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Preface

This monograph describes Gaussian Markov random fields (GMRF's)
and some of its applications in statistics. At first sight, this seems to be
a rather specialized topic, as the wider class of Markov random fields
is probably known only to researchers in spatial statistics and image
analysis. However, GMRF's have applications far beyond these two areas,
for example in structural time-series analysis, analysis of longitudinal
and survival data, spatiotemporal statistics, graphical models, and semi-
parametric statistics.

Despite the wide range of application, there is a unified framework
for both representing, understanding and computing with GMRFs using
the graph formulation. Our main motivation to write this monograph
is to provide the first comprehensive account of the main properties of
GMRFs, to emphasize the strong connection between GMRFs and nu-
merical methods for sparse matrices, and to outline various applications
of GMRFs for statistical inference.

Complex hierarchical models are at the core of modern statistics,
and GMRFs play a central role in this framework to describe the
spatial and temporal dynamics of nature and real systems. Statistical
inference in hierarchical models, however, can typically only be done
using simulation, in particular through Markov chain Monte Carlo
(MCMC) methods. Thus we emphasize computational issues, which
allow us to construct fast and reliable algorithms for (Bayesian) inference
in hierarchical models with GMRF components. We emphasize the
concept of blocking, i.e., updating all or nearly all of the parameters
jointly, which we believe to be perhaps the only way to overcome
problems with convergence and mixing of ordinary MCMC algorithms.
We hope that the reader will share our enthusiasm and that the examples
provided in this book will stimulate further research in this area.

The book can be loosely categorized as follows. We begin in Chapter 1
by introducing GMRF's through two simple examples, an autoregressive
model in time and a conditional autoregressive model in space. We then
briefly discuss numerical methods for sparse matrices, and why they are
important for simulation-based inference in GMRF models. We illustrate
this through a simple hierarchical model. We finally describe various
areas where GMRFs are used in statistics.
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Chapter 2 is the main theoretical chapter, describing the most impor-
tant results for GMRFs. It starts by introducing the necessary notation
and describing the central concept of conditional independence. GMRF's
are then defined and studied in detail. Efficient direct simulation from
a GMREF is described using numerical techniques for sparse matrices.
A numerical case study illustrates the performance of the algorithms
in different scenarios. Finally, two optional sections follow: The first
describes the theory of stationary GMRFs, where circulant and block
circulant matrices become important. Lastly we discuss the problem on
how to parameterize the precision matrix, the inverse covariance matrix,
of a GMRF without destroying positive definiteness.

In Chapter 3 we give a detailed discussion of intrinsic GMRFs
(IGMRFs). IGMRFs do have precision matrices which are no longer
of full rank. They are of central importance in Bayesian hierarchical
models, where they are often used as a nonstationary prior distribution
for dependent parameters in space or in time. A key concept to
understanding IGMRFs is the conditional distribution of a proper
GMRF under linear constraints. We then describe IGMRFs of various
kinds, on the line, the lattice, the torus, and on irregular graphs. A final
optional section is devoted to the representation of integrated Wiener
process priors as IGMRFs.

In Chapter 4 we discuss various applications of GMRF's for hierarchical
modeling. We outline how to use MCMC algorithms in hierarchical
models with GMRF components. We start with some general comments
regarding MCMC via blocking. We then discuss models with normal
observations, auxiliary variable models for probit and logistic regression
and nonnormal regression models, all with latent GMRF components.
The GMRFs may have a temporal or a spatial component, or they relate
to particular covariate effects in a semiparametric regression framework.

Finally, in Chapter 5 we first describe how GMRFs can be used to
approximate so-called Gaussian fields, i.e., normal distributed random
vectors where the covariance matrix rather than its inverse, the precision
matrix, is specified. The final section in Chapter 5 is devoted to the
problem of how to construct improved and non-GMRF approximations
to hidden GMRFs.

Appendices A and B describe the distributions we use and the
implementation of the algorithms in the public-domain library GMRFLib.

Chapters 2 and 3 are fairly self-contained and do not require much
prior knowledge from the reader, except for some familiarity with
probability theory and linear algebra. Chapters 4 and 5 assume that the
reader is experienced in the area of Bayesian hierarchical models and
their statistical analysis via MCMC, perhaps at the level of standard
textbooks such as Carlin and Louis (1996), Gilks et al. (1996), Robert
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and Casella (1999), or Gelman et al. (2004).

This monograph can be read chronologically. Sections marked with
a ‘%’ indicate more advanced material which can be skipped at first
reading. We might ask too much of some readers patience in Chapter 2
and 3, which are motivated from the various applications of GMRF's for
hierarchical modeling in Chapter 4. It might therefore be useful to skim
through Chapter 4 before reading Chapter 2 and 3 in detail.

This book was conceived in the spring of 2003 but the main body of
work was done in the first half of 2004. We are indebted to Julian Besag,
who read his seminal paper on Markov random fields (Besag, 1974) 30
years ago to the Royal Statistical Society, his seminal contributions to
this field since then, and for introducing LH to MRFs in 1995/1996
during a visit to the University of Washington. We also appreciate his
comments on the initial draft and sending us a copy of Mondal and Besag
(2004).

We thank Hans R. Kiinsch for sharing his wisdom with HR during a
visit to the ETH Ziirich in February 2004, Ludwig Fahrmeir, Stefan
Lang, and Hakon Tjelmeland for many good discussions, and Dag
Myrhaug for providing a quiet working environment for HR. The inter-
action and collaboration with (past) Ph.D. students about this theme
have been valuable, thanks to Sveinung Erland, Turid Follestad, Oddvar
K. Husby, Gilinter Rafler, Volker Schmid, and Ingelin Steinsland. The
support of the German Research Foundation (DFG, Sonderforschungs-
bereich 386) and the department of mathematical sciences at NTNU is
also appreciated. HR also thanks Anne Kajander for all administrative
help.

Hakon Tjelmeland and Geir Storvik read carefully through the initial
drafts and provided numerous comments and critical questions. Thank
you! Also the comments from Arnoldo Frigessi, Martin Skold and Hanne
T. Wist were much appreciated. The collaboration with Chapman &
Hall/CRC was always smooth and constructive.

We look forward to returning to everyday life and enjoying our
families, Kristine and Mona, Valentina and Ulrike. Thank you for your

patience!
HAVARD RUE Trondheim
LEONHARD HELD Munich

Summer 2004
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CHAPTER 1

Introduction

1.1 Background

This monograph considers Gaussian Markov random fields (GMRF's)
covering both theory and applications. A GMRF is really a simple
construct: It is just a (finite-dimensional) random vector following a
multivariate normal (or Gaussian) distribution. However, we will be
concerned with more restrictive versions where the GMRF satisfies ad-
ditional conditional independence assumptions, hence the term Markov.

Conditional independence is a powerful concept. Let @ = (21, 72, x3)7
be a random vector, then x; and x5 are conditionally independent given
x3 if, for known value of 3, discovering x5 tells you nothing new about
the distribution of z1. Under this condition the joint density () must
have the representation

m(x) = m(xy | x3) w(x2 | x3) 7(23),
which is a simplification of a general representation
’/T(m) = 71'(171 | I'Q,Zg) 71'(1'2 | 1’3) ’/T(IL’g).

The conditional independence property implies that m(x|zg,x3) is
simplified to m(x1|zs), which is easier to understand, to represent, and
to interpret.

1.1.1 An introductory example

As a simple example of a GMRF, consider an autoregressive process of
order 1 with standard normal errors, which if often expressed as

2= ¢rq + e, @ SN(0,1), |¢ <1 (1.1)

where the index ¢ represents time. Assumptions about conditional
independence are not stated explicitly here, but show up more clearly if
we express (1.1) in the conditional form

Tt | Llyeoesy L1 N(¢It_1, 1) (1.2)
for t = 2,...,n. In this model z, and z; with 1 < s < t < n are
conditionally independent given {xsy1,...,2¢—1} if t —s> 1.
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In addition to (1.2), let us now assume that the marginal distribution
of 2 is normal with mean zero and variance 1/(1 — ¢?), which is simply
the stationary distribution of this process. Then the joint density of x is

w(x) = w(xy) m(xa|x1) - 7(Tn | Tno1) (1.3)
et (-Lerar)

where the precision matriz Q is the tridiagonal matrix

L -9
—¢ 1+¢* —¢

—¢ 1+¢* —¢
—¢ 1
with zero entries outside the diagonal and first off-diagonals. The
conditional independence assumptions impose certain restrictions on
the precision matrix. The tridiagonal form is due to the fact that x;
and z; are conditionally independent for |i — j| > 1, given the rest.
This also holds in general for any GMRF: If Q;; = 0 for i # j,
then z; and z; are conditionally independent given the other variables
{zy : k # iand k # j} and vice versa. The sparse structure of Q
prepares the ground for fast computations of GMRF's to which we return
in Section 1.2.1.
The simple relationship between conditional independence and the
zero structure of the precision matrix is not evident in the covariance
matrix ¥ = Q ', which is a (completely) dense matrix with entries

1
=15

¢|i—j|.

Uij
For example, for n = 7,

1L ¢ ¢ ¢ ¢t ¢ ¢°

o 1 ¢ ¢ ¢ ¢t ¢

N T B

1o P P> o 1 ¢ ¢ ¢

¢t ¢ ¢ 9 1 ¢ ¢

S N U

o ¢ ¢t & 9?9 1
It is therefore difficult to derive conditional independence properties from
the structure of 3. Clearly, the entries in 3 only give (direct) information
about the marginal dependence structure, not the conditional one. For

b))
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example, in the autoregressive model, x5 and x; are marginally dependent
for any finite s and ¢ as long as ¢ # 0.

Simplifications due to conditional independence do not only appear
for the directed conditional distributions as in (1.2), but also for
the undirected conditional distributions, often called full conditionals
{m(z¢|x_¢)}, where x_; denotes all elements in x but z;. In the
autoregressive example,

N(¢$t+1, 1) t= 1,
Tt ‘ r_y ~ N (#(fﬂt_1 + l‘t+1), #) 1<t<n, (14)
N (¢pzp_1, 1) t=mn,

so x; depends in general both on z;_; and x;y1. Equation (1.4) is
important as it allows for an alternative specification of the first-
order autoregressive models through the full conditionals 7(x¢|x_;) for
t=1,...,n. In fact, by starting with these full conditionals, we obtain
an alternative and completely equivalent representation of this model
with the same joint density for x. This is not so obvious as for the
directed conditional distributions (1.2), where the joint density is simply
the product of the densities corresponding to (1.2) for ¢t = 2,...,n times
the (marginal) density of ;.

1.1.2 Conditional autoregressions

We now make the discussion more general, leaving autoregressive models.
Let « be associated with observations or some property of points or
regions in the spatial domain. For example, xz; could be the value of
pixel ¢ in an image, the height of tile ¢ in a tessellation or the relative
risk for some disease in the ith district. Now there is no natural ordering
of the indices and (1.3) is no longer useful to specify the joint density
of . A common approach is then to specify the joint density of a zero
mean GMRF implicitly by specifying each of the n full conditionals

ZT; | Xr_; ~ N Z ,Bijiﬁj,lii_l s (15)
Jig#i

which was pioneered by Besag (1974, 1975). These models are also
known by the name conditional autoregressions, abbreviated as CAR
models. There is also an alternative and more restrictive approach to
CAR models, the so-called simultaneous autoregressions (SAR), which
we will not discuss specifically. This approach dates back to Whittle

(1954), see for example, Cressie (1993) for further details.
The n full conditionals (1.5) must satisfy some consistency conditions
to ensure that a joint normal density exists with these full conditionals.
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These reduces to require that Q = (Q;;) with elements

Kj i:j
Qij = o
7 —kifi; U F g,

is symmetric and positive definite. Symmetry is ensured by x;8;; = ;054
for all ¢ # j, while positive definiteness requires «; > 0 for all i =
1,...,n, but imposes further (and often quite complicated) constraints
on the f;;’s. A common (perhaps too common!) approach to ensure
positive definiteness is to require that Q is diagonal dominant, which
means that, in each row (or column) of Q, the diagonal entry is larger
than the sum of the absolute off-diagonal entries. This is a sufficient but
not necessary condition for positive definiteness.

The conditional independence properties of this GMRF can now be
found by simply checking if @Q;; is zero or not. If Q);; = 0 then z; and z;
are conditionally independent given the rest, and if Q);; # 0 then they are
conditionally dependent. It is useful to represent these findings using an
undirected graph with nodes {1,...,n} and an edge between node i and
J # 1 if and only if Q;; # 0. We then say that = is a GMRF with respect
to this graph. The neighbors to node ¢ are all nodes j # ¢ with §;; # 0,
hence all nodes on which the full conditional (1.5) depends. Going back
to the autoregressive model (1.4), the neighbors of ¢ are {i —1,i+ 1} for
i=2,...,n—1, and {2} and {n — 1} of node 1 and n, respectively.

In general the neighbors of ¢ are often those that are, in one way or
the other, in the ‘proximity’ of node ¢. The common approach is first to
specify the graph by choosing a suitable set of neighbors to each node,
and then to choose §;; for each pair i ~ j of neighboring nodes ¢ and j.

Figure 1.1 displays two such graphs, (a) a linear graph corresponding
to (1.2) with n = 50 and (b) the graph corresponding to the 16 states of
Germany where two states are neighbors if they share a common border.
The graph in (b) is not drawn to mimic the map of Germany but only to
visualize the graph itself. The number of neighbors in (b) varies between
2 and 9.

Figure 1.2 displays a graph constructed similarly to Figure 1.1(b), but
which now corresponds to the 366 regions in Sardinia. The neighborhood
structure is now slightly more complex and the number of neighbors
varies between 1 and 13 with a median of 5. This is a typical (but
simple) graph for applications of GMRF models.

The case where Q is symmetric and positive semidefinite is of partic-
ular interest. This class is known under the name intrinsic conditional
autoregressions or intrinsic GMRFs (IGMRFs). The density of = is
then improper but, by construction, & defines a proper distribution on
a specific lower-dimensional space. For example, if each row (or column)
of @ sums up to zero, then @ has rank n— 1 and the (improper) density
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Figure 1.1 (a) The linear graph corresponding to an autoregressive process of
order 1, (b) the graph of the 16 states of Germany where two states sharing a
common border are considered to be neighbors.

of x is invariant to the addition of a constant to all components in x.
This is of benefit if the level of  is unknown or perhaps not constant
but varies smoothly over the region of interest. More generally, one can
for example construct IGMRFs that are invariant to the addition of
polynomials. IGMRFs play a central role in hierarchical models, which
we discuss later.

1.2 The scope of this monograph

The main scope of this monograph is as follows:

e To provide a systematic presentation of the main theoretical results
for GMRFs and intrinsic GMRFs. We will focus mainly on finite
GMRFs, but also discuss GMRF's on infinite lattices.

e To present and discuss numerical methods for sparse matrices and how
these can be used to simulate from a GMRF and how to evaluate the
log density of a GMRF. Both tasks also can be done under various
forms of conditioning and linear constraints.

e To discuss hierarchical GMRF models, which illustrates the use of
GMRFs in various areas using different choices for the distribution of
the observed data.
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Figure 1.2 The graph of the 366 administrative regions in Sardinia where two
regions sharing a common border are neighbors. Neighbors in the graph are
linked by edges or indicated by overlapping nodes.

e To provide a unified framework for fast and reliable Bayesian inference
in hierarchical GMRF models based on Markov chain Monte Carlo
(MCMC) simulation. Typically, all or nearly all unknown parameters
are updated simultaneously or at least in large blocks. An important
part of the algorithms is to use fast numerical methods for sparse
matrices.

Perhaps the two most innovative methodological contributions in this
monograph are the connection between GMRF and numerical methods
for sparse matrices, and the fast and reliable MCMC block algorithms
for Bayesian inference in hierarchical models with GMRF components.
We briefly describe the main ideas in the following.

1.2.1 Numerical methods for sparse matrices

Sparse matrices appear naturally for GMRFs as Q;; # 0 only if ¢ and
j are neighbors. By construction (most) precision matrices for GMRFs
are sparse where only O(n) of the terms in @ are nonzero. We can take

@ © 2005 by Taylor & Francis Group, LLC



advantage of this for computing the Cholesky factorization of @,
Q=LL",

where L is a lower-triangular matrix. It turns out that L can inherit the
nonzero pattern of @ so it can be sparse as well. However, how sparse L is
depends heavily on the ordering of the indices of the GMRF @x. Therefore
the indices are permuted in advance to obtain a matrix L with as few
as possible nonzero entries. The computational savings stem from the
simple fact that we do not need to compute terms that are known to be
zero. Hence, only the nonzero terms in L are computed and stored. For
larger GMRFs, for example with 10,000 - 100, 000 nodes, this results in
a huge speedup and low memory usage. The classical approach to obtain
such a matrix L is to construct a permutation of the indices of & such
that the permuted @ becomes a band matrix. Then a band-Cholesky
factorization can be used to compute L. In this case L will be a (lower)
band matrix with the same bandwidth as Q. For an introduction to
numerical methods for sparse matrices, see Dongarra et al. (1998), Duff
et al. (1989), George and Liu (1981), and Gupta (2002) for a comparison.

As an illustration, suppose we want to simulate from a GMRF.
Simulation-based inference via MCMC is typically the only way for
(Bayesian) inference in complex hierarchical models, and efficient simu-
lation of GMRFs is therefore one of the central themes of the book. To
simulate from a zero mean GMRF with precision matrix @, we compute
the Cholesky triangle L and then solve

LTz =z, (1.6)

where z is a vector of independent standard normal variables. The sparse
structure of L will also make this step more efficient. It is easy to
show that the solution of (1.6) has precision matrix @ as required. The
generalization to arbitrary mean g is trivial. Algorithms for conditional
simulation of GMRFs can also be constructed such that all sparse
matrices involved are taken advantage of. The same is true if one is
interested in the evaluation of the log density of the GMRF. Roughly,
the cost is O(n), O(n?/?), O(n?) for GMRFs in time, space, space x
time, respectively.

The symbiotic connection between GMRFs and numerical methods
sparse matrices has been known implicitly and for special cases for a
long time. For autoregressive models and state-space models in general,
fast O(n) algorithms exist, derived from the Kalman filter and its
variants. The forward-filtering backward-sampling algorithm (Carter and
Kohn, 1994, Frihwirth-Schnatter, 1994) uses intermediate results from
the Kalman filter to sample from a (hidden) GMRF, but reduces to
factorizing a positive definite (block-)tridiagonal matrix (Knorr-Held
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and Rue, 2002, Appendix). Lavine (1999) uses this algorithm for a
two- and three-dimensional GMRF on a regular lattice and derives
algorithms for the evaluation of the log density and for sampling
a GMRF. This algorithm is similar to the one derived by Moura
and Balram (1992). However, the extension from the regular lattice
to a general graph is difficult using this approach. Pace and Barry
(1997) propose using general numerical methods for sparse matrices to
evaluate the log density. Rue (2001) derives algorithms for conditional
sampling, evaluation of the corresponding log density and demonstrate
how to use these numerical methods to construct block-updating MCMC
algorithms further developed by Knorr-Held and Rue (2002). Rue and
Follestad (2003) provide additional details of Rue (2001, Appendix) and
a statistical interpretation of numerical methods for sparse matrices and
various permutation approaches.

A nice feature about modern techniques for sparse matrices is that
the permutation adapts to the graph of the GMRF under study, hence
such algorithms provide close-to-optimal algorithms for most cases of
interest. This is of great advantage as it allows us to merge the different
GMRFs usually involved in a hierarchical GMRF model into a larger
one, which makes it possible to construct a unified approach to MCMC-
based inference for hierarchical GMRF models. This will be sketched in
the following section.

1.2.2 Statistical inference in hierarchical models

GMRFs are frequently used in hierarchical models in order to allow for
stochastic dependence between a set of unknown parameters. A typical
setup uses three stages where unknown hyperparameters 6 specify a
GMRF x. The field « is now connected to data y, which are commonly
assumed to be conditionally independent given . In the simplest case,
each observation y; depends only on a corresponding ¢th element x; in x,
so ¢y and « have the same dimension. Hence the three stages are specified
as

0 ~ 7(0)
x ~ 7w(x|0)
iid .
yi ~ m(y|x), i=1,...,n.
The posterior distribution is

n

(2,0 | y) o< w(0) w(z | 6) [[w(yi | ).

i=1
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For example, y; could be a normal variable with mean z;, Bernoulli
with mean 1/(1 4 exp(z;)) or Poisson with mean exp(z;). Consider for
example the Poisson case. In many applications there will be so-called
extra-Poisson variation, and a common approach to deal with this is to
add independent zero mean normal random effects v; to the model so
that y; is now Poisson with mean exp(z; + v;).

Since v is also a GMRF with a diagonal precision matrix and  and
v are assumed to be independent, they form a joint GMRF of size
2n. However, conditional on y, both z; and v; will depend on y;. An
alternative approach is to parameterize the model from v to u = © + v,
which defines a GMRF w of size 2n,

w = (2) . (1.7)

The graph of w is displayed in Figure 1.3 where the graph @ corresponds
either to Figure 1.1(a) or (b) and the gray nodes in the graph correspond
to u. Using the new GMRF w, each observations y; is now only
connected to w;4,, and the posterior distribution has the form

n
(w,0 | y) o w(0) w(w | 0) [[m(yi | wate)-

i=1
This is a typical example where MCMC is the only way for statistical
inference, but where the choice of the particular MCMC algorithm is
crucial. In Section 4, we will describe an MCMC algorithm that jointly
updates the GMRF w and the hyperparameters 6 (here the unknown
precisions of x and wv) in one block, thus ensuring good mixing and
convergence properties of the algorithm.

Suppose now there is also covariate information z; available for each
observation y;, here z; is of dimension p, say. A common approach is to
assume now that y; is Poisson with mean exp(x; +v; + ziTB), where 3 is
a vector of unknown regression parameters, with a multivariate normal
prior with some mean and some precision matrix, which can be zero. We
do not give the exact details here, but 8 can also be merged with the
GMRF w to a larger GMRF of dimension 2n + p, which still inherits
the sparse structure. Furthermore, block updates of the enlarged field,
jointly with unknown hyperparameters, is still possible.

Merging two or more GMRFs into a larger one typically preserves
the local features of the GMRF and simplifies the structure of the
model. This is important mainly for computational reasons, as we can
then construct efficient MCMC algorithms. Note that if 6 is fixed
and y; is normal, this will correspond to independent simulation from
the posterior, no matter how large the dimension of the GMRF. For
nonnormal observations, as in the above Poisson case, we will use
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the Metropolis-Hastings algorithm combined with Taylor expansions to
construct appropriate GMRF block proposals for the posterior distribu-
tion. However, for binary responses we will introduce so-called auxiliary
variables in the model, which avoid the use of Taylor expansions.

1.3 Applications of GMRFs

GMRFs have an enormous list of applications, dating back to 1880,
at least, with Thiele’s first-order random walk model for time-series
analysis, see Lauritzen (1981). We will now briefly describe some main
areas of application of GMRFs, not mutually disjoint, where GMRFs
are being used, pointing the interested reader to some key references.

Structural time-series analysis Autoregressive models are GMRF's
on a linear graph that is part of the standard literature in time series.
Extensions to state-space models add normal observations that makes
the conditional distribution of the hidden state x also a GMRF. Some
of the theoretical results derived in this area depend particularly on
the linear graph and its sequential representation. Computational
algorithms used are based on the Kalman filter and its variants.
Approximate inference for state-space models with nonnormal obser-
vations is discussed in Fahrmeir (1992). Simulation-based inference for
normal state-space models is described in Carter and Kohn (1994),
Frithwirth-Schnatter (1994), and Shephard (1994), while simulation-
based inference for state-space models with nonnormal observations
is proposed in Shephard and Pitt (1997) and Knorr-Held (1999). The
connection of these algorithms to our more general graph-oriented
approach will be discussed in Chapter 4, see also Knorr-Held and
Rue (2002, Appendix A). Good references to time-series analysis and
state-space models are Brockwell and Davis (1987), Harvey (1989)
and West and Harrison (1997).

Analysis of longitudinal and survival data GMRF priors, in par-
ticular their temporal versions, are used extensively to analyze
longitudinal and survival data. Some key references for state-space
approaches are Fahrmeir (1994), Gamerman and West (1987), Jones
(1993), see also Fahrmeir and Knorr-Held (2000, Sec. 18.3.3). The
analysis of longitudinal or survival data with additional GMRFs on
spatial components is described in Banerjee et al. (2003), Carlin and
Banerjee (2003), Crook et al. (2003), Knorr-Held (2000a), Knorr-Held
and Besag (1998), Knorr-Held and Richardson (2003), and Banerjee
et al. (2004) among others. Analysis of rates with several time scales is
described in Berzuini and Clayton (1994), Besag et al. (1995), Knorr-
Held and Rainer (2001), and Bray (2002). Finally, applications of
GMRF priors to longitudinal data in sports are described in Glickman
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Figure 1.3 The graph of w (1.7) where the graph of  is in Figure 1.1(a) and
(b), respectively. The nodes corresponding to w are displayed in gray.
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and Stern (1998), Knorr-Held (2000b), Rue and Salvesen (2000), and
Held and Vollnhals (2005).

Graphical models GMRFs are central in the area of graphical models.
One problem is to estimate @ and its (associated) graph from data,
see Dempster (1972), Giudici and Green (1999), Whittaker (1990),
and Dobra et al. (2003) for an application in statistical genetics.
More generally, GMRFs are used in a larger setting involving not
only undirected but also directed or chain graphs, and perhaps
nonnormal or discrete random variables. Some theoretical results
regarding GMRFs that we do not cover in this monograph can be
found in this area, see for example, Speed and Kiiveri (1986) and the
books by Whittaker (1990) and Lauritzen (1996). Exact propagation
algorithms for graphical models also include algorithms for GMRFs,
see Lauritzen and Jensen (2001). Wilkinson and Yeung (2002, 2004)
discuss propagation algorithms and the connection to the sparse
matrix approach taken in this monograph.

Semiparametric regression and splines A similar task appearing
in both semiparametric statistics and spline models is to describe a
smooth curve in time or a surface in space, see for example, Fahrmeir
and Lang (2001a,c), Heikkinen and Arjas (1998). A semiparametric
approach is often based on intrinsic GMRF models using either a
first- or second-order random walk model in time or on the line.
Spline models are formulated differently, but Wahba (1978) derived
the connection between the posterior expectation of a diffuse inte-
grated Wiener process and polynomial splines. Second-order random
walk models, as they are commonly defined, can be seen as an
approximation to a discretely observed integrated Wiener process.
However, this connection can be made rigorous as we will discuss
later using results of Wecker and Ansley (1983) and Jones (1981). A
more recent approach taken by Lang and Brezger (2004) is to use
IGMRF models for the coefficients of B-splines. The presentation of
statistical modeling approaches using generalized linear models by
Fahrmeir and Tutz (2001) illustrates the use of GMRFs and splines
for semi-parametric regression in various settings.

Image analysis Image analysis is perhaps the first main area of
application of spatial GMRFs, see for example, techniques for image
restoration using the Wiener filter (Hunt, 1973), texture modeling,
and texture discrimination (Chellappa and Chatterjee, 1985, Chel-
lappa et al., 1985, Cross and Jain, 1983, Descombes et al., 1999, Rellier
et al., 2002). Further applications of GMRF's in image analysis include
modeling stationary fields (Chellappa and Jain, 1993, Chellappa
and Kashyap, 1982, Dubes and Jain, 1989, Kashyap and Chellappa,
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1983), modeling inhomogeneous fields (Aykroyd, 1998, Dreesman
and Tutz, 2001), segmentation (Dryden et al., 2003, Manjunath
and Chellappa, 1991), low-level vision (Marroquin et al., 2001),
blind restoration (Jeffs et al., 1998), deformable templates (Amit
et al., 1991, Grenander, 1993, Grenander and Miller, 1994, Hobolth
et al., 2002, Hurn et al., 2001, Kent et al., 2000, 1996, Ripley and
Sutherland, 1990, Rue and Husby, 1998), object identification (Rue
and Hurn, 1999), 3D reconstruction (Lindgren, 1997, Lindgren et al.,
1997), restoring ultrasound images (Husby et al., 2001, Husby and
Rue, 2004) and adjusted maximum likelihood and pseudolikelihood
estimation (Besag, 1975, 1977a,b, Dryden et al., 2002). GMRFs are
also used in edge-preserving restoration using auxiliary variables, see
Geman and Yang (1995). This field is simply to large to be treated
fairly, see also Hurn et al. (2003) for a statistically oriented (but still
incomplete) overview.

Spatial statistics The use of GMRF in this field is large, see for
example, Banerjee et al. (2004), Cressie (1993), and the references
therein. Some more recent applications include the analysis of spatial
binary data (Pettitt et al., 2002, Weir and Pettitt, 1999, 2000),
non-stationary models (Dreesman and Tutz, 2001), geostatistical
applications using GMRF approximations for Gaussian fields (Allcroft
and Glasbey, 2003, Follestad and Rue, 2003, Hrafnkelsson and Cressie,
2003, Husby and Rue, 2004, Rue and Follestad, 2003, Rue et al., 2004,
Rue and Tjelmeland, 2002, Steinsland and Rue, 2003, Werner, 2004),
analysis of data in social science, see Fotheringham et al. (2002), Hain-
ing (1990) and the references therein, spatial econometrics, see Anselin
and Florax (1995) and the references therein, multivariate GMRF's
(Gamerman et al., 2003, Gelfand and Vounatsou, 2003, Mardia, 1988),
space-varying regression models (Assuncdo et al., 1998, Gamerman
et al., 2003), analysis of agricultural field experiments (Bartlett, 1978,
Besag et al., 1995, Besag and Higdon, 1999), applications in spatial
and space-time epidemiology (Besag et al., 1991, Cressie and Chan,
1989, Knorr-Held, 2000a, Knorr-Held and Besag, 1998, Knorr-Held
et al., 2002, Knorr-Held and Rue, 2002, Mollié, 1996, Natario and
Knorr-Held, 2003, Schmid and Held, 2004), in environmental statistics
(Huerta et al., 2004, Lindgren and Rue, 2004, Wikle et al., 1998),
to inverse problems (Higdon et al., 2003) and so on. The list seems
endless.
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CHAPTER 2

Theory of Gaussian Markov
random fields

In this chapter, we will present the basic properties of a GMRF. As a
GMRF is normal, all results valid for a normal distribution are also valid
for a GMRF. However, in order to apply GMRF's in Bayesian hierarchical
models, we need to sample from GMRFs and to compute certain
properties of GMRFs under various conditions. What makes GMRFs
extremely useful in practice, is that the things we often need to compute
are particularly fast to compute for a GMRF. The key is naturally the
sparseness of the precision matrix and the structure of its nonzero terms.
It will be useful to represent GMRF's on a graph representing the nonzero
pattern of the precision matrix. This representation serves two purposes.
First, it will provide a unified way of interpreting and understanding a
GMRF through conditional independence, either for a GMRF in time, on
a lattice, or on some more general structure. Secondly, this representation
will also provide a unified way to actually compute various properties for
a GMRF and to generate samples from it, by using numerical methods
for sparse matrices.

2.1 Preliminaries
2.1.1 Matrices and vectors

Vectors and matrices are typeset in bold, like & and A. The transpose
of A is denoted by A”. The notation A = (A;;) means that the element
in the sth row and jth column of A is A;;. For a vector we use the same
notation, = (x;). We denote by @;.; the vector (z;, 241, ...,x;)T. For
an n X m matrix A with columns Ay, Ao, ..., A,,, vec(A) denotes the
vector obtained by stacking the columns one above the other, vec(A) =
(AT, AT, ... AT A submatriz of A is obtained by deleting some
rows and/or columns of A. A submatrix of an n x n matrix A is called a
principal submatriz, if it can be obtained by deleting rows and columns of
the same index, so for example, B = (ﬁ; f‘;;) is a principal submatrix
of A. An r X r submatrix is called a leading principal submatriz of A, if
it can be obtained by deleting the last n — r rows and columns.

We use the notation diag(A) and diag(a), where A is an n X n matrix
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and a a vector of length n, for the n x n diagonal matrices

A a1
and ,

Ann an

respectively. We denote by I the identity matrix.

The matrix A is called upper triangular if A;; = 0 whenever 7 > j and
lower triangular if A;; = 0 whenever ¢ < j. The bandwidth of a matrix
A is max{]i — j| : Ai; # 0}. The lower bandwidth is max{|i — j| : A;; #
0 and ¢ > j}. The determinant of an n X n matrix A is denoted by |A]
and equals the product of the eigenvalues of A. The rank of A, denoted
by rank(A), is the number of linearly independent rows or columns of the
matrix. The trace of A is the sum of the diagonal elements, trace(A) =
>, Aji. For elementwise multiplication of two matrices of size n x m, we
use the symbol ‘@, i.e.,

AiBy ... AiumBin
AGB= : . :
Ananl R Antnm

Similarly, ‘@’ denotes elementwise division. We will use the symbol ‘®’
for raising each element of a matrix A to a scalar power a, i.e., element
ij of ADais Af;.

2.1.2 Lattice and torus

We denote by Z,, a (regular) lattice (or grid) of size n = (ny,ng) (for a
two-dimensional lattice). The location of pizel or site ij is denoted by
(¢,7). Let « take values on Z,, and denote by x;; the value of x at site
ij,fori=1,...,n1 and j =1,...,n2. We add where needed a ‘,” in the
indices, like 11,1, to avoid confusion. On an infinite lattice o the sites
ij are numbered as i = 0,£1,+2, ..., and j =0,£1,£2,....

A torus is a lattice with cyclic (or toroidal) boundary conditions and
denoted by 7. By notational convenience, the dimension is n = (ny,ns)
(for a two-dimensional torus) and all indices are modulus n and run
from 0 to n; — 1 and ng — 1, respectively. If a GMRF x is defined on
7T, the toroidal boundary conditions imply that z_s ., equals z,,_29
as —2 mod n; equals n; — 2 and ny mod ny equals 0. Figure 2.1 (a)
illustrates the form of a torus.

With an irregular lattice, a slightly imprecise term, we mean a spatial
configuration of regions ¢ = 1,...,n, where (most often) the regions
share common borders. A typical examples is displayed in Figure 2.1(b)
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Figure 2.1 (a) Illustration of a torus obtained on a two-dimensional lattice with
cyclic boundary conditions, (b) the states of the United States is an illustration
of an irregular lattice.

showing (most of) the states of the USA. Each state represents a region
and they share common borders.

2.1.83 General notation and abbreviations

For C € T ={1,...,n}, define ®xc = {z; : i € C'}. With —C we denote
the set Z — C, so that _¢ = {z; : i € —C}. For two sets A and B,
then A\B={i : i € Aandi & B}.

We will make no notational difference between a random variable and
a specific realization of a random variable. The notation 7(+) is a generic
notation for the density of its arguments, like 7(x) for the density of x
and m(xa|x_4) for the conditional density or x4, given a realization of
x_ 4. By ‘~” we mean ‘distributed as’, so if x ~ £ then x is distributed
according to the law L. We denote generically the expected value by
E(+), the variance by Var(-), the covariance by Cov(+), the precision by
Prec(-) = Cov(:)7!, and the correlation by Corr(-, ).

We use the shortcut iff for ‘if and only if’, wrt for ‘with respect to’,
and lhs (rhs) for the left- or right-hand side of an equation.

One flop is defined as one floating-point operation. For example,
evaluating x + a*b requires two flops: one multiplication and one
addition.

2.1.4 Conditional independence

To compute the conditional density of @ 4, given & _ 4, we will repeatedly
use that
m(Ta, _A)
W(;E,A)
This is true since the denominator does not depend on x 4.
A key concept for understanding GMRF's is conditional independence.
Clearly, two random variables z and y are independent iff m(x,y) =

m(xa | ®_a) = o (). (2.1)
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m(x)m(y). We write this as L y. Two variables z and y are called
conditionally independent given z, iff w(x, y|z) = 7(z|z)7(y|z). We write
this as
zly]z

Note that = and y might be (marginally) dependent, although they
are conditionally independent given z. Using the following factorization
criterion for conditional independence, it is easy to verify conditional
independence.

Theorem 2.1

vlylz <= w(xyz)=f(2,2)9(y2) (2.2)
for some functions f and g, and for all z with w(z) > 0.

Example 2.1 Form(z,y,z) x exp(z+zz+yz), on some bounded region,
we see that x L y|z. However, this is not the case for w(x,y,z)
exp(zyz).

The concept of conditional independence easily extends to the multi-
variate case, where x and y are called conditionally independent given
z, iff n(x,ylz) = w(x|z)n(y|z), which we write as * L y|z. The
factorization theorem still holds in this case.

2.1.5 Undirected graphs

We will use undirected graphs for representing the conditional indepen-
dence structure in a GMRF. An undirected graph G is a tuple G = (V, ),
where V is the set of nodes in the graph, and £ is the set of edges {i, j},
where i,j € V and i # j. If {i,j} € &, there is an undirected edge from
node ¢ to node j, otherwise, there is no edge between node ¢ to node j.
A graph is fully connected if {i,j} € € for all4,j € V with ¢ # j. In most

cases we will assume that V = {1,2,...,n}, in which case the graph
is called labelled. A simple example of an undirected graph is shown in
Figure 2.2.

Figure 2.2 An example of an undirected labelled graph with n = 3 nodes, here
V = {1,2,3} and £ = {{1,2},{2,3}}. We also see that ne(l) = 2, ne(2) =
{1,3}, ne({1,2}) = 3, and 2 separates 1 and 3.
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The neighbors of node i are all nodes in G having an edge to node i,
ne(i) ={j eV : {i,j} €&}.

We can extend this definition to a set A C V, where we define the
neighbors of A as
ne(A) = J ne(i) \ A.
€A
The neighbors of A are all nodes not in A, but adjacent to a node in A.
Figure 2.2 illustrates this definition.

A path from iy to i,, is a sequence of distinct nodes in V, i1, 142,...,%m,
for which (¢j,i41) € £ for j =1,...,m — 1. A subset C C V separates
twonodes i € C' and j ¢ C, if every path from ¢ to j contains at least one
node from C. Two disjoint sets A C V\ C and B C V \ C are separated
by C,if alli € A and j € B are separated by C, i.e., we cannot walk
on the graph starting somewhere in A ending somewhere in B without
passing through C.

We write ¢ gj if node ¢ and j are neighbors in graph G, or just i ~ j
where the graph is implicit. A direct consequence of the definition is that
i~jejri

We need the notion of a subgraph. Let A be a subset of V. Then
G# denotes the graph restricted to A, i.e., the graph we obtain after
removing all nodes not belonging to A and all edges where at least one
node does not belong to A. Precisely, G4 = {V4 €4}, where V4 = A
and

EA={{i,j} € Eand {i,j} € Ax A}.
For example, if we let G be the graph in Figure 2.2 and A = {1,2}, then
VA ={1,2} and £4 = {{1,2}}.

2.1.6 Symmetric positive-definite matrices
An n x n matrix A is positive definite iff
T Ax >0, Vx #0.

If A is also symmetric, then it is called a symmetric positive-definite
(SPD) matrix. We only consider SPD matrices and sometimes use the
notation ‘A > 0’ for an SPD matrix A.

Some of the properties of a SPD matrix A are the following.

1. rank(A) = n.

2. |A] > 0.

3. A; > 0.

4. Aj;Aj; — A?j > 0, for i # j.
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A + Ajj —2|A5] >0, for i # 5.
maxAii > max;£; |Aij|.

' is SPD.
. All principal submatrices of A are SPD.

If A and B are SPD, then so is A + B, but the converse is not true in

general. If A and B are SPD and AB = BA, then AB is SPD.
The following conditions are all sufficient and necessary for a symmet-
ric matrix A to be SPD:

1. All the eigenvalues A1, ..., \, of A are strictly positive.

2. There exists a matrix C such that A = CCT. If C is lower triangular
it is called the Cholesky triangle of A.

3. All leading principal submatrices have strictly positive determinants.

00.\1.@9”

A sufficient but not necessary condition for a (symmetric) matrix to be
SPD is the diagonal dominance criterion:

— Z |A1j| >0, Vi.
jigi
An n x n matrix A is called positive semidefinite iff

T Ax >0, Vx #0.

If A is also symmetric, then it is called a symmetric positive semidefinite
(SPSD) matrix. A SPSD matrix A is sometimes denoted by ‘A > 0.

2.1.7 The normal distribution

We now recall the multivariate normal distribution and give some of its
basic properties. This makes the difference to a GMRF more clear. Other
distributions are defined in Appendix A.

The density of a normal random variable © = (z1,...,2,)%, n < oo,
with mean p (nx 1 vector) and SPD covariance matrix 3 (n x n matrix),
is

1
(@) = (27) 2TV exp (—5@ —W)'E (- m) . zeR™
(2.3)
Here, u; = E(z;), X;; = Cov(zs,z;), X = Var(z;) > 0 and
Corr(zi, ;) = %4i/(8uX;) /2. We write this as z ~ N(u,3). A

standard normal distribution is obtained if n =1, 4 = 0 and X1 = 1.

We now divide z into two parts, = (mg,wg) , and split g and X

accordingly:
ITh Yaa Xasm
= d ¥= .
# (/Me) " <EBA 233)
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Here are some basic properties of the normal distribution.
1. LA N./\/(;LA,EAA)
2. Y2 =0iff x4 and xp are independent.

3. The conditional distribution 7m(xa|xg) is N (k4 5, Xa15), Where

Bap = Mat SapZpp(®p — pp) and

Sap = Zaa—ZapZ5pTpa.

4. fz ~ N(u,E) and =’ ~ N (', ') are independent, then x + ' ~
Np+p,S+3).

2.2 Definition and basic properties of GMRF's
2.2.1 Definition

Let £ = (x1,...,2,)7 have a normal distribution with mean g and
covariance matrix 3. Define the labelled graph G = (V, ), where V =
{1,...,n} and € be such that there is no edge between node i and j iff
z; L xj|:c,ij, where x_;; is short for T_g; - Then we say that x is a
GMRF wrt G.

Before we define a GMRF formally, let us investigate the connection
between the graph G and the parameters of the normal distribution.
Since the mean p does not have any influence on the pairwise conditional
independence properties of x, we can deduce that this information must
be ‘hidden’ solely in the covariance matrix 3. It turns out that the
inverse covariance matrix, the precision matrizc Q = X" plays the key
role.

Theorem 2.2 Let x be normal distributed with mean p and precision
matriz Q > 0. Then for i # j,

x; L T ‘ T < Qij =0.

This is a nice and useful result. It simply says that the nonzero pattern
of @Q determines G, so we can read off from @ whether z; and x; are
conditionally independent. We will return to this in a moment. On the
other hand, for a given graph G, we know the nonzero terms in Q. This
can be used to provide a parameterization of Q, being aware that we
also require @ > 0.

Before providing the proof of Theorem 2.2, we state the formal
definition of a GMRF.

Definition 2.1 (GMRF) A random vector ¢ = (x1,...,7,)T € R
is called a GMRF wrt a labelled graph G = (V,E) with mean p and
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precision matrix Q > 0, iff its density has the form

m(z) = (2m)""?|Q["/? exp (—%(w —w)TQ(x - u)) (2.4)

and
Qij #0 <= {i,j} €& forall i#j.

If Q is a completely dense matrix then G is fully connected. This
implies that any normal distribution with SPD covariance matrix is also
a GMRF and vice versa. We will focus on the case when @ is sparse, as
it is here that the nice properties of GMRFs are really useful.

Proof. [Theorem 2.2] We partition « as (z;,z;,&_,;;) and then use
the multivariate version of the factorization criterion (Theorem 2.1) on
(s, 25, _i;). Fix i # j and assume p = 0 without loss of generality.
From (2.4) we get

1
m(ws, x5, ®_i5) o exp (— 3 Zﬂ?kam)

kil
1 1
o< exp ( —3 z;2;(Qi5 + Qji) —3 Z T Qrim )
N AL -
{k,1}#{3,5}
term 1

term 2

Term 2 does not involve x;z; while term 1 involves x;x; iff Q;; # 0.
Comparing with (2.2) in Theorem 2.1, we see that

(i xj, i) = f(@i, x—ij)9(x), T—i5)
for some functions f and g, iff Q;; = 0. The claim then follows. []

We have argued that the natural way to describe a GMRF is
by its precision matrix Q. The elements of  have nice conditional
interpretations.

Theorem 2.3 Let * be a GMRF wrt G = (V,€) with mean p and
precision matriz Q > 0, then

1
Elr; [x) = pi— o0 Y Qiley —py),  (25)
Jijvi
Prec(z; | ®—;) = Qi and (2.6)

Qij
V@QiQj;
The diagonal elements of @ are the conditional precisions of x; given
x_;, while the off-diagonal elements, with a proper scaling, provide

information about the conditional correlation between z; and z;, given
x_;j. These results should be compared to the interpretation of the

Corr(zs,zj | x—ij) = —

i (2.7)
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elements of the covariance matrix X = (¥;;); As Var(z;) = ¥;; and
Corr(z;,z;) = Xi;/+/Xii%j;, the covariance matrix gives information
about the marginal variance of z; and the marginal correlation between
z; and ;. The marginal interpretation given by X is intuitive and di-
rectly informative, as it reduces the interpretation from an n-dimensional
distribution to a one- or two-dimensional distribution. The interpretation
provided by @ is hard (or nearly impossible) to interpret marginally,
as we have to integrate out x_; or x_;; from the joint distribution
parameterized in terms of . In matrix terms this is immediate; by
definition Q! = X, and ¥,; depends generally on all elements in Q,
and visa versa.

Proof. [Theorem 2.3] First recall that a univariate normal random
variable x; with mean v and precision s has density proportional to

1
exp (— Emjf + KTY). (2.8)
Assume for the moment that g = 0 and apply (2.1) to (2.4):
1
m(x; | o) o exp(— §wTQa:)

1
o exp(— 5%2@” — T Z Qijzj). (2.9)
Jigei
Comparing (2.8) and (2.9) we see that 7(x;|x_;) is normal. Comparing

the coefficients for the quadratic term, we obtain (2.6). Comparing the
coeflicients for the linear term, we obtain

1
E(zi|z_;) = ~on > Qg
J

j1ji

If = has mean p, then « — p has mean zero, hence replacing x; and z; by
x; — p and x; — pj, respectively, gives (2.5). To show (2.7), we proceed
similarly and consider

m(zi, x| @_y;) ocexp (— %(zi,xj) <g;z 8;;) (Z) + linear terms).

(2.10)
We compare this density with the density of the bivariate normal random
variable (z;,z;)7 with covariance matrix ¥ = (¥;;), which has density
proportional to

1 oo\ T g
exp (— §(x¢,xj) (EZ ZZ) (zl) + linear terms). (2.11)

J
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Comparing (2.10) with (2.11), we obtain

(Qu‘ Qij)_l<2ii Eij)
Qji Qjj Yo X))

which implies that Eii = ij/A, Ejj = Qii/Av and Eij = _Qij/A
where A = Q;:Qj; — ij. Using these expressions and the definition of
conditional correlation we obtain

Qij/A
V(Qi5/8)(Qii/A)
V@QiQj;

Corr(z,z; | x—ij) = -—

0

2.2.2 Markov properties of GMRFs

We have defined the graph G from checking if «; L z;|x_;; or not.
Theorem 2.2 says this is the same as checking if the corresponding off-
diagonal entry of the precision matrix, @;;, is zero or not. Hence G is
constructed from the nonzero pattern of Q. An interesting and useful
property of a GMRF is that more information regarding conditional
independence can be extracted from G. We consider now the local Markov
property and the global Markov property, additional to the pairwise
Markov property used to define G. It turns out that all these properties
are equivalent for a GMRF.

Theorem 2.4 Let x be a GMRF wrt G = (V,E). Then the following
are equivalent.
The pairwise Markov property:
x Lajlae_y; if{i,j} €& andi#j.
The local Markov property:
Ty L Xy pne(i)y | Trey  for every i € V.

The global Markov property:

Ty Lap|xe (2.12)
for all disjoint sets A, B and C where C separates A and B, and A and
B are non-empty.

Figure 2.3 illustrates Theorem 2.4. The proof is a consequence of
a more general result, stating the equivalence of the various Markov
properties under some conditions satisfied for GMRFs. A simpler proof
can be constructed in the Gaussian case (Speed and Kiiveri, 1986), but
we omit it here.
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The global Markov property immediately implies the local and
pairwise Markov property, but the converse is a bit surprising. Note
that the union of A, B, and C does not need to be V, so properties of
the marginal distribution can also be derived from G.

If C in (2.12) is empty, then x4 and xp are independent.

(a) Pairwise

(b) Local

(c) Global

Figure 2.3 Illustration of the wvarious Markov properties. (a) The pairwise
Markov property; the two black nodes are conditionally independent given
the gray mnodes. (b) The local Markov property; the black and white nodes
are conditionally independent given the gray modes. (c¢) The global Markov
property; the black and striped nodes are conditionally independent given the
gray nodes.
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2.2.8 Conditional properties of GMRFs

We will now discuss an important result of GMRFs; the conditional
distribution for a subset x4 of x given the rest ®_ 4. In this context
the canonical parameterization will be useful, a parameterization that is
easily updated under successive conditioning. Although all computations
can be expressed with matrices, we will also consider a more graph-
oriented view in Appendix B, which allows for efficient computation of
the conditional densities.

Conditional distribution

We split the indices into the nonempty sets A and denote by B the set

—A, so that
_[TA
T = (-’/UB) . (2.13)

Partition the mean and precision accordingly,

_ (Ha _ (Qaa Qus
H= (NB)  and Q= (QBA QBB) ' (214)

Our next result, is a generalization of Theorem 2.3.

Theorem 2.5 Let * be a GMRF wrt G = (V,€) with mean p and
precision matriz Q > 0. Let ACV and B =V \ A where A, B # 0. The
conditional distribution of ®a|xp is then a GMRF wrt the subgraph G4
with mean pq\p and precision matriz Q 4 g > 0, where

Hap = Ha — Q;x,quAB(mB —Bg) (2.15)

and
Qap=Qaa-

This is a powerful result for two reasons. First, we have explicit knowl-
edge of Q4 p through the principal matrix @44, so no computation
is needed to obtain the conditional precision matrix. Constructing
the subgraph G4 does not change the structure; it just removes all
nodes not in A and the corresponding edges. This is important for the
computational issues that will be discussed in Section 2.3. Secondly, since
Qi; is zero unless j € ne(i), the conditional mean only depends on values
of pand Q in AUne(A). This is a great advantage if A is a small subset
of V and in striking contrast to the corresponding general result for the
normal distribution, see Section 2.1.7.

Example 2.2 To illustrate Theorem 2.5, we compute the mean and
precision of x; given x_;, which are found using A = {i} as (2.5)
and (2.6). This result is frequently used for single-site Gibbs sampling in
GMRF models, to which we return in Section 4.1.
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Proof. [Theorem 2.5] The proof is similar to Theorem 2.3, but uses
matrices. Assume g = 0 and compute the conditional density,

saalen) = ow(=genen (G0 312 (21)

1
X exp ( - §$£QAA$A - (QABwB)TwA)'

Comparing this with the density of a normal with precision P and
mean =y,

1
m(z) o< exp ( - EzTPz + (P’y)Tz),
we see that @ 4 4 is the conditional precision matrix and the conditional
mean is given by the solution of
QAANA|B =—QpTs.

Note that Q 44 > 0 since @ > 0. If  has mean p then £ — p has mean
zero, hence (2.15) follows. The subgraph G4 follows from the nonzero
elements of Q4 4. O

To compute the conditional mean p 4z, we need to solve the linear
system

QAA(NA|B —#a)=—Qup(xs —pp)

but not necessarily invert Q44. We postpone the discussion of this
numerical issue until Section 2.3.

The canonical parameterization

The canonical parameterization for a GMRF will be useful for successive
conditioning.

Definition 2.2 (Canonical parameterization) A GMRF x wrt G
with canonical parameters b and Q > 0 has density

1
m(x) x exp ( - Ea:TQw + bT:c),

i.e., the precision matriz is Q and the mean is p = Q 'b. We write the
canonical parameterization as

x ~ N (b, Q).

The relation to the normal distribution, is that A'(p, Q™) = Neo(Qu, Q).
Partition the indices into two nonempty sets A and B, and partition
x, b and Q accordingly as in (2.13) and (2.14). Two lemmas follow easily.

Lemma 2.1 Let x ~ N¢(b,Q), then

xa|xp ~No(ba—Qapxp, Q44)-
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Lemma 2.2 Let © ~ N¢(b, Q) and ylx ~ N(z, P™1), then
z|y~Nc(b+ Py, Q-+ P). (2.16)

These results are useful for computing conditional densities with several
sources of conditioning, for example, conditioning on observed data
and a subset of variables. We can successively update the canonical
parameterization, without explicitly computing the mean, until we
actually need it. Computing the mean requires the solution of Qu = b,
but only matrix-vector products are required to update the canonical
parameterization.

2.2.4 Specification through full conditionals

An alternative to specifying a GMRF by its mean and precision matrix,

is to specify it implicitly through the full conditionals {7 (z;|x—_;)}. This

approach was pioneered by Besag (1974, 1975) and the models are also

known by the name conditional autoregressions, abbreviated as CAR

models. We will now discuss this possibility and the specific conditions

we must impose on the full conditionals to correspond to a valid GMREF.
Suppose we specify the full conditionals as normals with

E(z;|z—i) = pi— Z Bij(x; — p;) and (2.17)

Jijrvi
Prec(z; |x—;) = k; >0 (2.18)
fori=1,...,n, for some {f;;,i # j}, and vectors p and k. Clearly, ~ is

defined implicitly by the nonzero terms of {3;;}. These full conditionals
must be consistent so that there exists a joint density m(x) that will
give rise to these full conditional distributions. Since ~ is symmetric,
this immediate gives the requirement that if 3;; # 0 then 3;; # 0.
Comparing term by term with (2.5) and (2.6), we see that if we choose
the entries of the precision matrix @ as

Qi = ki, and Qi = Kb
and also require that @ is symmetric, i.e.,
kiBij = KjBji,
then we have a candidate for a joint density giving the specified full

conditionals provided @ > 0. The next result says that this candidate is
unique.

Theorem 2.6 Given the n normal full conditionals with conditional
mean and precision as in (2.17) and (2.18), then x is a GMRF wrt a
labelled graph G = (V, &) with mean p and precision matriz Q = (Qi;),
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where
Ry 0]
Qij = { T
Ki t=J
provided rk;Bi; = K;jBji,1 # J, and Q > 0.
To prove this result we need Brook’s lemma.

Lemma 2.3 (Brook’s lemma) Let w(x) be the density for x € R"™
and define = {x € R" : w(x) > 0}. Let x,x’' € Q, then

m(x) _ ﬁ7T(33i|331,-~-,$i—1,33;+1,---, z) (219)
m(x') s @y, wig, g, a)
ﬂ(xg|x/1a-~-a$;,1,$i+1,... )

If we fix @’ then (2.19) (and (2.20)) represents 7(x), up to a constant
of proportionality, using the set of full conditionals {m(x;|x_;)}. The
constant of proportionality is found using that 7(x) integrates to unity.

Proof. [Brook’s lemma] Start with the identity

(|21, 1) T(T1, . Tp1) (T, Tty T)
(@l |21, ) T(T1, e Ty) (T, Ty, 2
from which it follows that
T(XTn|T1, .o Tne1)
m(xh |z, ..., Tpo1)

Express the last term on the rhs similarly to obtain

(21, T, 2h).

T(@1,e ) =

m(Tp|T1, ., Tpno1)
T(T1y.:yTn) =
( n) 7T( |$1,...,£L‘n,1)
w(mn 1T,y T, )
7r(x’n ez, o xp_a, 2h)
X (L1 ey T2y Ty 1, Th)-
By repeating this process (2.19) follows. The alternative (2.20) is proved

similarly starting with

m(x1|ze, ..., 2n)
(@) |z, ..., 2n)
and proceeding forward. [

Proof. [Theorem 2.6] Assume g = 0 and fix ' = 0. Then (2.19)
simplifies to

(X1, ey Tp) =

n

i—1
7(x) 1 2 N
log 7(0) =73 Z ki — ; ; KiBij Ti ;- (2.21)

i=1
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Using (2.20) we obtain

n n—1 n
i=1 i=1 j=i+1

Since (2.21) and (2.22) must be identical it follows that x;5;; = k;05;
for i # j. The density of & can then be expressed as

I 5, 1
log m(x) = const — 3 Z Rixi — 3 Z KiBij TiT 53
i=1 £
hence « is zero mean multivariate normal provided @ > 0. The precision
matrix has elements Q;; = k;0;; for i # j and Qy; = k;. U
In matrix terms (defining 3;; = 0), the precision matrix is
Q = diag(r) (I + (8));
hence @ > 0 <= (I + (B;)) > 0.

2.2.5 Multivariate GMRFs*

A multivariate GMRF (MGMRF) is a multivariate extension of a GMRF
that has been shown to be useful in applications. To motivate its
construction, let * be a GMRF wrt to G. The Markov property implies
that
m(w; | ®—i) = m(@i [ {z; :j ~i}).

We associate x; as the value related to node i. The nodes have often a
physical interpretation like a pixel in a lattice or an administrative region
of a country, and this may also be used to define the neighbors to node 1.
For an illustration, see Figure 2.1(b). The extension is now to associate

a vector with dimension p, x;, with each of the n nodes, leading to a
GMRF of size np. We denote such an MGMRF by z = (z7,...,z)T.

n
The Markov property in terms of the nodes is then preserved, meaning

that
m(@; | @—i) = m(x; | {@; : j ~ i}).
where ~ is wrt the same graph G. Let p = (T, ..., )T be the mean
of © where E(z;) = p;, and @ = (Q,;) its precision matrix. Note that
each element Q;; is a p X p matrix.
It follows directly from Theorem 2.2, that
x, la;|zy; = éij:O

The definition of an MGMRF with dimension p is an extension of the
definition of a GMRF (Definition 2.1).
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Definition 2.3 (MGMRF,) A random vector = = (z1,...,zl)T
where dim(x;) = p, is called @ MGMREF, wrt G = (V = {1,...,n},€)
with mean p and precision matriz Q > 0, iff its density has the form

) = ()@l exp (5o~ 1) Qe — )

= (%)np/2|Q|l/2 exp —% Z(iﬂz - :u'i)TQij(mj - .uj)
ij
and _
Qi #0<={i,j} €& foral i#j.

An MGMRF, is also a GMRF with dimension np with identical mean
vector and precision matrix. All results valid for a GMRF are then
also valid for an MGMRF,, with obvious changes as the graph for an
MGMREF, is of size n and defined wrt {z;}, while for a GMRF it is of
size np and defined wrt {x;}.

Interpretation of @;; and éij can be derived from the full conditional
m(x;|x_;). The extensions of (2.5) and (2.6) are

~—1 ~
Bz |z_;) = p;—Qy Z Qi;(x; — p;)
Jijrvi
Prec(x; |x—;)) = Q.
In some applications, the full conditionals
E@|z—;) = pi— Z Bij(w; — 1j)
Jijri

Prec(x; | x—;) = &K; >0,
are used to define the MGMRF), for some p x p-matrices {3,;,1 # j},
{k;}, and vectors p,. Again, ~ is defined implicitly by the nonzero
matrices {/61-]-}. The requirements for the joint density to exist are similar

to those for p = 1 (see Theorem 2.6): k;3,;; = ,Gflnj fori # j and Q > 0.
The p x p-elements of @ are

éij = {mﬂij lfj )
Ki =7

hence Q > 0 < (I+(B45)) >0.

2.3 Simulation from a GMRF

This chapter will be more computationally oriented, presenting algo-
rithms for
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e Simulation of a GMRF
e Evaluation of the log density
e Calculating conditional densities

e Simulation conditional on a subset of a GMRF, a hard constraint,
or a soft constraint, and the corresponding evaluation of the log
conditional densities.

We will formulate all these tasks as simple matrix operations on the
precision matrix @, which we know is sparse, hence easier to store
and faster to compute. One example is the Cholesky factorization Q =
LLT, where L is a lower triangular matrix referred to as the Cholesky
triangle. It turns out that L can be sparse as well and thus inherits the
(somewhat modified) nonzero pattern from Q. In general, computing
this factorization requires O(n?®) flops, while a sparse @ will typically
reduce this to O(n) for temporal, O(n?/2) for spatial and O(n?) for
spatiotemporal GMRFs. Similarly, solving for example Lx = b, will also
be faster as L is sparse.

We postpone the discussion of numerical methods for sparse matrices
to Section 2.4, and will now discuss how simulation and evaluation of
the log density can be done based on Q.

2.3.1 Some basic numerical linear algebra

We start with some basic facts on numerical linear algebra.

Let A be an n x n SPD matrix, then there exists a unique Cholesky
triangle L such that L is a lower triangular matrix where L;; > 0 Vi and
A = LL". Computing L costs n?/3 flops. This factorization is the basis
for solving systems like Axz = b or AX = B for k right-hand sides,
or equivalently, computing € = A~'b or X = A~'B. For example, we
solve Ax = b using Algorithm 2.1. Clearly, « is the solution of Ax = b

Algorithm 2.1 Solving Ax = b where A > 0

. Compute the Cholesky factorization, A = LLT
: Solve Lv =b

. Solve LTz = v

: Return x

=W N

because = (L™ ")Tv = L™ (L™'b) = (LLY)~'b = A~ 'b as required.
Step 2 is called forward substitution, as the solution v is computed in
a forward loop (recall that L is lower triangular),

i—1

1 .
Ul:L_”(bZ_ZLwU])’ z:l,...,n.

j=1
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The cost is in general n? flops. Step 3 is called back substitution, as
the solution & is computed in a backward loop (recall that LT is upper
triangular),

1 = ,
T = L_”'(Ui - Z Ljil‘j), Z:’I’L,...,l. (2.23)
J=i+1

If we need to compute A~'B, where B is a n x k matrix, we do this
by computing the solution X of AX = B for each column of X. More
specifically, we solve AX; = B, where X ; is the jth column of X and
B; is the jth column of B, see Algorithm 2.2.

Algorithm 2.2 Solving AX = B where A >0

. Compute the Cholesky factorization, A = LLT
: for j =1to k do
Solve Lv = B;
Solve LT X j=v
end for
: Return X

Note that choosing k = n and B = I, we obtain X = A~'. Hence,
solving Az = b in comparison to computing € = A~ 'b, gives a speedup
of 4. There is no need to compute explicitly the inverse A~

If A is a general invertible n X n matrix, but no longer SPD, then
similar algorithms apply with only minor modifications: We compute the
LU decomposition, as A = LU, where L is lower triangular and U is
upper triangular, and replace LT by U in Algorithm 2.1 and Algorithm
2.2.

2.8.2 Unconditional simulation of a GMRF

In this section we discuss simulation from GMFRs for the different
parameterizations.

Sample € ~ N (p, )

We start with Algorithm 2.3, the most commonly used algorithm for
sampling from a multivariate normal random variable  ~ N (u,X).
Then x has the required distribution, as

Cov(z) = Cov(Lz) = ii' =% (2.24)

and E(x) = p. To obtain repeated samples, we do step 1 only once.
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Algorithm 2.3 Sampling « ~ N (p, X)

Compute the Cholesky factorization, 3 = ilNDT
Sample z ~ N(0,1)

Compute v = Lz

Compute x = p + v

Return x

The log density is computed using (2.3), where

1 n .

B log |3 = ZlogLii

i=1
~=T ~ =T = _
because |¥X| = |LL | =|L||L | =|L|*. Hence we obtain
n - ~ 1
log w(x) = 3 log(27) — ;log L;; — iuTu, (2.25)

where w is the solution of Lu = x — p. If  is sampled using Algorithm
2.3 then u = z.

For a GMRF, we assume @ is known and % known only implicitly,
hence we aim at deriving an algorithm similar to (2.24) but using a
factorization of the precision matrix Q@ = LL”. In Section 2.4 we will
discuss how to compute this factorization rapidly taking the sparsity of
Q into account, and discover that the sparsity of @ may also be inherited
by L.

Sample x ~ N (p, Q1)

To sample = ~ N (u, Q_l), where Q = LL", we use the following result:
If z ~ N(0,I), then the solution of LTz = z has covariance matrix

Cov(z) = Cov(L™Tz) = (LLT) ' = Q.

Hence we obtain Algorithm 2.4. For repeated samples, we do step 1 only

Algorithm 2.4 Sampling  ~ N(u, Q1)

Compute the Cholesky factorization, Q@ = LL”
Sample z ~ N (0, I)

Solve LTv = 2

Compute x = p + v

Return x

once. Step 3 solves the linear system LTv =2 using back substitution
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(2.23), from which we obtain the following result as a by-product, giving
some interpretation to the elements of L.

Theorem 2.7 Let x be a GMRF wrt to the labelled graph G, with mean
p and precision matric Q > 0. Let L be the Cholesky triangle of Q.
Then fori eV,

1 n
E(.’El | w(i+1):n) = U; — _L E Lji(xj — ,U,j) and
" oj=itl

Prec(x; | ®(iy1).) = Li

Theorem 2.7 provides an alternative representation of a GMRF as a non-
homogeneous autoregressive process defined backward in the indices (or
a virtual time). It will be shown later in Section 5.2 that this is a useful
representation. The following corollary is immediate when we compare
L% = Prec(x; | (1)) With Qi = Prec(z; | £_;).

Corollary 2.1 Q;; > L? for all i.

In matrix terms, this is a direct consequence of @ = LLT, which gives

Qi = L+ 375 L.

Sample © ~ N (b, Q)

To sample from a GMRF defined from its canonical representation
(see Definition 2.2) we use Algorithm 2.5. This algorithm sample from
/\/‘(Q_lb7 Q_l), see Definition 2.2. The mean Q 'b is computed using
Algorithm 2.1.

Algorithm 2.5 Sampling  ~ N¢(b, Q)

1: Compute the Cholesky factorization, @ = LL”
2: Solve Lw = b

3: Solve L'y = w

4: Sample z ~ N(0,1)

5: Solve LTv = z

6: Compute = pu+ v

7. Return x

For repeated samples, we do steps 1-3 only once. This algorithm
requires three back or forward substitutions compared to only one when
the mean is known.
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The log density of a sample

The log density of a sample & ~ N (i, Q') or  ~ Ne(b, Q) is easily
calculated using (2.4), where

1 n
3 log|Q| = ;bg L

because |Q| = |[LL"| = |L||L"| = |L|?. Hence we obtain

n " 1
log7(x) = ~5 log(27) + ; log L;; — 1L (2.26)
where
¢=(z—p)"'Qx —p). (2.27)
T

If x is generated via Algorithm 2.4 or (2.5), ¢ simplifies to ¢ = 2" z.

Otherwise we use (2.27) and first compute p, if necessary, and then

v=x—u, w=Qv, and ¢ = v7w.

2.8.8 Conditional simulation of a GMRF
Sampling from m(xlx_4) where & ~ N (p, Q1)
From Theorem 2.5 we know that the conditional distribution 7(x|xp),
where xg = x_ 4, is

za|zp ~N(pa— QuaQap(s — 1p), Q-
To sample from 7(x 4|z p), it is convenient to first subtract the marginal
mean p 4 and to write €4 — p 4|z in the canonical parameterization:

o —pa |z~ No(-Qap(®s — 1p), Qan)

Hence we can use Algorithm 2.5 to sample from 7(x4 — p4lxp), and
then we simply add p 4. Some more insight will be given to the term
Q  p(xp — pup) in Appendix B.

Sampling from m(x|Ax = e) where € ~ N (u, Q")

We now consider the important case, where we want to sample from a
GMRF under an additional linear constraint

Ax = e,

where A is a k X n matrix, 0 < & < n, with rank k, and e is a vector of
length k. We will denote this problem sampling under a hard constraint.
This problem occurs quite frequently in practice, for example we might
require that the sum of the x;’s is zero, which corresponds to k£ = 1,
A=1" and e =0.
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The linear constraint ensures that the conditional distribution is
normal, but singular as the rank of the constrained covariance matrix is
n — k. For this reason, more care must be taken when sampling from this
distribution. One approach is to compute the mean and the covariance
from the joint distribution of  and Az, which is normal with moments

-1 —1 4T
z\ [ p z\ (Q Q A
E(Aw>_(Au> and COV(Am)_(AQl AQlAT>'
We condition on Az = e, which leads to the conditional moments p* =
E(z|Az) and ¥* = Cov(x|Ax), where

po= p-QrAT(AQT'AT) N (Ap—e) (2.28)
and
¥ = Q- 'AT(AQ AT tAQ . (2.29)

We can sample from this distribution as follows. As the conditional
covariance matrix X is singular, we first compute the eigenvalues and
eigenvectors, and factorize X* as VAVT where V has the eigenvectors
on each column and A is a diagonal matrix with the corresponding
eigenvalues on the diagonal. This is a different factorization than the
one used in Algorithm 2.3, but any matrix C = V A'Y2 which satisfies
CcC? = " will do. Note that k of the eigenvalues are zero. We can now
generate a sample by computing v = Cz, where z ~ N(0,I), and then
add the conditional mean. We can compute the log density as
n—k 1
logm(x | Az =€) = 5 log 27 5 iz/\%;ologA”

@ TS @ ),

where ¥~ = VA~ V7. Here (A7) is Ai_i1 if A;; > 0 and zero otherwise.
In total, this is a quite computationally demanding procedure, as the
algorithm is not able to take advantage of the sparse structure of Q.

There is an alternative procedure that corrects for the constraint, at
nearly no cost if & < n. In the geostatistics literature this is called
conditioning by Kriging. The result is the following: If we sample from
the unconstrained GMRF x ~ N (p, Qfl) and then compute

=z - Q 'AT(AQ AT 1(Ax —e), (2.30)

then x* has the correct conditional distribution. This is clear after
comparing the mean and covariance of * with (2.28) and (2.29). Note
that AQ 'AT is a dense k x k matrix, hence its factorization is fast to
compute for small k. Algorithm 2.6 generates such a constrained sample,
where we denote the dimension of some of the matrices by subscripts.
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Algorithm 2.6 Sampling z|Az = e where & ~ N (, Q1)

1: Compute the Cholesky factorization, @ = LL”

2: Sample z ~ N (0, 1)

3: Solve LTv = z

4: Compute € = p+ v

5. Compute Vi = Q' AT using Algorithm 2.2 using L from step 1
6: Compute Wiy = AV

7: Compute Uy, = w-lvT using Algorithm 2.2

8: Compute ¢ = Ax — e

9: Compute z* =x —U” ¢
10: Return «*

For repeated samples we do step 1 and steps 5-7 only once. Note that
if z = 0 then x* is the conditional mean (2.28). The following trivial
but very useful example illustrates the use of (2.30).

Example 2.3 Let x1,...,x, be independent normal variables with
mean p; and variance o2. To sample = conditional on Yoiwi =0, we
first sample x; ~ N (pi,02) fori=1,...,n and compute the constrained
sample x* via

where ¢ =3, x;/> 5.

The log density m(x|Az) can be rapidly evaluated at x* using the
identity

m(x)r(Az | x)
m(Ax)

Note that we can compute each term on the right-hand side easier than
the term on the left-hand side: The unconstrained density mw(x) is a
GMRF and the log density is computed using (2.26) and L computed in
Algorithm 2.6, step 1. The degenerate density 7(Ax|x) is either zero or
a constant, which must be one for A = I. A change of variables gives us

(x| Ax) = . (2.31)

1
logm(Ax | x) = —§1og\AAT|,

i.e., we need to compute the determinant of a k x k matrix, which is
found from its Cholesky factorization. Finally, the denominator m(Ax)
in (2.31) is normal with mean Ap and covariance matrix AQ AT The
corresponding Cholesky triangle L is available from Algorithm 2.6, step
7. The log density can then be computed from (2.25).
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Sampling from 7(x|e) where x ~ N(, Q") and elx ~ N(Azx, =)

Let £ be a GMRF, where some linear transformation Ax is observed
with additional normal noise:

e|lx~N(Az,X,). (2.32)

Here, e is a vector of length k < n, A is a k X n matrix of rank k, and
3¢ > 0 is the covariance matrix of e. The log density of x|e is then

logn(x | e) = —%(w )’ Q(x—p) — %(e —Ax)"S (e — Ax)+ const,
(2.33)
ie.
zle~No(Qu+ AT le,Q+ ATS 1 A), (2.34)
which could also be derived using (2.16). However, the precision matrix
in (2.34) is usually a completely dense matrix and the nice sparse
structure of @Q is lost. For example, if we observe the sum of x; with
unit variance noise, the conditional precision is Q + 117, which is a
completely dense matrix. In general, we have to sample from (2.33) using
Algorithm 2.3 or Algorithm 2.4, which is computationally expensive for
large n.

There is however an alternative approach that is feasible for k < n.
If we extend (2.30) to

¥ =x—-Q 'AT(AQ AT + )1 (Ax — ),

where
e~N(e, ),

e is the observed value, and  ~ N (u, Qfl), then it is easy to show that
x* has the correct conditional distribution (2.34). We denote this case
sampling under a soft constraint. Algorithm 2.7 is similar to Algorithm
2.6.

Note that if z = 0 and € = e in Algorithm 2.7, then x* is the
conditional mean. For repeated samples, we do step 1 and steps 5-7
only once.

Also for soft constraints we can evaluate the log density at =* using
(2.31) with Az = e:

m(z)m(e | x)

m(e)
The unconstrained density w(x) is a GMRF and the log density is
computed using (2.26). Regarding 7(e|x), we know from (2.32) that
m(elz) is normal with mean Ax and covariance X.. We use (2.25)

to compute the log density. Finally, e is normal with mean Ap and
covariance matrix AQ 'AT + 2., hence we can use (2.25) to compute

(x| e) =
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Algorithm 2.7 Sampling from 7 (z|e) where  ~ N (p, Q') and e|z ~
N(Az,X,)

1: Compute the Cholesky factorization, Q@ = LLT
2: Sample z ~ N (0, 1)

3: Solve LTv = z

4: Compute € = u+ v

5: Compute Vi, yp = Q AT using Algorithm 2.2 using L from step 1
6: Compute Wiy = AV + X,

7. Compute Uyjyp, = W VT using Algorithm 2.2
8: Sample € ~ N (e, ) using Algorithm 2.3.

9: Compute c = Ax — €

10: Compute z* =z — U ¢

11: Return z*

the log density. Note that all Cholesky triangles required to evaluate the
log density are already computed in Algorithm 2.7.
The stochastic version of Example 2.3 now follows.

Example 2.4 Let x1,...,x, be independent normal variables with
variance o? and mean ;. We now observe e ~ N (3, z;,02). To sample
from w(z|e), we sample x; ~ N (1, 02), unconditionally, fori=1,...,n
while we condition on € ~ N(e,02). A conditional sample x* is then

T — €
2 Z] J
° where ¢= =——5——.
) 2 2
Z] Jj + O¢
We can merge soft and hard constraints into one framework if we allow

3¢ to be SPSD, but we have chosen not to, as the details are somewhat
tedious.

*
Ty =T;—CO

2.4 Numerical methods for sparse matrices

This section will give a brief introduction to numerical methods for
sparse matrices. During our discussion of simulation algorithms for
GMRFs, we have shown that they all can be expressed such that the
main tasks are to

1. Compute the Cholesky factorization of Q = LLT where Q > 0 is
sparse, and

2. Solve Lv =band LTz = z

The second task is faster to compute than the first, but sparsity of

Q is also advantageous in this case. We restrict the discussion to

sparse Cholesky factorizations but the ideas also apply to sparse LU
factorizations for non symmetric matrices.
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The goal is to explain why a sparse @ allows for fast factorization, how
we can take advantage of it, why we permute the nodes before factorizing
the matrix, and how statisticians can benefit from recent research results
in numerical mathematics. At the end, we will report a small case study
factorizing some typical matrices for GMRFs, using classical and more
recent methods.

2.4.1 Factorizing a sparse matric

We start with a dense matrix @ > 0 with dimension n, and show how
to compute the Cholesky triangle L, so @ = LL”, which can be written
as

J
Qij = ZLiijka i> 7.
k=1

We now define

j—1

vi =Qij — Y LikLjk, > j,

k=1
and we immediately see that Lﬁj =vj and L;Lj; = v; for ¢ > j. If we
know {v;} for fixed j, then L;; = \/vj and L;; = v;//vy, for i = j+1 to
n. This gives the jth column in L. The algorithm is completed by noting
that {v;} for fixed j only depends on elements of L in the first j — 1
columns of L. Algorithm 2.8 gives the pseudocode using vector notation
for simplicity: vj., = Qj:n,; is short for vy, = Qp; for £ = j to n and so
on. The overall process involves n3/3 flops. If Q is symmetric but not
SPD, then v; < 0 for some j and the algorithm fails.

Algorithm 2.8 Cholesky factorization of @ > 0

1: for j =1tondo

2 Vjn = Qj:mj
3 for k=1 to j—1 do Vjin = Vjin — Lj:n,ijk
4: Lj:n,j :vj:n/\/v—j
5
6

: end for
: Return L

The Cholesky factorization is computed without pivoting and its
numerical stability follows (roughly) from Y, _, L? = Q;; hence ij <
Q;i, which shows that the entries in the Cholesky triangle are nicely
bounded.
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Now we explore the possibilities of a sparse @ to speed up Algorithm
2.8. Recall Theorem 2.7 where we showed that

E(@i | T(ip1)m) = pi — L Z Lji(x
Wit

and Prec(x;|@ (1)) = L?. Another interpretation of Theorem 2.7 is
the following result.

Theorem 2.8 Let © be a GMRF wrt G, with mean p and precision
matriz Q > 0. Let L be the Cholesky triangle of Q and define for 1 <
i < j<mn the set

Fl,j)={i+1,...,5—17+1,...,n},
which is the future of i except j. Then
z; L Z; | T F(i,j5) — Lji =0. (235)

Proof. [Theorem 2.8] Assume for simplicity that g = 0 and fix 1 <1i <
7 < n. Theorem 2.7 gives that

w(wi;n) X exp| —= Z ka Tk + e Z L]k.’E]

koimkr1
1 .
= exp (—Ex?n (Z'")a:i:n> ,

where ng) = L;;Lj;. Using Theorem 2.2, it then follows that
x; L Zj | Tp(ij) LiiLji =0,
which is equivalent to (2.35) since Ly > 0 as Q™ > 0. [

The implications of Theorem 2.8 are immediate: If we can verify that
Lj; is zero, we do not have to compute it in Algorithm 2.8, hence we
save computations. However, as Theorem 2.8 relates zeros in the lower
triangular of L to conditional independence properties of the successive
marginals {7 (x;.,)}" ;, there is no easy way to use Theorem 2.8 to check
if Lj; = 0, except computing it and see if L;; turned out to be zero!

Theorem 2.4 provides a simple and sufficient criteria for checking if
L;; = 0, making use of the global Markov property. We state this as a
Corollary to Theorem 2.8.

Corollary 2.2 If F'(i,j) separates i < j in G, then Lj; = 0.

Proof. [Corollary 2.2] The global Markov property (2.12) ensures that if
F(i,j) separates i < j in G, then x; L ; | ©p(; ;). Hence, Lj; = 0 using
Theorem 2.8. [
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Note that Corollary 2.2 does not make use of the actual values in @ to
decide if L;; = 0, but only uses the conditional independence structure
represented by G. Hence, if L;; = 0 using Corollary 2.2, then it is zero
for all @ > 0 with the same graph G. The reverse statement in Corollary
2.2 is of course not true in general. A simple counter-example is the
following.

Example 2.5 Let

Ly
Loy Las
L =
Lz 0 L33

Ly1 Lip Lz Ly

so that Q = LL" with Q30 = Lo1Lsy. Here 2 and 3 are not separated
by F(2,3) =4, although L3z = 0.

The approach is then to make use of Corollary 2.2 to check if L;; = 0,
for all 1 < ¢ < j < n, and to compute only those Lj;’s, that are not
known to be zero, using Algorithm 2.8. Note that we always need to
compute Lj; for ¢ ~ j and j > i, since F(i,j) does not separate i and j
since @;; # 0. A simple example illustrates the procedure.

Example 2.6 Consider the graph

3 4

and the corresponding precision matriz Q

X X X
ol x o x X
Qix X X
X X X

where the X ’s denote nonzero terms. The only possible zero terms in L
(in general) are Lss and Ly due to Corollary 2.2. Considering Lss we
see that F(2,3) = 4. This is not a separating subset for 2 and 3 due to
node 1, hence Lss is not known to be zero using Corollary 2.2. For Ly
we see that F'(1,4) = {2, 3}, which does separate 1 and 4, hence Ly = 0.
In total, L has the following structure:

X
X X
L_x\/x’

X X X

where the possibly nonzero entry Lso is marked as “\/ .
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Applying Corollary 2.2, we know that L is always more or equally dense
than the lower triangular part of @, i.e., the number np of (possible)
nonzero elements in L is always larger than the number ng of nonzero
elements in the lower triangular part of @ (including the diagonal).
Thus we are concerned about the number of fill-ins np — ng, which
we sometimes just simply call the fill-in.

Ideally, ng = ngq, but there are many other graphs where np > nqg.
We therefore compare different graphs through the fill-in ratio R =
nr/ng. Clearly, R > 1 and the closer R is to unity, the more efficient is
the Cholesky factorization of a given precision matrix @. For example,
in Example 2.6, ng =8, np =9 and hence R = 9/8.

It will soon become clear that fill-in depends crucially on the ordering
of the nodes and is of major concern in numerical linear algebra for
sparse matrices. We will return shortly to this issue, but first discuss a
simple example and its consequences.

Example 2.7 Let @ be a Gaussian autoregressive process of order 1,
where

x| 1) ~N(¢mt,1,a2), lo| <1, t=2,...,n

with 11 ~ N(p1,0%), say. Now x; L 2iy1|@rest for k > 1 and hence

X X
X X X
X X X
Q= X X X
X X X
X X X
X X

is tridiagonal. The X ’s denote the nonzero terms. The (possible) nonzero
terms in L can now be determined using Corollary 2.2. Since i ~i+1 it
follows that L; 41 ; is not known to be zero. For k > 1, F(i,i+k) separates
i and i + k, hence all the remaining terms are zero. The consequence is
that L is (in general) lower tridiagonal,

Note that in this example R = 1 and that the bandwidth of both Q and
L equals one.
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We can extend Example 2.7 to any autoregressive process of order
p > 1, where Q will be a band matrix with bandwidth p. For & > p,
F(i,i+ k) separates ¢ and 7 + k, hence L is (in general) lower triangular
with the same lower bandwidth p. As a consequence, we have proved
that the bandwidth is preserved during Cholesky factorization.
Theorem 2.9 Let Q > 0 be a band matriz with bandwidth p and
dimension n, then the Cholesky triangle of Q has (lower) bandwidth
p.
This result is well known and a direct proof is available in Golub and
van Loan (1996, Theorem 4.3.1).

We can now do the trivial modification of Algorithm 2.8 to avoid
computing L;; and reading @Q;; for | — j| > p. The band version of the
algorithm is Algorithm 2.9.

Algorithm 2.9 Band-Cholesky factorization of @ with bandwidth p

1: for j =1tondo
2. A=min{j+p,n}
33 v = Qi
4:  for k =max{l,j —p} toj—1do
5: i = min{k + p,n}
6: Vjii = Vjii — Ljii k Lj
7. end for
8  Ljx; =vin/\/U5
9: end for
10: Return L

The overall process involves n(p? + 3p) flops assuming n > p. For an
autoregressive process of order p, this is the cost of factorizing Q. The
costs are linear in n and have been reduced dramatically compared to
the general cost n3/3.

Similar efficiency gains also show up if we want to solve LT @ = z via
back-substitution:

1 min{i+p,n}
(Ei:—(ﬂi— E Ljixj)7 i:n,...,l,
Li £
j=i+1

where the cost is 2np flops assuming n > p. Again, the algorithm is
linear in n and we have gained one order of magnitude compared to n?
flops required in the general case.

2.4.2 Bandwidth reduction

Now we turn to the spatial case where we will demonstrate that the band-
Cholesky factorization and the band forward- and back-substitution are
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Figure 2.4 (a) The map of Germany with n = 544 regions, and (b) the
corresponding graph for the GMRF where neighboring regions share a common
border.

also applicable for spatial GMRFs. We illustrate this by considering the
map of Germany in Figure 2.4(a), where we assume that a GMRF is
defined on the regions such that regions sharing a common border are
neighbors. The graph for the GMRF is shown in Figure 2.4(b).

If we want to apply the band-Cholesky algorithm, we need to make
sure that @ is a band matrix. The ordering of the regions is typically
arbitrary (here they are determined through administrative rules), so
we cannot expect @ to have a pattern that makes band-Cholesky
factorization particularly useful. This is illustrated later in Figure 2.6(a)
displaying @ in the original ordering with bandwidth 542. It is, however,
easy to permute the nodes: Select one of the n! possible permutations
and define the corresponding permutation matrix P such that i = P1,
where ¢ = (1,...,n)T, and ¥ is the new ordering of the vertices. This
means that node 5, say, is renamed to node 7. We can then try to choose
P such that the corresponding precision matrix

Q" =pPQP" (2.36)

is a band matrix with a small bandwidth. Typically it will be impossible
to obtain the optimal permutation from all n! possible ones, but a sub-
optimal ordering will do as well. For a given ordering, we solve Qu = b
as follows. Compute the reordered problem, QF as in (2.36), b" = Pb.
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Figure 2.5 (a) The black regions make north and south conditionally indepen-
dent, and (b) displays the automatically computed reordering starting from the
white region ending at the black region. This reordering produces the precision
matriz in Figure 2.6(b).

Solve Q¥ u” = b" and then map the solution back, p = PT P

Return now to Corollary 2.2, which states a sufficient condition for
making Lj;; = 0 for |i — j| > p. We need to ensure that, after reordering,
x; and x; are conditional independent given x p(; ; if |i—j| > p. Suppose
now we separate the south and the north of Germany through a third
subset of regions, the black regions in Figure 2.5(a). Then the north
and the south are conditionally independent given the black regions.
Clearly we can obtain a similar separation, by sliding the black line
from top to bottom. The bandwidth turns out to be the maximal number
of (black) regions needed to divide the north and the south. With this
reordering, the precision matrix will have a small bandwidth. Section 2.5
gives details about the algorithms used for computing the reordering.

One automatically computed ordering is shown in Figure 2.5(b), from
white to black. The reordered @ shown in Figure 2.6(b) has bandwidth
43. As the bandwidth is about O(y/n), the costs will be O(n?) for the
factorization for this and similar type of graphs.

To give an idea of the (amazing) speed of such algorithms, the
factorization of Q¥ required about 0.0018 seconds on a 1200-MHz CPU.
Solving Qu = b required about 0.0006 seconds. However, the fill-in ratio
for this graph is R = 5.3, which suggests that we may do even better

@ © 2005 by Taylor & Francis Group, LLC



Figure 2.6 (a) The precision matrix Q in the original ordering, and (b) the
precision matriz after appropriate reordering to obtain a band matriz with
small bandwidth. Only the nonzero terms are shown and those are indicated by
a dot.

Figure 2.7 Two graphs with a slight change in the ordering. Graph (a) requires
O(n®) flops to factorize, while graph (b) only requires O(n). Here, n represent
the number of nodes being neighbors to the center node. The fill-in is mazximal
in (a) and minimal in (b).

with other kinds of orderings.

2.4.3 Nested dissection

There has been much work in the numerical and computer science liter-
ature on other reordering schemes focusing on reducing the number of
fill-ins rather than focusing on reducing the bandwidth. Why reordering
schemes that reduce the number of fill-ins may be better can be seen
from the following example. For a GMRF with the graph shown in Figure
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2.7(a), the precision matrix and its Cholesky triangle are

X X X X X X X
X X X X
X X X 4/ X
Q:x X ’L:x\/\/x
X X x v Vv oV X
x x x v Vv x

(2.37)
In this case the fill-in is maximal and, for general n, the cost is O(n?)
flops to compute the factorization, where n is the number of nodes in the
circle. The reason is that all nodes depend on 1, hence F(i,5) is never a
separating subset for i < j.
However, if we switch the numbers for 1 and n = 7 as in Figure 2.7(b),
we obtain the following precision matrix and its corresponding Cholesky
triangle:

X
X X X X X X
X

(2.38)

The situation is now quite different, the fill-in is zero, and we can
factorize @ in only O(n) flops. The remarkable difference to (2.37) is
that conditioning on node 7 in Figure 2.7(b) makes all other nodes
conditionally independent.

The idea in this example generalizes as follows to determine a good
ordering with less fill-in:
e Select a (small) set of nodes whose removal divides the graph into two

disconnected subgraphs of almost equal size.
e Order the nodes chosen after ordering all the nodes in both subgraphs.
e Apply this procedure recursively to the nodes in each subgraph.
This is the idea of reordering based on nested dissection. To demonstrate
how this applies to our current example with the graph in Figure 2.4(b),
we computed such a (slightly modified) ordering (from white to black) as
shown in Figure 2.8. Section 2.5 give details of what algorithms are used
for computing the reordering. We see here the idea in practice, first the
map is divided into two, then these two parts are divided further, etc.
At some stage the recursion is stopped. The reordered precision matrix
and its Cholesky triangle are shown in Figure 2.8(b) and (c), where the
fill-in is 2866. This corresponds to a fill-in ratio of R = 2.5. This is to be
compared to R = 5.3 for the band reordering shown in Figure 2.5.
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Figure 2.8 Figure (a) displays the ordering found using a nested dissection
algorithm where the ordering is from white to black. (b) displays the reordered
prectsion matriz and (c) its Cholesky triangle. In (b) and (c) only the nonzero
elements are shown and those are indicated by a dot.
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Algorithms based on nested dissection ordering require O(n/?) flops
in such and similar cases and gives O(nlogn) fill-ins, see George and
Liu (1981, Ch. 8) for details. This is /n faster than the band-Cholesky
approach, but the difference is not that large for many problems of
reasonable size. The next section contains an empirical comparison for
various ‘typical’ graphs.

George and Liu (1981, Ch. 8) proves also that any reordering would
require at least O(n%/2) flops for the factorization and produce at least
O(nlogn) fill-ins for a v/n X y/n lattice with a local neighborhood. Hence,
the nested dissection reordering is optimal in the order of magnitude
sense.

The band-Cholesky factorization approach is quite simple, intuitive,
and requires only trivial changes to Algorithm 2.9. Implementation thus
requires only a few (hundreds) lines of code, apart from the reordering
itself that is somewhat more demanding. More general factorizations
like factorizing Figure 2.8(b) to get Figure 2.8(c) efficiently, require
substantial knowledge of numerical algorithms, data structures and
high-performance computing. The corresponding libraries easily require
10, 000 lines of code. The factorizing is usually performed in several steps:

1. A reordering phase, where the sparse matrix @ is analyzed to produce
a suitable ordering with reduced fill-in.

2. A symbolical factorization phase, where (informally) the (possible)
nonzero pattern of L is determined and data structures to compute
the factorization are constructed.

3. A numerical factorization phase, where the numerical values of L are
computed.

4. A solve phase in which L"@ = z and/or Lv = b is solved.

The results from step 1 and 2 can be reused if we factorize several Q’s
with the same nonzero pattern; This is typical for applications of GMRFs
in MCMC algorithms. The data handling problem in such algorithms
is significant and it is important to implement this well (step 2) to
gain efficiency. We can illustrate this as follows. In the band-Cholesky
factorization, we only need to store the (p + 1) X n rectangle, as it
contains all nonzeros in L, and all loops in Algorithm 2.9 run over this
rectangle. If the nonzeros terms of L are spread out, we need to use
indirect addressing and loops like

for i=1, M

x(indx (1)) = x(indx(i)) + a*w(i)
endfor

There is severe potential of loss of performance using indirect address-
ing, but clever data handling and data structures can prevent or reduce
degradation loss.
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In summary, we recommend leaving the issue of constructing and
implementing algorithms for factorizing sparse matrices to the numerical
and computer science experts. However, statisticians should use their
results and libraries for efficient statistical computing. We end this
section quoting from Gupta (2002) who summarizes his findings on
recent advances for sparse linear solvers:

... recent sparse solvers have significantly improved the state of the art of
the direct solution of general sparse systems.

... recent years have seen some remarkable advances in the general sparse
direct-solver algorithms and software.

2.5 A numerical case study of typical GMRF's

We will now present a small case study using the algorithms from Section
2.4 on a set of typical GMRFs. The aim is to verify empirically the
computational requirements of various algorithms, and to gain some
experience in choosing algorithms for different kinds of problems.

As it will become clear in later sections, applications of GMRF models
can often be divided into three categories.

1. GMRF models in time or on a line. This includes autoregressive
models and models for smooth functions. Neighbors to x; are then
those {zs} such that |s —t| < p.

2. Spatial GMRF models. Here, the graph is either a regular lattice,
or irregular induced by a tessellation or by regions. Neighbors to x;
(spatial index i), are those j spatially ‘close’ to i, where ‘close’ is
defined from its context.

3. Spatiotemporal GMRF models. These are often appropriate exten-
sions of temporal or spatial models.

We also include the case where additional nodes depend on all other
nodes. This occurs in many situations like the following. Let « be a
GMRF with a common mean u, then

z|p~NplQ™),

where Q is sparse. Assume p ~ N(0,0%), then (z,u) is also a GMRF
where the node p is a neighbor of all z;’s.
We apply two different algorithms in our test:

1. The band-Cholesky factorization (BCF) as in Algorithm 2.9. Here we
use the LAPACK routines DPBTRF and DTBSV for the factorization
and the forward- or back-substitution, respectively, and the Gibbs-
Poole-Stockmeyer algorithm for bandwidth reduction as implemented
in Lewis (1982).
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Figure 2.9 The graph for an autoregressive process with n =5 and p = 2.

2. The multifrontal supernodal Cholesky factorization (MSCF) imple-
mentation in the library TAUCS (version 2.0) (Toledo et al., 2002) using
the nested dissection reordering from the library METIS (Karypis and
Kumar, 1998).

Both algorithms are available in the GMRFLib library described in Ap-

pendix B used throughout the book. We use plain LAPACK and

BLAS libraries compiled from scratch. Improved performance can be

obtained by replacing these with either vendor-supplied BLAS libraries

(if available) or libraries from the ATLAS (Automatically Tuned Linear

Algebra Software) project, see http://math-atlas.sourceforge.net/.
The tasks we want to investigate are:

1. Factorizing Q into LL”

2. Solving LLT pu = b, i.e., first solving Lw = b and then LT pu = w.
To produce a random sample from a GMRF we need to solve LT @ = z,
so the cost is half the cost of solving the linear system in step 2 if the

factorizing is known. All tests reported here have been conducted on a
1200-MHz CPU.

2.5.1 GMRF models in time

Let @ be a band matrix with bandwidth p and dimension n. This
corresponds to an autoregressive process of order p as discussed in
Example 2.7 for p = 1. The graph of an autoregressive process with
n =5 and p = 2 is shown in Figure 2.9. For such a problem, using BCF
will be (theoretically) optimal with zero fill-in.

Table 2.1 reports the average CPU time (in seconds) used (using 10
replications) for n equals 103, 10, 10°, and p equals 5 and 25. The
results obtained are quite impressive, which is often the case for ‘long
and thin’ problems. Computing the factorization and solving the system
requires np? and 2np flops, respectively. This theoretical behavior is
approximately supported from the results, as small bandwidth makes
loops shorter, which gives a reduction in performance. The MSCEF is less
optimal for band matrices. For p = 5 the factorization is about 25 times
slower, and the solving step is about 2 to 3 times slower, compared
to Table 2.1. This is due to a fill-in of about n/2 and because more
complicated data structures than needed are used.
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n =103 n = 10% n=10°
CPU time p=5 p=25 p=5 p=25 p=5 p=25

Factorize ~ 0.0005 0.0019 0.0044 0.0271 0.0443 0.2705
Solve 0.0000 0.0004 0.0031 0.0109 0.0509 0.1052

Table 2.1 The average CPU time for (in seconds) factorizing Q into LLT
and solving LLT . = b, for a band matriz of order n and bandwidth p, using
band-Cholesky factorization and band forward- or back-substitution.

We now add 10 additional nodes, which are neighbors with all others.
This makes the bandwidth maximal so the BCF is not a good choice.
Using MSCF we have obtained the results shown in Table 2.2. The fill-in

n =103 n = 10% n=10°
CPU time p=5 p=25 p=5 p=25 p=5 p=25

Factorize ~ 0.0119 0.0335 0.1394 0.4085 1.6396 4.1679
Solve 0.0007 0.0035 0.0138 0.0306 0.1541 0.3078

Table 2.2 The average CPU time (in seconds) for factorizing Q into LL™ and
solving LLT . = b, for a band matriz of order n, bandwidth p with additional
10 nodes that are neighbors to all others. The factorization routine is MSCF.

is now approximately pn, which is due to the nested dissection ordering
used. In this particular case we can compare the result with the optimal
reordering giving no fill-ins. This is obtained by placing the 10 global
nodes after the n others so we obtain a nonzero structure as in (2.38).
With this optimal ordering we obtain a speedup up to about 1.5 for
p = 25 and slightly less for p = 5. However, the effect of not choosing the
optimal ordering is not dramatic if the ordering chosen is ‘reasonable’.
The nested dissection ordering gives good results in all cases considered
so far, which will also become clear from the spatial examples shown
next.

2.5.2 Spatial GMRF models

Spatial applications of GMRF models have graphs that are typically
either a regular or irregular lattice. Two such examples are provided in
Figure 2.10. Figure (a) shows a realization of a GMRF on a regular lattice
used as an approximation to a Gaussian field with given correlation
function (here the exponential). The neighbors to pixel ¢ are those 24
pixels in a 5 x 5 window centered at i, illustrated in Figure 2.11(b).
We will discuss such approximations in Section 5.1. Figure (b) shows
the Dirichlet tessellation found from randomly distributed points on the
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Figure 2.10 Two exzamples of spatial GMRF models; (a) shows a GMRF on
a lattice used as an approrimation to a Gaussian field with an exponential
correlation function, (b) the graph found from Delaunay triangulation of a
planar point set.

(a)

Figure 2.11 The neighbors to the black pizel; (a) the 3 x 3 neighborhood system
and (b) the 5 X 5 neighborhood system.

unit square. If adjacent tiles are neighbors, then we obtain the graph
found by the Delaunay triangulation of the points. This graph is similar
to the one defined by regions of Germany in Figure 2.4, although here,
the outline and the configuration of the regions are random as well.
We will report some timing results for lattices only, as they are similar
for irregular lattices. The neighbors to a pixel i, will be those 8 (24) in the
3 x 3 (5 x 5) window centered at i, and the dimension of the lattice will
be 100 x 100, 150 x 150, and 200 x 200. Table 2.3 summarizes our results.
The speed of the algorithms is again impressive. The performance in the
solve part is quite similar, but for the largest lattice the MSCF really
outperform the BCF. The reason is the O(n3/2) cost for MSCF compared
to O(n?) for the BCF, which is of clear importance for large lattices. For
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n = 1002 n = 1502 n = 2002
CPU time Method 3x3 5x5 3x3 5x5 3x3 5x5

Factorize = BCF 0.51 1.02 260 493 13.30 38.12
MSCF 0.17 0.62 0.55 1.92 1.91 4.90
Solve BCF 0.03 0.05 0.10 016 024 043

MSCF 0.01 0.04 0.04 0.11 0.08 0.21
Table 2.3 The average CPU time (in seconds) for factorizing Q into LL™ and
solving LLTp = b, for a 100%, 1502 and 200® square lattice with 3 x 3 and
5 x 5 neighborhood, using the BCF and MSCF method.

time

Figure 2.12 A common mneighborhood structure in spatiotemporal GMRF
models. In addition to spatial neighbors, also the same node in nert and
previous time-step can be neighbors.

large lattices, we need to consider also the memory requirement. MSCF
has lower memory requirement than BCF, about O(nlogn) compared
to O(n3/?). The consequence is that BCF runs into memory problems
just over n = 200% while the MSCF runs smoothly until n = 350% or so,
for our machine with 512 Mb memory.

We now add additional 10 nodes that are neighbors to all others, and
repeat the test for MSCF and 5 x 5 neighborhood. For the factorization,
we obtained 0.73, 2.40, and 5.38. The solve-part was nearly unchanged.
There is not that much extra computational costs adding global nodes.

2.5.8 Spatiotemporal GMRF models

Spatiotemporal GMRF models are extensions of spatial GMRF models
to account for additional temporal variation. A typical situation is shown
in Figure 2.12. Think of a sequence of T" graphs in time, like the graph in
Figure 2.4(b). Fix one slice and one node in it. Let this node, x;;, say, be
the black node in Figure 2.12. Its spatial neighbors are those spatially
close {zjs : j ~ i}, here shown schematically using 4 neighbors. A
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common extension to a spatiotemporal GMRF is to take additional
neighbors in time into account, like the same node in the next and
previous slices; that is, x; ;1 and x; +41. The results presented in Table
2.4 use this model and the graph of Germany in Figure 2.4(b), for T = 10
and T = 100, with and without additional 10 nodes that are neighbors
to all others. The results show a quite heavy dependency on T. This is

Without global nodes With 10 global nodes

CPU time T =10 T=100 T =10 T =100
Factorize 0.25 39.96 0.31 39.22
Solve 0.02 0.42 0.02 0.42

Table 2.4 The average CPU time (in seconds) using the MSCF algorithm for
factorizing Q into LLT and solving LLT u = b, for the spatiotemporal GMRF
using T time steps, and with and without 10 global nodes. The dimension of
the graph is 544 x T'.

due to the denser structure of @ due to the dependency both in space
and time. For a cube with n nodes, the MSCF requires O(n?) flops to
factorize, with neighbors similar to Figure 2.12.

2.6 Stationary GMRFs*

Stationary GMRFs are a special class of GMRF's obtained under rather
strong assumptions on both the graph G and the elements in Q. The
graph is most often a torus 7,, (see Section 2.1.2) and the full conditionals
{m(z;|z_;)} have constant parameters not depending on 7. This makes
Q a (block) circulant matriz, for which nice analytical results about
the eigenstructure are available. The practical advantage is that typical
operations on such GMRFs can be done using the discrete Fourier
transform (DFT). The computational complexity of typical operations
is then O(nlogn) and does not depend on the number of neighbors.
Circulant matrices are also well adapted for theoretical studies and we
will later use them in Section 2.7.

We will first discuss circulant matrices in general and then apply
the results obtained to GMRFs. At the end of this section we will
extend these results to scenarios under slightly less strict assumptions.
In particular, we will discuss matrices of Toeplitz form and show that
they can be approximated by circulant matrices.

2.6.1 Circulant matrices

We will now present some analytical results for (real) circulant matrices.
For notational convenience, we will change our notation in this section
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slightly and denote the elements of a vector of length n by the indices
0,...,n — 1, and the elements of an m X n matrix by the indices
(0,0),...,(n—1,n—1).

Circulant matrices have the property that its eigenvalues and eigen-
vectors are related to the discrete Fourier transform. This allows for
fast algorithms operating on circulant matrices, obtaining their inverse,
computing the product of two circulant matrices, and so on.

Definition 2.4 (Circulant matrix) An n x n matriz C is circulant
iff it has the form

Co C1 Co ... Cp—1
Cn—1 Co CiT ... Cp—2
_|leno 1 o .. cnos| —
C = n—2 n—1 0 n—3 | = (Cj—i modn)
C1 Co C3 ... Co
for some vector ¢ = (cg,c1,...,cn_1). We call ¢ the base of C.

A circulant matrix is hence fully specified by only one column or one
row.

The eigenvalues and eigenvectors of a circulant matrix C' play a central
role. Any eigenvalue A and eigenvector e of C is a solution of the equation
Ce = )Xe. This can be written row by row as n difference equations,

j—1 n—1
E Cn—j+i€i + E Ci—je; = Aej
i=0 i=j

for 7 =0,...,n — 1 and is equivalent to

n—1—j n—1

Z Ci€iyj + Z Ci€i—(n—j) = A€j. (2.39)

i=0 i=n—j

These linear difference equations have constant coefficients, so we ‘guess’
that a solution has the form e; oc p/ for some complex scalar p. We will
now verify that this is indeed the case.

For e; o p/, equation (2.39) reduces to

n—1—j

n—1
Z Gpt+p " Z cipt = M.
i=0

i=n—7

If we choose p such that p™" =1, then

n—1
A= cip (2.40)
=0
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and
1
=—(1,p,p%, ..., 0" T, 2.41
e \/ﬁ(,p,p, ") (2.41)

The factor /n appears in (2.41) because we require that e’'e = 1. The
n nth roots of 1 are {exp(2me j/n),j = 0,...,n — 1} where ¢ = /—1.
The jth eigenvalue is found using (2.40) for each nth root of 1,

n—1

Aj = Z c¢; exp(—2me ij/n)

i=0

and the corresponding jth eigenvector is
1

e; = T(l,exp(—%n §/n),exp(=2me j2/n), ..., exp(—2mt j(n—1)/n))"
n

for j=0,...,n—1.
We now define the eigenvector matrix,

F = (60|61‘...‘8n,1)
1 1 1 .. 1
1 Wt w? .. wnt
1 2 4 2(n—1)
— % 1 w w e w (242)
i wn.fl w2(7.171) o w(nfll)(nfl)

where w = exp(—2m¢/n). Note that F' does not depend on ¢. Further-
more, let A be a diagonal matrix containing the eigenvalues,

A= diag(/\o, A17 ey >\n—1)-

Note that F' is unitary, i.e., F~' = FH_ where F¥ is the conjugate
transpose of F' and

A = /n diag(Fc).
We can verify that C = FAFY by a direct calculation:

n—1
1 .
Ciy; = - Z exp(2me k(j —i)/n) A
k=0
1 n—1 n—1
= = Z exp(2m k(j —14)/n) Z crexp(—2me kl/n)
k=0 =0

= % icliexp@m k(5 —i—1)/n). (2.43)
1=0 k=0
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Using

— n ifi—j=—Ilmodn
Zexp@m k(j—i—1)/n)= j'
0 otherwise
k=0

we obtain Cjj = ¢j—; mod n, i.€., all circulant matrices can be expressed
as FAF! for some diagonal matrix A.

The following theorem now states that the class of circulant matrices
is closed under some matrix operations.

Theorem 2.10 Let C and D be n x n circulant matrices. Then
1. C and D commute, i.e., CD = DC, and CD is circulant

2. C £ D is circulant
3. CP is circulant, p=1,2,...
4. if C 1is non singular then C? is circulant, p = —1,-2, ...

Proof. Recall that a circulant matrix is uniquely described by its
n eigenvalues as they all share the same eigenvectors. Let Ac and
Ap denote the diagonal matrices with the eigenvalues of C' and D,
respectively, on the diagonal. Then

CD = FAcFY FApFH
= F(AcAp)FY;

hence CD is circulant with eigenvalues {Ac;Api}. The matrices com-
mute since AcAp = ApAc¢ for diagonal matrices. Using the same
argument,

C+D=F(Ap+Ac)F,;
hence C' + D is circulant. Similarly,

CP = FALF?, p=+41,+2,...
as AY, is a diagonal matrix. [J

The matrix F' in (2.42) is well know as the discrete Fourier transform
(DFT) matrix, so computing Fv for a vector v is the same as computing
the DFT of v. Taking the inverse DFT (IDFT) of v is the same as
calculating FHv. Note that if n can be factorized as a product of small
primes, the computation of Fv requires only O(nlogn) flops. ‘Small
primes’ is the ‘traditional’ requirement, but the (superb) library FFTW,
which is a comprehensive collection of fast C routines for computing the
discrete Fourier transform (http://www.fftw.org), allows arbitrary size
and employs O(nlogn) algorithms for all sizes. Small primes are still
computational most efficient.
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The link to the DFT is useful for computing with circulant matrices.
Define the DFT and IDFT of v as

n—1 i
IO
ijo vijw

Y1 vjwd!
DFT(v) = Fv = =0

Si-

n—1 i(n—
i (n—1)
Zj:o vjw

and

Z?:(i vjw 0
n— —j1
1 2o Vjw ™
IDFT(v) = Flv = — =0
vn :
-1 (-
Y0 vjw b

Recall that ‘©’ denotes elementwise multiplication, ‘@’ denotes elemen-
twise division, and ‘®’ is elementwise power, see Section 2.1.1. Let C be
a circulant matrix with base ¢, then the matrix-vector product Cv can
be computed as

Cv = FAF"v
= F \/ndiag(Fc) Fv
— /n DFT(DFT(¢) ® IDFT(v)).

The product of two circulant matrices C and D, with base ¢ and d,
respectively, can be written as

CD = F(AcAp)F"? (2.44)
= F (v/ndiag(Fc)y/n diag(Fd)) F". (2.45)

Since CD is a circulant matrix with (unknown) base p, say, then
CD = F (v/n diag(Fp)) F". (2.46)

Comparing (2.46) and (2.44), we see that
Vn diag(Fp) = /n diag(Fc)y/n diag(Fd);
hence
p = +/nIDFT (DFT(c) ® DFT(d)).
Solving Cx = b can be done similarly, since
x = C'b
= FlA’lFHb

= = DFT(IDFT(b)) @ DFT(c)).
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The inverse of C' is
C'=FA'FY,

hence the base of C ™1 is

%IDFT(DFT(C) o (-1)).

2.6.2 Block-circulant matrices

A natural generalization of circulant matrices are block-circulant ma-
trices. These matrices share the same properties as circulant matrices.
Algorithms for block-circulant matrices extend easily from those for
circulant matrices by, loosely speaking, replacing the discrete Fourier
transform with the two-dimensional discrete Fourier transform. Block-
circulant matrices are central for stationary GMRF's defined on a torus,
as we will see later.

Definition 2.5 (Block-circulant matrix) An Nn x Nn matriz C is
block circulant with N x N blocks, iff it can be written as

CO Cl C2 CNfl
CN—I CO C1 CN_2

C = Cn_y Cn_1 Cp ... Cn_3 :(Cj—imodN)
Cl 02 C3 CO

where C; is a circulant n X n matriz with base c;. The base of C' is the
n X N matriz

c=(co e ... en-1).
A Dblock-circulant matrix is fully specified by one block column, one block
row, or the base. The elements of C' are defined by the base c; element
(k,1) in block (¢, 7) of C, is element [ — k mod n of base ¢j_; mod N-
To compute the eigenvalues and eigenvectors of C, we will use results
from Section 2.6.1. Let F',, and Fy be the eigenvector matrix as
defined in (2.42) where the subscript denotes the dimension. As each

circulant matrix is diagonalized by F,, (i.e. C; = FnszFnH , where
A; = /ndiag(F,c;)), we see that
F, Ao ... Ax_1\ (FZ
C = : .. . ..
F,] \A, ... A F

F)A (F))"
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with obvious notation. Each A; is diagonal so a symmetric permutation
of rows and columns in A will result in a block-diagonal matrix with
circulant blocks. Let P be the permutation matrix that takes the ith
row of the block row j to the jth row of the block row i. For example,

for n =N = 3,
1
1
1
1
P = 1
1
1
1
1
Then P P =1 and
Dy
D,
PAP= . =D,
Dn

where D); is a circulant matrix. The jth element of d;, the base of D;,
is the ith diagonal element of A;, so

d F,co
d1 Fncl
=nP .
d,_1 F,cn_1

Since D; is diagonalized by Fy (i.e. D; = FNFiFg, where T'; =
VN diag(F nd;)), we obtain

C= (FnN P F’;V) r ((F}LV)H P (F,ILV)H), (2.47)

where Fy = diag(Fy) and T' = diag(To,...,I'—1). (Here, ‘diag’
operates on matrices instead of scalars.)

We have demonstrated by (2.47) that the nice factorization result
obtained for circulant matrices extends also to block-circulant matrices
and so does Theorem 2.10. It will also extend to higher dimensions, i.e.,
a block-circulant matrix where each block is a block-circulant matrix
and so on, by following the same route.

Although Equation (2.47) gives the recipe of how to compute the
eigenvalues, we typically do not want to use this expression directly.
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Instead, we can use the relation between the two-dimensional discrete
Fourier transform, and the eigenvectors and eigenvalues of a block-
circulant matrix. Let the block-diagonal matrix I'" contain all nN
eigenvalues on the diagonal. Store these eigenvalues in an n x N matrix
II, where row ¢ of IT is the diagonal of I';. Since F' is the discrete Fourier
transform matrix, we can compute II as follows: compute the DFT of
each row of the base ¢, compute the DFT of each column and scale both
with v/Nn. The result is that IT is the two-dimensional discrete Fourier
transform of the base ¢. Similarly, the block matrix Ffj P F7 is the
two-dimensional discrete Fourier transform matrix.

Computations for block-circulant matrices are as easy as for circulant
matrices, if we extend the notation to two-dimensional discrete Fourier
transforms. Let a be an n x N matrix. The two-dimensional DFT of a,
DFT2(a) is an n x N matrix with elements

n—1N-1

o 2 e (2m (50,

=0j'=0

1=0,...,n—1,7=0,..., N —1, and the inverse DFT of a, IDFT2(a),
is an n X N matrix with elements

J_ nzl Nzl @y jr exp (2m (— j]f[ )> .

=0j/=0

Using this notation, the n x N matrix
IT = vVnN DFT2(c)

contains all eigenvalues of C'; a block-circulant matrix with base c¢. Let
v be an n x N matrix and vec(v) its vector representation obtained by
stacking the columns one above the other, see Section 2.1.1. The matrix-
vector product vec(u) = Cvec(v) can then be computed as

u = VnN DFT2(DFT2(c) ® IDFT2(v)). (2.48)

The product of two block-circulant matrices C' and D, with base ¢ and
d, respectively, is a block-circulant matrix with base

VnN IDFT2 (DFT2(c) ® DFT2(d)). (2.49)
The solution of Cvec(x) = vec(b) is

DFT2(IDFT2(b) @ DFT2(c))

1
xr =
vnlN
while the inverse of C has base

niN IDFT2(DFT2(¢) ® (—1)). (2.50)
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2.6.3 GMRFs with circulant precision matrices

The relevance of block-circulant matrices regarding GMRFs appears
when we study a stationary GMRF on a torus.
This puts strong assumptions on both the graph and Q, but it is an
important special case. For illustration, a torus is shown in Figure 2.1(a).
Let a zero mean GMRF be defined on 7,, through the conditional
moments

1
E(zy; | ®—ij) = " oo D Oujwi g, 1)
i1 400 .

Prec(a:ij | wfij) = 6‘00,

where usually only a few of the 6,/ ,.’s are nonzero, for example, || <1
and |j'| <1, or |¢'| < 2 and |j’| < 2. Let G be the graph induced by the
torus 7, and the nonzero {6;;}. The precision matrix Q is

Qig).(ir.5) = Vimiv =i
and 0y 5 = 0_; _;» due to symmetry. Here we assume that the elements
are stored by row, i.e., (,j) = i+ jn1, so Q is a block-cyclic matrix with
base 8. We assume further that @ is SPD.

The so-defined GMRF is called stationary if the mean vector is
constant and if

COV({,CZ‘J‘,JJZ'IJ‘/) = C(i — il,j — j/)
for some function c¢(:,-), i.e., the covariance matrix is a block-cyclic
matrix with base ¢. Often ¢(i —i', j — j') depends on i —i’ and j — j’ only
through the Euclidean distance (on the torus) between (i, j) and (¢/, j').
The precision matrix for a stationary GMRF is then block-cyclic by the
generalization of Theorem 2.10, with the consequence that a stationary
GMRF has the full conditionals (2.51). Similarly, a GMRF with full
conditionals (2.51) and constant mean is stationary.

Fast algorithms can now be derived based on operations on block-
circulant matrices using the discrete Fourier transform. As @ is SPD,
all eigenvalues are real, positive, and all eigenvectors are real.

To describe how to sample a zero mean GMRF x defined in (2.51),
let & be stored as an n x N matrix and similar with z. The spectral
decomposition of Q is Q = VAV, so solving

A2V T vec(z) = vee(z),
where vec(z) ~ N,n (0, I), gives
vec(x) = VA~ ?vec(z).

This can be computed using the DFT2 as illustrated in Algorithm 2.10
where A is an n x N matrix. The imaginary part of v is not used in this
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Algorithm 2.10 Sampling a zero mean GMRF with block-circulant

precision
1: Sample z, where Re(z;;) s N(0,1) and Im(z;;) 15/\/(0, 1)
2: Compute the (real) eigenvalues, A = v/nN DFT2(0)
3 v=DFT2((A® (-1)) ©2)
4: = Re(v)
5: Return x

algorithm. We can make use of it since Im(v) has the same distribution
as Re(v), and Im(v) and Re(v) are independent.
The log density can be evaluated as

N 1 1
—Tn log 27 + 5 log|Q| — ivec(w)TQ vec(x),
where

log|Q| = log Ay
ij

with A as computed in Algorithm 2.10. To obtain the quadratic term
q = vee(z)"' Q vec(x), we use (2.48) to obtain vec(u) = Q vec(x), and
then ¢ = vec(z)T vec(u).

Example 2.8 Let 7,, be a 128 x 128 torus, where

1
E(z; | @—i5) 1o @il + Tio1g + T + i)
Prec(x;j | x—i;) = 440, 6>0.
The precision matriz Q is then block-circulant with base (128 x 128
matrix)
4+6 -1 -1
-1
c= ,
-1

where we display only the nonzero terms. Note that Q is symmetric
and diagonal dominant hence Q@ > 0. A sample using Algorithm 2.10
is displayed in Figure 2.13(a) using 6 = 0.1. We also compute the
correlation matriz, i.e., the scaled covariance matriz Q™", which has
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Figure 2.13 Illustrations to Ezample 2.8, the sample (a) and the first column
of the base of Q' in (b).

base equal to

1.00 0.42 0.39 0.28 0.24 020 0.18 0.16 0.14
042 033 031 0.26 023 0.20 0.18 0.16 0.14
039 031 0.29 0.25 022 0.19 0.17 0.15 0.14
0.28 0.26 0.25 0.22 0.20 0.18 0.16 0.15 0.13
0.24 0.23 0.22 0.20 0.18 0.17 0.15 0.14 0.13
0.20 0.20 0.19 0.18 0.17 0.15 0.14 0.13 0.12
0.18 0.18 0.17 0.16 0.15 0.14 0.13 0.12 0.11
0.16 0.16 0.15 0.15 0.14 0.13 0.12 0.11 0.10
0.14 0.14 0.14 0.13 0.13 0.12 0.11 0.10 0.09

The first column of the base is displayed in Figure 2.15(b).

2.6.4 Toeplitz matrices and their approximations

The toroidal assumption for a torus, where opposite sides of a regular
lattice in d dimensions are adjacent, may for many applications be
somewhat artificial.

However, the nice analytical properties of circulant matrices and their
superior computational properties through the connection to the DFT
raises the question whether it is possible to approximate nontoroidal
GMRFs with toroidal GMRFs. We will now look at approximations of
so-called Toeplitz matrices through circulant matrices.
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Definition 2.6 (Toeplitz matrix) Annxn matriz T is called Toeplitz
iff it has the form

to t1 to R
t_q to i1 vee Tp—o
T = [ tq to P T N (tj—i)
t(n-1) t—(n-2) t—@m-3 --- to

for a vectort = (t_(n—1,...,t_1,t0,t1,. .. tn_1)T, called the base of T
If T is symmetric, then t), =t_y and the base is t = (tg,t1,...,tn_1)7

A Toeplitz matrix is fully specified by one column and one row. A
symmetric Toeplitz matrix is fully specified by either one column or

one row.
Example 2.9 Let ¢, t = ..., —=1,0,1,..., be a zero mean stationary
Gaussian autoregressive process of order K where t denotes time. The
precision matriz of , = (xg,...,Tn_1)7 where n > 2p, conditioned on
2t =0 fort € {0,...,n — 1}, is then a symmetric Toeplitz matriz with
base

t=(00,01,...,0,,0,...,00T, (2.52)
say. The (conditional) log density of x,, is

1 1
log (x,) = fg log 27 + 3 log |T| — imZTna:n (2.53)

If n is large, then we might approximate T, with a circulant matriz C,
with base
c=00,...,0,,0,...,0,0,,...,00)". (2.54)

to obtain a more computational feasible log density,
1 1
log m.(x,) = fg log 27 + 5 log|C,| — imfcnmn, (2.55)

which is an approximation to (2.53).

The rationale for the approximation in Example 2.9 is that T',, and C,,
are asymptotically equivalent (to be defined) as n — oo. This will enable
us to prove rather easily that

1 1
*l n **1 c n 07
~log n(@,) — —log mo(@y)| —

almost surely as n — co. As a consequence, the (conditional) maximum
likelihood estimator (MLE) of some unknown parameters 6 tends to the
same limit as the one obtained using the circulant approximation.

To define asymptotically equivalent matrices, we need to define the
strong and weak matrix norm.
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Definition 2.7 (Weak and strong norm) Let A be a real n x n
matriz. The strong and weak norm is defined as
- 1/2
|Alls = max (:BT(A A):c) and

z:xlTe=1
1/2

1 2
| Al = EZA“ )
ij

respectively.

Both norms can be expressed in terms of the eigenvalues {)\k} of AT A:

1
|A|? = m]?x)\k, and [|A|? = —trace (ATA) = Z)\k

If A is symmetric with eigenvalues {ay} then A\; = a3.

Definition 2.8 (Asymptotically equivalent matrices) Two
sequences of n X n matrices A,, and B, are said to be asymptotically
equivalent if

1. There exists M < oo such that ||An|ls < M and ||Bylls < M, and
2. ||A, — Byllw — 0 as n — oo.
Asymptotically equivalent matrices have nice properties, for example,

certain functions of the eigenvalues converge to the same limit, see for
example Gray (2002, Thm. 2.4).

Theorem 2.11 Let A,, and B, be asymptotically equivalent matrices
with eigenvalues a1 and By 1 and suppose there exist m > 0 and a
finite M such that

m < |ani| <M and m<|Bnil <M.

Let f(-) be a continuous function on [m, M], then
lim — nk) = lim — .
dim 3 o) = Jim 377

if one of the limits exists.

The proof of Theorem 2.11 is too long to give here, but the idea is to
prove that the mean of powers of the eigenvalues converges to the same
limit as a remedy to show convergence for any polynomial f(-). Then the
Stone-Weierstrass approximation theorem is used to obtain the result for
any continuous function f(-).

We are now able to prove that the error we do by approximating
T, with C, is asymptotically negligible, hence we can approximate the
conditional log density by (2.55) and evaluate it utilizing the connection
to the DFT.
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Theorem 2.12 Let @, ~ N(0,T,"), where the precision matriz T,
is Toeplitz with base (2.52) and let C,, be the corresponding circulant
approximation with base (2.54). Assume the eigenvalues of Ty, and C,,
are bounded away from 0, then as n — oo,

11 1 1 1
~ 5 log |T,| — ia:nann ~3 log |C.,| + Ewncnwn — 0 (2.56)

almost surely.

Proof. First we show that T, and C,, are asymptotically equivalent.
Note that T, and C,, only differ in O(p?) terms. This ensures that
|T,, — C.llw — 0. The eigenvalues of T',, and C,, are bounded from
above since the elements of T',, and C,, are bounded and so are the
eigenvalues of T2 T, and CLC,. The strong norm is then bounded.
By Definition 2.8, T',, and C,, are asymptotically equivalent.

The triangle inequality applied to (2.56) gives the following upper
bound:

%| log |T'| — log |Ch|| + %h}anazn - :cZann| .

term 1 term 2

Consider first term 1. Using Theorem 2.11 with f(-) = log(+) and that T,
and C,, are asymptotically equivalent matrices with bounded eigenvalues
from above and from below (by assumption), then

1 1
lim —log|T,| = lim —log|C,|.
n—oo N, n—oo n

Regarding term 2, note that only O(p?) terms in T,, — C,, are nonzero.
Further, each z; is bounded in probability since the eigenvalues of T',, and
C,, are bounded from below (by assumption) and above. This ensures
that term 2 tends to zero almost surely. [

In applications we may use (2.55) to approximate the MLE of unknown
parameters 8. However, two issues arise.

1. We want the MLE from the (exact) log likelihood and not the
conditional log likelihood.

2. We also need to consider the rate of convergence of the circulant
approximation to the log likelihood and its partial derivatives wrt
parameters that govern (), to compare the bias caused by a circulant
approximation with the bias and random error of the MLE.

Intuitively, the boundary conditions are increasingly important for
increasing dimension. For the d-dimensional sphere with radius r, the
volume is O(r?) while the surface is O(r4~1). Hence the appropriateness
of the circulant approximation may depend on the dimension.
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We will now report both more precise and more general results by
Kent and Mardia (1996) which also generalize results of Guyon (1982).
Let & be a zero mean stationary Gaussian process on a d-dimensional
lattice with size N = n xn x -+ x n. Let 3y be the (block) Toeplitz
covariance matrix and Sy its (block) circulant approximation. Under
some regularity conditions on

COV(I.,:, ‘TJ) = 7(7’ - .7)7

where ¢ and j are points in the d-dimensional space and 7(+) is the so-
called covariance function (see Definition 5.1 in Section 5.1), they proved
that

I
S
3

U
\_.l_‘

— 5 10g[ S| + 5 log|S x|

1 1 (2.57)
—inEwa—I— §wTSX,1:c = 0,(n?h).
The result (2.57) also holds for partial derivatives wrt parameters that
govern 7(-). The error in the deterministic and stochastic part of (2.57)
is of the same order. The consequence is that the log likelihood and its
circulant approximation differ by Op(nd_l). We can also use the results
of Kent and Mardia (1996) (their Lemma 4.3 in particular) to give the
same bound on the difference of the conditional log likelihood (or its
circulant approximation) and the log likelihood.

Let 6 be the true MLE estimator and 8 be the MLE estimator com-
puted using the circulant approximation. Maximum likelihood theory
states that, under some mild regularity conditions, 0 is asymptotically
normal with

NY2(60 - 6) ~ N(0,H)

where H > 0. The standard deviation for a component of @ is then
O(N~1/2). The bias in the MLE is for this problem O(N~1) (Mardia,
1990). Kent and Mardia (1996) show that @ has bias of O(1/n). From
this we can conclude, that for d = 1 the bias caused by the circulant
approximation is of smaller order than the standard deviation. The
circulant approximation is harmless and 6 has the same asymptotic
properties as 6. For d = 2 the bias caused by the circulant approximation
is of the same order as the standard deviation, so the error we make is
of the same order as the random error. The circulant approximation
is then tolerable, bearing in mind this bias. For d > 3 the bias is of
larger order than the standard deviation so the error due to the circulant
approximation dominates completely. An alternative is then to use the
modified Whittle approximation to the log likelihood that is discussed
in Section 2.6.5.
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2.6.5 Stationary GMRFs on infinite lattices

As an alternative for a zero mean stationary GMRF on the torus we may
consider a zero mean GMRFSs on an infinite lattice Zoo. Such a process
does exist on Zo, (Rosanov, 1967) and can be represented and defined
using its spectral density function (SDF). We will use the common term
conditional autoregression for this process. An approximation to the log
likelihood of a finite restriction of the process to Z,, can be constructed
using the SDF. This section defines conditional autoregression on Zoo,
the SDF and the log likelihood approximation using the SDF.

Let « (shorthand for {x;}) be a zero mean and stationary Gaussian
process on Zoo, and define the covariances {v;;},

Yij = E(riTrtii+s),

which does not depend on k and [ due to stationarity. We assume
throughout that 37, 7 |7i;] is finite.
The covariances {~;;} define the spectral density function of .

Definition 2.9 (Spectral density function) The spectral density func-
tion of  is

1
472

flwr,we) = D i exp (—eliwn + jws)),

1jE€Tm0
where 1t = v/—1 and (wy,ws) € (—m, 7).
The SDF is the Fourier transform of {v;;}, hence we can express v;;
from the SDF using the inverse transform:

Yij = / f(wi,ws) exp (t(iwy + jws)) dw; dws.

Since 7;; = v—i,—;, the SDF is real.
A conditional autoregression on L, is a Gaussian process with a SDF
of a specific form.

Definition 2.10 (Conditional autoregression) A zero mean station-
ary Gaussian process on Lo s called a conditional autoregression if the
SDF is

1 1
) = T 5 3 ; B 258
f(wl w2) 47‘(2 ZijeIoo eij exp (—L(Zwl +]w2)) ( )

where

1. the number of nonzero coefficients 0;; is finite

2.0, =0_;_;

3. 6po >0

4. {0i;} is so that f(wi,ws) >0 for all (wi,ws) € (—m,7)?
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Site ij and kl are called neighbors iff 0;_ j—1 # 0 and ij # kl.

Conditions 2, 3, and 4 correspond to @ being SPD. The definition of
the conditional autoregression is consistent with the definition of a finite
GMRF and the term ‘neighbor’ has also the same meaning.

Theorem 2.13 The full conditionals of a conditional autoregression are
normal with moments

1
E(zij |x—ij) = —7— Z OkiTitk,j+k (2.59)
00 j1eT.0\00

Prec(z;j | x—;;) = 6oo. (2.60)
To prove Theorem 2.13 we proceed as follows. First, define the covariance
generating function (CGF) that compactly represents {~;;}.

Definition 2.11 (Covariance generating function) The covariance
generating function is defined by

[(z1,29) = Z Vi 2425,
ij€To0
where it exists.
The covariance v;; can be extracted from the CGF using
ot
0z102)

for i > 0 and j > 0, and the SDF can be expressed using the CGF as

F(Zl, 2’2)

(z1.)=(0.0) ¥

flwr,ws) = ;?F(exp(—Lwl),exp(—Lan)). (2.61)

We need the following result.

Lemma 2.4 The covariances of the conditional autoregression satisfy
the recurrence equations
1, ¢ =00
Y Otvivnr = {0 therwi (2.62)
kT , otherwise.

Proof. [Lemma 2.4] Let 6;; be 1 if i¢j = 00 and zero otherwise.
Then (2.62) is equivalent to

1
vij = 5 (0 — > OYigkgt)-
00 klEZo0\00
Define
1
dij = Vi — 97(51‘1‘ - Z Okt Vitrkj+i)-
0o klEZo0\00
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By showing that >, 7 dijziz) = 0 for all (21, 2) where T'(z1, 2)
exists, we can conclude that d;; = 0 for all ij. We obtain
o 1 1 o
Z dij#12y = F(Z1,Zz)—0—+0— Z Z k12125 Vit ke j+1
15€T00 00 00 €T oo KIETL\00
1 —k -1 1
= T(z1,22) [ 1+ — Z Orizy "z9 " | — -
00 4T\ 00 00
0o  boo

using (2.58) expressed by the CGF (2.61). O
Proof. [Theorem 2.13] We can verify (2.59) by showing that

1
E Lij + 0 § eklxi+k,j+l § ek/l/$i+k/}j+l/ =0,
9 k1eZc\00 k'l €T \00

which follows by expanding the terms and then using Lemma 2.4. To
show (2.60) we start with

Var(z;;) = Var(E(z;; | ©—4;)) + E(Var(z; | £_;))
to compute

E(Var(zi; | £_ij)) = vo0 — Var(E(zi; [ ©_45))

1
=0~ E 2 E E Or1Ok T ko j 1 Tiq b 417
00 k1eT o \00 k'l €T o0 \00

1
=70 ~ 73 E Or1 E Okry Vi ke 1 —1
00 k1T \00  K'I'€Z.0\00

1
=0~ g2 > Or(—0o0) v
00 k1e7..\00

1
= 75— | Pooro0 + > O
00 klETo0\00
1
foo’
where we have used Lemma 2.4 twice. From this (2.60) follows since
Var(z;;|@_;;) is a constant. [J

We end by presenting Whittle’s approximation, which uses the SDF
of the process on Z to approximate the log likelihood if a is observed
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at a finite lattice Z,, (Whittle, 1954). The empirical covariances of x are

. 1
Vig = Z Tl T k4,145
klET o

and the empirical SDF is

. 1 R . .
flon,we) = Y Aigexp(—ulivr + jws)).
1J€Loo

Then Whittle’s approximation is

logn(x) =~ —g log 27

n ™ T
7ﬁ/;ﬂ' [W log (472 f (w1, ws)) dw; dws

Wi, w
52 /_ ] " wi:wz dwy dws. (2.63)
The properties of this approximation have been studied by Guyon
(1982). The approximation shares the same property as the circulant
approximation in Section 2.6.4 (Kent and Mardia, 1996), but modifica-
tions to (2.63) can be made to correct for the bias either using unbiased
estimates for 4;; (Guyon, 1982), or better, using data tapers (Dahlhaus
and Kiinsch, 1987).

2.7 Parameterization of GMRFs*

In this section we will consider the case, where @ is a function of some
parameters 6. In this case it is important to know the set of values of 6 for
which @ is SPD, hence x is a GMRF. Suppose the precision matrix @ is
parameterized by some parameter vector 8 € ©. We assume throughout
that Q(0) is symmetric and has strictly positive diagonal entries for
all @ € ©. In some cases the parameterization is such that Q(0) is by
definition positive definite for all 8 € ®. One such example is

m(x | 0) x exp —9—21 Z(ml —z;)? — %me

inj i

which is a GMRF with a SPD precision matrix if #; > 0 and 65 > 0.

In this section we are concerned with the case where the parameter
space © has to be restricted to ensure Q(6) > 0, hence we need to know
the valid parameter space

t={0c©®:Q(0) >0}.
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Unfortunately, it is hard to determine ®" in general. However, it is
always possible to check if @ € ®T by a direct verification if Q(8) > 0
or not. This is most easily done by trying to compute the Cholesky
factorization, which will be successful iff Q(8) > 0, see Section 2.4.

Although this ‘brute force’ method is possible, it is often computa-
tionally expensive, intellectually not satisfying and gives little insight in
properties of ®*. To obtain some knowledge we will in Section 2.7.1
study ® for a stationary GMRF on a torus (see Section 2.6). By using
the properties of (block) circulant matrices some analytical results are
possible to obtain. These analytical results are also useful for precision
matrices that are Toeplitz, a relationship we comment on at the end
of Section 2.7.1.

Since the characterization of @1 is difficult, a frequently used
approach is to use a sufficient condition, diagonal dominance, to ensure
that Q(@) is SPD. This is the theme for Section 2.7.2. This sufficient
condition restricts ©® to a subset @1, say, where @7t C @1, The
parameter space @71 can in most cases be determined analytically
without much effort. We will compare ®1" with ®" using the exact
results obtained in Section 2.7.1.

2.7.1 The valid parameter space

Let a zero mean GMRF be defined on the torus 7, through the
conditional moments

E(wyj | @—ij) == Y Ouy@ivigry  and
i/ #00 (2.64)
Prec(z;j | ;) =1,

where the sum is over a few terms only, for example, |i'| < 1 and |j/| < 1.
The elements in Q are found from (2.64) using Theorem 2.6:

Qi) i3y = Oi-it j—it (2.65)

where 6,/ = 6_; _;; due to the symmetry of Q. Here (i, j) is short for
the index i + jn;.
We now specify the parameters 0 as

{05, = 0,41,...,+my, j' =0,%+1,...,+my} (2.66)
for some fixed m = (my,m2)T, where the remaining terms are zero
and 0pgp = 1. We assume in the following that n > 2m, to simplify the

discussion.
The precision matrix (2.65) is a block-circulant matrix and its
properties were discussed in Section 2.6. For this class of matrices, the
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eigenvalues are known to be

i gy
)\ij (0) = Z; 91‘/]'/ cos 2w (n—l + TL_2> (267)
i
fori=0,...,m1 —1and j =0,...,n2 — 1. Recall that the eigenvalues
can be computed using the two-dimensional discrete Fourier transform
of the matrix (6,;/), see Section 2.6.

Some properties about ®* can be derived from (2.67). We need the
notion of a polyhedron, which is defined as a space that can be built
from line segments, triangles, tetrahedra, and their higher-dimensional
analogues by gluing them together along their faces. Alternatively, a
polyhedron can be viewed as an intersection of half spaces.

Theorem 2.14 Let x be a GMRF on 7T,, with dimension n > 2m with
full conditionals as in (2.64) and mv as defined in (2.66). Then the valid
parameter space O is a bounded and convex polyhedron.

A bounded polyhedron is also called a polytope.

Proof. From (2.67) it is clear that the eigenvalues are linear in 8. Since
Q(0) is SPD iff all eigenvalues are strictly positive, it follows that

@t =1{6: Co>0}

for some matrix C, hence ®" is a polyhedron. Let 8 and 6’ be two
configurations in ®*, then consider

0(a) =ab' + (1 — )b
for0<a<1. As
CO(a)=C(abd' +(1—-0a)f')=aC’ +(1—a)CO' >0,

it follows that @(a) € ®" and that @ is convex. Furthermore, ®7 is
bounded as max;x; |Q;;| < 1 (Section 2.1.6) as Q;; =1 for all . [

A further complication is that ®* also depends on n. To investigate
this issue, we now write (-)I to make this dependency explicit.

Assume 0 € ©;) and change the dimension to n’ keeping 6 fixed. Can
we conclude that 6 € @I/? A simple counterexample demonstrates that
this is not true in general. Let n = (10,1)T with

foo =1, 6110=0.745 600 =0.333,

then all eigenvalues are positive. If we change the dimension to n/ =
(11, 1)T or n/ = (9,1)T, then the smallest eigenvalue is negative. This
is rather disappointing; if we estimate 6@ for one grid size, we cannot
necessarily use the estimates for a different grid size.

However, if we reduce the dimension from n to n’ > 2m, where n/n’
is a positive integer (or a vector of positive integers), then the following
result states that ®;° C @,
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Theorem 2.15 Let A and B be block-circulant matrices of dimension
(k1ny kang)? x (kiny kang)? and (ny na)? X (n1 na)?, respectively, with
entries A j),(ir.50) = Oi—i j—j and B jy i jry = Oi—ir j—jr where k1 and
ko are positive integers. Here, 0 is defined in (2.66) with n > 2m and
Oirjr = 0_y _jr. If A is SPD then B is SPD.

Proof. Both A and B are symmetric as 6y ;7 = 6_y _ ;. The eigenvalues

for A are » .,
ii jj
0;r 0 cos 2w 2.68
Z I < king k2n2> ( )
fori=0,...,kin1—1, 5= O7 ..., kong — 1. The eigenvalues for B are
JJ
AD(6 all oS 2 =L 2.69
fori=0,...,n1—1,j=0,...,n2 — 1. Comparing (2.68) and (2.69), we
see that

/\5(9) = Al?oi,klj(e)
fori=0,...,n1—1,5=0,...,n5—1, as n > 2m. Since A is SPD then
all )\;‘}(0) are strictly positive Vij, hence B is SPD. [

One consequence of Theorem 2.15 is, for example, that
6; = @;n = 64 = ®8n’

but as we have shown by a counterexample,

®+ 2 ®n+1
in general. Since the size of ®;7,©3, @ ... is nonincreasing, we may
hope that the intersection of all ©;"’s is nonempty. We define
eL= () e (2.70)
n>2m

If we can determine ©7_, then any configuration in this set is valid for
all n > 2m.

Theorem 2.16 The set ©] as defined in (2.70) is nonempty, bounded,
convex and

O, =40 : > 0;cos(iws + jws) >0, (w1,ws) € [0,2m)% p . (2.71)
j
Note that (2.71) corresponds to the SDF (2.58) being strictly positive.

Proof. The diagonal dominance criterion, see Section 2.1.6, states that
if 37, 10:5] < 1 then Q(6) is SPD for any n > 2m, hence ©7 is non-
empty. Further, ®1 is bounded as |f;;] < 1 (see Section 2.1.6), and
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convex by direct verification. For the remaining part of the proof, it is
sufficient to show that @ € ©7 implies that 8 € ©;" for any n > 2m,
and if 8 ¢ O then 6 ¢ O, for at least one m > 2m. The first part
follows by the definition of ®__. For the latter part, fix 8 ¢ ®2 so that

> 855 cos(iw + jws) < 0 (2.72)
ij
for some irrational numbers (w},w3). By continuity of (2.72), we can
find rational numbers i'/n; and j’/ns such that

29” cos( 27r— + 27 £) < 0;
n2
hence 8 ¢ ©}. [

Lakshmanan and Derin (1993) showed that (2.71) is equivalent to a
bivariate reciprocal polynomial not having any zeros inside the unit
bicircle. They use some classical results concerning the geometry of
zero sets of reciprocal polynomials and obtain a complete procedure for
verifying the validity of any @ and for identifying ®2_. The approach
taken is still somewhat complex but explicit results for m = (1,1) are
known. We will now report these results.
Let m = (1,1)T so 0 can be represented as

sym 6o1 01
sym 1 6o |,
sym sym 671

where the entries marked with ‘sym’ follow from 6;; = 6_; _;. Then
6 € ®/_ iff the following four conditions are satisfied:

=4(63, + 65, + 67, — 9%0) -1<0, (2.73)

2 (491191,1 — 9%0) + 2 (4001(911 + 01,1) — 2010) + p < 0,
2 (4611011 — 6035) — 2 (4001 (011 + 01-1) — 2619) + p < O,

and either
R =16 (4611611 — 6%,)° — (4601 (611 + 61_1) — 2610)* < 0
or
R>0,and R? —[—8p(46110,_1 —03)) +
3 (4601 (611 +011) — 2610)°]° < 0. (2.74)

These inequalities are somewhat involved but special cases are of great
interest. First consider the case where 0yp; = 019 and 617 = 6,1 = 0,
which gives the requirement |6p1] < 1/4.
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Figure 2.14 The valid parameter space @; where 0p1 = 010 and 611 = 611,
where restriction to diagonal dominance @1 defined in (2.76), is shown as

gray.

Suppose now we include the diagonal terms 6y, = 619 and 617, = 61_1,
the inequalities (2.73) to (2.74) reduce to |fp1|—611 < 1/4, and 611 < 1/4.
Figure 2.14 shows ©®* in this case. The smaller gray area in Figure 2.14
is found from using a sufficient condition only, the diagonal dominant
criterion, which we discuss in Section 2.7.2.

The analytical results obtained for a stationary GMRF on 7, are
also informative for a nonstationary GMRF on the lattice Z,,» with full
conditionals

E(l’ij | CE,Z']') = — E Gi/j/xi+i/7j+j/ and
i’ 5/ #£00
(i, j+3" ) €L,

Prec(zi; | ®—_;;) = 1.
The full conditionals equal those in (2.64) in the interior of the lattice,
but differ at the boundary. Let @Z,’I be the valid parameter space for
the GMRF on Z,,,. We now observe that the (block Toeplitz) precision
matrix for the GMRF on the lattice is a principal submatrix of the

(block-circulant) precision matrix for the GMRF on the torus, if n’ <
n — m. The consequence is that

e coel’ forn'<n-m. (2.75)

Further details are provided in Section 5.1.4. The block-Toeplitz and the
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block-circulant precision matrix are asymptotically equivalent matrices
so © is also the intersection of {@:}I} for all n’ > 2m. This follows
from Grenander and Szegé (1984, p. 65) provided there exists § > 0 such
that the SDF f(w1,ws) > 0 > 0, see also Gray (2002, Sec. 4.4).

2.7.2 Diagonal dominance

A frequently used approach in practice is to impose a sufficient condition,
diagonal dominance, to ensure that Q(6) is SPD. The diagonal domi-
nance criterion is most often easy to treat analytically. On the downside,
the criterion is known to be conservative. After presenting this criterion
we will compare @1 with the exact results for ®1 obtained in Section
2.7.1.

Recall from Section 2.1.6 that a matrix A is called diagonal dominant,
if |Ay] > Zj:j# |A;j], Vi. If a precision matrix is diagonal dominant,
then

Qi > Y |Qyl, Vi
Juj#i
as the diagonal is always strictly positive. It is easy to show that this is
a sufficient condition for @ > 0:

Theorem 2.17 Let A be an nxn diagonal-dominant symmetric matriz
with strictly positive diagonal entries, then A is SPD.

The converse of Theorem 2.17 is not true in general.

Proof. Let A be an eigenvalue of A with eigenvector v and define i =
arg max; |v;|, break ties arbitrarily. Since Av = Av it follows that Av; —
Aoy = it A;jv;. Using the triangle inequality we see that

oi — Aggvi| <7 [Aijos] < Juil D A
Jig#i Jij#i
SO
A= A= Y |Ajl
J:j#i

The lower bound is strictly positive as A is diagonal dominant and A;; >
0. As X was any eigenvalue, all n eigenvalues of A are strictly positive
and A has full rank. Let A be a diagonal matrix with the eigenvalues

on the diagonal and the corresponding eigenvectors in the corresponding
column of V., s0 A =VAVT. For ¢ # 0,

2T Az = 2T (VAV )z = (VIe)TA(VTz) > 0,
hence A is SPD. [
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Using the diagonal dominance criterion on the stationary GMRF
in Section 2.7.1, we obtain

O =300 > |fiyl<1y. (2.76)
i’j'#00

Compared to the complexity of locating ®" given by the inequali-
ties (2.73) to (2.74) for m = (1,1)T, the simplicity of (2.76) is striking.
However, if ® is too conservative we might lose more than we gain.

Let us reconsider the special cases of the inequalities (2.73) to (2.74).
First consider the case where 6y, = 619 and 617 = 6;_; = 0. Diagonal
dominance gives the requirement |6p;| < 1/4. This is the same as the
diagonal dominance criterion, hence ®*" = @Z . If we include the
diagonal terms 0p; = 619 and 611 = 01_1, we obtain the constraints:
|001| +1611| < 1/4. Both ®7, and ©" are shown in Figure 2.14, where
O is the gray area. We see that ©7 is twice the size of @, hence
using a diagonal-dominant parameterization is much more restrictive
than necessary.

Extrapolating these results suggests that diagonal dominance as
a criterion for positive definiteness becomes more restrictive for an
increasing number of parameters. Although we do not have a formal
proof of this claim, we have verified it through simulation in the one-
dimensional case using an autoregressive process of order M. We can
define ®" implicit using the partial correlation function defined on
(—1,1)™ and compute the parameters @ using the Levinson algorithm
(Brockwell and Davis, 1987).

2.8 Bibliographic notes

The definitions of matrices and SPD matrices are extracted from Searle
(1982) and Harville (1997). The definitions of graph related terms
and conditional independence are extracted from Whittaker (1990) and
Lauritzen (1996).

Guyon (1995), Mardia (1988), Whittaker (1990) and Lauritzen (1996)
are alternative sources for the results in Section 2.2. Brook’s lemma
(Brook, 1964) is discussed by Besag (1974). Multivariate GMRFs are
discussed in Mardia (1988).

Circulant matrices are discussed by Davis (1979) and Gray (2002).
The derivation of the eigenvalues and eigenvectors in Section 2.6.1 follow
Gray (2002).

Algorithm 2.10 is the FFT algorithm to sample stationary Gaussian
fields on toruses and has been reinvented several times. An early
reference is Woods (1972), see also Dietrich and Newsam (1997), Hunt
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(1973), Krogstad (1989) and Wood and Chan (1994). Dietrich and
Newsam (1996) discuss a nice extension to conditional simulation by
cyclic embedding.

Gray (2002) discuss Toeplitz matrices and their circulant approxima-
tions, which is our source for Section 2.6.4, see also Grenander and Szeg6
(1984) for a more technical discussion. The proofs in Section 2.6.5 are
based on some unpublished notes by J. Besag. Box and Tiao (1973) also
make use of (2.31) to evaluate a log density under constraints.

The statistical aspects in Section 2.3 and Section 2.4 are from Rue
(2001) and Rue and Follestad (2003). Numerical methods for sparse
matrices are discussed in Dongarra et al. (1998), Duff et al. (1989),
George and Liu (1981) and Gupta (2002) gives a review and comparison.
Section 2.3.1 follows any standard reference in numerical linear algebra,
for example, Golub and van Loan (1996). Wilkinson and Yeung (2002,
2004) discuss propagation algorithms and their connection to the sparse
matrix approach. Rue (2001) presents a divide-and-conquer strategy for
the simulation of large GMRF's using iterative numerical techniques for
SPD linear systems. Steinsland (2003) discusses sampling from GMRFs
using parallel algorithms for sparse matrices while Wilkinson (2004)
discuss parallel computing relevant for statistics in general.

A similar result to Theorem 2.7 can also be derived for the Cholesky
triangle of the covariance matrix. For details regarding conditioning by
kriging, see, for example, Chilés and Delfiner (1999), Cressie (1993) and
Lantuéjoul (2002).

Gaussian random fields with a continuous parameter obeying the
Markov property are not discussed in this chapter. Refer to Kiinsch
(1979) for a well-written survey of the subject, see also Pitt (1971),
Wong (1969), and Pitt and Robeva (2003).
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CHAPTER 3

Intrinsic Gaussian Markov
random fields

This chapter will introduce a special type of GMRFs, so-called intrinsic
GMRFs (IGMRF). IGMRFs are improper, i.e., they have precision
matrices not of full rank. We will use these quite extensively later on
as prior distributions in various applications. Of particular importance
are IGMRF's that are invariant to any trend that is a polynomial of the
locations of the nodes up to a specific order.

IGMRFs have been studied in some depth on regular lattices. There
have been different attempts to define the order of an IGMRF, Besag and
Kooperberg (1995) adopt a definition for GMRFs to IGMRFs, where the
order is defined through the chosen neighborhood structure. However,
Matheron (1973) uses the term to describe the level of degeneracy of
continuum intrinsic processes, and subsequently Kiinsch (1987) does the
same for IGMRFs. This chapter also describes IGMRFs on irregular
lattices and nonpolynomial IGMRFs, so a more general definition is
needed. Inspired by Matheron (1973) and Kiinsch (1987), we define the
order of an IGMRF as the rank deficiency of its precision matrix. This
seems to be a natural choice, in particular since we only discuss IGMRF’s
on finite graphs. Note, however, that any autoregression that merely has
an indeterminate mean is zero order according to Kiinsch (1987), but
first order according to our definition.

To prepare the forthcoming construction of IGMRF’s, we will start
with a section where we first introduce some additional notation and
describe forward differences and polynomials. We then discuss the
conditional properties of x|Ax, where & is a GMRF. This will be
valuable to understand and construct IGMRF's on finite graphs.

3.1 Preliminaries
3.1.1 Some additional definitions

The null space of a matrix A is the set of all vectors « such that Ax = 0.
The nullity of A is the dimension of the null space. For an n x m matrix
the rank is min{n, m} — k where k is the nullity. For a singular n x n
matrix A with nullity &k, we denote by |A|* the product of the n—k non-

@ © 2005 by Taylor & Francis Group, LLC



zero eigenvalues of A. We label this term the generalized determinant
due to lack of any standard terminology.

The Kronecker product of two matrices A and B is denoted by A® B
and produces a larger matrix with a special block structure. Let A be a
n X m matrix and B a p X ¢ matrix, then their Kronecker product

ApnB ... AB
AeB=| 1 .
AnB ... A,.B
is an np X mq matrix. For example,

1 2 3 2 4 6
1 2 ® 1 2 3\ [4 5 6 8 10 12
0 -1 4 5 6/ |00 0 -1 -2 -3
0 00 -4 -5 —6

Let A, B, C, and D be matrices of appropriate dimensions. The basic
properties of the Kronecker product are the following:

1. For a scalar a

A®(aB) = a(A® B)
(cA)@ B = a(A® B)

2. Kronecker product distributes over addition

(A+B)®C = (A®C)+(BaC)
A®(B+C) = (AeB)+(A®C)

3. The Kronecker product is associative

(A B)C=A(B®C)

4. The Kronecker product is in general not commutative

A®B+B®A

5. Transpose does not invert order
(Ao B)T = AT @ BT
6. Matrix multiplication

(A® B)(C ® D) = AC ® BD

7. For invertible matrices A and B

(AeB) '=A"'@ B!
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8. For an n x n matrix A and m x m matrix B
|A® B|=|A|™|B|" (3.1)
9. Rank of the Kronecker product of two matrices

rank(A ® B) = rank(A) rank(B)

3.1.2 Forward differences

Intrinsic GMRFs of order k in one dimension are often constructed using
forward differences of order k. Here we introduce the necessary notation.

Definition 3.1 (Forward difference) Define the first-order forward
difference of a function f(-) as
Af(z) = fz+1) = f(2).

Higher-order forward differences are defined recursively:

Akf(z) = AAkilf(z)
A?f(2) = f(z+2) = 2f(z+ 1)+ f(2) (3.2)

and in general for k=1,2,...

AF f( ’“Zk: () (2 +4)-

Jj=

For a vector z = (z1,22,...,2,)7, Az has elements Az; = 2,11 — 2,
i=1,...,n—1.

We can think of the forward difference of kth order as an approxi-
mation to the kth derivative of f(z). Consider, for example, the first

derivative ( ) »
. +h)— f(z
! =] fz—
FE) =l =
which for h = 1 equals the first-order forward difference.

3.1.83 Polynomials

Many IGMRFs are invariant to the addition of a polynomial of a certain
degree. Here we introduce the necessary notation for polynomials, first
on a line and then in higher dimensions.

Let 51 < s9 < --- < s, denote the ordered locations on the line and
define s = (s1,...,8,)7. Let pr(s;) denote a polynomial of degree k,
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evaluated at the locations s,

1 1
pr(si) = Bo + Pisi + 5528? + yﬁk‘s?a (3.3)
with some coefficients 3, = (B, ..., 3%)". In matrix notation, this is
pr(s1) 1 s1 ... %slf Bo
pr(s2) 1 so ... ysé 01
=1 . . (3.4)
Pr(Sn) 1 s, ... %sﬁ B

which we write compactly as

P = SkBy- (3~5)

The matrix S is called the polynomial design matriz of degree k.
Throughout we assume that S}, is of full rank k£ + 1.

Polynomials can also be defined in higher dimension, but this requires
more notation. Let

S; = (silvsizv' . ',sid)
denote the spatial location of node i, where s;; is the location of node 4
in the jth dimension, j = 1,...,d. We now use a compact notation and
define
j = (jlaj?v s 7jd)7
sz = sfll sfi e sfj, and

gt = jiljal- - jal.

A polynomial trend of degree k in d dimensions will consist of

Mik,d = (d —;; k) (3.6)

terms and is expressed as
1 ;
prals) = Y =Bl (3.7)
0<jr 4 tjash I

where j; € {0,1,...,k} for 1 € {1,2,...,d}.
For illustration, for d = 2 the number of terms my, 4 is 3, 6 and 10 for
k=1,2and 3. Ford=k =2, (3.7) is

1 1
P2,2(84,, 8i,) = Boo+B1084, +501512+55205121 +5115¢1512+§/3025$2~ (3.8)

Similar to (3.5), let p;, 4 denote the vector of the polynomial evaluated
at each of the n locations. We can express this vector as

Pi.a = Sk,dBr,a» (3.9)
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where 3, ; is a vector of all the coefficients and Sk 4 is the polynomial

designmatrix with elements i,sf . We do not consider degenerated cases
and assume therefore that S’;,d is of full rank.

3.2 GMRFs under linear constraints

IGMRFs have much in common with GMRFs conditional on linear
constraints. In this section we consider proper (full-rank) GMRF's, and
derive their precision matrix, conditional on such linear constraints. We
then introduce informally IGMRFs. IGMRFs are always improper, i.e.,
their precision matrices do not have full rank.

Let « be a zero mean GMRF of dimension n with precision matrix Q >
0. Let A1, Ag, ..., A, be the eigenvalues and ey, ..., e, the corresponding
eigenvectors of @Q, such that

Q=) Xeie] =VAVT,

where V = (e1,es,...,e,), VIV = I and A = diag(A, Aa, ..., \n).
Consider now the conditional density

(x| Az = a), (3.10)
where the k£ x n matrix A has the special form

AT: (61,627...,6k) (311)
and @ = (ai,...,a;)? is arbitrary. The specific form of A is not a
restriction as we will explain at the end of this section.

To derive the explicit form of (3.10), it is useful to change variables to

Yy = VT, which can easily be shown to have mean zero and Prec(y) =
A, ie., y S N(@O,A\ ), i = 1...,n. Now Az = y,., where Yij =
(Yis Yit1, - - - 73/j)T and

my| Az =a) =1y, —a [] =)
i=k+1

Hence E(y|Az = a) = (a”,07)T and Prec(y|Az = a) = A, where
A = diag(0,...,0, \gt1,. .., Ay), from which it follows that

Ex| Az =a) = V(g):alel+~~+akek and

Prec(z | Az =a) = VAVT.
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Hence (3.10) can be written as

n—k 1 &
logm(z | Az =a) = — 1og2w+§lz log \;
i=k+1
1 a\\’ a
_Z — AVT [z — 3.12
(v (@) v (eov (@) e
n—k 1 « 1 ;=
= log2w+§';1log)\i75w Qx,

where @ = VAVT. Note that e, ...,e; do not contribute to (3.12)
explicitly, and that (3.12) does depend on a only implicitly in the sense
that 7(x|Axz = a) is nonzero only for Az = a. Hence, for the specific
choice of A in (3.11), (3.10) has a particularly simple form. It can
be obtained from the corresponding unconstrained density 7(x) by (a)
setting all eigenvalues in A that correspond to eigenvectors in A to zero
and (b) adjusting the normalizing constant accordingly.

Example 3.1 Assume

6 -1 0 -1
-1 6 —1 0

Q= 0 -1 6 -1 |’
-1 0 -1 6

then A = diag(4,6,6,8) and e; = 1/2-(1,1,1,1)7, ey = /1/2 -
(1,0,-1,0)7, e3 = \/1/2-(0,-1,0,1)T and e, = 1/2- (1,-1,1,-1)7.
If we now condition on el'x = 0, we obtain the conditional precision
matrix:

5 -2 -1 =2

~ -2 5 -2 -1
Q= -1 -2 5 -2
-2 -1 -2 3

Note that each row (and of course each column) sums up to zero.

Of key interest for IGMRFs is an improper version of the (log)
density (3.12), which we define as

k 1 O 1 7~
logm*(x) = _n 5 log 27 + 3 Z log A; — §:BTQQ: (3.13)
i=k+1

for any « € R™. The rank of @ is n — k and appears because 7*(x) is
now defined for all x € R", and not just for those x that satisfy Ax = a,
as was the case for (3.12).
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To see more specifically what is going on, note that any « € R™ can
be decomposed as

x = (cier+---+crer) + (dit1€p+1 + - +dney)
al +xt (3.14)

where !l is the part of x in the subspace spanned by the columns of
AT the null space of Q, and =t is the part of @ orthogonal to all,
where of course (z!)7x = 0. For a given z, the coefficients in (3.14)
are ¢; = el'x and d; = e?m.

Using this decomposition we immediately see that

b, (3.15)

so m*(x) does not depend on ¢i,...,c,. Hence, 7* is invariant to the
addition of any !l and this is the important feature of IGMRFs. Also
note that 7*(x1) is equal to 7(x| Az = a).

We can interpret 7*(x) as a limiting form of a proper density 7 (x).
Let #(z!l) be the density of !l and define the proper density

7(x) = 7 (xt) #(x!).

Let #(x!l) be a zero mean Gaussian with precision matrix vI. Then in
the limit as v — 0,

™ (x) = 7" (@

7(x) x 7 (x). (3.16)
Roughly speaking, 7*(x) can be decomposed into the proper density for
x+ € R"* times a diffuse improper density for =/l € R¥.

Example 3.2 Consider again Example 3.1, where we now look at the
improper density 7 defined in (8.13) with ‘mean’ zero and ‘precision’
@. Suppose we are interested in the density value 7 of the vector x =
(0, 2,0, —2)T, which can be factorized into x = 2e; + 2ey, hence x!l =
2e; and ¢+ = 2e4. Since ey is a constant vector, the density ©*(x)
is invariant to the addition of any arbitrary constant to x. This can
be interpreted as a diffuse prior on the overall level of x, i.e., x!l ~
N(0,xT) with k — 0.

Using this interpretation of 7*(x), we will now define how to generate a

‘sample’ from 7*(x), where we use quotes to emphasize that the density
is actually improper. Since the rank deficiency is only due to /|, we
define that a sample from 7*(x) means a sample from the proper part
7*(x1), bearing in mind (3.15). For known eigenvalues and eigenvectors
of Q it is easy to sample from 7*(x) using Algorithm 3.1.
Example 3.3 We have generated 1000 samples from ©* defined in Fx-
ample 3.2, shown in a ‘pairs plot’ in Figure 3.1. At first sight, these
samples seem well-behaved and proper, but note that 1Tx = 0 for all
samples, and that the empirical correlation matriz is singular.
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Algorithm 3.1 Sampling from an improper GMRF with mean zero
:for j=k+1tondo
Yj~ N(O7 /\;1)
end for
: Return @ = yi1€p41 + Yrr2€pi2 + -+ Ynen

50 510

-15

Figure 3.1 Pairs plot for 1000 samples from an improper GMRF with mean
and precision defined in Example 3.2.

As it will become clear later, in most cases the matrix Q and the
eigenvectors ey, ..., e, are known explicitly by construction. However,
the remaining eigenvalues and eigenvectors will typically not be known.
Hence an alternative algorithm based on Algorithm 2.6 will be useful.
Here we use the fact that 7*(x) equals m(x|Az = 0), from which we
can sample in two steps: first sample from the unconstrained density
and then correct the obtained sample for the constraint Az = 0 via
Equation (2.30). More specifically, for 7(x) we have to use a zero mean
GMRF with SPD precision matrix

k
Q=Q+ ZaieieiT-
i=1

Note that this method works for any strictly positive values of a1, ..., ax;
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for simplicity we may use a1 = ... =aj = 1.

Example 3.4 In the previous example eiel is a matriz with entries

equal to 1/4, hence Q can be obtained by adding an arbitrary but strictly
positive value to Q For any such Q, the correction step (2.30) now
stmply corresponds to the subtraction of the (unweighted) mean value of
the sample.

Finally, we will comment on the specific form of A in (3.11). At first
sight this choice seems rather restrictive, but we will now explain why
this is not the case. Consider the more general situation where we want
to compute the conditional density of z|Bx = b for any k x n matrix
B with rank 0 < k < n. If Cov(x) = X > 0, then

-1

Cov(z | Bz) =% — BT (BEBT) BY. (3.17)
The generality of our argument is evident by verifying that the k columns
of B span the null space of Cov(x|Bzx), i.e.,

(z _ BT (BEBTY1 B2> BT —o.

The condition Bx = b is then equivalent to Az = a in (3.11) expressed
in terms of those eigenvectors of (3.17) that have zero eigenvalues.

3.3 IGMRFs of first order

Using the results from Section 3.2, we will now define (polynomial)
intrinsic GMRFs of first order. We start by defining an improper GMRF
with rank deficiency k.

Definition 3.2 (Improper GMRF) Let Q be an n x n SPSD matriz
with rank n —k > 0. Then © = (z1,...,2,)T is an improper GMRF of
rank n — k with parameters (u, Q), if its density is

—(n—k)
2

N 1
@) = (20 (@) e (e - Qe - ). (18)
Further, x is an improper GMRF wrt to the labelled graph G = (V,€),
where

Qij #0<={i,j} € & forall i#j.

Recall that |- |* denote the generalized determinant as defined in Section
3.1.1. The parameters (u, Q) do no longer represent the mean and the
precision since they formally do not exist; however, for convenience we
will continue to denote them as the ‘mean’ and the ‘precision’, even
without the quotes. The Markov properties of an IGMRF are to be
interpreted as those obtained from the limit of a proper density. This is
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similar to the argument leading to (3.16). Let the columns of A” span
the null space of Q, then define

Q) =Q+~A"A. (3.19)

Now each element in Q () tends to the corresponding one in @ as v — 0.
Similarly, a statement like

1
E(z; |2—i) = p; — 0. > Qijlas — )

g

(using (2.5)) will be meaningful by the same limiting argument.
An IGMREF of first order is an improper GMRF of rank n — 1, where
the vector 1 spans the null space of Q.

Definition 3.3 (IGMRF of first order) An intrinsic GMRF of first
order is an improper GMRF of rank n — 1 where Q1 = 0.

The condition Q1 = 0 simply means that Zj Qi =0, for all 4.
We can relate this to the discussion in Section 3.2, using AT = 1.
It then follows directly that the density for an IGMRF of first order

is invariant to the addition of ¢11, for any arbitrary ci, see (3.14)
and (3.15). To illustrate this feature, let g = 0 so

1
E(zi [z-;) = ~on > Qijj,
Wi

where — Zj:jw,; Qij/ Qi = 1. Hence, the conditional mean of x; is simply
a weighted mean of its neighbors, but does not involve an overall level.
In applications, this ‘local’ behavior is often desirable. We can then
concentrate on the deviation from any overall mean level without having
to specify the overall mean level itself. Many IGMRFSs are constructed
such that the deviation from the overall level is a smooth curve in time
or a smooth surface in space.

3.3.1 IGMRFs of first order on the line

We will now construct a widely used model known as the first-order
random walk. We first assume that the location of the nodes i are all
positive integers, i.e., ¢ = 1,2,...,n. It is not uncommon in this case
to think of 7 as time ¢. The distance between the nodes is constant and
equal to 1. We will later discuss a modification for the case where the
nodes are nonequally spaced, i.e., the distance between the nodes varies.
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The first-order random walk model for regular locations

The first-order random walk model is constructed assuming independent
increments

Az SN(0,57Y), i=1,...,n—1. (3.20)
This immediately implies that
zj—x; ~ N(O,(G—i)x™") for i<y

Also, if the intersection between {i,...,j} and {k,...,I} is empty for
1 < jand k <, then

Cov(z; — 24,21 — x) = 0.

These properties are well known and coincide with those of a Wiener
process observed in discrete time. We will define the Wiener process
shortly in Definition 3.4.

The density for @ is derived from its n — 1 increments (3.20) as

n—1
(x| k) o« k"D 2exp <; Z(A:E,-)2>

i=1
K n—1

= &2 exp <—§ ;(wiﬂ - 371‘)2)

L (n-1)/2 L 7

= K exp | —5% Qx |, (3.21)

where Q = kR and where R is the so-called structure matriz:

1 -1
-1 2 -1
-1 2 -1
R: '.. '.. '.' . (322)
-1 2 -1
-1 2 -1
-1 1
The form of R follows easily from
n—1
Z(Aazi)z = (Dz)"(Dz) = 2" D" Dx = 2" Rz,
i=1
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where the (n — 1) x n matrix D has the form

Note that the eigenvalues of R are equal to
Ai=2-2cos(n(i—1)/n), i=1,...,n, (3.23)

which can be used for analytic calculation of the generalized determinant
appearing in (3.18).

It is clear that Q1 = 0 by either verifying that 7(x|k) is invariant to
the addition of a constant vector ¢11, or that >, Q;; = 0 from (3.22).
The rank of Q is n — 1. Hence (3.21) is an IGMRF of first order,
by Definition 3.3. We denote this model by RW1(x) or short RW1 as
an abbreviation for a random walk of first order.

The invariance to the addition of any constant to the overall mean is
evident from the full conditional distributions

1
Ti | T_i Kk~ N(ﬁ(aci,l +xi11), 1/(2k)), 1<i<n, (3.24)

because there is no shrinkage toward an overall mean. An alternative
interpretation of the conditional mean can be obtained by fitting a first-
order polynomial, i.e., a simple line

p(]) = ﬁO + ﬁlja

locally through the points (i—1, ;1) and (i4+1, z;41) using least squares.
The conditional mean turns out to be equal to p(i).

If we fix the random walk at locations 1,..., 4, future values have the
conditional distribution

Tivk | T1y-- @ik ~ Nz, k/r), 0<i<i+k<n.

Hence, this model gives a constant forecast equal to the last observed x;
with linearly increasing variance.

To give some intuition about the form of realizations of a RW1 model,
we have generated 10 samples of £+ with n = 99 and x = 1. We set
zl = 0 as described in Section 3.2. The samples are shown in Figure
3.2(a). The (theoretical) variances Var(z;) for i = 1,...,n, are shown
in Figure 3.2(b) after being normalized with the average variance. There
is more variability at and near the ends compared to the interior. To
study the correlation structure, we have also computed Corr(mfgﬂ,xﬁ-)
for i = 1,...,n and the result is shown in Figure 3.2(c). The behavior
is quasiexponential where the negative correlation at the endpoints with
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Ty 2 18 due to the sum-to-zero constraint zl = 0. Note that a different x
only involves a change of the scale; the correlation structure is invariant
with respect to k, but not with respect to n.

Alternatively, we could define a random walk of first order on a circle,
i.e., we would include the pair x1 ~ x, in the graph and correspondingly
the term (27 — ,)? in the sum in the exponent of (3.21). The precision
matrix will then be circulant, and so will be the inverse, which implies a
constant variance, see Section 2.6.1. Note that such a circular first-order
random walk is also a IGMRF of first order, the distribution of  will
still be invariant to the addition of a constant.

We now have a closer look at the elements in the structure matrix
(3.22) of the (noncircular) RW1 model. Each row in R (except for the
first and the last one) has coefficients —1,2, —1, which are simply the
coefficients in —A? as defined in (3.2). So, if Az; are the increments,
then R consists of —A? terms, apart from corrections at the boundary.
We may interpret

—Ti—1 + 2T — Tip1

as an estimate of the negative second derivative of an underlying
continuous function z(t) at ¢ = 4, making use of the observations at
{i—1,4,4+ 1}. In Section 3.4 when we consider random walks of second
order, A%x; are the increments and the precision matrix will consist
of —A* terms plus boundary corrections. A closer look into the theory
of constructing continuous splines will provide further insight in this
direction, see, for example, Gu (2002).

The first-order random walk model for irregular locations

We will now discuss the case where x; is assigned to a location s; but
where the distance between s; 11 and s; is not constant. Without loss of
generality we assume that s; < so < --- < s, and define the distance

(Si = Si+1 — S;- (325)

To obtain the precision matrix in this case, we will consider z; as the
realization of an integrated Wiener process in continuous time, at time
Si.

Definition 3.4 (Wiener process) A Wiener process with precision k
is a continuous-time stochastic process W (t) for t > 0 with W(0) = 0
and such that the increments W (t) — W (s) are normal with mean 0
and variance (t — s)/k for any 0 < s < t. Furthermore, increments for
nonoverlapping time intervals are independent. For k = 1, this process
is called a standard Wiener process.
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Figure 3.2 Illlustrations of the properties of the RW1 model with n = 99: (a)
displays 10 samples of x*, (b) displays Var(zi}) for i =1,..

with the average variance, and (c) displays C’orr(aci/27 xi) fori=1,..
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The full conditional in the above case has moments
di—1

it 0i—1+ 05

E(z; | x—i k) = Tit1

di—1 + 05

1 1
P N k) = 4 ).
rec(z; | ®_i, k) = K (51__1 + 5i)

Here k is a precision parameter and chosen so that we obtain the same
result as in (3.24) if §; = 1 for all 4.
The precision matrix can now be obtained using Theorem 2.6 as

no b J=i
Qij = K4 =5 j=i+1
0 otherwise

for 1 < i < n where the @;;_; terms are found via Q; ;-1 = Qi—1,-
A proper correction at the boundary (implicitly we use a diffuse prior
for W(0) rather than the fixed W (0) = 0) gives the remaining diagonal
terms Q11 = /01, Qun = K/0,_1. Clearly, Q1 = O still holds and the
joint density of «,

n—1
m(x | k) oc kD2 exp (g Z(xiH - xi)2/6i> , (3.26)

i=1

is invariant to the addition of a constant. The scaling with §; is because
Var(z;+1 — x;) = d;/k according to the continuous-time model.

The interpretation of a RW1 model as a discretely observed Wiener
process (continuous in time) justifies the corrections needed for non-
equally spaced locations. Hence, the underlying model s the same, it is
only observed differently.

To compare this model with its regular counterpart, we repro-
duced Figure 3.2 with n = 99, but now with the locations ss,..., s49
sampled uniformly between s; = 1 and s59 = 50. The locations s;
for ¢ = 51,...,99 are obtained requiring symmetry around ssq = 50:
Si + S100—; = 100 for i = 1,...,n = 99. The results are shown in Figure
3.3.1 and show a very similar behavior as in the regular case. Note,
however, that in the case of nonsymmetric distributed random locations
between s; = 1 and sg9 = 99 the marginal variances and correlations
are not exactly symmetric around s59 = 50 (not shown).

When the mean is only locally constant

The approach to model @ through forward differences of first order as
normal increments does more than ‘just’ being invariant to the addition
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Figure 3.3 Illustrations of the properties of the RW1 model with n = 99
irregular locations with s1 = 1 and s, = n: (a) displays 10 samples of xt

, (b) displays Var(zi) fori=1,...

,n normalized with the average variance,

and (c) displays Corr(:vflm, x7) fori=1,...,n. The horizontal azis relates to

the locations s;.
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of a constant. Consider the alternative IGMRF

m(x) x K"/ 2 exp (—g Z(a:, - f)2> , (3.27)

i=1

where T is the empirical mean of . Without writing out the precision
matrix, we immediately see that m(x) is invariant to the addition of a
constant and that its rank is n—1, hence (3.27) defines an IGMRF of first
order. Although both (3.27) and the RW1 model (3.21) are maximized
at x o< 1, the benefit of the RW1 model is evident when we consider the
following vector . Assume n is even and

{0, 1<i<n/2
€Ty =

3.28
1, n/2<i<n. ( )

Thus « is locally constant with two levels. If we evaluate the density
of (3.28) under the RW1 model and the alternative (3.27), we obtain

k(D2 exp <7g> and k" D/Zexp (fng) ,

respectively. The log ratio of the densities is then of order O(n). The
reason for the drastic difference is that the RW1 model only penalizes
the local deviation from a constant level (interpret Ax; as the derivative
at location i) whereas (3.27) penalizes the global deviation from a
constant level. This local behavior of the RW1 model is obviously quite
advantageous in applications if the mean level of x is approximately
or locally constant. A similar argument will also apply to polynomial
IGMRFs of higher order; those will be constructed using forward
differences of order k as independent normal increments.

3.3.2 IGMRFs of first order on lattices

For regular or irregular lattices, the construction of IGMRFs of first
order follows the same concept, but is now based on ‘independent’
increments writing ‘-’ due to (hidden) linear constraints imposed by the
more complicated geometry. We first look at the irregular case.

First-order IGMRFs on irreqular lattices

Let us reconsider Figure 2.4(a) and the map of the 544 regions in
Germany. Here we may define two regions as neighbors if they share
a common border. The corresponding graph is shown in Figure 2.4(b).
Between neighboring regions ¢ and j, say, we define a normal increment

z;—x; ~ N(O,x1) (3.29)
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and the assumption of ‘independent’ increments yields the IGMRF
model:

m(x) o K"/ 2 exp —g Z(fcZ —z;)? | (3.30)
inj

Here i ~ j denotes the set of all unordered pairs of neighbors. The
requirement for the pair to be unordered prevents us from double
counting as i ~ j < j ~ i. Note that the number of increments |i ~ j]
is typically larger than n, but the rank of the corresponding precision
matrix is still n — 1. This implies that there are hidden constraints in
the increments due to the more complicated geometry on a lattice than
on the line, hence the use of the term ‘independent’. To see this consider
the following simple example.

Example 3.5 Let n = 3 where all nodes are neighbors. Then (3.29)
gives x1 — To = €1, To — T3 = €9, and x3 — 1 = €3, where €1, €5 and
€3 are the increments. Adding the two first equations and comparing
with the last implies that €1 + €3 + €3 = 0, which is the ‘hidden’ linear
constraint.

However, under the linear constraints the density of x is (3.30) by the
following argument. Let € be |i ~ j| independent increments and Ae the
linear constraints saying that the increments sum to zero over all circuits
in the graph. Then 7(e|A€e) x m(e) if € is a configuration satisfying the
constraint from (2.31). We now change variables from € to = and we
obtain the exponent in (3.30). See also Besag and Higdon (1999, p. 740).
The normalization constant follows from the generalized determinant of
Q, the precision matrix of x.

The density (3.30) is equal to the density of an RW1 model if we are
on a line and ¢ ~ j iff |¢ — j| = 1. However, in general there is no longer
an underlying continuous stochastic process that we can relate to this
density. Hence, if we change the spatial resolution or split a region into
two new ones, we really change the model.

Let n; denote the number of neighbors of region i. The precision matrix
Q in (3.30) has elements

Qij =K -1 i~ j7 (331)
0 otherwise,

from which it follows directly that

1 1
dann ~ N Y 25, ). 3.32
x| X_iy Kk ./\/(nZ x; nm) ( )

Jigei
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Similar to the RW1 model for nonequally spaced locations, we can
incorporate positive and symmetric weights w;; for each pair of adjacent
nodes ¢ and j in (3.30). For example, one could use the inverse Euclidean
distance between the centroids of each region.

Assuming the ‘independent’ increments

z; —xj ~ N(0,1/(wijr)),

the joint density becomes

m(x) oc KD/ 2 exp —g Zwij(xi —z;)% . (3.33)

inj
The corresponding precision matrix  now has elements

D ki Wik 1= ],
Qij =K —wij 7~ j, (334)
0 otherwise,

and the full conditional m(x;|x_;, k) is normal with mean and precision

I et R ¥}
e L It Bt O | K}:wij’

Zj:jrvi Wi

respectively. It is straightforward to verify that Q1 = 0 both for (3.31)
and (3.34).

Example 3.6 We will now have a closer look at the IGMRFs defined
in (3.80) and (5.33) using the graph shown in Figure 2.4(b) found from
the map of the administrative regions in Germany, as shown in Figure
2.4(a). Throughout we show samples of T+ and discuss its properties,
as argued for in Section 3.2. Additionally, we fix k = 1. Note that the
correlation structure for & does not depend on k. Of interest is how
samples from the density look, but also how much the variance of acf-
varies through the graph.

We first consider (3.80) and display in Figure 3.4 two samples of
xt. The gray scale is linear from the minimum value to the mazimum
value, and the samples shows a relatively smooth wvariation over the
map. The dependence of the conditional precision on the number of
neighbors (3.32) is typically inherited to the (marginal) variance, al-
though the actual form of the graph also plays a certain role. In (c) we
display the scaled variance in relationship to the number of neighbors.
The scaling is so that the average variance is 1. We added some random
noise to the number of neighbors to make each dot visible. It can be seen
clearly that, on average, the variance increases with decreasing number of
neighbors, with a range from 0.7 to 2.0. This is a considerable variation.
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In particular, the large values of the variance for regions with only one
neighbor are worrisome. A possible (ad hoc) remedy is to choose all
adjacent regions, but if there is only one neighbor, we also add all the
neighbors of this neighbor. Unfortunately, the variation of the variance
for the others is about the same (not shown).

It is tempting to make an adjustment for the ‘distance’ d(i,j) between
region i and j, which is incorporated in (3.33) using the weights w;; =
1/d(i,§). A feasible choice is to use the Euclidean distance between the
centroids of region i and j. When we have access to the outline of each
region, this is easy to compute using contour-integrals. Note that the
correlation structure only depends on the distances up to a multiplicative
constant for the same reason as the correlation structure does not depend
on the actual value of k.

Figure 8.5(a) and (b) displays two samples of x* with the distance
correction included and (c) the variance in relation to the number of
neighbors. The samples look slightly smoother compared to Figure 3.4,
but a closer study is needed to quantify this more objectively. Most
regions with only one neighbor are in the interior of its neighbor, typically
representing a larger city within its rural suburbs. In this case, the
distance between the city region and its surrounding region may be small.
One (ad hoc) remedy out of this is to apply the same correction as for
the unweighted model but increase the number of neighbors for those
regions with only one neighbor. The adjustment with distances results in
a more homogeneous variance, but the variance still decreases due to the
increasing number of neighbors (not shown,).

First-order IGMRFs on regqular lattices

For a lattice Z,, with n = nyns nodes, let ij or (i,;) denote the node in
the ith row and jth column that also defines its location. In the interior,
we can now define the nearest four sites of ij as its neighbors, i.e.,

(i+1aj)a (i_laj)a (i7j+1)a (Zvj_l)

Without further weights, the corresponding precision matrix is (3.31),
and the full conditionals of z; are given in (3.32). In the interior of the
lattice, 7(z;j|@_s;, k) is normal with mean

1
7 (@ing + Timrg + T + Tijo) (3.35)

and precision 4k. Of course, one could also introduce weights in the
formulation as in (3.34).

However, here an extended anisotropic model can be used, weighting
the horizontal and vertical neighbors differently. More specifically,
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Figure 3.4 Figures (a) and (b) display two samples from an IGMRF with
density (3.30) where two regions sharing a common border are considered
as neighbors. Figure (c) displays the variance in relation to the number of

neighbors, demonstrating that the variance decreases if the number of neighbors
mcereases.
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Figure 3.5 Figures (a) and (b) display two samples of & from an IGMRF with
density (3.33) where two regions sharing a common border are considered as
neighbors and weights are used based in the distance between centroids. Figure
(c) displays the variance in relation to the number of neighbors, demonstrating
that the variances decreases if the number of neighbors increases.
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suppose the conditional mean is
1 !/ "
7 (@ @irrj +zio1) + o (@i g1 + 2i5-1)) (3.36)

with positive parameters o and o/, constrained to fulfill o’ 4+« = 2. The
conditional precision is still 4. This model can also be obtained by using
independent first-order increments in each direction and conditioning on
the sums over closed loops being zero (Besag and Higdon, 1999), see
Kiinsch (1999) for a rigorous proof in the infinite lattice case.

In applications, &’ (or &) can be treated as an unknown parameter,
so the degree of anisotropy can be estimated from the data. To estimate
o/ it is necessary to compute |@Q|* of the corresponding precision matrix
Q in the density (3.18). Note that Q can be written as a Kronecker
product

Q=dR, ®I,,+d"Il,, ®R,,,

where R, is the structure matrix (3.22) of the RW1 model of dimension
n X n and I,, is the identity matrix of dimension m x m. Hence, using
(3.23) and a result for such sums of Kronecker products, the eigenvalues
of Q can be calculated without imposing toroidal boundary conditions,

Nij = 2(a/(1 = cos(m(i = 1)/m)) + a” (1 = cos((j — 1)/n2))

for i =1,...,n1 and j = 1,...,n2. The generalized determinant |Q|*
can then be easily computed.

Recently Mondal and Besag (2004) have shown that there is a
close relationship between first-order IGMRFs on regular (infinite)
lattices and the (continuous) de Wijs process (Chilés and Delfiner,
1999, Matheron, 1971). In fact, the de Wijs process can be interpreted
as the limit of model (3.35) on a sequence of ever finer lattices that
are superimposed on the study region. There is also a corresponding
result for the asymmetric model (3.36). This is an important result, as
it provides a link to an underlying continuous process, similar to the
close correspondence between a first-order random walk and the Wiener
process. The de Wijs process has good analytic properties and was for
this reason widely used by the pioneers of geostatistics. It also has a
remarkable property, often called the de Wijs formula: Let V be a set in
R? and {v;} a partition of V, where V and each v; are geometrically
similar. Let v be one of {v;} selected uniformly. Then, the variance
between the mean of the process in v and V (the so-called dispersion
variance) is proportional to the log ratio of the volumes of V' and v
regardless of the scale.
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An alternative limit argument for the first-order IGRMF

The first-order IGMRF is an improper GMRF of rank n—1 where Q1 =
0. In Section 3.2 we argue for this construction as the limit when the
precision of & = 17 tends to zero. In particular, Q can be seen as the
limit of the (proper) precision matrix

Q) =Q+~11", >0,
as v — 07, see (3.19). Consider instead Q as the limit of

Q(Y) =Q +1,

which is not in coherence with the general discussion in Section 3.2. Note
that Q(v) is a completely dense matrix while Q(v) is sparse if Q is.

To see that this is an alternative formulation to obtain IGMRFs in
the limit, let  ~ N(0,Q(7)™"). Then

|Prec(z | 17z) — Q| = ¢y. (3.37)

where || - || is either the weak norm, in which case ¢ = \/(n — 1)/n or the
strong norm, in which case ¢ = 1, see Definition 2.7 for the definition of
the weak and strong norm.

For example, suppose we use the precision matrix of a first-order
IGMRF and want to make it proper. The arguments in Section 3.2
then suggest to use Q(v) with a small ~, with the consequence that
Q(v) is a completely dense matrix. However, (3.37) suggests that a
good approximation is to use 6)(7), which maintains the sparsity of the
precision matrix Q. The error in the approximation measured in either
the weak or strong norm is cv.

To verify (3.37), let {(\;, e;)} denote the eigenvalue/vector pairs for
of Q fori=1,...,n where Ay =0 and e; = 1. The corresponding pairs

of Q(v) are

(1:1), A2 +7,e2),..., (A +7,€n).
Note that the eigenvectors remain the same. The eigenvalue/vector pairs
of the conditional precision matrix of «, conditional on 17, are given
in Section 3.2 as

(07 1)a (AQ + e 62)7 RN (An + ’Y)en)-
and (3.37) follows.

3.4 IGMRFs of higher order

We will now discuss higher-order IGMRFs on the line and on regular
lattices. Higher-order IGMRFs have a rank deficiency larger than one
and can be defined on the line or in higher dimensions. The main idea
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is to extend the class of functions for which the improper density is
invariant. We first consider (polynomial) IGMRFs of order k, which are
invariant to the addition of all polynomials with degree less than or equal
to k—1. For example, a second-order IGMRF is invariant to the addition
of a first-order polynomial, i.e., a line in one dimension and a plane in
two dimensions. In Section 3.4.3 we consider examples of nonpolynomial
IGMRFs.

3.4.1 IGMRFs of higher order on the line

Let s1 < $9 < -+ < 8, denote the ordered locations of © = (z1,...,2,)
and define s = (s1,...,5,)7. An IGMRF of order k on the line is an
improper GMRF of rank n — k, where the columns of the design matrix
Sk—1, as defined in (3.4), are a basis for the null space of the precision
matrix Q.

Definition 3.5 (IGMRF of kth order on the line) An IGMRF of
order k is an improper GMRF of rank n — k, where QSi_1 = 0, with
Sk_1 defined as in (3.4).

The rank deficiency of Q is k. The condition QS_; = 0 simply means
that

1 1
*5(5’1 +p )" Qx4+ pp_y) = *inQl'

for any coefficients f,...,Bk—1 in (3.3). The density (3.18) is hence
invariant to the addition of any polynomial of degree k — 1, p;,_;, to .
An alternative view is to decompose x as

x = trend(x) + residuals(x)
= Hp_ix+ (I — kal)ili, (338)

where the ‘trend’ is of degree k — 1. Note that the ‘trend’ corresponds
to «!l and the ‘residuals’ corresponds to x* in (3.14). The projection
matrix
Hi 1= 8,1(S}_,Sk-1)""'S}_,

projects & down to the space spanned by the columns of Si_;, and
I—H,_1 tothe space orthogonal to that. The matrix H_1 is commonly
named the hat matriz and I — Hj_4 is symmetric, idempotent, satisfying
ST (I — Hj_1) = 0 and has rank n — k.

If we reconsider the quadratic term using the decomposition (3.38),
we obtain

1

5@ Qe =~ (I~ Hi )2)" QI ~ Hy 1)a),

where the simplification is due to QH;_; = 0. The interpretation is
that the density of a kth order IGMRF only depends on the ‘residuals’
after removing any polynomial ‘trend’ of degree k — 1.
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The second-order random walk model for regular locations

Assume now that s; = 4 for i = 1,...,n, so the distance between
consecutive nodes is constant and equal to 1. Following the forward
difference approach, we may now use the second-order increments

Az ~ N(0,571)
fori=1,...,n — 2, to define the joint density of x:
n—2
e K
m(x) o« kP 2exp (5 Zl(xl —2x11 + xi+2)2> (3.39)

= k"D 2exp <—%wTQm) ,

where the precision matrix is

1 -2 1
-2 5 -4 1
1 -4 6 -4 1

Q=+ . (3.40)

We can verify directly that QS; = 0 and that the rank of Q is n — 2.
Hence this is an example of an IGMRF of second-order, invariant to
the addition of any line to . This model is known as the second-order
random walk model, which we denote by RW2(k) or simply RW2.

Remark. Although this is the RW2 model defined and used in the
literature, in Section 3.5 we will demonstrate that we cannot extend
it consistently to the case where the locations are irregular. Similar
problems occur if we increase the resolution from n to 2n locations,
say. Therefore, in Section 3.5 an alternative derivation with the desired
continuous time interpretation will be presented, where we are able to
correct consistently for irregular locations.

The full conditionals of the second-order random walk are easy to read
off from Q. The conditional mean and precision is

4 1
E(z; |z_iyr) = 6(1'i+1 +xiq) — 6(%42 +xi_2),
Prec(z; | x_i,k) = 6k,

respectively, for 2 < ¢ < n — 2 with obvious modifications in the other
cases. Some intuition about the coefficients in the conditional mean can
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be gained if we consider the second-order polynomial

. R R
p(j) = Bo+ Bij + Eﬁzf
and compute the coefficients by a local least-squares fit to the points
(1=2,mi—2), (i—1,2i—1), (i+1,2i11), (1 +2,T542).

Just as the conditional mean of the first-order random walk equals
the local first-order polynomial interpolation, here it turns out that
E(zi|x_i, k) = p(3).

If we fix the second-order random walk at the locations 1, ..., 14, future
values have the conditional moments

E(@itg | o1, 2i8) = (1+k)x; — kaig,

3.41
Prec(@ik | 21,..., %5, k) = k/(1+2% 4+ +k?), (3.41)

where 2 < § < ¢+ k < n. Hence the conditional mean is the linear
extrapolation based on the last two observations z;_; and z;, with
cubically increasing variance, since 1+2%2+---+k? = k(k+1)(2k+1)/6.

Based on the discussion in Section 3.3.1, we note that the precision
matrix @ consists of terms —A* apart from the corrections near the
boundary, meaning that

Ti—g —4xi_1 + 625 — 4w + Xig2

can be interpreted as an estimate of the negative 4th derivative of an
underlying continuous function z(t) at location ¢ = ¢ making use of the
observed values at {i —2,...,i+ 2}.

Figure 3.4.1 displays some samples of * from the RW2 model using

n = 99, the variance and the correlation between xi;/Q and xj for
i =1,...,n. The samples are now much smoother than those obtained

in Figure 3.2 using the RW1 model. On the other hand, the variability
in the variance is somewhat larger, especially near the boundary. The
correlation structure is also more prominent, as the two constraints
induce a strong negative correlation.

The second-order random walk model for irreqular locations

We will now discuss possible modifications to extend the definition of
the RW2 model to irregular locations. Those proposals are somewhat
ad hoc, so later, in Section 3.5, we present a theoretically sounder, but
also slightly more involved approach based on an underlying continuous
integrated Wiener process. The two models presented here are to be
considered as simpler alternatives that ‘weight’ in some sense the RW2
model, with weights typically proportional to the inverse distances
between consecutive locations.
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Figure 3.6 Illlustrations of the properties of the RW2 model with n = 99: (a)
displays 10 samples of x>, (b) displays Var(z}) for i = 1,...,n normalized
with the average variance, and (c) displays C’orr(aci/27 zi) fori=1,...,n.
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A weighted version of the RW2 model can be obtained in many ways.
One simple approach is to rewrite the second-order difference in (3.39)
as

i — 2Ti41 + Tigo = (Tig2 — Tig1) — (Tig1 — 25)
and to replace this with a weighted version
wi+1($i+2 - $i+1) - wi(fEiH - ici),

where w; > 0. This leads to the joint density

n—2 2
K 9 w; w;
m(x | kK) xexp | —= w; ZTigo — (1 + Tig1 + x) .
(@) (22*( U+ o+,
assuming a diffuse prior for x; and x5. It is clear that for : = 3,... n,

Wi —2 W;—2
E(z | wi—1,2i-2,8) = (1 + ) Ti—1 — Ti—2
wWi—1 wW;—1

Var (z; | i1, 2i-2,K) = 1/(kw}_}).

If w; is an inverse distance between the locations s;11 and s, i.e., w; =
1/6;, the conditional mean is the linear extrapolation of the values z;_o
and x;_; to time ¢. The conditional mean is a consistent generalization
of (3.41), but the conditional variance is quadratic in d;_; rather than
cubic.

An alternative approach fixes this problem. Start with the unweighted
directed model

Ti+1 |.’E1,...7.'137;7I’€ ~ N(sz — Ti—1, H_l)

from which a generalization of equations (3.41) is derived,

k k
E(xir | i, zims) = <1 + > Ti— —Ti—s
s s

k(k+s)(2ks +1
Var(@ip | @i, wims) = ( E)i/(ss .

Extending the integer ‘distances’ k and s to real valued distances, this
would thus suggests defining a RW2 model for irregular locations as

Oi_ Oi_
E(z; | xic1,2i-2) = (1 + 1) Tii1— =z,

0i—2 di—2
§i1(8iq 4+ 8_9)(28; 1650+ 1
Var(z; | 2i—1, Ti_g) = — 1(6i—1 23/55252 i—10i—2 )
for i = 3,...,n. Again, the conditional mean is the linear extrapolation

of the values z;_1 and x;_5, but the conditional variance now has a
different form and is cubic in the §’s.
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3.4.2 IGMRFs of higher order on reqular lattices*

We now consider the construction of polynomial IGMRFs of higher order
on regular lattices of dimension d > 1. Basically, the idea is that the
precision matrix is orthogonal to a polynomial design matrix of a certain
degree. We first define this in general and then consider special cases for
d=2.

The general construction

An IGMRF of kth order in d dimensions is an improper GMRF of rank
n — my_1,4, where the columns of the polynomial design matrix Si_1 4
are a basis of the null space of the precision matrix Q.

Definition 3.6 (IGMRFs of order & in dimension d) An IGMRF
of order k in dimension d, is an improper GMRF of rank n — my_1 4
where QSp_1,q4 = 0 with mi_14 and Skp_14 as defined in (3.6)
and (3.9).

A second-order polynomial IGMRF in two dimensions

Let us consider a regular lattice Z,, in d = 2 dimensions. To construct a
second-order IGMRF we choose the increments

(Tig1j +Ticrj + i+ @ijo1) — 45 (3.42)
The motivation for this choice is that (3.42) is

(A?m) + A%O,l)) Tio15-1,

where we generalize the A operator in the obvious way to account for
direction, so that A(; ) is the forward difference in direction (1,0) and
similar to A(g,1). Adding the first-order polynomial

p1,2(4,J) = Boo + Pioi + Borj, (3.43)

i.e., a simple plane, to & will cancel in (3.42) for any choice of coefficients

Boo, B0, and Bo1-
The precision matrix (apart from boundary effects) should have

nonzero elements corresponding to

2
- (A?I,O) + A%O,l)) == (A?LO) + 208 0 Al + A?m)) ;

which is a negative difference approximation to the biharmonic differen-
tial operator

92 92\> o ot ot
(@*a?) =t Yoway Tyt
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The fundamental solution of the biharmonic equation

o* o o*
(@ + 2—830283/2 + 3—y4> P(z,y) =0

is the thin plate spline, which is the two-dimensional analogue of the
cubic spline in one dimension, see, for example, Bookstein (1989), Gu
(2002), or Green and Silverman (1994).

Starting from (3.42), we now want to compute the coefficients in
Q. Although a manual calculation is possible, we want to automate
this process to easily compute more refined second-order IGMRFs. To
compute the coefficients in the interior only, we wrap out the lattice Z,,
on a torus 7,,, and then decompose Q into Q = DT D, where D is a
block circulant matrix with base

-4 1 1
1

1

Therefore also @ will be circulant with base g, say, which we can compute
using (2.49). The result is

20 -8 1
-8 2
g=11 , (3.44)

where only the upper left part of the base is shown. To write out the
conditional expectations, it is convenient to use a graphical notation,
where, for example, (3.42) looks like

Oceo
L e J
ceo

oo
—4 oe
oo

000

(3.45)

The format is to calculate the sum over all z;;’s in the locations of the
‘e’. The ‘o”s are there only to fix the spatial configuration. When this
notation is used within a sum, then the sum-index denotes the center
node.

Returning to (3.44), then (3.42) gives the following full conditionals
in the interior

O 0O O0Oo 0 0O O0OO0O0 O O e OO0
1 O O e OO0 O e O e®eO0 OO0 O0O0Oo
E(xl‘wil):— oceoceo —2 00000 —] ecocoe
J J 20 coeo0o ceoeo0 0coo0o0o0
00000 00000 00 eo0o0

PI‘GC(IU ‘m—ij) = 20k.
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The coefficients of Q that are affected by the boundary are found from
expanding the quadratic term

n1—1 nz—l

> (333-aiiE) (346

i=2 j=2

K
2

but there are different approaches to actually compute them. We now
switch notation for a moment and index z;;’s using one index only, ;.
The first approach is to write the quadratic term in (3.46) as

;;(Zwkimi)z = ;;Zwmzzzwkﬂﬂ
i g J
_ _%szw@“ (3.47)
g

for some weights wy;’s and therefore

Qij = Zwkiwkj~ (3.48)
k

Some bookkeeping is usually needed as only the nonzero w;;’s and
Qi;’s need to be stored. This approach is implemented in GMRFLib,
see Appendix B.

Example 3.7 Consider the expression

_% ((;gl — 9+ 1‘3)2 + (1’2 - 333)2) s

which corresponds to (3.47) with wyy =1, wis = —1, wiz = 1, we; =0,
woe = 1, wez = —1. Using (3.48), we obtain, for example,

Q23 = wipwiz + waowez = —2, and

Q22 = W12W12 + WooWao = 2.

A less elegant but often quite simple approach to compute the Q;;’s

is to note that
Qij 1>

82
8:31-8%

U(il)) = % Ek:(zl: wkl$l)2~

Let 1; be a vector with its ith element equal to one and the rest of the
elements zero. Using (3.49) Q;; can be expressed as

- JU@) -20(0) + U(-1,) i=
i = {U(1i+1j)+U(0)—U(lj)—U(li) i j. (3.50)

x=0

where
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Of course, we do not need to evaluate all terms in U(-), only those that
contain z; and/or x; will suffice. This approach can also be extended
to obtain the canonical parameterization (see Definition 2.2) if U(:) is
extended to also include linear terms.

Example 3.8 Reconsider Ezample 3.7. By using (3.50) we obtain

Qo3 = %[((0—1+1)2+(1—1)2)+((0—0+0)2+(0—0)2)
—((0=0+1)*>+(0-1)*>) = ((0—1+0)* + (1 — 0)*)]

= -2 and
Qa2 = %[((0—1+0)2+(1—0)2))—2((0—0+0)2+(0—0)2)

+((0 = (=1)+0)* + (-1 - 0)*)] = 2.

Alternative IGMRFs in two dimensions

Although (3.42) is an obvious first choice, it has some drawbacks.
First (3.46) does not contain the four corners xi1, 1y, %n,,1, and
ZTny ng, 50 We need to add such terms manually. Furthermore, using only

the terms Des
oeo
to obtain a difference approximation to
0? 0?
=5+ 55 3.51
ox? = Oy? (3:51)

is not optimal. The discretization error is quite different in the direction
45 degrees to the main directions, hence we could expect a ‘directional
effect’ in our model. The common way out is to use difference approxi-
mations where the discretization error is isotropic instead of anisotropic,
so it does not depend on the rotation of the coordinate system. The
classic (numerical) choice is known under the name Mehrstellen stencil

and given as
10

3
Using these differences as increments, we will still obtain nonzero
terms in @ that approximate the biharmonic differential operator;
however, the approximation is better and isotropic. The corresponding
full conditionals are now similar to obtain as for the increments (3.42),

eO0 e

[e]
[e]
[e]

eO0 e

(3.52)

=

+2 oe
3 oe

[elNelye]
[}y e}
00O
[}y e}

_|_

00000 ocoeoo
1 ocoeo0o0 ocooo0o0
E(;pz|m_) = — | 144 ceceo — 18 ecocoe
J )
468 ocoeo0o0 0coo0o0o0
00000 ocoeoo
ocoo0o0o0 ceoceo0 eococoe
oceo0eo0 ecocoe ocoo0o0o0
+8 coooo —8 coooo —] ocoooo
0eo0e®o0 @000 e 0ooo0o0o0
00000 o0eo0eo0 eo0o0o0e
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13k.

Prec(mij | CE,ij)
As the coefficients in @Q will approximate the biharmonic differential

operator, it is tempting to start with such an approximation, for

example, defining
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The expressions for the full conditionals easily get quite complicated
using higher-order stencils.

Example 3.9 Figure 3.7 displays two samples using the two simpler
schemes (3.45) and (3.52) on a torus of dimension 256 x 256. We use
the torus only for computational reasons. By studying the corresponding
correlation matrices, we find that the deviation is largest on the direction
45 degrees to the horizontal axis, as expected. This is due to the fact
that (3.45) is anisotropic while (3.52) is isotropic. The difference is
between —10~% and 10™*, hence quite small and not of any practical
importance. As (3.52) includes four corner terms that (3.45) misses on
a regular lattice, we generally recommend using (3.52).

Remark. If we consider GMRFS defined via (3.45) and (3.52) on the
torus rather than the lattice, we obtain (strictly speaking) a first-order
and not a second-order IGMRF, because the rank of the precision matrix
will be one. Note that we cannot adjust for polynomials of order larger
than zero, since those are in general not cyclic.

An alternative model, proposed by Besag and Kooperberg (1995),
starts directly with the normal full conditionals defined through

E(zij |x-ij) = +

OO0Oe0O0
00000
®eO0O0O0Ce
00000

[e]
(o]
L]
o
o

0000 O0
OeOeo
00000
OeOeo
00000
\
ool —

co| —

00000

O O O
O ® O
@O e
O @ O
[elelye]

00000

-

(3.54)
Prec(zi; | —_ij) = k.

The motivation for the specific form in (3.54) is that the least-squares
locally quadratic fit (3.8) through these twelve points generates these
coefficients. Furthermore, the model is invariant to the addition of a
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o™/,

Figure 3.7 Two samples from an IGMRF on a torus with dimension 256 x 256,
where (a) used increments (3.45) and (b) used increments (3.52).

plane of the form (3.43). However, there is no representation of this
IGMRF based on simple increments so the model has the same drawback
as (3.53).

3.4.8 Nonpolynomial IGMRFs of higher order

In general, the matrix S that spans the null space of Q, i.e., QS = 0,
does not need to be a polynomial design matrix. It can, for example, be
constructed so that the IGMRF has more than one unspecified overall
level. We will now describe two examples, where such a generalization
can be useful. As a side product, the first introduces a general device to
construct higher-order IGMRFs using the Kronecker product.

Construction of IGMRFs using the Kronecker product

A useful approach to construct an IGMRF of higher order is to define
its structure matrix as the Kronecker product of structure matrices of
lower-order IGMRFs.

For illustration, consider a regular lattice Z,,. Now define the structure
matrix R of an IGMRF model of & as the Kronecker product of two
RW1 structure matrices of the form (3.22) of dimension n; and ns,
respectively:

R=R,®R,.

Clearly R has rank (n; — 1)(ng — 1). It can easily be shown that this
specification corresponds to a model with differences of differences as
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increments:

ApoAenzi ~ N(0,x7), (3.55)
fori=1,...,n1 —1,and j = 1,...,n2 — 1. Here A(; o) and A ;) are
defined as in Section 3.4.2, hence

AaoBonTi; = a5 — S (3.56)

From (3.56) we see that the IGMRF defined through (3.55) is invariant
to the addition of constants to any rows and columns. This is an example
of an IGMRF with more than one unspecified level. The density of x is

(1 =1)(np-1)
(x| k) < K B

ny—1ng—1

K
X exp 75 Z Z(A(LO)A(O,l)xij)z (357)

i=1 j=1

with A 0)A,1)Tij = Tit1,j+1 — Tit1,j — Tij+1 + ;. Note that the
conditional mean of x;; in the interior depends on its eight nearest sites
and is

)

eO0 e
(oo}
eO0 e

L

(o Je}

L)
o
L]

(o e}

DN | =

which equals a least-squares locally quadratic fit through these eight
neighbors. The conditional precision is 4k.

We note that the representation of the precision matrix @ as the
Kronecker product Q = k(R; ® Ry) is also useful for computing |Q|*,
because (extending (3.1))

|R1 ®R2|* — (|R1|*)n2—1 (‘}22|>s<)n1—17

where ny — 1 and ny — 1 is the rank of Ry and R, respectively.

Such a model is useful for smoothing a spatial surface while ac-
commodating arbitrary row and column effects. Alternatively, one may
incorporate sum-to-zero constraints on all rows and columns. This model
is straightforward to generalize to a torus and then corresponds to the
Kronecker product of two circular RW1 models. Figure 3.8 displays two
samples from this model on a torus of dimension 256 X 256 using these
constraints.

Under suitable sum-to-zero constraints, the Kronecker product con-
struction is useful as a general device to specify interaction models, as
proposed in Clayton (1996). For example, to define an IGMRF on a space
X time domain, one might take the Kronecker product of the structure
matrix of a RW1 model (3.22) and the structure matrix of a spatial
IGMREF of first order, as defined in equation (3.31).
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Figure 3.8 Two samples from model (3.55) defined on a torus of dimension
256 x 256 lattice with sum-to-zero constraints on each row and column.

An IGMRF model for seasonal variation

Assume the location of the nodes i are all positive integers, i.e., i =
1,2,...,n. Assume seasonal data are given with some periodicity of
period length m, say. For example, m = 12 for monthly data with a
yearly cycle.

A simple model for seasonal variation is obtained by assuming that
the sums x; + ;41 + - - - + T;4m—1 are the increments with precision x,
t=1,...,n —m -+ 1. The joint density is

—m+1 !
m(x | K) XK 2 exp <—§ Z (Ti + Tig1 + -+ Tigmo1)?
i=1
(3.58)
For example, for m = 4 the corresponding precision matrix @ has the
form

11 1 1
12 2 2 1
12 3 3 2 1
12 3 4 3 2 1
1 2 3 4 3 2 1
Q=-r . (3.59)
1 2 3 4 3 21
1 2 3 4 321
1 2 3 321
1 2 2 21
1111
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The bandwidth of @ is m — 1 while the rank of @ is n —m+ 1. Thus, the
rank deficiency is larger than 1, but this is not a polynomial IGMRF.

Instead, QS = 0 for

1 0 0
0 1 0
0 0 1
-1 -1 -1
1 0 0
S=1o 1 o | (3.60)
0 0 1
-1 -1 -1
1 0 0

i.e., m(x) is invariant to the addition of any vector
c=(c1,¢2,¢3,C4,C1,Co,C3,Cq,C1,...) 7

to x, as long as Z?:l ¢; = 0 is fulfilled. This model is quite often used
in structural time-series analysis because it is completely nonparametric
and flexible; nonparametric, since no parametric form is assumed for
the seasonal pattern, flexible, because the seasonal pattern is allowed
to change over time. The latter point is evident from (3.58), where the
seasonal effects do not sum up to zero, as in a fixed seasonal model, but
to normal white noise.

Similar constructions could be made in a spatial context, for example,
for a two-dimensional seasonal pattern on regular lattices. As a simple
example, one could consider a model where the increments are all sums
of the form

This can easily be extended to sums over all m; x mo submatrices. Note
that this model can be constructed using the Kronecker product of two
seasonal structure matrices of period length m; and msy, respectively.

3.5 Continuous-time random walks*

In this section we introduce a class of random walk models, which satisfy
two important properties. First, they are consistent with respect to the
choice of the locations and the resolution. Secondly, they have a Markov
property that makes the precision matrix sparse so we can do efficient
computations. The idea is that we view the unknown parameters x as
realizations of an integrated Wiener process in continuous time. We will
denote this class of models as continuous-time random walks of kth
order, which we abbreviate as CRWk.
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We have already seen one particular example of a CRWk, the RW1
model for irregular locations with density defined in (3.26). However, it
will become clear that the CRW2 is different from the irregular RW2
and this is also the case for higher-order models.

The starting point is to consider a realization of an underlying
continuous-time process 7(t), a (k — 1)-fold integrated Wiener process
where k is a positive integer. We will describe this concept first for
general k, and then work out the details for the important case k = 2.
The cases k = 3 and 4 will be briefly sketched at the end.

Definition 3.7 (A (k — 1)-fold integrated Wiener process) Let7(t)
be a (k — 1)-fold integrated standard Wiener process

t k—1
(t—nh)
= - .61
) = | S . (3.61)
where W (h) is a standard Wiener process. Let € = (z1,...,2,)7 be a

realization of n(t) at the locations 0 < s1 < s2 < ... < $p. Let n(0) have
a diffuse prior, N'(0,771), where T — 0. Then the density 7(x) of T is a
standard CRWk model and the density of x//k is a CRWk model with
Precision K.

Due to the (k—1)-fold integration, a CRWk model will also be an IGMRF
of order k.

Although we have not written up the density of a CRWk model
explicitly, the covariance matrix of the Gaussian density of a conditional
standard CRWE model is found from

s (S _ h)k_l(t _ h)k—l
Cov(at).n(s) [(0) = 0) = [ E—Tr

for 0 < s < t. Furthermore, E(n(t)|n(0) = 0) = 0 for all ¢ > 0. However,
due to the correlation structure of 7(t), the conditional mean

dh

E (n(si) [ n(s1),---sm(si=1), n(sit1),---,m(sn))

does not simplify and we need to take the values at all other locations
into account. In other words, the precision matrix will be a completely
dense matrix. However, the conditional densities simplify if we augment
the process with its derivatives,

n(t) = (), nM(),....n*" D)7,

where (™ is the mth derivative of 7(t),

t _ k—1—-m
™ (t) :/o ((tk_hl)—_m)!dW(h),
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form =0,...,k—1. The simplification is due to the following argument.
Let 0 < s < t and define

W(st) = ™) =g (s)
B t (t _ h)k—l—m
- / (k—1—m)! AW (h)

for m = 0,...,k — 1. Note that u(9(s,t) = n(t) — n(s). Then consider
the evolution from 0 to ¢, as first from 0 to s, then from s to ¢,

k 1—m
u™(0,t) = ( ) ((tk _hl - o
= e 06 k—1k_1 de(h)
— W™ (s,1)
((t — ) + (s — h))k—1=m
+/0 (k—1—m)! dW (h)
= ul™(s,t)
sk—1—m k 1—m
’ /0 =0 ( J )
— s} (s = p)k—1—m—J
: ()k:(— 1 ﬁ) ) dW (h)
= U(m)(s,t)
k—1—m , |
(t—s) [% (s—h)k-17m=J
: JXZ:O 7! /O (k—l—m—j)!dw(h)

k—1—m j
= ")+ > (t=s) u™t9)(0,5).  (3.62)

If we define
(s, t) = (u® (s,1), D (s, ), D (s,8))7
then (3.62) can be written as

u(0,t) = T(s,t)u(0, s) + u(s,t), (3.63)
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where

(t—s)?  (t—s)® (t—s)*?
2! 3! T (k—1)!
(t*S)k_Q
2! T (k—2)!
(t—s)*=3
T(s,t) = ! N )

—_
-
|
@

p—t —- |
-+
|
@
I~
-+
|
@
'z
©

HH‘
o~
|
»

t—s
1!
1

It is perhaps easiest to interpret (3.63) conditionally. For known «(0, s)
we can add the normal distributed vector u(s, t) to T'(s, t)u(0, s) in order
to obtain u(0,t). Since

E(u(s,t) [ u(0,s)) = 0,
we may write
u(0,t) | u(0,s) ~ N(T(s,t)u(0,s), X(s,t)). (3.64)
Element ij of 3(s,t), ¥;;(s,t), is

t (t— h)k—i (t— h)k—j
Zij(s:t) :/5 CEDINNCET
(t . 5)2k+1*i*j
@k +1—i =) (k= (k =)

The practical use of this result is to use the derived model for n(t) at the
locations of interest under a diffuse prior for the initial conditions 77(0),
and then integrate out all the derivatives of order 1,...,k — 1. However,
for simulation-based inference using MCMC methods, we will simulate
the full vector n(t) at all locations, and simply ignore the derivatives in
the analysis.

Note also that the augmented model is computationally fast, as the
bandwidth for the corresponding precision matrix is 2k — 1, hence
compared to the (inconsistent) RW2 model, the computational cost is
about

kn x (2k — 1)?, versus n x 22,

using the computational complexity of band-matrices, see Section 2.4.
For k = 2, the computational effort for a CRW2 model is about 18/4 =
4.5 times the costs required for a RW2 model. However, if n is not too
large, the practical cost will be very similar.

We will now derive the necessary details for the important case k = 2,
including the precision matrix for irregular locations. We assume for
simplicity that k = 1. Let ¢ = (s1,...,8,) be the locations of x =
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(z1,... ,;L‘n)T and recall (3.25). Then (3.64) gives
() = (0 1) () v
wo) ~ (). (32 ")
g rn(sinn) [ (s) = ~ i@ (1% ) uio.

where
“= () - (6 %) ()

Define the matrices

A = <12/6$' 6/5;)

where

So,

6/62 4/s,
(s o
B = (—6/6% 2/6,

o (125 -6/
LT o\-6/07 4/5;

fori=1,...,n — 1, then some straightforward algebra shows that

(n(s1),m7™ (s1),m(52),1™M (s2), - m(sn), 0™ ()"
has precision matrix
Ay B,
BT A,+cC, B,
BI As;+Cs Bs
(3.65)

anl
Bl | C,.

n

Here we have used diffuse initial conditions for (n(s1),n"(s1))7. The
precision matrix for a CRW2 model with precision x is found by
scaling (3.65) by . Note that x for the CRW2 model is the precision for
the first-order increments, while for the RW2 model « is the precision
for the second-order increments.

The null space of @ is spanned by the two vectors

(51,1,89,1,83,1,...,8,,1)7 and (1,0,1,0,1,0,...,1,0)T,
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which can be verified directly. The density is invariant to the addition
of any constant to the locations, and to the addition of an arbitrary
constant to the derivatives with an obvious correction for the locations.
When the locations are equidistant and 6; = 1 for all 7, then the
matrices A;, B;, and C; do not depend on 4, and are equal to

12 6 —12 6 12 —6
a=(@9) 2 () o= (5 0)

Figure 3.5 displays 10 samples of x (ignoring the derivative) from
the CRW2 model for k = 1 and n = 99, the marginal variances and
the correlations between xﬂ; 5 and :CLJ‘ for i = 1,...,n. Note that we
fixed s50 = 50 and require that s; + s100—; = 100 holds for all locations
i=1,...,n,as in Figure 3.3.1. The samples show a very similar behavior
as those obtained in Figure 3.4.1 using the (equally spaced) RW2 model.
The (theoretical) variances and correlations Corr(z;- /20 z}) are also very
similar.

When we go to higher-order models, then the precision matrix for

((s1)s- o™V (1), um(sn)se o n® T (s0))T

has the same structure as (3.65), but the matrices A;, B;, and C; will
differ. For completeness, we will give the result for k = 3:

720/57 360/5} 60/}
A; = [360/6% 192/6% 36/6?
60/63  36/02  9/6;

)

—720/5% 360/5% —60/83
B; = | —360/62 168/53 —24/5?
—60/63  24/62  —3/5;

720/85  —360/5%  60/53
C;=|—360/6% 192/63 —36/52
60/63  —36/62  9/6;

i

and for k =4,
100800/67  50400/6¢ 10080/5? 840/5}
A= 50400/69  25920/6?  5400/5% 480/}
* 7 | 10080/67  5400/5F  1200/83 120/52
840 /6% 480/63  120/82 16/,
—100800/87 50400/6¢ —10080/87 —840/6}
B — —50400/0%  24480/57  —4680/5% —360/53

—10080/87  4680/6%  —840/63  —60/52
—840/86%  360/63  —60/62 4/6;
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Figure 3.9 [llustrations of the properties of the CRW2 model with n = 99 and
irregular locations: (a) displays 10 samples of x> (ignoring the derivative), (b)

displays Var(x}) for i = 1,...,n normalized with the average variance, and
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(c) displays C’orr(mfl/%xil) fori=1,...,n.
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100800/67  —50400/69  10080/5? —840/5%
—50400/6¢  25920/67  —5400/5}  480/83

10080/67  —5400/5}  1200/83  —120/62

—840/6% 480/83 —120/6? 16/4;
It is straightforward to generate these and further results for higher order
using a proper tool for symbolic computation.

Ci=

3.6 Bibliographic notes

The properties of Kronecker products are extracted from Searle (1982)
and Harville (1997).

RW1, RW2, and seasonal models of the form (3.58) are frequently used
in time series analysis, see Harvey (1989), West and Harrison (1997) and
Kitagawa and Gersch (1996).

Continuous intrinsic models in geostatistics have been pioneered by
Matheron (1973) and are now part of the standard literature, see, for
example, Cressie (1993), Chilés and Delfiner (1999) and Lantuéjoul
(2002). Kiinsch (1987) generalizes stationary autoregressions on a two-
dimensional infinite lattice to intrinsic autoregressions using related ideas
in the geostatistics literature and derives a spectral approximation to the
log likelihood of intrinsic autoregressions. This approximation is similar
to the Whittle (1954) approximation (2.32) and is discussed further by
Kent and Mohammadzadeh (1999). Besag and Kooperberg (1995) argue
for the use of intrinsic autoregressions, derive some theoretical results,
and discuss corrections of undesirable second-order characteristics for
small arrays and nonlattice applications. For maximum likelihood
estimation in intrinsic models, see also Mardia (1990). The first-order
IGMRF on irregular lattices (3.30) was made popular by Besag et al.
(1991).

Our presentation of IGMRFs is based on the construction on finite
graphs leaving the interesting infinite lattice case, which is similar
to Section 2.6.5, undiscussed. Although intrinsic models are traditionally
invariant to polynomial trends, this is not always the case and is our
motivation for Section 3.4.3.

The construction of IGMRFs has similarities to the construction of
splines (Gu, 2002, Wahba, 1990). This has motivated Section 3.2 and
Section 3.4.2. As an example about making IGMRFs proper which
is justified by (3.37), see Ferndndez and Green (2002). For analytical
results about the eigenstructure of some structure matrices, also for
higher dimension, see Gorsich et al. (2002). Interaction models based
on the Kronecker product are discussed in Clayton (1996), see Knorr-
Held (2000a) and Schmid and Held (2004) for further extensions.

An excellent source for the numerical stencils used in Section 3.4.2 is
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Patra and Karttunen (2004).

Lindgren and Rue (2004) discuss the construction of IGMRF’s on
triangulated spheres for applications in environmental statistics.

The construction of the CRW2 in Section 3.5 is from Wecker and
Ansley (1983) who consider fitting polynomial splines to a nonequally
spaced time series using algorithms derived from the Kalman filter, see
also Jones (1981) and Kohn and Ansley (1987). Wecker and Ansley
(1983) base their work on the results of Wahba (1978) about the
connection between the posterior expectation of a diffuse integrated
Wiener process and polynomial splines. See, for example, Shepp (1966)
for background on the (k — 1)-fold integrated Wiener process.
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CHAPTER 4

Case studies in hierarchical
modeling

One of the main areas where GMRF models are used in statistics are
hierarchical models. Here, GMRFs serve as a convenient formulation to
model stochastic dependence between parameters, and thus implicitly,
dependence between observed data. The dependence can be of various
kinds, such as temporal, spatial or even spatiotemporal.

A hierarchical GMRF model is characterized through several stages of
observables and parameters. A typical scenario is as follows. In the first
stage we will formulate a distributional assumption for the observables,
dependent on latent parameters. If we have observed a time series of
binary observations y, we may assume a Bernoulli model with unknown
probability p; for y;, i = 1,...,n: y; ~ B(p;). Given the parameters of
the observation model, we assume the observations to be conditionally
independent. In the second stage we assign a prior model for the unknown
parameters, here p;. This is where GMRFs enter. For example, we could
choose an autoregressive model for the logit-transformed probabilities
x; = logit(p;). Finally, a prior distribution is assigned to unknown
parameters (or hyperparameters) of the GMRF, such as the precision
parameter k£ of the GMRF x. This is the third stage of a hierarchical
model. There may be further stages if necessary.

In a regression context, our simple example would thus correspond to a
generalized linear model where the intercept is varying over some domain
according to a GMRF with unknown hyperparameters. More generally,
so-called generalized additive models can be fitted using GMRFs. We will
give examples of such models later. GMRFs are also useful in extended
regression models where covariate effects are allowed to vary over some
domain. Such models have been termed wvarying coefficient models
(Hastie and Tibshirani, 1990) and the domain over which the effect is
allowed to vary is called the effect modifier. Again, GMRF models can
be used to analyze this class of models, see Fahrmeir and Lang (2001a)
for a generalized additive model based on GMRFs involving varying
coefficients.

For statistical inference we will mainly use Markov chain Monte Carlo
(MCMC) techniques, e.g., Robert and Casella (1999) or Gilks et al.
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(1996). This will involve simulation from (possibly large) GMRFs, and
we will make extensive use of the methods discussed in Chapter 2. In
Section 4.1 we will give a brief summary of MCMC methods.

The hierarchical approach to model dependent data has been domi-
nant in recent years. However, traditional Markov random field models
have been used in a nonhierarchical setting as a direct model for the
observed data, not as a model for unobserved parameters, compare,
for example, Besag (1974) or Kiinsch (1987). Such direct modeling ap-
proaches have shown not to be flexible enough for applied data analysis.
For example, Markov random field models for Poisson observations,
so-called auto-Poisson models, can only model negative dependence
between neighboring sites (Besag, 1974). In contrast, a hierarchical
model with Poisson observations and a latent GMRF on the (log) rates
is able to capture positive dependence between observations.

There is a vast literature on various applications of GMRFs in
hierarchical models. We therefore do not attempt to cover the whole
area, but only give examples of applications in different settings. First
we will look at normal responses. Inference in this class of models
is fairly straightforward. In the temporal domain, this model class
corresponds to so-called state-space-models (Harvey, 1989, West and
Harrison, 1997) and we will outline analogies in our inferential methods
and those used in traditional state-space models, such as the Kalman
filter and smoother and the so-called forward-filtering-backward-sampling
algorithms for inference via MCMC.

The second class of models is characterized through the fact that
the sampling algorithms for statistical inference are similar to the
normal case, once we introduce so-called auziliary variables. This is
typically achieved within a so-called scale mixtures of normals model
formulation. There are two main areas in this class: The first is to
account for nonnormal (but still continuous) distributions and typically
uses Student-t,, distributions for the observational error distribution or
for the independent increments defining GMRFs. The second area are
models for binary and multicategorical responses. In particular, we will
discuss how probit and logit regression models can be implemented using
an auxiliary variable approach. Finally, we will discuss models where
such auxiliary variable approaches are not available. Those include,
for example, Poisson regression models or certain regression models for
survival data. We will discuss how GMRF approximations can be used
to facilitate MCMC via the Metropolis-Hastings algorithm.
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4.1 MCMUC for hierarchical GMRF models

For further understanding and to introduce our notation, it is necessary
to give a brief introduction to Markov chain Monte Carlo (MCMC)
methods before discussing strategies for block updating in hierarchical
GMRF models.

4.1.1 A brief introduction to MCMC

Suppose # is an unknown scalar parameter, and we are interested

in the posterior distribution m(f|y) after observing some data y. We

suppress the dependence on y in this section and simply write 7(6) for

the posterior (target) distribution. The celebrated Metropolis-Hastings

algorithm, which forms the basis of most MCMC algorithms, can be used

to generate a Markov chain (1,0 .. 9() that converges (under

mild regularity conditions) to 7(6):

1. Start with some arbitrary starting value 8(°) where 7(6(®)) > 0. Set
k=1.

2. Generate a proposal §* from some proposal kernel q(6*|6%*~1)) that in
general depends on the current value #*~1) of the simulated Markov
chain. Set (%) = #* with probability

m(0*)  q(0*V16%)
F(0¢1) q(6%]0¢1) }

b

azmin{l

otherwise set (%) = 9(k—1),
3. Set k =k + 1 and go back to 2.

Step 2 is often called the acceptance step, because the proposed value 6*
is accepted with probability a as the new value of the Markov chain.

Depending on the specific choice of the proposal kernel ¢(6*|0), very
different algorithms result. There are two important subclasses: if ¢(0*|0)
does not depend on the current value of 0, i.e., ¢(8*|6) = q(6*), the
proposal is called an independence proposal. Another important class can
be obtained if ¢(6*|0) = ¢(0]6*), in which case the acceptance probability
« simplifies to the ratio of the target density, evaluated at the proposed
new and the old value. These includes so-called random-walk proposals,
where ¢(6*]0) is symmetric around the current value 6. Typical examples
of random-walk proposals add a mean zero uniform or normal (or any
other symmetric) distribution to the current value of 6.

A trivial case occurs if the proposal distribution equals the target
distribution, i.e., ¢(6*|#) = w(6*), the acceptance probability « then
always equals one. So direct independent sampling from w(0) is a
special case of the Metropolis-Hastings algorithm. However, if 7 () is
nonstandard, it may not be straightforward to sample from 7 () directly.

@ © 2005 by Taylor & Francis Group, LLC



The beauty of the Metropolis-Hastings algorithm is that we can use
(under suitable regularity conditions) any distribution as the proposal
and the algorithm will still converge to the target distribution. However,
the rate of convergence toward w(f) and the degree of dependence
between successive samples of the Markov chain (its mizing properties)
will depend on the chosen proposal.

MCMC algorithms are often controlled through the acceptance proba-
bility « or its expected value E(«), assuming the chain is in equilibrium.
For a random-walk proposal, a too large value of E(«) implies that
the proposal distribution is too narrow around the current value, so
effectively the Markov chain will only make small steps. On the other
hand, if E(a) is very small, nearly all proposals are rejected and the
algorithm will stay too long in certain values of the target distribution.
Some intermediate values of E(«) in the interval 25 to 40% often work
well in practice, see also Roberts et al. (1997) for some analytical results.
Therefore, the spread of random-walk proposals is chosen so that E(«) is
in this interval. For an independence proposal, the situation is different as
a high E(«) indicates that the proposal distribution ¢(6*) approximates
the target 7(6) quite well.

The simple algorithm described above forms the basis of nearly all
MCMC methods. However, usually we are interested in a multivariate
(posterior) distribution 7(0) of a random vector @ of high dimension,
not in a single parameter 6. Some modifications are necessary to apply
the above algorithm to the multivariate setting.

Historically, most MCMC algorithms have been based on updating
each scalar component 0;, i = 1,...,p of 8, conditional on the values
of the other parameter 6_;, using the Metropolis-Hastings algorithm.
Essentially, we apply the Metropolis-Hastings algorithm in turn to every
component 6; of @ with arbitrary proposal kernels ¢;(07]6;,6_;). As long
as we update each component of @, this algorithm will converge to the
target distribution 7(8).

Of particular prominence is the so-called Gibbs sampler algorithm,
where each component 6; is updated with a random variable from its full
conditional w(0;10_;). Note that this is a special case of the component-
wise Metropolis-Hastings algorithm, since o simply equals unity in this
case. Of course, any other proposal kernel can be used, where all terms
are now conditional on the current values of 8_;, to update 6;. For more
details on these algorithms see, for example, Tierney (1994) or Besag
et al. (1995).

However, it was immediately realized that such single-site updating
can be disadvantageous if parameters are highly dependent in the
posterior distribution 7(@). The problem is that the Markov chain may
move around very slowly in its target (posterior) distribution. A general
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approach to circumvent this problem is to update parameters in larger
blocks, 6;, say, where the bold face indicates that 6, is a vector of
components of 8. The choice of blocks are often controlled by what is
possible to do in practice. Ideally, we should choose a small number of
blocks with large dependence within the blocks but with less dependence
between blocks. The extreme case is to update all parameters 8 in one
block.

Blocking is particularly easy if 8 is a GMRF. Then we can apply
one of the algorithms discussed in Section 2.3 to simulate € in one
step. However, in Bayesian hierarchical models, more parameters are
involved typically. For example, & = (k,x) where an unknown scalar
precision parameter £ may be of interest additional to the GMRF . It
is tempting to form two blocks in these cases, where we update from the
full conditionals of each block; sample @ from 7(x|x) and subsequently
sample k from m(k|x). However, there is often strong dependence
between k and « in the posterior, and then a joint Metropolis-Hastings
update of k and x is preferable. In the following examples we update
the GMRF x (or parts of it) and its associated hyperparameters in one
block, which is not as difficult as it seems. Why this modification is
important and why it works is discussed next.

4.1.2 Blocking strategies

To illustrate and discuss our strategy for block updating in hierarchical
GMRF models, we will start discussing a simple (normal) example where
explicit analytical results are possible to obtain. This will illustrate why
a joint update of  and its hyperparameters is important. At the end,
we discuss the more general case.

A simple example

Before we compare analytical results about the rate of convergence for
various sampling schemes, we need to define it. Let 9(1), 0(2), ... denote a
Markov chain with target distribution 7(8) and initial value 8 ~ 7(8).
The rate of convergence of the Markov chain can be characterized by
studying how quickly E(h(B(t))|9(0)) approaches the stationary value
E(h(0)) for all square m-integrable functions A(:). Let p be the minimum
number such that for all A(-) and for all r > p

lim B [(E (h(e(k)) | 0<°>) - E(h(@)))Qr%] =0. (41

We say that p is the rate of convergence. For normal target distribution
it is sufficient to consider linear functions h(-) only (see for example
Roberts and Sahu (1997)).
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Assume now that x is a first-order autoregressive process

xti.u“:r)/(xt—lf.u)+yta t:2a"'7na (42)
where |y| < 1, {11} are iid normals with zero mean and variance o2, and
1 ~ N(y, %), which is the stationary distribution of z;. Let v, o2,

and p be fixed parameters. We can of course sample from this model
directly, but here we want to apply an MCMC algorithm to generate
samples from 7 (x).

At each iteration a single-site Gibbs sampler will sample z; from the

full conditional 7(z¢|x_;) for t =1,...,n,
N(p+ (2 = ), 0?) t=1,
2
l't|.’B_t ~ N(,u+ﬁ(zt_1+sct+172u), 1_7_7) t:2,...,n71,
N(p+y(xn—1— p), o) t=n.

For large n, the rate of convergence of this algorithm is (Pitt and
Shephard, 1999, Theorem 1)
~2
P 4(1 e (4.3)
For |v| close to one the rate of convergence can be slow: If y =1 —§
for small § > 0, then p = 1 — 62 + O(6%). The reason is that strong
dependency within a allow for larger moves in the joint posterior.
To circumvent this problem, we may update x in one block. This is
possible as x is a GMRF. The block algorithm converges immediately
and provides iid samples from the joint density.
We now relax the assumptions of fixed hyperparameters. Consider
a hierarchical formulation where the mean of z;, u, is unknown and
assigned with a standard normal prior,

uw o~ N(0,1) and x|p ~ N(uva_l)a

where @Q is the precision matrix of the GMRF x|u. The joint density of
(1, ) is normal. We have two natural blocks, p and x.

Since both full conditionals 7(u|x) and 7(x|u) are normal, it is
tempting to form a two-block Gibbs sampler and to update g and
with samples from their full conditionals,

T k—1
WBg® o (LQEY
1+17Q1’
™ u® ~ NP1, Q7).
The presence of the hyperparameter p will slow down the convergence

compared to the case when p is fixed. Due to the nice structure of (4.4)
we can characterize explicitly the marginal chain of {u(*)}.

T —1
(1+17Q1) ) )
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Theorem 4.1 The marginal chain p™, 1, ... from the two-block
Gibbs sampler defined in (4.4) and started in equilibrium, is a first-order
autoregressive process

p® = ou* Y + ¢,
where
~17Q1
°=1 +17Q1
and e, Y N(0,1 — ¢2).
Proof. Tt follows directly that the marginal chain p(, p(®, ... is a first-

order autoregressive process; the marginal distribution of p is normal
with zero mean and unit variance, the chain has the Markov property

a(p® | p®, D) = () | )

and the density of (u™,u® ... u®)) is normal for k = 1,2,... . The
coefficient ¢ is found by computing the covariance at lag 1,
Cov(u®, u®+)y = E (u(’“)u(’““))

- E (,M)E (u(’““) \u(’“)))

- E (u(’“)E (E (u(’““) ‘mu«)) Iu(’“)))

17Qx™®
—E (u(’“)E (17T | u““))
11701

17Q1
= #V&r(u(k)x
1+1°Q1
which is known to be ¢ times the variance Var(u®) for a first-order
autoregressive process. The variance of € is determined such that the

variance of p(®) is 1. [0

It can be shown that for a two-block Gibbs sampler the marginal chains
and the joint chain have the same rate of convergence (Liu et al., 1994,
Thm. 3.2). Applying (4.1) to the marginal chain p™, ), ... we see
that the rate of convergence is p = |¢|.

It is illustrative to discuss the behavior of the two-block Gibbs sampler
for large n. For the autoregressive model (4.2), Q;; = (1++v2)/0? except
for i = 1 and n where it is 1/0?%, and Q; ;+1 = —7/0?. This implies that
17Q1 is asymptotically equal to n(1 —~)?/0?, so that
¢ _ n(l — 7)2/0'2 -1— Var(xt) 1-— 72 + (’)(l/n2)

1+n(l—9)?/0? no (1-79)?
When n is large, ¢ is close to 1 and the chain will both mix and converge
slowly even though we use a two-block Gibbs sampler. The minimum
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number of iterations, k*, needed before the correlation between (%) and
0 is smaller than ¢ = 0.05, say, is

L (=92
nVar(zt) 1—72

. 1
/| log(O)] = ~1/log(é) = 5 + +O(1/n).
Since (1 —v)?/(1 — ~?) is strictly decreasing in the interval (—1,1), we
conclude the following:

*

e For constant Var(x;), k* increases for decreasing 7.

e For constant -, k* increases for decreasing Var(x,).

One might be tempted to believe that k* should increase for increasing
72 due to (4.3). However, since we update x in one block this is not
the case: The variance of p|x in (4.4) increases for increasing v and
increasing Var(x:), and this weakens the dependence between p and .
Figure 4.1(a) shows a simulation with length 1000 of the marginal
chain for p using n = 100, 02 = 1/10, ¢ = 0.9, and the plot of the
pairs (u*);17Qx®) in Figure 4.1(b). The reason for the slow mixing
(and convergence) of the p chain is the strong dependence between )
and 17Qx ™) the sufficient statistics of u(*) in the full conditional (4.4).
The two-block Gibbs sampler only moves either horizontally (update
w) or vertically (update x). Note that this is just the same as in the
standard example sampling from a two-dimensional normal distribution
using Gibbs sampling (see for example Gilks et al. (1996, Chapter 1)).
The discussion so far has only revealed the seemingly obvious,
that blocking improves mainly within the block. If there is strong
dependence between blocks, the MCMC algorithm may still suffer from
slow convergence. Our solution is to update (u, ) jointly. Since p is
univariate, we can use a simple scheme for updating p as long as we
delay the accept/reject step until @ also is updated. The joint proposal
is generated as follows:
TN 1 ) (45)
o\t~ N(p'1,Q7")
and then we accept/reject (u*,x*) jointly. Here, q(u*|pu*~) can be a
simple random-walk proposal or some other suitable proposal distribu-
tion. To see how a joint update of (i, ) can be helpful, consider Figure
4.1(b). A proposal from x*~1 to u* may take u* out of the diagonal,
while sampling «* from m(ax*|p*) will take it back into the diagonal
again. Hence the mixing (and convergence) can be very much improved.

Assuming ¢(-|-) in (4.5) is a symmetric proposal, the acceptance
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Figure 4.1 Figure (a) shows the marginal chain for p over 1000 iterations of
the marginal chain for p usingn = 100, o® = 1/10 and ¢ = 0.9. The algorithm
updates successively p and x from their full conditionals. Figure (b) displays
the pairs (,u(k), 1TQ:c(k)), with ,u(k> on the horizontal axis. The slow mizing
(and convergence) of i is due to the strong dependence with 17Qz™ as only
horizontal and vertical moves are allowed. The arrows illustrate how a joint
update can improve the mizing (and convergence).

probability for (u*, x*) becomes

o = min {1, exp(—%((u*)z _ (,M—l))?))} . (4.6)

Note that only the marginal density of p is needed in (4.6): Since we
sample « from its full conditional, we effectively integrate x out of the
joint density 7(u, ). The minor modification to delay the accept/reject
step until « is updated as well can give a large improvement.

A further extension of (4.2) is to condition on observed normal data
y. The distribution of interest is then 7(a, u|y). Assume that

ylz,p ~ Nz, H),
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where H is a known precision matrix. Consider the two-block Gibbs
sampler which first updates p from 7 (u|x) and then x from 7 (z|u, y). It
is straightforward to extend Theorem 4.1 to this case. The marginal chain
{ u(’“)} is still a first-order autoregressive process, but the autoregressive
parameter ¢ is now

17Q(Q + H)'Q1

1+17Q1 ’
Assume for simplicity that H is a diagonal matrix with x on the
diagonal, meaning that y;|@, u ~ N (x;,1/k). We can (with little effort)
compute (4.7) using the asymptotically negligible circulant approxima-
tion to @, see Section 2.6.4, to obtain the limiting value of ¢ as n — oo,

1
1+ ko2/(1—7)2
In this case ¢ < 1 for all n when x > 0. The two-block Gibbs sampler
does no longer converge arbitrarily slow as n increases. However, in

practice the convergence is often still slow and a joint update will be
of great advantage.

¢ =

(4.7)

¢

Block algorithms for hierarchical GMRF models

Let us now consider a more general setup that contains all the
forthcoming case studies: Some hyperparameters 6 control the GMRF
x of size n and some of the nodes of x are observed by data y. The
posterior is then

m(@,8 | y) x7(0) n(x | 0) n(y | x,0).

Assume for a moment that we are able to sample from 7 (x|0,y), i.e.,
the full conditional of x is a GMRF. We will later discuss options when
this full conditional is not a GMRF. The following algorithm is now a
direct generalization of (4.5) and updates (6, x) in one block:

0"~ q(0" [0"")

¥ ~m(x| 0", y). (4.8)

The proposal (0™, x*) is then accepted/rejected jointly. We denote this
as the one-block algorithm.

If we consider only the 6 chain, then we are in fact sampling from the
posterior marginal 7(6|y) using the proposal (4.8). This is evident from
the acceptance probability for the joint proposal, which is

o — min 1M
Tn@F Y |y |
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The dimension of 0 is typically low and often between 1 and 5, say.
Hence the proposed algorithm should not experience any serious mixing
problems. By sampling x from 7(x|@",y), we are in fact integrating x
out of w(x, 8|y). The computational cost per iteration depends on n (the
dimension of &) and is (usually) dominated by the cost of sampling from
7(x|0*,y). The fast algorithms in Section 2 for GMRFs are therefore
very useful.
However, the one-block algorithm is not always feasible for the
following reasons:
1. The full conditional of & can be a GMRF with a precision matrix
that is not sparse. This will prohibit a fast factorization, hence a joint
update is feasible but not computationally efficient.

2. The data can be nonnormal so the full conditional of « is not a GMRF
and sampling x* using (4.8) is not possible (in general).

The first problem can often be approached using subblocks of (0, x),

following an idea of Knorr-Held and Rue (2002). Assume a natural

splitting exists for both 8 and x into

(04,24), (0p,xp) and (0., ), (4.9)

say. The sets a, b, and ¢ do not need to be disjoint. One class of examples
where such an approach is fruitful is (geo-)additive models where a, b,
and ¢ represent three different covariate effects with their respective
hyperparameters. We will discuss such an example in Section 4.2.2. In
this class of models the full conditional of x, has a sparse precision
matrix and similarly for @; and «.. The subblock approach is then to
update each subblock in (4.9), using

0, ~4q(0,]0)

N 4.10
Ty ~ 7T(ma | L_q, 92& 0—a7y) ( )

(dropping the superscript (k — 1) from here on) and then accept-
ing/rejecting (07, x*) jointly. Subblocks b and ¢ are updated similarly.
We denote this as the subblock algorithm.

When the observed data is nonnormal, the full conditional of & will
not be a GMRF. However, we may use auziliary variables z such that the
conditional distribution of «x is still a GMRF. Typical examples include
logit and probit regression models for binary and multicategorical data,
and Student-t, distributed observations. We will discuss the auxiliary
variables approach in Section 4.3.

A more general idea is to construct a GMRF approximation to
(|0, y) using a second-order Taylor expansion. Such an approximation
can be surprisingly accurate in many cases and can be interpreted as
integrating x approzimately out of m(x,8|y). Using a GMRF approxi-
mation will generalize the one-block and subblock algorithms. The most
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prominent example is Poisson regression, which we discuss in Section
4.4.

The subblock approach can obviously also be used in connection
with auxiliary variables and the GMRF approximation, when the full
conditional has a nonsparse precision matrix and its distribution is not

a GMRF.

4.2 Normal response models

We now look at hierarchical GMRF models, where the response variable
is assumed to be normally distributed with conditional mean given as
a linear function of underlying unknown parameters . These unknown
parameters are assumed to follow a (possibly intrinsic) GMRF a priori,
typically with additional unknown hyperparameters . It is clear that
the conditional posterior w(z|y, k) is still a GMRF so direct sampling
from this distribution is particularly easy using the algorithms described
in Section 2.3.

We will now describe two case studies. The first is concerned with the
analysis of a time series, using latent trend and seasonal components
and additional covariate information. It is not important that the latent
GMRF is defined on a temporal domain rather than a spatial domain,
but in this special case there are close connections to algorithms based
on the Kalman filter. We will describe the analogies briefly at the end
of this example. The second example describes the spatial analysis of
rent prices in Munich using a geoadditive model with nonparametric
and fixed covariate effects.

4.2.1 Ezxample: Drivers data

In this example we consider a regular time series giving the monthly
totals of car drivers in Great Britain killed or seriously injured January
1969 to December 1984 (Harvey, 1989). This time series has length n =
192 and exhibits a strong seasonal pattern. One of our objectives is to
predict the pattern in the next m = 12 months.

We first assume that the square root counts y;, ¢ = 1,...,n, are
conditionally independent normal variables,

yi ~ N(si+ti, 1/ky),

where the mean is a sum of a smooth trend ¢; and a seasonal effect s;.
We assume s = (S1,...,Sp+m) follows the seasonal model (3.58) with
season length 12 and precision kg and t = (¢1,. .., ty4m) follows the RW2
model (3.39) with precision x¢. The trend ¢ and the seasonal effect s are
assumed to be independent. Note that no observations y; are available
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fori = n+1,...,n 4+ m, but we can still include the corresponding
parameters of s and t for prediction.

Let x denote the three precisions ky, ks, and k¢, which is the vector
of hyperparameters in this model. The task is to do inference for
(k,s,t) using the one-block algorithm (4.8). For illustration, we will
do this explicitly by first deriving the joint density 7 (s, t,y|x) and then
condition on y. The joint density is

m(s,ty | k) =7y | s,t,ky) w(s | rs) Tt | Ke), (4.11)

a GMRF with precision matrix @, say. We then use (3.47) and (3.48)
to derive the desired precision matrix of the conditional distribution
7(s,t|ly,k). Due to Theorem 2.5, this precision matrix is simply a
principal matrix of Q. Note that (4.11) is improper but the conditional
distribution of interest is proper.

The details are as follows. First partition the precision matrix Q as

st Qst st
Q: Qts Qtt Qty )
st Qyt ny

where Q4 and Qg are of dimension (n +m) x (n +m) while Q,,, is of
dimension n X n. The dimensions of the other entries follow immediately.

Since s and t are a priori independent, let us start with the density
m(yl|s,t, k), which might add some dependence between s and ¢. The
conditional density of the data y is

(Y | 5,1, ky) < exp (—I%y Z i — i —ti) ) (4.12)

i=1

We immediately see that (4.12) induces dependence between y; and s;,
y; and 1;, and s; and t;. Specifically, Q,, is a diagonal matrix with
entries Ky, Q; is diagonal where the first n entries are s, and the other
m entries are zero, while Q, and Q,,, both of dimension (n +m) x n,
have nonzero entries —x,, only at elements with the same row and column
index. The terms Q,, and Q,, are the sum of two terms, one part from
the prior and an additional term on the diagonal due to (4.12). Finally,
Q.. is the analog of (3.59) with seasonal length 12 rather than 4 and
precision ks plus a diagonal matrix with &, on the diagonal, while Q;;
equals (3.40) with precision k; plus a diagonal matrix with x, on the
diagonal.

The density 7(s, t|y, k) can now be found using Theorem 2.5 or Lemma
2.1. It is easiest to represent in its canonical parameterization:

S ~ _ Qs st Qst
(5) ro =0 (= (@) (& G2))
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(a) (b)

Figure 4.2 (a) The precision matriz Q of s,t|y, k in the original ordering, and
(b) after appropriate reordering to obtain a band matriz with small bandwidth.
Only the nonzero terms are shown and those are indicated by a dot.

The nonzero structure of this precision matrix is displayed in Figure 4.2
before and after suitable reordering to reduce the bandwidth. Note that
before reordering, the submatrices of the seasonal model Q,, and the
RW2 model Q,, are clearly visible.

Additional to s and t we also want to perform Bayesian inference
on the unknown precision parameters . Under a Poisson model for
observed counts, the square root counts are approximately normal with
constant variance 1/4, but, in order to allow for overdispersion, we
assume a G(4,4) prior for k. For k; we use a G(1,0.0005) prior and for
ks & G(1,0.1) prior. All of these priors are assumed to be independent.
Of course, other choices could be made as well.

We now propose a new configuration (s,¢, k) using the one-block
algorithm (4.8). Specifically, we do

R ~ (g | Ks)
Ry~ gk | Re)

liy ~ Q(K"z | “y)

(57) ~ wtsut 1”0

To update the precisions, we will make a simple choice and follow a
suggestion from Knorr-Held and Rue (2002). Let k% = fks where the
scaling factor f have density

m(f)x14+1/f, for fe[l/F,F] (4.13)

and zero otherwise. Here, F' > 1 is a tuning parameter. Other choices

@ © 2005 by Taylor & Francis Group, LLC



1e+03

1e+02
|

) - . IV
P N e L e W o
=N g

"y Y

1e+401
|

1e+00
|

1e-01

T T T T T T
(o] 200 400 600 800 1000

Figure 4.3 Trace plot showing the log of the three precisions k¢ (top, solid
line), ks (middle, dashed line) and ky (bottom, dotted line) for the first 1000
iterations. The acceptance rate was about 30%.

for the proposal distribution may be more appropriate but we avoid a
discussion here to ease the presentation. The choice (4.13) is reasonable,
as the log is often a variance stabilizing transformation for precisions. It
is also convenient, as
qa(rs | Ks) _
q(ks | £3)
since the density of k% is hence proportional to (ki + ks)/(kiks) on
ks[1/F, F]. We use the same proposal for ks and k, as well.
The joint proposal (k*,s*,t*) is accepted/rejected jointly with prob-
ability,

)

0 — mi {1’77(5 RANEN) " m(s,t| K, y) }
m(s,tkly) w7 | kYY)
= min {1, M} .
(k| y)
Only the posterior marginals for k are involved since we are integrating
out (s,t). It is important not to forget to include correct normalization
constants (using the generalized determinant) of the IGMRF priors for
s and t when computing the acceptance probability.

We have chosen the tuning parameters such that the acceptance rate
was approximately 30% using the same factor F for all three precisions.
The mixing of all precision parameters was quite good, see Figure 4.3.
More refined methods could be used, for example, incorporating the
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Figure 4.4 Observed and predicted counts (posterior median within 2.5 and
97.5% quantiles) for the drivers data without the covariate

posterior dependence between the precision parameters in the proposal
distribution for x*, but that is not necessary in this example. Note that
the algorithm is effectively a simple Metropolis-Hastings algorithm for a
three-dimensional density. We neither expect or experience any problems
regarding convergence nor mixing of this algorithm.

Figure 4.4 displays the data and quantiles of the predictive distribution
of y (posterior median within 2.5 and 97.5% quantiles), back on the
original (squared) scale. The predictive distribution has been obtained by
simply adding zero-mean normal noise with precision m?(j ) to each sample
of 8@ + () here j denotes the jth sample obtained from the MCMC
algorithm. Note that the figure also displays the predictive distribution
for 1985 where no data are available. There is evidence for overdispersion
with a posterior median of the observational precision sy equal to 0.49
rather than 4 that would have been expected under a Poisson observation
model.

We now extend the above model to include a regression parameter for
the effect of compulsory wearing of seat belts due to a law introduced
on January 31, 1983. The mean response of y; is now

[ sty i=1,...,169

The additional parameter 3, for which we assume a normal prior with
zero precision can easily be added to s and t to obtain a larger GMRF.
It is straightforward to sample the GMRF (s, t, 3)|(y, k) in one block so
we essentially use the same algorithm as without the covariate.

The posterior median of 3 is —5.0 (95% CI: [—6.8,—3.2]), very close
to the observed difference in square root counts of the corresponding two
periods shortly before and after January 31, 1983, which is —5.07. The
inclusion of this covariate has some effect on the estimated precision
parameters, which change from 0.49 to 0.54 for k,, from 495 to 1283
for kg, and from 28.8 to 27.6 for ks (all posterior medians). The sharp
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Figure 4.5 Observed and predicted counts for the drivers data with the seat belt
covariate.

increase in the random-walk precision indicates that the previous model
was undersmoothing the overall trend, because it ignores the information
about the seat belt law, where a sudden nonsmooth drop in incidence
could be expected. Note also that the overdispersion has now slightly
decreased.

Observed and predicted counts can be seen in Figure 4.5 and the
slightly better fit of this model before and after January 1983 is visible.

The connection to methods based on the Kalman filter

An alternative method for direct simulation from the conditional
posterior (s, t, 8|y, k) is to use the forward-filtering-backward-sampling
(FFBS) algorithm by Carter and Kohn (1994) and Frithwirth-Schnatter
(1994). This requires forcing our model into a state-space form, which is
possible, but requires a high-dimensional state space and a degenerate
stochastic model with deterministic relationships between the param-
eters. These tricks are necessary in order to apply the Kalman filter
recursions and apply the FFBS algorithm. Knorr-Held and Rue (2002,
Appendix A) have shown that, for nondegenerate Markov models, the
GMRF approach using band-Cholesky factorization is equivalent to the
FFBS algorithm. The same relation also holds if we run the forward-
filtering-backward-sampling on the nondeterministic part of the state-
space equations, suggested by Frithwirth-Schnatter (1994) and de Jong
and Shephard (1995). However, the GMRF approach using sparse-matrix
methods is superior over the Kalman-filter as it will run faster. Sparse-
matrix methods also offer great simplification conceptually, extend
trivially to general graphs, and can easily deal with conditioning, hard
and soft constraints. Moreover, the same computer code can be used for
GMRF models in time and in space (or even in space-time) on arbitrary
graphs.
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4.2.2 Example: Munich rental guide

As a second example for a normal response model, we consider a Bayesian
semiparametric regression model with an additional spatial effect. For
more introduction to this subject, see Hastie and Tibshirani (2000),
Fahrmeir and Lang (2001a) and Fahrmeir and Tutz (2001, section 8.5).
This class of models has recently been coined geoadditive by Kammann
and Wand (2003).

Here we build a model similar to Fahrmeir and Tutz (2001, Example
8.7) for the 2003 Munich rental data. The response variable y; is the
rent (per square meter in Euros) for a flat and the covariates are the
spatial location, floor space, year of construction, and various indicator
variables such as an indicator for a flat with no central heating, no
bathroom, large balcony facing south or west, etc. A regression analysis
of such data provides a rental guide that is published by most larger
cities. According to German law, the owners can base an increase in
the amount they charge on an ‘average rent’ of a comparable flat. This
information is provided in an official rental guide. The dataset we will
consider consists of n = 2035 observations.

Important covariates of each observation include the size of the flat,
, which ranges between 17 and 185 square meters, and the year
of construction z¢, with values between 1918 and 2001. We adopt a
nonparametric modeling approach for the effect of these two covariates.

5

Let sg = (s7 7...,sgs) denote the ordered distinct covariate values
of z% and define similarly sc = (s¥,...,55 ). We now define the

corresponding parameter values g and o and assume that both xg
and x¢ follow the CRW2 model (3.61) at the locations sg and s¢,
respectively. We estimate a distinct parameter value for each value of
the covariates g and x¢, respectively.

There is also information in which district of Munich each flat is
located. In total there are 380 districts in Munich, and we assume an
unweighted IGMRF model (3.30) of order one for the spatial effect of
a corresponding parameter vector x, defined at each district. Only 312
of the districts actually contain data in our sample, so for the other
districts the estimates are based on extrapolation.

Finally, we also include a number of additional binary indicators as
fixed effects. We subsume all these covariates and an entry for the
intercept in a vector z; with parameters 3. We assume 3 to have a diffuse
prior. For reasons of identifiability we place sum-to-zero restrictions on
both CRW2 models and the spatial IGMRF model.

We now assume that the response variables y;, ¢ = 1,...,n, are
normally distributed:

yi ~ N (u+2%0) +2°@) + 2" () + 2] B, 1/ky)
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with precision r,. The notation 2°(i) (and similarly 2 (i) and 2 (i)
denote the entry in g, corresponding to the value of the covariate s
for observation 4.

We used independent gamma G(1.0,0.01) priors for all precision
parameters in the model kK = (ky, ks, k¢, k1 ). The posterior distribution
is

S7mcvaa/1’w67K’ | y) S ﬂ-(ws | FES) ﬂ-(xc | ’%C) ’/T(wL | F':L)ﬂ-(ﬂ’)

x w(B) (k) m(y | 2,2, &b, B, Ky, ).

Similar as in Section 4.2.1, the components z°, €, ¥, and B are

a priori independent. However, conditional on the data they become
dependent, but their full conditionals are still GMRFs. To study the
dependence structure, let us consider in detail the likelihood term that
is proportional to

m(x

2

exp (—"—y (i = (1 +25G) + () + 2 () + z?ﬂ)f) .
3

The dependence structure introduced is now different from the one
in Section 4.2.1. Each combination of covariate values x°(i), x% (i),
2L (4), and z;, introduces dependence within this combination and makes
the specific term in the precision matrix nonzero. For these data there
are 1980 different combinations of the first three covariates and 2011
different combinations if we also include z;.

The precision matrix of (z°, 2%, =¥, u, 3) will therefore be nonsparse,
so a joint update will not be computationally efficient ruling out the one-
block algorithm. We therefore switch to the subblock algorithm. There is
a natural grouping of the variables of interest and we use four subblocks,

(msﬂk‘-’s)a (3307’%0)7 (wL7l€L>7 and (/87M>/€y)'

We expect the dependence within each block to be stronger than
between the blocks. The last block consists of all fixed effects plus the
intercept jointly and the precision k, of the response variable. This
can be advantageous, if there is high posterior dependency between the
intercept and the fixed covariate effects.

The subblock algorithm now updates each block at a time, using

kL~ q(kL | kL)
xb* ~ w(xh* | the rest)

and then accepts/rejects (k% ,xL*) jointly. The other subblocks are

updated similarly. A nice feature of the subblock algorithm is that
the full conditional of z” (and so with =% and x¢) has the same
Markov properties as the prior. This will be clear when we now derive
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7(zl*|the rest). Introduce ‘fake’ data g
gi = yi — (p+25@) +2°() + 2 B),,
then the full conditional of x” is

m(x” | the rest) o exp(—% Z(le _ m]L)Q)

g
Ky

xexp(=L Y (e — 2" (k)).

k

The data g do not introduce extra dependence between the z2’s, as §;
acts as a noisy observation of xf Denote by n; the number of neighbors
to location ¢ and let L(7) be

L(i) = {k : a"(k) = 2},

where its size is |L(i)|. The full conditional of ¥ is a GMRF with
canonical parameters (b, Q), where

bi = Ky Zgjk and

keL;
KLni+liy|L(i)| if ¢ :j
Qij = —KJ if 4 Nj
0 otherwise.

The additional sum-to-zero constraint is dealt with as described in Sec-
tion 2.3.3. Note that this is not equivalent to just recentering x’*.

The value of k for the first 1000 iterations of the subblock algorithm
are shown in Figure 4.6. The scaling factor F' in (4.13) was tuned to give
an acceptance rate between 30% and 40%.

Figure 4.7 displays the estimated nonparametric effects of the floor
space (z°) and the year of construction (). There is a clear non-
linear effect of g with a positive effect for smaller flats. The effect of
the variable x¢ is approximately linear for flats built after 1940, but
older flats, especially those built at the beginning of the 20th century
are more expensive than those built around 1940. Note that detailed
information about this covariate seems to be available only from 1966
on, whereas before 1966 the variable seems to rather crudely categorized,
see Figure 4.7(b). Figure 4.8 displays the posterior median spatial effect,
which is similar to earlier analysis. The large estimated spatial effect of
the district in the east is due to very few observations in this district,
plus the fact that the district has only one neighbor, so the amount of
spatial smoothing will be small. This could easily be fixed by adding more
neighbors to this district, see the general discussion in Example 3.6.

@ © 2005 by Taylor & Francis Group, LLC



1e+03
]

L |
; | il (4.1, | | ‘ "
AT 1P I AL A
i o i 4

B s =

1e+02
|

1e+01
|

1e+00
|

1e-01
|

o 200 400 600 800 1000

Figure 4.6 The value of k for the 1000 first iterations of the subblock algorithm,
where k% is the solid line (top), k€ is the dashed line, k" is the dotted line
and Ky is the dashed-dotted line (bottom).

Covariate post. median  95% credible interval
Intercept p 8.81 (8,60,9.03)
Good location 0.48 (0.26,0.70)
Excellent location 1.63 (0.99,2.23)
No hot water —2.02 (—2.56, —1.47)
No central heating —1.34 (—1.68,—0.96)
No tiles in bathroom —0.54 (—0.74,—0.30)
Special bathroom interior 0.55 (0.23,0.87)
Special kitchen interior 1.19 (0.86,1.52)

Table 4.1 Posterior median and 95% credible interval for fized effects

The estimates of the fixed effects B and the intercept p are given in
Table 4.1.

4.3 Auxiliary variable models

Auxiliary variables can in some cases be introduced into the model to
retrieve GMRF full conditionals that are otherwise lost by nonnormality.
We first discuss the construction of scale mixtures of normals and then
discuss how auxiliary variables can be useful for replacing normal with
Student-¢ distributions. We give more emphasis to the binomial probit
and logit model for categorical data, which we also illustrate with two
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Figure 4.7 Nonparametric effects for floor space (a) and year of construction
(b). The figures show the posterior median within 2.5 and 97.5% quantiles.
The distribution of the observed data is indicated with jittered dots.

case studies.

4.8.1 Scale miztures of normals

Scale mixtures of normals play an important role in hierarchical
modeling. Suppose x|\ ~ N(0, \~1) where A > 0 is a precision parameter
with some prespecified distribution. Then x is a called normal scale
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Figure 4.8 Estimated posterior median effect for the location variable. The
shaded areas are districts with no houses, such as parks or fields.

mizture. Although 7(x|)\) is normal, its marginal density f(z) is not
normal unless \ is a constant. However, f is necessarily both symmetric
and unimodal. Kelker (1971) and Andrews and Mallows (1974) show
the following result establishing necessary and sufficient conditions for
x ~ f(x) to have a normal scale mixture representation.

Theorem 4.2 If x has density f(x) symmetric around 0, then there
exist independent random wvariables z and v, with z standard normal
such that x = z/v iff the derivatives of f(x) satisfy

(—%)k F(Vi) > 0

fory >0 and fork=1,2,....

Many important symmetric random variates are scale mixtures of
normals, in particular the Student-t, distribution with v degrees of
freedom, which includes the Cauchy distribution as a special case for
v = 1, the Laplace distribution, and the logistic distribution. Table 4.2
gives the corresponding mixing distribution for the precision parameter
A that generates these distributions as scale mixtures of normals.

@ © 2005 by Taylor & Francis Group, LLC



Distribution of x Mixing distribution of A

Student-t, G(v/2,v/2)
Logistic 1/(2K)? where K is
Kolmogorov-Smirnov distributed
Laplace 1/(2F) where E is exponential distributed

Table 4.2 Important scale miztures of normals

The Kolmogorov-Smirnov distribution and the logistic distribution are
defined in Appendix A and are abbreviated as IS and L, respectively.

The representation of the logistic distribution as a scale mixture of
normals will become important for the logistic regression model for
binary response data.

4.3.2 Hierarchical-t formulations

Using a scale mixture approach for GMRF models facilitates the analysis
of certain models for continuous responses. The main idea is to include in
the MCMC algorithm the mixing variable A, or a vector of such variables
A, as so-called auziliary variables. The auxiliary variables are not of
interest but can be helpful to ensure GMRF full conditionals.

As a simple example consider the RW1 model discussed in Section
3.3.1. Suppose we wish to replace the assumption of normally distributed
increments by a Student-t,, distribution to allow for larger jumps in the
sequence . This can be done using n — 1 independent G(v/2,v/2) scale
mixture variables \;:

Az | N SN, (5A)7Y), i=1,...,n—1.

With observed data y; ~ N(zi,ky") for i = 1,...,n, the posterior
density for (x, A) is

m(@, A y) ocm(@ | A) m(A) w(y | ®).

Note that «|(y,A) is now a GMRF while Ay,..., \_1|(x,y) are
conditionally independent gamma distributed with parameters (v+1)/2
and (v + rx(Ax;)?)/2.

The replacement of a normal distribution with a Student-t, dis-
tribution is quite popular and is sometimes called the hierarchical-
t formulation. The same approach can also be used to replace the
observational normal distribution with a Student-¢,, distribution. In this
case the posterior of (x, A) is

r(@ A | y) o 7(@) 7(y | @A) T(A).
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The full conditional of x is a GMRF while Ay, ..., \,|(x,y) are
conditionally independent.

4.3.3 Binary regression models

Consider a Bernoulli observational model for binary responses with
latent parameters that follow a GMRF @, which in turn usually depends
on further hyperparameters 6. Denote by B(p) a Bernoulli distribution
with probability p for 1 and 1 — p for 0. The most prominent regression
models in this framework are logit and probit models, where

yi ~ Blg~ ' (z]®)) (4.14)

fori =1,...,m. Here z; is the vector of covariates, assumed to be fixed,
and ¢(p) is a link function:

(p) = log(p/(1 —p)) logit link
®(p) probit link

where ®(-) denotes the standard normal distribution function.
These models have an equivalent representation using auxiliary vari-

ables w = (w1, ..., wy,)T, where
€; 1'1\(41 G(Q)
_ T
w; = Z;x+€
Yyi = .
0 otherwise.

Here, G(-) is the distribution function of the standard normal distri-
bution in the probit case and of the standard logistic distribution (see
Appendix A) in the logit case.

Note that y; is deterministic conditional on the sign of the stochastic
auxiliary variable w;. The equivalence can be seen immediately from

Prob(y; = 1) = Prob(w; > 0) = Prob(z] = + ¢; > 0) = G(2] z),

using that the density of ¢; is symmetric about zero. This auxiliary
variable approach was proposed by Albert and Chib (1993) for the probit
link, and Chen and Dey (1998) and Holmes and Held (2003) for the logit
link.

The motivation for introducing auxiliary variables is to ease the
construction of MCMC algorithms. We will discuss this issue in detail
in the following, first for the simpler probit link and then for the logit
link.
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MCMC for probit regression using auzxiliary variables

Let |0 be a zero mean GMRF of size n and assume first that 27z = z;
and m = n. Using the probit link, the posterior distribution is

(@, w,0 | y) < 7(0) 7w | 0) w(w | ) 7(y | w). (4.15)
The full conditional of x is then
I 7 1 2
m(x | 6, w) o exp <—§€B Q(0)xr — ) Z(xz — w;) ) 5

i

which is a GMRF:

28,0 ~ Ne(w, Q(O) +1). (4.16)
The full conditional of w factorizes as
m(w | x,y) Hﬂ' w; | T4, Yi)s (4.17)

where w;|(x,vy) is a standard normal with mean x;, but truncated to
be positive if y; = 1 or to be negative if y; = 0. A natural approach to
sample from (4.15) is to use two subblocks (6, ) and w. The block (0, x)
is sampled using (4.10) and w is updated using the factorization (4.17)
and algorithms for truncated normals, see, for example, Robert (1995).

Consider now the general setup (4.14) using a probit link. The full
conditional of x is then

z|0,w ~ N (sz, Q(e)+ZTZ), (4.18)
where the m x n matrix Z is
i
z-| ~
o

The full conditional of w is now

1U|:I?y Hﬂ—wz|wyz

where w;|(z, y;) is standard normal with mean z7'z, but truncated to
be positive if y; = 1 or to be negative if y; = 0. Sparseness of the
precision matrix for x|(@,w) now depends also on the sparseness of
Z"T Z . Typically, but not always, if n is large then Z7 Z is sparse, while if
n is small then Z7 Z is dense. Hence, sampling @ from its full conditional
is often computationally feasible.

If m is not too large, we can also integrate out @ to obtain

wly ~ N0, I+2Z2Q(0)*Z") 1w, y]. (4.19)
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Here 1]w, y] is a shorthand for the truncation induced by w; > 0ify, =1
and w; < 01if y; = 0 for each ¢. Sampling from a truncated normal in high
dimension is hard, therefore an alternative to sample w from 7 (w|x,y)
is to sample each component w; from m(w;|w_;,y) using (4.19). See
Holmes and Held (2003) for further details and a comparison.

MCMC for logistic regression using auziliary variables

For the logit link we need to introduce one additional vector of length m
of auxiliary variables to transform the logistic distributed ¢; into a scale
mixture of normals. Using the result in Table 4.2 we obtain the following
representation

v KKS
N = 1/(24)?
w; N N(zFz, 1/)\)

. 1 ifw; >0
Y= Yo if w; < 0.

The variable v; is introduced for clarity only as it is a deterministic
function of A;. The posterior of interest is now

m(z,w, A, 0 | y) o m(0) w(z [ 0) T7(A) m(w [z, A) 7(y | w).
The full conditional of x is

x| 0w ~ N (ZTAw, Q(0)+ZTAz) (4.20)

where A = diag(A). The minor adjustments are due to the different
precisions of the w;’s rather than all precisions equal to unity as in the
probit case.

The full conditional of w factorizes as

7T-(,u) | ma)‘7y) = Hﬂ-(wi ‘ m7Ai7yi)7

where w;|(z, \;,y;) is normal with mean zIx and precision \;, but

truncated to be positive if y; = 1 and negative if y; = 0. The full
conditional of A factorizes similarly:

(A |z, w) = Hﬂ')\ | &, w;). (4.21)
It is a nonstandard task to sample from (4.21) as each term on the rhs
involves the Kolmogorov-Smirnov distribution for which the distribution

function is only known as an infinite series, see Appendix A. Holmes
and Held (2003) describe an efficient and exact approach based on the
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series method (Devroye, 1986) that avoids the density evaluation. The
alternative algorithm proposed in Chen and Dey (1998) approximates
the Kolmogorov-Smirnov density by a finite evaluation of this series.
The discussion so far suggests using the subblock approach and
constructing an MCMC algorithm updating each of the following three
subblocks conditionally on the rest: (6, ), w and X. However, further
progress can be made if we merge w and A into one block using

m(w, A |z, y) =7(w | z,y) 7(X | w,x), (4.22)

where we have integrated A analytically out of 7(wl|x,y,A) to obtain
m(w|x,y). It now follows that

w|wy Hﬂ—wz‘wyz

where w;|(x, y;) is L(z]'x,1) distributed, but truncated to be positive if
y; = 1 and negative if y; = 0. It is easy to sample from this distribution
using inversion.

To summarize, we suggest using the subblock algorithm with two
subblocks (6, xz) and (w,A). The first block is updated using (4.18)
together with a simple proposal for 8, while the second block is updated
using (4.22), sampling first w then .

4.3.4 Ezxample: Tokyo rainfall data

For illustration, we consider a simple but much analyzed binomial time
series, taken from Kitagawa (1987). Each day during the years 1983
and 1984, it was recorded whether there was more than 1 mm rainfall
in Tokyo. It is of interest to estimate the underlying probability p; of
rainfall at calendar day i = 1,...,366, which is assumed to be gradually
changing with time. Note that for ¢ = 60, which corresponds to February
29, only one binary observation is available, while for all other calender
days there are two. In total, we have m = 366 + 365 = 731 binary
observations and an underlying GMRF x of dimension n = 366.

In contrast to earlier modeling approaches (Fahrmeir and Tutz, 2001,
Kitagawa, 1987), we assume a circular RW2 model for ¢ = g(p) with
precision x. This explicitly connects the end and the beginning of the
time series, because smooth changes between the last week in December
and the first week in January are also to be expected. Such a model
cannot be directly analyzed with a state-space modeling approach. The
precision matrix of & is now a circular precision matrix Q = kR
with circulant structure matrix R with base (6,—4,1,0,...,0,1,—4).
Comparing @ to the precision matrix (3.40) of the ordinary RW2 model,
we see that only the entries in the first two and last two rows and columns
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are different. Note that the rank of @ is n—1 and larger than the rank of
the noncircular RW2 model. The precision  is assigned a G(1.0,0.0001)
prior.

If we assume a probit link, then the observational model is

Yi, iz ~ Blg~(x:)), i+ 60
Yoo ~ Blg~ (ze0))-

We have two observations for each calendar day except for February 29.
Therefore we use a double index for the observed data. The data only
contain information about the sum y;1 + y;2, so we assign (completely
arbitrary) y;; = 1 and y;o = 0 if the sum is 1.

We now introduce auxiliary variables w;; for each binary response
variable y;;. Let m; denote the number of observations of z;, which is 2

except for i = 60, and let m = (my,...,m,)". Further, let
Wie = Z W4
j=1
and we = (Wi, - .., Wne). . The full conditional of z can now be derived
either by extending (4.16) or from (4.18), as
x | the rest ~ N (w., Q + diag(m)). (4.23)

The full conditional of w is (4.17) where w;; is standard normal with
mean x;, but truncated to be positive if y;; = 1 and negative if y;; = 0.
The MCMC algorithm uses two subblocks (x, ) and w, and successively
updates each block conditional on the rest.

For comparison, we have also implemented the auxiliary approach
for the logistic regression model, using a G(1.0,0.000289) prior for
k to accommodate the different variance of the logistic distribution
compared to the standard normal distribution. Note that the ratio of the
expectations of the two priors (logit versus probit) is 0.000289/0.0001 =
2.89, approximately equal to 72/3 - (15/16)%, the common factor to
translate logit into probit results.

We need to introduce another layer of auxiliary variables A to
transform the logistic distribution into a scale mixture of normals,
see Section 4.3.3. The full conditional of & now follows from (4.20),
which is of the form (4.23) using w, and m instead, where

mi mi
Wie = E /\ijwij, and m; = E )‘ZJ
j=1 j=1

Also in this case we use the subblock algorithm using two blocks (k,x)
and (w, ). The second block is sampled using (4.22) in the correct
order, first w;; (for all ij) from the £(z;,1) distribution, truncated to
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Figure 4.9 Observed frequencies and fitted probabilities with uncertainty bounds
for the Tokyo rainfall data. (a): probit link. (b): logit link.

be positive if y;; = 1 and negative if y;; = 0, and then \;; (for all ij)
from (4.21).

Figure 4.9(a) displays the binomial frequencies, scaled to the interval
[0,1], and the estimated underlying probabilities p; obtained from the
probit regression approach, while (b) gives the corresponding results
obtained with the logistic link function. There is virtually no difference
between the results using the two link functions. Note that the credible
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Figure 4.10 Trace plots using the subblock algorithm and the single-site Gibbs
sampler; (a) and (c) show the traces of log s and g~*(x1s0) using the subblock
algorithm, while (b) and (d) show the traces of logx and g~ " (x1s0) using the
single-site Gibbs sampler.

intervals do not get wider at the beginning and the end of the time series,
due to the circular RW2 model.

We take this opportunity to compare the subblock algorithm with a
naive single-site Gibbs sampler which is know to converge slowly for this
problem (Knorr-Held, 1999). It is important to remember that this is
not a hard problem nor is the dimension high. We present the results
for the logit link. Figure 4.10 shows the trace of log k using the subblock
algorithm in (a) and the single-site Gibbs sampler in (b), and the trace of
g (z180) in (c) and (d). Both algorithms were run for 10000 iterations.

The results clearly demonstrate that the single-site Gibbs sampler has
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severe problems. The trace of log x has not yet reached its level even after
10000 iterations while the subblock algorithm seems to converge after
just a few iterations. The computational cost per iteration is comparable.
However, trace plots similar to those in Figure 4.10(b) are not at all
uncommon using single-site schemes for moderately complex problems,
especially after hierarchical models are becoming increasingly popular.
The discussion in Section 4.1.2 is relevant here as well.

The sum of repeated independent Bernoulli observations is binomial
distributed if the probability for success is constant, hence this example
also demonstrates how to use the auxiliary approach for binomial
regression.

We end this example with a comment on an alternative MCMC
updating algorithms in the probit model. We could add a further
auxiliary variable wgp,2 to make up for the ‘missing’ second observation
for February 29. The precision matrix for the full conditional of & will
now be circulant; hence we could have used the fast discrete Fourier
transform and Algorithm 2.10 to simulate from it. However, this would
not have been possible in the logit model as there the auxiliary variables
w have different precisions.

4.8.5 Ezxample: Mapping cancer incidence

As a second example for an auxiliary variable approach, we consider a
problem in mapping cancer incidence where the stage of the disease at
time of diagnosis is known. For an introduction to the topic see Knorr-
Held et al. (2002). Data were available on all incidence cases of cervical
cancer in the former East German Republic (GDR) from 1979, stratified
by district and age group. Each of the n = 6 690 cases of cervical cancer
has been classified into either a premalignant (3755 cases) or a malignant
(2935 cases) stage. It is of interest to estimate the spatial variation of the
incidence ratio of premalignant to malignant cases in the 216 districts,
after adjusting for age effects. Age was categorized into 15 age groups.

Let y; = 1 denote a premalignant case and y; = 0 a malignant case.
We assume a logistic binary regression model y; ~ B(p;), i = 1,...,n
with

logit(p:) = a + B¢y + Vi)

where j(i) and k(7) denote age group and district of case 7, respectively.
The age group effects 3 are assumed to follow a RW2 model while for the
spatial effect v we assume that it is the sum of an IGMRF model (3.30)
plus additional unstructured variation:

Vi = Uk + Vg
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(a) ()

Figure 4.11 (a) The precision matriz Q in the original ordering, and (b) the
precision matrix after appropriate reordering to reduce to number of nonzero
terms in the Cholesky triangle shown in (c). Only the nonzero terms are shown
and those are indicated by a dot.

Here, u follows the IGMRF model (3.30) with precision k, and v is
normal with zero mean and diagonal precision matrix with entries k.
For the corresponding precision parameters we assume a G(1.0,0.01) for
both £, and k, and a G(1.0,0.0005) for kg. A diffuse prior is assumed
for the overall mean o and sum-to-zero constraints are placed both on
B and u. Note that this is not necessary for the unstructured effect v,
which has a proper prior with mean zero a priori.

Let k = (kg, Ku, ky)T denote the vector of all precision parameters
in the model. Similar to the previous example, we used auxiliary
variables wy,...,w, and A1,..., A, to facilitate the implementation of
the logistic regression model. Figure 4.11 displays the precision matrix
of (a, B,u,v)|(k,w, ) before (a) and after (b) appropriate reordering
to reduce the number of nonzero terms in the Cholesky triangle (c).
Note how the reordering algorithm puts the o and 3 variables at the
end, so the remaining variables become conditionally independent after
factorization as discussed in Section 2.4.3.

In our MCMC algorithm we group all variables into two subblocks and
update all variables in one subblock conditional on the rest. The first
subblock consists of (a, 8, u, v, k), while the auxiliary variables (w, \)
form the other block.

Figure 4.12 displays the estimated age-group effect, which is close
to a linear effect on the log odds scale with a slightly increasing slope
for increasing age. Figure 4.13 displays the estimates of the spatially
structured component exp(u) and the total spatial effect exp(vy) =
exp(u + v). It can clearly be seen that the total spatial variation
is dominated by the spatially structured component. However, the
unstructured component plays a nonnegligible role, as the total pattern
is slightly rougher (range 0.34 to 5.2) than the pattern of the spatially
structured component alone (range 0.43 to 4.4).
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Figure 4.12 Nonparametric effect of age group. Posterior median of the log
odds within 2.5 and 97.5% quantiles. The distribution of the observed covariate
is indicated with jittered dots.

(a) (b)
Figure 4.13 Estimated odds ratio (posterior median) for (a) the spatially

structured component u; and (b) the sum of the spatially structured and
unstructured variable u; + v;. The shaded region is West Berlin.
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The estimates are similar to the results obtained by Knorr-Held et al.
(2002), who analyzed the corresponding data from 1975. Incidentally,
the intercept a, which is not of central interest, has a posterior median
of 0.79 with 95% credible interval [0.62,1.00].

4.4 Nonnormal response models

We will now look at hierarchical GMRF models where the likelihood
is nonnormal. We have seen in the previous section that the binomial
model with probit and logit link can be reformulated using auxiliary
variables so that the full conditional of the latent GMREF is still a GMRF.
However, in other situations such an augmentation of the parameter
space is not possible. In these cases, it is useful to approximate the
log likelihood using a second-order Taylor expansion and to use this
GMRF approximation as a Metropolis-Hastings proposal in an MCMC
algorithm. A natural choice is to expand around the current state of
the Markov chain. However, the corresponding approximation can be
improved by repeating this process and expanding around the mean
of this approximation to generate an improved approximation. Such a
strategy will ultimately converge (under some regularity conditions), so
the mean of the approximation equals the mode of the full conditional.
The method has thus much in common with algorithms to calculate
the maximum likelihood estimator in generalized linear models, such as
Fisher scoring or iteratively reweighted least squares.

4.4.1 The GMRF approximation
The univariate case

The approach taken is best described by a simple example. Suppose
there is only one observation y from a Poisson distribution with mean
A. Suppose further that we place a normal prior on n = log\, n ~
N (i, x71), so the posterior distribution 7(n|y) is

m(nly) o w(n) 7y |n) (4.24)

K

= exp (*5(77 — ) +yn - exp(n)) = exp(f(n)),

say. In order to approximate f(n), a common approach is to construct
a quadratic Taylor expansion of the (unnormalized) log-posterior f(n)
around a suitable value 7,

Fn) & Flo) + £/ )=o) + 5.7 (10)(n o)’
= a—&—bn—%cn?
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Figure 4.14 Normal approzimation (dashed line) of the posterior density (4.24)
(solid line) for y = 3, u = 0 and k = 0.001 based on a quadratic Taylor
expansion around mno for no = 0, 0.5, 1, 1.5. The value of no is indicated with
a small dot in each plot.

Here, b = f'(no) — f"(no)no and ¢ = —f"(no). The value of a is not
relevant for the following.

We can now approximate 7 (n|y) by 7(n]y) where

- 1
7(n|y) o exp <20772 + b77> , (4.25)

which is in the form of the canonical parametrization N¢(b,c). Hence
7(n]y) is a normal distribution with mean p;(ny) = b/c and precision
k1(no) = c. We explicitly emphasize the dependence of p; and k1 on
7o and that all that enters in this construction is the value of f(n)
and its first and second derivative at 7. Figure 4.14 illustrates this
approximation for y = 3, u = 0, kK = 0.001, and 1y = 0, 0.5, 1, and 1.5.
One can clearly see that the approximation is better, the closer 7 is to
the mode of 7(nly).

The idea is now to use this normal distribution as a proposal
distribution in a Metropolis-Hastings step. For g we may simply take
the current value of the simulated Markov chain. More specifically, we
use a proposal distribution ¢(n*|ng), which is normal with mean g (1)
and precision k1 (7). Following the Metropolis-Hastings algorithm, this
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proposal is then accepted with probability

5l alwl)
o= {1’7r<no|y> q<n*|no>}' (4.26)

Note that this involves not only the evaluation of g(n*|no), which is
available as a by-product of the construction of the proposal, but also
the evaluation of g(no|n*). Thus, we also have to construct a second
quadratic approximation around the proposed value n* and evaluate the
density of the corresponding normal distribution at the current point g
in order to evaluate q(no|n*) and «.

It is instructive to consider this algorithm in the case where y|n is not
Poisson, but normal with unknown mean 7 and known precision A,

m(n | y) o< exp (;(A + )+ Ay + w)n) :

Thus, 7(n|y) is already in the quadratic form of (4.25) and hence
normal with mean (Ay + xu)/ (A + k) and precision (A + &). A quadratic
approximation to logm(n|y) at any point 79 will just reproduce the
same quadratic function independent of 7y. Using this distribution as
a proposal distribution leads to o = 1 in (4.26). Thus, if log 7w (y|n) is
already a quadratic function the algorithm outlined above leads to the
mean/mode of 7(n|y) in one step, independent of 7.

In the more general setting it is well known that iterated applications
of such quadratic approximations converge (under regularity conditions)
to the mode of m(n|y). More specifically, we set 11 = p1 and repeat the
quadratic approximation process to calculate ps(n;1) and k(7 ), then set
12 = po(n) and repeat this process until convergence. This algorithm
is in fact just the well-known Newton-Raphson algorithm; a slightly
modified version is known in statistics as Fisher scoring or iteratively
reweighted least squares.

It is seen from Figure 4.14 that the normal approximation to the
density 7 (n|y) improves, the closer 1y is to the mode of 7(n|y). This
suggests that one may apply iterative quadratic approximations to the
posterior density until convergence in order to obtain a normal proposal
with mean equal to the posterior mode. Such a proposal should have
relatively large acceptance rates and will also be independent of 7).

On the other hand, it is desirable to avoid iterative algorithms
within iterative algorithms such as the Metropolis-Hastings algorithm,
as this is likely to slow down the speed of the Metropolis-Hastings
algorithm. Nevertheless, it can be advantageous to apply the quadratic
approximation not only once, but twice or perhaps even more, in order
to improve the approximation of the proposal density to the posterior
density. Note that we have also to repeat constructing these iterated
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approximations around the proposed value n* in order to evaluate
q(mo|n*).-

Generalization to the multivariate case

The idea described in the previous section can easily be generalized
to a multivariate setting. Suppose for simplicity that there are n
conditionally independent observations ¥i,...,y, from a nonnormal
distribution where y; is an indirect observation of x;. Here « is a GMRF
with precision matrix @ and mean p possibly depending on further
hyperparameters. The full conditional 7(x|y) is then

(x| y) o exp (%(w )" Qx—p)+ ) logm(y; | :vi)) :

i=1

We now use a second-order Taylor expansion of Y. | log 7 (y;|2;) around
Lo, say, to construct a suitable GMRF proposal density 7(x|y). To be
specific,

~ 1 1
T(xz|y) o exp <_§$TQ$ +u'Qz + Z(ai + biz; — 5&963))

X exp (—%LET(Q + diag(e))x + (Qu + b)T:B> ,  (4.27)

where ¢; might be set to zero if it is negative. The canonical parameter-
ization is
Ne(Qp +b, Q + diag(c))

with mean g, say. The approximation depends on py as both b and ¢
depend on p. Similar to the univariate case, we can repeat this process
and expand around g, to improve the approximation. The improvement
is due to p being closer to the mode of w(x|y) than ay. This is (most)
often the case as p is one step of the multivariate Newton-Raphson
method to locate the mode of 7(x|y). After m iterations when p,,, equals
the mode of w(x|y), we denote the approximation 7(x|y) as the GMRF
approximation.

An important feature of (4.27) is that the GMRF approximation
inherits the Markov property of the prior on @, which is very useful for
MCMC simulation. A closer look at (4.27) reveals that this is because
y; depends on z; only. If covariates z; are also included, then y; will
typically depend on z7z. In this case the Markov properties may or
may not be inherited, depending on the z;’s. Since Taylor expansion
is somewhat cumbersome in high dimensions, we will always try to
parameterize to ensure that y; depends only on z;. We will illustrate
this in the following examples.
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There are also other strategies for locating the mode of logm(x|y)
than the Newton-Raphson method. Algorithms based on line search
in a specific direction are often based on the gradient of logm(x|y) or
that part of the gradient orthogonal to previous search directions. Such
approaches are particularly feasible as the gradient is

Viogn(z | y) = —(Q + diag(c))xz + Qu + b.

To evaluate the gradient involves potentially costly matrix-vector prod-
ucts like Qx. However, this is computationally fast as it only requires
O(n) flops for common GMRFs, see Algorithm B.1 in the Appendix. In
our experience, line-search methods for optimizing log 7(x|y) should be
preferred for huge GMRFs such as GMRFs for spatiotemporal problems,
while the Newton-Raphson approach is preferred for smaller GMRFs.
However, it is important to make all optimization methods robust as they
need to be fail-safe when they are to be used within an MCMC algorithm.
More details on robust strategies and constrained optimization for
constrained GMRFs are available in the documentation of the GMRFLib-
library described in Appendix B.

The Taylor expansion of log7(y;|z;) is most accurate at the point
around which we expand. However, concerning an approximation to
m(x|y) it is more important that the error is small in the region where
the major part of the probability mass is. This motivates using numerical
approximations to obtain the terms (a;,b;,¢;) in favor of analytical
expressions of the Taylor expansion of log 7 (y;|z;). Let f(n) = log w(y;:|n)
and 7y be the point around which to construct an approximation. For
0 > 0 we use

f(no+6) —2f(no) + f(no —9)
52
f(no +0) — f(no — 9)

by = — o€
25 Noc¢

and similarly for a;. The value of § should not be too small, for example,
§ between 1072 and 10~*. This depends of course on the scale of x;.
These values of (a;,b;, c;) ensure that the error in the approximation is
zero not only at 79, but also at 79 & §. See also the discussion and the
examples in Rue (2001).

In those cases where the GMRF approximation is not sufficiently
accurate, we can go beyond the Gaussian and construct non-Gaussian
approximations. We will return to this issue in Section 5.2.

c = —

Ezample: Revisiting Tokyo rainfall data

As a simple example, we now revisit the Tokyo rainfall data from Section
4.3.4. Assuming a logistic regression model, the likelihood for calendar
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Number of iterations Acceptance rates Iterations per second

1 67.6% 64.8
2 82.3% 45.4
3 83.1% 34.8
until convergence 83.2% 33.1

Table 4.3 Acceptance rates and number of iterations per second for Tokyo
rainfall data

day i equals

m;
m(yi | @i) o< exp | @ Zyz’j —m; log(1 + exp(;))
j=1
We construct a GMRF approximation for the full conditional of @
following the procedure in Section 4.4.1.

To illustrate the performance of the GMRF approximation, we have
computed the acceptance rate and the speed of the MCMC algorithm
for different values of the number of Newton-Raphson iterations to
construct the GMRF approximation. When we stop the Newton-
Raphson iterations before the mode is found, we obtain an approzimation
to the GMRF approximation. We have used an independence sampler
for (k,x), which is described in Section 5.2.3, by first sampling x from
an approximation to the marginal posterior 7(k|y), and then sampling
from an approximation to m(x|k,y). Finally, we accept/reject the two
jointly. These number are reported in Table 4.3. It can be seen that one
iteration already results in a very decent acceptance rate of 67.6%. For
two iterations, the rate increases to 82.3% but the algorithm runs slower.
The acceptance rates are only marginally larger if the proposal is defined
exactly at the posterior mode. In this example, it seems not necessary to
use more than two iterations. For comparison, we note that the auxiliary
variable algorithms are considerably faster, with 153.6 (221.7) iterations
per second on the same computer in the logit (probit) case.

4.4.2 Ezxample: Joint disease mapping

In this final case study, we present a spatial analysis of oral cavity and
lung cancer mortality rates in Germany, 1986-1990 (Held et al., 2004).
The data y;; are the number of cases during the 5-year period in area
i for cancer type j, where 7 = 1 denotes oral cavity cancer while j = 2
denotes lung cancer. The number of cases in region ¢ depends also on
the number of people in that region, and their age distribution. The
expected number of cases of disease j in region i is calculated based on
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Figure 4.15 The standardized mortality ratios for oral cavity cancer (left) and
lung cancer (right) in Germany, 1986-1990.

this information such that
i i

is fulfilled. Hence, we consider only the relative risk, not the absolute
risk.

The common approach is to assume that the observed counts y;; are
conditionally independent Poisson observations,

Yij ~ Pleijexp(nij)),

where 7;; denotes the log relative risk in area 7 for disease j.

The standardized mortality ratios (SMRs) y;;/e;; are displayed in Fig-
ure 4.15 for both diseases. For some background information on why the
SMRs are not suitable for estimating the relative risk, see, for example,
Mollié (1996). We will first consider a model for a separate analysis of
disease risk for each disease, then we will discuss a model for a joint
analysis of both diseases.

Separate analysis of disease risk

We suppress the second index for simplicity. One of the most commonly
used methods for a separate spatial analysis assumes that the log-relative
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risk i can be decomposed into
n=upl+u-+wv, (4.28)

where p is an intercept, u a spatially structured component, and v
an unstructured component (Besag et al., 1991, Mollié, 1996). The
intercept is often assumed to be zero mean normal with precision &,,.
The unstructured component is typically modeled with independent zero
mean normal variables with precision k,, say. The spatially structured
component u is typically an IGMRF of first order of the form (3.30) with
precision k.. Here we use the simple form without additional weights. A
sum-to-zero restriction is placed on u to ensure identifiability of u. If the
prior on u has zero precision, an equivalent model is to drop p and the
sum-to-zero restriction, but such a formulation is not so straightforward
to generalize to a joint analysis of disease risk.

Let & = (Kuy,fy)? denote the two unknown precisions while £, is
assumed to be fixed to some value, we simply set x, = 0. The posterior
distribution is now

T(p,u, v, K| y) o exp (f%”;f) Ky/? exp (_%v Zﬁ)

x kD Zexp —%‘ (u; —uy )

inj

K2

X exp (Z yi(p 4+ u; +v;) — e;exp(p + u; + vl)>
x  7(K).

For m(k) we choose independent G(1,0.01) priors for each of the two
precisions. Note that the prior for & = (u, u”,v")T conditioned on & is a
GMRF. However, we see that y; depends on the sum of three components
of &, due to (4.28). This is an implementation nuisance and can be solved
here by reparameterization using 7 instead of v,

nluk,p ~ Npl+u, k).
In the new parameterization = = (u,u’,n?)T
distribution is now

and the posterior

1
m(x, k| y) o KV2RPTD/Zexp (—imTQ:c)

X  exp (Z YiMi — €4 eXp(m)> W("@%

(2
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where

Ky + Ny /@vlT —/@vlT
Q= Kol Kyl + kol —kol (4.29)
—Kopl — Kol Kol

and R is the structure matrix for the IGMRF of first order
m; ifi=j
Rijj=4¢-1 ifi~yj (4.30)

0 otherwise,

where m; is the number of neighbors to i. Note that Q is a 2n+1x2n+1
matrix with 6n + ), m; nonzero off-diagonal terms. In this example
n = 544. Further, the spatially structured term w has a sum-to-zero
constraint, 17u = 0.

We now apply the one-block algorithm and generate a joint proposal

using
Ko~ Qg | Fu)
tp  ~ (kg | Kv)
R AN )

and then accept/reject (k*, *) jointly. We use the simple choice (4.13)
to update the precisions but this can be improved upon. The GMRF
approximation is quite accurate in this case, and the factor F' in (4.13)
is tuned to obtain an acceptance rate between 30 and 40%. The algorithm
does about 14 iterations per second on a 2.6-MHz processor. Since
we approximately integrate out @, the MCMC algorithm is essentially
a simple Metropolis-Hastings algorithm for a two-dimensional density.
We refer to Knorr-Held and Rue (2002) for a thorough discussion of
constructing MCMC algorithms doing block updating for these models.

Figure 4.16 displays the nonzero terms of the precision matrix (4.29)
in (a), after reordering to reduce the number of fill-ins in (b) and the
Cholesky triangle in (c). The structure of (4.29) is clearly recognized. The
estimated relative risks (posterior median) for the spatial component
exp(u) are displayed in Figure 4.17 where (a) displays the results for
lung cancer and (b) for oral cavity cancer.

If we choose a diffuse prior for u using &, = 0, some technical issues
appear using the GMRF approximation. Note that the full conditional of
x and the GMRF approximation are both proper due to the constraint.
However, since we are using Algorithm 2.6 to correct for the constraint
17w = 0, we must require the GMRF approximation to be proper
also without the constraint. This can be accomplished by modifying the
GMRF approximation, either using a small positive value for x, or to
add a small positive constant to the diagonal of R. The last option is
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(a) (b)
Figure 4.16 (a) The precision matriz (4.29) in the original ordering, and
(b) the precision matriz after appropriate reordering to reduce to number of

nonzero terms in the Cholesky triangle shown in (c). Only the nonzero terms
are shown and those are indicated by a dot.

Figure 4.17 Estimated relative risks (posterior median) of the spatial compo-
nent exp(u) for (a) lung cancer and (b) oral cavity cancer.

justified by (3.37). The acceptance probability is of course evaluated
using this modified GMRF approximation, so the stationary limit of the
MCMC algorithm is unaltered.

Joint analysis of disease risk

A natural extension of a separate analysis is to consider a joint analysis
of two or more diseases (Held et al., 2004, Knorr-Held and Best, 2001,
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Knorr-Held and Rue, 2002). In this example we will consider a joint
analysis of oral cavity cancer and lung cancer shown in Figure 4.15.
We assume that there is a latent spatial component w;, shared by
both diseases and again modeled through an IGMRF. An additional
unknown scale parameter § > 0 is included to allow for a different
risk gradient of the shared component for the two diseases. A further
spatial component us may enter for one of the diseases, which we again
model through an IGMRF. In our setting, one of the diseases is oral
cavity cancer, while the second one is lung cancer. Both are known to
be related to tobacco smoking, but only oral cancer is known to be
related to alcohol consumption. Considering the latent components as
unobserved covariates, representing the two main risk factors tobacco
(u1) and alcohol (us), it is natural to include us only for oral cancer.
More specifically we assume that

Ml ug, p 6~ Nl + duy + ua, fif,llI)
up |’LL1,’U,2,[I/,H ~ N(M21+(5—1U1, K;;;I%

where ky), and ky, are the unknown precisions of 7; and n,, respectively.
Additionally, we impose sum-to-zero constraints for both w; and ws.

Assuming p is zero mean normal with covariance matrix K;lI ,
then = = (pT, uf wl' n¥ nI)T is a priori a GMRF. The posterior
distribution is

1
m(x, k0 |y) /@Z{Q/if,;fmgi_l)/ng_l)/Q exp (—§$TQIB>

2 n
X exp | D> iy — eij exp(nig)

j=1i=1
x  7(k) 7(d),
where

Qp,p, Qp/u,l Quug Qunl Ql“h

Qu1u1 ujug Qulnl Qu1n2

Q = Qu2u2 Qu2711 Qu2712 ’ (431)
Sym. Q7h771 Q"l’lz
an"h

17u; = 0 and 17wy = 0. Defining the two n x 2 matrices C; = (1 0)
and C2 = (0 1), the elements of @ are as follows:

Qu. = Ful+ £y C{Cy+ £y, CTC,
T
Quul = Hn15 Cl
Quu, = #n,Cl +ky,d'CY

@ © 2005 by Taylor & Francis Group, LLC



_ T
Qun, = —HnCi

th = *"@nQC2T
Quou, = Fu R+ H,,152I
Quiw, = Fnol
Quin, = —kp, 6 I
Qun, = 0
Quyuy, = FuyBR+ kg I+ K%(S_QI
Quw1 = —knd
Qu.n, = —Iin25711
Qnn = fnl
Quin, = 0
annz = kgl

Here, R is the structure matrix of the IGMRF (4.30). We assign a
N(0,0.17%) prior on logd and independent G(1.0,0.01) priors on all
precisions.

There are now various ways to update (x,k,d). One option is to
update all in one block, by first updating the hyperparameters (k,d),
then sample a proposal for  using the GMRF approximation and then
accept/reject jointly. Although this is feasible, in this example it is both
faster and sufficient to use subblocks. Those can be chosen as

(Knlvulvnl)a (Hn27/f527772)7 (65 Huwul)a (6"‘{11'27'“'2)’

but other choices are possible. However, it is important to update each
field jointly with its hyperparameter. Note that some variables can occur
in more than one subblock, like § in this example. We might also choose
to merge the two last subblocks into

(“un’iuzv o, p, u17u2)-

This is justified as the full conditional of (u?,u¥, ul)? is a GMRF.

Figure 4.18 displays the nonzero terms of the precision matrix (4.31)
in (a), after reordering to reduce the number of fill-ins in (b) and the
Cholesky triangle L in (c). It took 0.03 seconds to reorder and factorize
the matrix on a 2.6-MHz computer. The number of nonzero terms in L
is 24 987 including 15081 fill-ins.

The estimated shared component u; and the component ws only
relevant for oral cancer are displayed in Figure 4.19. The two estimates
display very different spatial patterns and reflect quite nicely known
geographical differences in tobacco (u1) and alcohol (us) consumptions.
The posterior median for § is estimated to be 0.70 with a 95% credible
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Figure 4.18 (a) The precision matriz (4.31) in the original ordering, and
(b) the precision matriz after appropriate reordering to reduce to number of
nonzero terms in the Cholesky triangle shown in (c). Only the nonzero terms
are shown and those are indicated by a dot.

(b)

Figure 4.19 Estimated relative risks (posterior median) for (a) the shared

component exp(u1) (related to tobacco) and (b) the oral-specific component
exp(uz) (related to alcohol).
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interval [0.52, 0.88], suggesting that the shared component carries more
weight for lung cancer than for oral cancer. For more details on this
particular application we refer to Held et al. (2004), who also discuss
the connection to ecological regression models and generalizations to
more than two diseases.

4.5 Bibliographic notes

Our blocking strategy in hierarchical GMRF models is from Knorr-
Held and Rue (2002). Pitt and Shephard (1999) discuss in great detail
convergence and reparameterization issues for the first-order autore-
gressive process with normal observations also valid for the limiting
RW1 model. Papaspiliopoulos et al. (2003) discuss reparameterization
issues, and convergence for the two-block Gibbs sampler in normal
hierarchical models extending previous results by Gelfand et al. (1995).
Wilkinson (2003) comments on reparameterization issues and the joint
update approach taken here. Gamerman et al. (2003) compare various
block algorithms while Wilkinson and Yeung (2004) use the one-block
approach for a normal response model. For theoretical results regarding
blocking in MCMC, see Liu et al. (1994) and Roberts and Sahu (1997).
Steinsland and Rue (2003) present an alternative approach that updates
the GMRF in (4.8) as a sequence of overlapping blocks, a major benefit
for large GMRFs. Barone and Frigessi (1989) studied overrelaxation
MCMC methods for simulating from a GMRF, Barone et al. (2001) study
the case of general overrelaxation combined with blocking while Barone
et al. (2002) study the combination of coupling and overrelaxation.

The program BayesX is a (open source) software tool for performing
complex Bayesian inference using GMRFs (among others) (Brezger
et al., 2003). BayesX uses numerical methods for sparse matrices and
block updates large blocks of the GMRF using the GMRF approximation
for nonnormal data.

Other distributions that can be written as scale mixture of normals
are the symmetric stable and the symmetric gamma distributions, see
Devroye (1986) for the corresponding distribution of the mixing variables
A in each case. For more information on scale mixtures of normals, see
Andrews and Mallows (1974), Barndorff-Nielsen et al. (1982), Kelker
(1971) and Devroye (1986).

The hierarchical-t formulation is used particularly in state-space
models (Carlin et al., 1992, Carter and Kohn, 1996) but also in
spatial models, for example, in agricultural field experiments (Besag and
Higdon, 1999). Additionally, one may also add a prior on the degrees of
freedom v (Besag and Higdon, 1999).

The use of GMRF priors in additive models has been proposed in
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Fahrmeir and Lang (2001b), see also Fahrmeir and Knorr-Held (2000).
Biller and Fahrmeir (1997) use priors as those discussed in Section 3.5.
Similarly, GMRF priors can be used to model time-changing covariate
effects and are discussed in Harvey (1989) and Fahrmeir and Tutz (2001),
see also Fahrmeir and Knorr-Held (2000). Spatially varying covariate
effects as proposed in Assungao et al. (1998) and further developed in
Assuncao et al. (2002) and Gamerman et al. (2003).

It is well known that the auxiliary variable approach is also useful
for multicategorical response data. Consider first the case, where the
response categories are ordered. Albert and Chib (1993) and Albert and
Chib (2001) have shown how to use the auxiliary variable approach
for the cumulative probit and sequential probit model. Similarly, it is
straightforward to adopt the auxiliary variable approach for logistic
regression to the cumulative and sequential model. For an introduction
to these models see Fahrmeir and Tutz (2001, Chapter 3). For an
application of such models with latent IGMRFs, but without auxiliary
variables, see Fahrmeir and Knorr-Held (2000) and Knorr-Held et al.
(2002). Turning to models for unordered response categories, the aux-
iliary variable approach can also be used in the multinomial probit
model, as noted by Albert and Chib (1993), and in the multinomial logit
model, as described in Holmes and Held (2003). For an application of the
multinomial probit model using GMRF priors and auxiliary variables see
Fahrmeir and Lang (2001c). The auxiliary variable approach does also
extend to a certain class of non-Gaussian (intrinsic) MRF's such that the
full conditional for the MRF is a GMRF, see Geman and Yang (1995).

The use of the algorithms to construct appropriate GMRF approx-
imations in Section 4.4.1 was first advocated by Gamerman (1997)
in the context of generalized linear mixed models. Follestad and
Rue (2003) and Rue and Follestad (2003) discuss the construction of
GMRF approximations using soft constraints (see Section 2.3.3) where
aggregated Poisson depends on the sum of all relative risks in a region.

Various other examples of hierarchical models with latent GMRF
components can also be found in Banerjee et al. (2004). Sun et al. (1999)
considers propriety of the posterior distribution of hierarchical models
using IGMRFs. Ferreira and De Oliveira (2004) discuss default /reference
priors for parameters of GMRFs for use in an ‘objective Bayesian
analysis’.
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CHAPTER 5

Approximation techniques

This chapter is reserved for the presentation of two recent developments
regarding GMRF's. At the time of writing these new developments have
not been fully explored but extend the range of applications regarding
GMRFs and bring GMRFs into new areas.

Section 5.1 provides a link between GMRFs and Gaussian fields used
in geostatistics. Commonly used Gaussian fields on regular lattices can
be well approximated using GMRF models with a small neighborhood.
The benefit of using GMRF approximations instead of Gaussian fields
is purely computational, as efficient computation of GMRF's utilize
algorithms for sparse matrices as discussed in Chapter 2.

The second topic is motivated by the extensive use of the GMRF
approximation to the full conditional of the prior GMRF « in Chapter
4. The GMRF approximation is found by Taylor expanding to second
order the nonquadratic terms around the mode. In those cases where this
approximation is not sufficiently accurate, we might wish to ‘go beyond
the Gaussian’ and construct non-Gaussian approximations. However,
to apply non-Gaussian approximations in the setting of Chapter 4, we
need to be able to sample exactly from the approximation and compute
the normalizing constant. Despite these rather strict requirements, we
will present a class of non-Gaussian approximations that satisfy these
requirements and are adaptive in the sense that the approximation
adapts itself to the particular full conditional for & under study.

5.1 GMRFs as approximations to Gaussian fields

This section discusses the link between Gaussian fields (GFs) used in
geostatistics and GMRFs. We will restrict ourselves to isotropic Gaussian
fields on regular lattices Z,,. We will demonstrate that GMRFs with a
local neighborhood can well approximate isotropic Gaussian fields with
commonly used covariance functions, in the sense that each element in
the covariance matrix of the GMRF is close to the corresponding element
of the covariance matrix of the Gaussian field. This allows us to use
GMRFs as approximations to Gaussian fields on regular lattices. The
advantage is purely computational, but the speedup can be (’)(n3/ 2.
This is our approach to solve (partially) what Banerjee et al. (2004) call
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the big n problem. Further, the Markov property of the GMRF's can be
valuable for applying these models as a component in a larger complex
model, especially if simulation-based methods for inference are used.

5.1.1 Gaussian fields

Let {z(s), s € D} be a stochastic process where D C R? and s € D
represents the location. In most applications, d is either 1, 2, or 3.

Definition 5.1 (Gaussian field) The process {z(s), s € D} is a
Gaussian field if for any k > 1 and any locations s1,...,8, € D,
(2(81),...,2(sx))T is mormally distributed. The mean function and
covariance function (CF) of z are

n(s) = E(z(s)), C(s,t) = Cov(z(s),z(t)),

which are both assumed to exist for all s and t. The Gaussian field is
stationary if p(s) = p for all s € D and if the covariance function only
depends on s — t. A stationary Gaussian field is called isotropic if the
covariance function only depends on the Euclidean distance between s
and t, i.e., C(s,t) = C(h) with h = \/||s — t||.

For any finite set of locations, a CF must necessarily induce a positive
definite covariance matrix, i.e.,

Z ZaiajC’(si, Sj) >0
J

K3

must hold for any k& > 1, any si,...,S;, and any (real) coefficients
ai,...,ay,. If this is the case, then the CF is called positive definite. All
continuous CFs on R? can be represented as Fourier transforms of a
finite measure, a rather deep result known as Bockner’s theorem, see, for
example, Cressie (1993). Bockner’s theorem is often used as a remedy to
construct CF or to verify that a (possible) CF is positive definite.

In most applications one of the following isotropic CFs is used in
geostatistics:

Exponential C(h) = exp(—3h)

Gaussian C(h) = exp(—3h?)

Powered exponential ~ C(h) = exp(—3h%), 0<a <2 (5.1)
. _ 1 v

Matérn C(h) = T{)2rT (syh)’ K, (syh). (5.2)

Here K, is the modified Bessel function of the second kind and order
v > 0, and s, is a function of v such that the covariance function is scaled
to C(1) = 0.05. For similar reasons the multiplicative factor 3 enters in
the exponent of the exponential, Gaussian and powered exponential CF,
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0.0 0.5 1.0 15

Figure 5.1 The Matérn CF with range r = 1, and v = 1/2,1,3/2,5/2, and
100 (from left to right). The case v = 1/2 corresponds to the exponential CF
while v = 100 is essentially the Gaussian CF.

where now C(1) = 0.04979 ~ 0.05. Note that C'(0) = 1 in all four cases,
so the CFs are also correlation functions. Of course, if we multiply C'(h)

with 02 then the variance becomes o2.

The powered exponential CF includes both the exponential (o = 1)
and the Gaussian (a = 2), and so does the often-recommended Matérn
CF with v = 1/2 and v — oo, respectively. The Matérn CF is displayed
in Figure 5.1 for v =1/2,1,3/2,5/2, and 100.

A further parameter r, called the range, is often introduced to scale
the Euclidean distance, so the CF is C'(h/r). The range parameter can
be interpreted as the (minimum) distance h for which the correlation
function C(h) = 0.05. Hence, two locations more than distance r apart
are essentially uncorrelated and hence also nearly independent.

Nonisotropic CFs can be constructed from isotropic CFs by replacing
the Euclidean distance h between locations s and ¢ with

W= \J(t—s)TA(t —s),

where A is SPD. This gives elliptical contours of the covariance function,
whereas isotropic ones always have circular contours. The Euclidean
distance is obtained if A = I.
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5.1.2 Fitting GMRFs to Gaussian fields

We will now formulate how to fit GMRFs to Gaussian fields and then
discuss in detail some practical and technical issues. We assume the
Gaussian field is isotropic with zero mean and restricted to the torus
7T, The torus is preferred over the lattice for computational reasons and
to make the GMRF stationary (see Section 2.6.3).

Let z denote a zero mean Gaussian field on 7,,. We denote by
d((i,7), (@, 4")) the Euclidean distance between z;; and z; ;- on the torus.
The covariance between z;; and z;j is

Cov(zij, ziry) = C(d((4,5), (7', 5")) /),

where C(-/r) is one of the isotropic CFs presented in Section 5.1.1 and
r is the range parameter. A value of » = 10 means that the range is 10
pixels. Denote by 3 the covariance matrix of z.

Let  be a GMRF defined on 7, with precision matrix Q(80) depending
on some parameter vector @ = (0y,6,...)T. Let £(0) = Q(0)~! denote
the covariance matrix of . Let m(x;0) be the density of the GMRF
and 7(z) the density of the Gaussian field we want to fit. The best fit is
obtained using the ‘optimal’ parameter value

0" = arg min D(n(x;0),7(2)). (5.3)

0coOL

Here, D(+,) is a metric or measure of discrepancy between the two
densities and @7 is the space of valid values of 8 as defined in (2.71).
In practice, we face a trade-off problem between sparseness of Q(6) and
how close the two densities are. If 33(0) = X then the two densities are
identical but Q(6) is typically a completely dense matrix. If Q(0) is
(very) sparse, the fit may not be sufficiently accurate.

The fitted parameters may also depend on the size of the torus,
which means that we may need a different set of parameters for each
size. However, it will be demonstrated in Section 5.1.3 that the fitted
parameters are nearly invariant to the size of the torus if the size is large
enough compared to the range.

In order to obtain a working algorithm, we need to be more specific
about the choice of the neighborhood, the parameterization, the distance
measure and the numerical algorithms to compute the best fit.

Choosing the torus T, instead of the lattice I,

The covariance matrix 3 and the precision matrix Q(0) are block-
circulant matrices, see Section 2.6.3. We denote their bases by o and
q(0), respectively. Denote by o(8) the base of Q(8)~*.

Numerical algorithms for block-circulant matrices are discussed in Sec-
tion 2.6.2 and are all based on the discrete Fourier transform. For this

@ © 2005 by Taylor & Francis Group, LLC



reason, the size of the torus is selected as products of small primes.
However, delicate technical issues appear if we define a Gaussian field
on 7,, using a CF valid on R?, as it might not be a valid CF on the torus.
Wood (1995) discusses this issue in the one-dimensional case where a line
is wrapped onto a circle and proves that the exponential CF will still
be valid while the Gaussian CF will never be valid no matter the size
of the circle compared to the range. However, considering only the CF
restricted to a lattice, Dietrich and Newsam (1997) prove essentially,
that if the size of the lattice is large enough compared to the range,
then the (block) circulant matrix will be SPD. See also Grenander and
Szegd (1984) and Gray (2002) for conditions when the (block) Toeplitz
matrix and its circulant embedding are asymptotically equivalent. The
consequence is simply to choose the size of the torus large enough
compared to the range.

Choice of neighborhood and parameterization

Regarding the neighborhood and parameterization, we will use a square
window of size (2m + 1) x (2m + 1) centered at each (i,j), where
m = 2 or 3. The reason to use a square neighborhood is purely
numerical (see Section 2), as if x; 42 is a neighbor to z;; then the
additional cost is negligible if we let also ;42 j+2 be a neighbor of
x;;. Hence, by choosing the square neighborhood we maximize the
number of parameters, keeping the computational costs nearly constant.
Further, since the CF is isotropic, we must impose similar symmetries
regarding the precision matrix. For m = 2 this implies that E(x;;|z_;;)
is parameterized with 6 parameters

00000 0ooo0o0o0 ocoeoo oceoeo eo0o0o0e
1 ocoeo0o0 ceoeo0 ocooo0o0 eo0o0o0e ocoo0o0o0
_— 0200000—|—0300000—|—04ooooo+95ooooo+9600000
01 00 eo0o0 0ceo0eo0 0co0oo0o0o0 eoco0o0e 0coo0o0o0
00000 00000 ocoeoo oceo0eo0 eococoe

(5.4)

using the same notation as in Section 3.4.2, while
Prec(xij | CB,ij) = 91.

However, we have to ensure that the corresponding precision matrix is
SPD, see the discussion in Section 2.7.
We will later display the coefficients as

0s/0:
01|  05/0, 05/6, (5.5)
1 0,/0, 04/6,

representing the lower part of the upper right quadrant. For m = 3 we
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have 10 available parameters:

010/01

06/601  09/0:

03/00 05/01 0s/6;
1 0,/0, 04/0, 0:/0

01

with obvious notation.

Choice of metric between the densities

When considering the choice of metric between the two densities, we
note that we can restrict ourselves to the case where both densities have
unit marginal precision, so Prec(z;;) = Prec(z;;) = 1 for all ij. We can
obtain this situation if the CF satisfies C(0) = 1 and o(8) is scaled so
that element 00 is 1. The scaling makes one of the parameters redundant,
hence we set §; = 1 without loss of generality. After the best fit is found,
we compute the value of #; giving unit marginal precision and scale the
solution accordingly. The coefficients found in the minimization are those
within the brackets in (5.5) and (5.6).

As both densities have unit marginal precision, the covariance matrix
equals the correlation matrix. Let p be the base of the correlation matrix
of the Gaussian field and p(0) the base of the correlation matrix of the
GMREF. Since p uniquely determines the density of z and p(0) uniquely
determines the density of «, we can define the norm between the densities
in (5.3) by a norm between the corresponding correlation matrices. We
use the weighted 2-norm,

o= pO)11% =D (pis — pis(0))*wi;
ij
with positive weights w;; > 0 for all 7j. The CF is isotropic and its value
at (i,7) only depends on the distance to (0,0). It is therefore natural to

choose w;; o< 1/d((4, ), (0,0))) for ij # 00. However, we will put slightly
more weight on lags with distance close to the range, and use

1 if ij = 00
Wij X4 14r/d((3,4),(0,0)) ;
W otherwise.

The coefficients giving the best fit are then found as
0" = arg min |p— p(6)|,, (5.7)
0cO

which has to be computed numerically.
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Numerical optimization: computing the objective function and its
gradient

Numerical optimization methods for solving (5.7) needs a function that
evaluates the objective function

U@)=lp-pOl
and if possible, the gradient

29
9027 0057

In (5.8), recall that we have fixed §; = 1. Both the objective function
and its gradient ignore the constraint that @ € @1 . We will return to
this issue shortly.

The objective function and its gradient can be computed in O(nlogn)
flops using algorithms for block-circulant matrices based on the discrete
Fourier transform as discussed in Section 2.6.2. The details are as follows.
The base p is determined by the target correlation function of the GF.
The base p(0) is computed using (2.50),

Tu(e). (5.8)

L IDFT2(DFT2(q(0) ® (-1))),

o(0) = o

which we need to scale to obtain unit precision:

p(8) = 5(8) /o0o (0). (5.9)

Here, ‘@®’ is defined in Section 2.1.1 and 0¢o(8) is the element 00 of o(8).
The objective function is then

2
U(e) = Z (pij — pij (6))" wij. (5.10)
tj
Because the CF is defined on a torus and assumed to be isotropic, we
only need to sum over 1/8 of all indices in (5.10).
The computation of the gradient (5.8) is somewhat more involved. Let

A be a nonsingular matrix depending on a parameter . Since AA™! = T
it follows from the product rule that

((%A) A+ A (%(A*)) =0,

where

So
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is a block-circulant matrix with base %0(0) equal to
k

1

nin2

IDFT2 (- (DFT2(q(8)) ® —2) ® DFT2(a%kq(0))> . (5.11)

Recall that ‘@’ is elementwise multiplication, see Section 2.1.1. Eq. (5.11)
is easily derived using the techniques presented in Section 2.6.2. Note
that the base 0¢(0)/06) only contains zeros and ones. More specifically,
for m = 2 the base contain four 1’s for k € {2,3,4,6} and eight 1’s for
k =5, see (5.4). From (5.9) we obtain

3 - ; io_ . 1 3000(0)0 .
8—0kp(0) - 0,00(0) (89k: (0)) 0_00(0)2 89k (0)1

0 _ o 9pii(9)
39kU(0)_ 2%:11)” (p” pza(e)) 90,

hence

We perform the optimization in R (Thaka and Gentleman, 1996) using
the routine optim and the option BFGS. optim is a quasi-Newton method
also known as a variable metric algorithm. The algorithm uses function
values and gradients to build up a picture of the surface to be optimized.
A further advantage is that the implementation allows for returning a
nonvalid function value if the parameters are outside the valid area, i.e.,
if some of the eigenvalues of Q(6) are negative.

As discussed in Section 2.7, it is hard to determine ®7 . Our strategy
is to replace ®F by @ where m is the size of the torus. After the
solution is found, we will take a large n’ and verify that 8* € @,. If 6"
passes this test (which is nearly always the case), we accept 8, otherwise
we rerun the optimization with a larger n.

5.1.8 Results

We will now present some typical results showing how well the fitted
GMRFs approximate the CFs in Section 5.1. We concentrate on the
exponential and Gaussian CF using both a 5 x 5 and 7 x 7 neighborhood
with range 30 and 50. The size of the torus is taken as 512 x 512.

Figure 5.2(a) and Figure 5.2(c) shows the fit obtained for the
exponential CF with range 30 using a 5 x 5 and 7 x 7 neighborhood,
respectively. Figure 5.2(b) and Figure 5.2(d) show similar results for the
Gaussian CF with range 50. The fitted CF is drawn with a solid line,
while the target CF is drawn with a dashed line, while the difference
between the two is shown in Figure 5.3.

The approximation obtained is quite accurate. For the exponential
CF the absolute difference is less than 0.01 using a 5 x 5 neighborhood,
while it is less than 0.005 using a 7 X 7 neighborhood. The Gaussian CF
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Figure 5.2 The figures display the correlation function (CF) for the fitted
GMRF (solid line) and the target CF (dashed line) with the following
parameters: (a) exponential CF with range 30 and a 5 X 5 neighborhood, (b)
Gaussian CF with range 50 and a 5 X 5 neighborhood, (c) exponential CF with
range 30 and a 7 X 7 neighborhood, and (d) Gaussian CF with range 50 and a
7 x T netghborhood.

is more difficult to fit, which is due to the CF type, not the increase
in the range. In order to fit the CF accurately for small lags, the fitted
correlation needs to be negative for larger lags. However, the absolute
difference is still reasonably small and about 0.04 and 0.008 for the 5 x 5
and 7 x 7 neighborhood, respectively. The improvement by enlarging the
neighborhood is larger for the Gaussian CF than for the exponential CF.

The results obtained in Figure 5.2 are quite typical for different range
parameters and other CFs. For other values of the range, the shape of
the fitted CF is about the same and only the horizontal scale is different
(due to the different range). We do not present the fits using the powered
exponential CF (5.1) for 1 < a < 2, and the Matérn CF (5.2), but they
are also quite good. The errors are typically between those obtained for
the exponential and the Gaussian CF.

For the CFs shown in Figure 5.3 the GMRF coefficients (compare (5.5)
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Figure 5.3 The figures display the difference between the target correlation

function (CF) and the fitted CF for the corresponding fits displayed in Figure
5.2. The difference goes to zero for lags larger than shown in the figures.

and (5.6)) are

0.091
26.685 0.304 —0.191 (5.12)
1 —-0.537 0.275
and
0.063
0.085 —0.100

14876\ o015 —0.002 0071
1 —0280 —0.005 —0.033

for the exponential CF and

—0.083
118 668.081 0.000  0.166 (5.13)
1 —0.333 —0.165
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and
0.009
0.173 —0.031
73 382.052 —0.263 —0.002 —0.057
1 -0.122 0.029 0.106

for the Gaussian CF. We have truncated the values of 6;/6; showing
only 3 digits.

Note that the coefficients are all far from producing a diagonal-
dominant precision matrix. This supports the claim made in Section 2.7.2
that imposing diagonal dominance can be severely restrictive for larger
neighborhoods. Further, we do not find the magnitude of the coefficients
and (some of) their signs particularly intuitive. Although the coefficients
have a nice conditional interpretation (see Theorem 2.3), it seems hard to
extrapolate these to knowledge of the covariance matrix without doing
the matrix inversion. A way to interpret the coefficients of the fitted
GMRF is to consider them purely as a mapping of the parameters of the
CF. The parameters in the CF are easier to interpret.

The fitted GMREF is sensitive wrt small changes in the coefficients. To
illustrate this issue, we took the coefficients in (5.13) and use 3, 5, 7, and
9 significant digits to represent 6; /61, for i = 2,...,5. The scaling factor
o is not truncated. Using these truncated coefficients we computed the
CF and compared it with the Gaussian CF with range 50. The result is
shown in Figure 5.4. Using only 3 significant (panel a) digits makes Q(0)
not SPD and these parameters are not valid. With 5 significant digits
(panel b) the range is far too small and the marginal precision is 276,
far too large. Increasing the number of digits to 7 (panel c¢) decreases
the marginal precision to 17, while for 9 digits (panel d) the marginal
precision is now 0.95 and the fit has considerably improved. We need
12 digits to reproduce Figure 5.2(b). There is somewhat less sensitivity
of the coefficients for the exponential CF, but still we need 8 significant
digits to reproduce Figure 5.2(a).

The coefficients obtained as the solution of (5.7) also depend on the
size of the torus. How strong this dependency is can be investigated by
using the coefficients computed for one size to compute the CF and the
marginal precision using a torus of a different size. If the CF and the
marginal precision are close to the target CF and the marginal precision
is near 1, then we may use the computed coefficients on toruses of a
different size. This is an advantage as we only need one set of coefficients
for each CF. It turns out that as long as the size of the torus is large
compared to the range r, the effect of the size of the torus is (very) small.

We illustrate this result using the coefficients in (5.13) corresponding
to a Gaussian CF with range 50. We applied these coefficients to toruses
of size n x n with n between 32 and 512. For each size n we computed
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Figure 5.4 The figures display the correlation function (CF) for the fitted
GMRF (solid line) and the Gaussian CF (dashed line) with range 50. The
figures are produced using the coefficients as computed for Figure 5.2(b) using
only (a) 3 significant digits, (b) 5 significant digits, (c) 7 significant digits and
(d) 9 significant digits, for 0;/01, i =2,...,5 while 6y was not truncated. For
(a) the parameters are outside the valid parameter space so Q(6) not SPD.
The marginal precisions based on the coefficients in (b), (c¢), and (d) is 276,
17, and 0.95, respectively.

the marginal precision, shown in Figure 5.5. The marginal precision is
less than one for small n, becomes larger for larger n, before it stabilizes
at unity for n > 300. This corresponds to a size that is 6 times the
range. The marginal precision is not equal to one if the CF does not
reach its stable value at zero at lag ni/2. Due to the cyclic boundary
conditions the CF is cyclic as well. Repeating this exercise using the
coefficients (5.12) obtained for the exponential CF with range 30 shows
that in this case, too, the dimension of the torus must be about 6 times
the range.
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Figure 5.5 The marginal precision with the coefficients in (5.18) corresponding
to a Gaussian CF with range 50, on a torus with size from 32 to 512. The
marginal precision is about 1 for dimension larger than 300, i.e., 5 times the
range in this case.

5.1.4 Regular lattices and boundary conditions

In applications where we use zero mean Gaussian fields restricted
to a regular lattice, cyclic boundary conditions are rarely justified
from a modeling point of view. This means that we must consider
approximations on the lattice Z,, rather than the torus 7,.

However, the full conditional m(xz;;|x_;;) of a GMRF approximation
will have a complicated structure with coefficients depending on ij and
in particular on the distance from the boundary, in order to fulfill
stationarity and isotropy.

Consider a (2m + 1) x (2m + 1) neighborhood. A naive approach is to
specify the full conditionals as

1
E(zi [2-i;) = " B0 Zekliﬂi+k,j+z (5.14)
kl

Prec(z;j | ®—i;) = 6o, (5.15)

using the same coefficients as obtained through (5.7) and simply setting
Titk j+1 = 0 (the mean value) (5.14) for (¢ + 1,7 + ) & I,,. Note that
the coeflicients in (5.14) equal those in (5.5) and in (5.6) with a slight
change in notation.

The full conditional 7(z;;|x_;;) now has constant coefficients but the
marginal precision and the CF will no longer be constant but varies
with ij and depends on the distance from the boundary. This effect is
not desirable and we will now discuss strategies to avoid these features.

Our first concern, however, is to make sure that it is valid to take
the coefficients on 7,, and use them to construct a GMRF on Z,, with
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Figure 5.6 The figure displays an unwrapped ni1 X na torus. The set B have
thickness m and A is an (n1 —m) X (n2 —m) lattice.

full conditionals as in (5.14) and (5.15). In other words, under what
conditions will Q(0), defined by (5.14) and (5.15), be SPD? The solution
is trivial as soon as we get the right view.

Consider now Figure 5.6 where we have unwrapped the torus 7,.
Define the set B with thickness m shown in gray and let A denote
the remaining sites. Consider the density of x4|xp. Since B is thick
enough to destroy the effect of the cyclic boundary conditions, Q 44
equals the precision matrix obtained when using the coefficients 8 on
an (n; —m) X (ng — m) lattice. Since all principal submatrices of Q
are SPD (see Section 2.1.6), then Q4,4 is SPD. Hence we can use the
coefficients computed in Section 5.1.2 on 7,, to define GMRF's through
the full conditionals (5.14) and (5.15) on lattices not larger than (n; —
m) x (n2 —m), see also (2.75).

To illustrate the boundary effect of using the full conditionals (5.14)
and (5.15), we use the 5 x 5 coefficients corresponding to Gaussian and
exponential CFs with range 50 and define a GMRF on a 200 x 200 lattice.
We computed the marginal variance for z;;, as a function of ¢ using the
algorithms in Section 2.3.1. Figure 5.7 shows the result.

The marginal variance at the four corners is 0.005% (Gaussian) and
0.102 (exponential), which is small compared to the target unit variance.
Increasing the distance from the border the variance increases, and
reaches unity at a distance of around 75 (Gaussian) and 50 (exponential).
This corresponds to 1.5 (Gaussian) and 1.0 (exponential) times the
range. The different behavior of the Gaussian and exponential CF is
mainly due to the different smoothness properties of the CF at lag 0.

The consequence of Figure 5.7 is to enlarge the lattice to remove the
effect of x;; being zero outside the lattice. As an example, if the problem
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Figure 5.7 The wvariance of xi, for i = 1,...,200, when using the 5 X 5
coefficients corresponding to Gaussian (solid line) and exponential (dashed
line) CFs with range 50, on a 200 x 200 lattice.

at hand requests a 200 x 200 lattice and we expect a maximum range
of about 50, then using GMRF approximations, we should enlarge the
region of interest and use a lattice with dimension between 300 x 300
and 400 x 400.

An alternative approach is to scale the coeflicients near the boundary,
in ‘some appropriate fashion’. However, if the precision matrix is not
diagonal dominant, it is not clear how to modify the coefficients near and
at the boundary to ensure that the modified precision matrix remains
SPD.

We will now discuss an alternative approach that apparently solves
this problem by an embedding technique. This approach is technically
more involved but the computational complexity to factorize precision
matrix is O(n/?logn), where n = niny. Let & be a zero mean GMRF
defined through its full conditionals (5.14) and (5.15) on the infinite
lattice Zo,. Let

Yij = E(zijz00)
be the covariance at lag ij, which is related to the coefficients 6 of the
GMRF by

cos(w1i + waj)
dwy dws, 5.16
Vi = 47r2/ / > i Ot cos(wik + waj) w1z ( )

see Section 2.6.5. Figure 5.8 illustrates an (nq +2m) X (ns + 2m) lattice,
which is to be considered as a subset of Z.,. Further, the thickness of B
is m, such that

A 1 m(AUB)C |£BB
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Figure 5.8 An ny xng lattice (A) with an additional boundary (B) of thickness
m.

where (AU B)¢ is the complement of AU B. We factorize the density for
LAuB aS

m(xaup) =7(xp) (XA | B).
Here, g is Gaussian with covariance matrix X gp with elements found
from (5.16), while x 4|z has density

1
m(xa | Tp) o< exp <_§$£uBQwAUB)

1
X exp <_§m£QAA:BA + CBEQ?;BCUA) )

where Q(; j), (k) = 0i—kj—1- The marginal density of x4 now has the
correct covariance matrix with elements found from (5.16).

To simulate from w(xayup) we first sample xp from 7(xp) then
x4 from w(xa|xp). Conditional simulation requires, however, the joint
precision matrix for xaypg:

A _ QAA QAB
Prec (m) = <Q£B Q15Q:4Qup + 252) ' (5:17)

Note that B has size ng of order O(n'/?). To factorize the (dense)
ng X ng matrix

QhpQarQus + Zpp, (5.18)
we need O(n%) = O(n?/?) flops. This is the same cost needed to factorize
Q4. However, to compute (5.18), we need Q% Q7 4Q4p. Let La
be the Cholesky triangle of Q 44, then Q4 zQ14Q 45 = G' G where
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LG = Q 5. We can compute G by solving np linear systems each of
cost O(nlogn), hence the total cost is O(n?/?logn). In total, (5.17) can
be computed and factorized using O(n/?logn) flops.

To compute the covariances of the GMRF on Z,, to find X gpg, there
is no need to use (5.16), which involves numerical integration of an
awkward integrand. As @,, is a block Toeplitz matrix we can construct
its cyclic approximation C,,. Since Q,, and C, are asymptotically
equivalent, so are Q,,_l1 and C;l under mild conditions, see Gray (2002,
Theorem 2.1). The consequence, is that {v;;} can be taken as the base
of C;,! for a large value of n.

The embedding approach extends directly to regions of nonsquare
shape S as long as we consider SNZ,, and can embed it with a boundary
region with thickness m.

5.1.5 Example: Swiss rainfall data

In applications we are often faced with the problem of fitting a stationary
Gaussian field to some observed data. The observed data are most often
of the form
(slaxl)a (327x2)a R (Sdaxd)v

where s; is the spatial location for the ith observation x;, and d the
number of observations. This is a routine problem within geostatistics
and different approaches exist, see, for example, Cressie (1993), Chilés
and Delfiner (1999) and Diggle et al. (2003). We will not focus here on the
fitting problem itself, but on the question of how we may take advantage
of the GMRF approximations to Gaussian fields in this process.

Recall that we consider the GMRF approximations only as computa-
tionally more efficient representations of the corresponding GF. However,
we do not recommend computing maximum likelihood estimates of
the parameters in the GMRF directly from the observed data in
geostatistical applications. Such an approach may give surprising results.
This is related to model error and to the form of the sufficient statistics,
see Rue and Tjelmeland (2002) for examples and further discussion.

To fix the discussion consider the data displayed in Figure 5.9,
available in the geoR-library) (Ribeiro Jr. and Diggle, 2001). The data is
the measured rainfall on May 8, 1986 from 467 locations in Switzerland
where Figure 5.9 displays the observations at 100 of these locations. The
motivating scientific problem is to construct a continuous spatial map
of rainfall values from the observed data, but we have simplified the
problem for presentation issues. Assume the spatial field is a GF with a
common mean g and a Matérn CF with unknown range, variance, and
smoothness v. Denote these parameters by 6. Estimating the parameters
from the observed data using a Bayesian or a likelihood approach,
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Figure 5.9 Swiss rainfall data at 100 sample locations. The plot displays the
locations and the observed values ranging from black to white.

involves evaluating the log-likelihood,

e )SO) M- p1), (519)
for several different values of the unknown parameters 6. Note that the
d x d matrix 3(0) is a dense matrix and due to the irregular locations
{s;}, it has no special structure. Hence, a general Cholesky factorization
algorithm must be used to factorize 3(@), which costs d*/3 flops.

If we estimate parameters using only d = 100 observations, then the
computational cost is not that high and there is no need to involve
GMRF approximations at this stage. However, if we use all the data
d = 467 and factorizing 3(80) will be costly. We may take advantage of
the GMRF approximations to GFs. Assume for simplicity v = 1/2 so
the CF is exponential. We have precomputed the best fits for values of
the range r = 1,1.1,1.2,..., and so on. Since GMRF approximations are
for regular lattices only, we first need to replace the continuous area of
interest with a fine grid of size n, say. The resolution of the grid has
to be high enough so we can assign each observed data point (s;,x;)
to the nearest grid point without (too much) error. Using some kind of
interpolation is also possible. The boundary conditions should be treated

d 1
—Zog2r — —log|Z
5 log 27 20g| ()
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as discussed in Section 5.1.4.

Let « denote the GMRF at the lattice with size n, and denote by D the
set of sites that is observed and M those sites not observed. Note that
x = {xp,xp}. The likelihood for the observed data xp is not directly
available using GMRF approximations, but is available indirectly as

(x| 0)

m(@p | 6) = (@ | Zp, 0)

)

which holds for any xj;. We may use xj; = 0, say. Both terms on
the rhs are easy to evaluate if « is a GMRF, and the cost is O(n?/?)
flops. Comparing this cost with the cost of evaluating (5.19), we see
that the breakpoint is n ~ d2. If n < d? we will gain if we use GMRF
approximations and if n > d? it will be better to use (5.19) directly.
Choosing a resolution of the grid of 1 x 1 km?, we would use (5.19)
for d = 100, while for the full dataset, where d = 467, it would be
computationally more efficient to use the GMRF approximations.

The next stage in the process is to provide spatial predictions for
the whole area of interest with error bounds. Although it is also
important to propagate the uncertainly in the parameter estimation
into the prediction (Draper, 1995), we will for a short moment treat the
estimated parameters as fixed and apply the simple plug-in approach.
Maximum likelihood estimation using the exponential CF on the square-
root transformed data give the estimates # = 125 and 62 = 83 and
=21, which we will use further.

Spatial predictions are usually performed by imposing a fine regular
lattice of size n over the area of interest. Let « be the GF on this lattice.
The best prediction is then

E(x | observed data, ) (5.20)

and the associated uncertainty is determined through the conditional
variance. To compute or estimate (5.20) we can make use of a GMRF
approximation as the size of the grid is usually large. The locations of
the observed data must again be moved to the nearest grid point using
the GMRF approximations. The conditional variance is not directly
available from the GMRF formulation, but is easily estimated using
iid samples from the conditional distribution. Figure 5.10 shows the
estimated conditional mean and standard deviation using a 200 x 200
lattice restricted to the area of interest.

To account for the uncertainty in the parameter estimates it will be
required to use simulation-based inference using MCMC techniques. This
also allows us to deal with non-Gaussian data, for example, binomial or
Poisson observations. For a thorough discussion of this issue in relation
to the Swiss rainfall data, see Diggle et al. (2003, Section 2.8). Simulating
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Figure 5.10 Spatial interpolation of the Swiss rainfall data using a square-
root transform and an erponential CF with range 125. The top figure shows

the predictions and the bottom figure shows the prediction error (stdev), both
computed using plug-in estimates.
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from the posterior density of the parameters of interest will explore their
uncertainty, which can (and should) be accounted for in the predictions.
Therefore, the predictive samples have to be generated as part of the
MCMC algorithm. Averages over the samples will give an estimate of
the expectation conditioned on the observed data. This is no different
from averaging over predictions made using different parameter values.
The GMRF approximations do only offer computational gain, but this
can be important as it is typically computationally demanding to account
for the parameter uncertainty using GFs.

5.2 Approximating hidden GMRFs

In this section we will discuss how to approximate a nonnormal density
of the form

m(x | y) x exp (—%xTQa: - Zg,-(mi,yi)> . (5.21)

We assume that the terms g;(z;,y;) contain also nonquadratic terms of
x;, so that x|y is not normal. If « is a GMRF wrt G that is partially
observed through y, then x|y is called a hidden GMRF abbreviated as
HGMREF. Note that (5.21) defines x as a Markov random field wrt (the
same graph) G, but it is not Gaussian.

Densities of the form (5.21) occurred frequently in Chapter 4 as full
conditionals for a GMRF conditioned on nonnormal and independent
observations {y;} where y; only depends on z;. For example, assume y;
is Poisson with mean exp(z;), then the full conditional 7 (x|y) is of the
form (5.21) with

9i(wi,ys) = —2y; + exp(x;).
Alternatively, if y; is a Bernoulli variable with mean exp(z;)/(1 +
exp(x;)), then g;(z;,y;) reads

—zyi +log (1 + exp(z;))

using a logit link. In both cases, the g;(x;, y;) contain nonquadratic terms
of ZTi.

One approach taken in Chapter 4 was to construct a GMRF approx-
imation to w(x|y), which we here denote as mg(x). The mean of the
approximation equals the mode of 7(z|y), *, and the precision matrix
is

Q + diag(c).
Here, ¢; is the coefficient in the second-order Taylor expansion of
gi(x;,y;) at the mode 7,
2

1
9i(wi,yi) ~ ai + bix; + G (5.22)
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where the coefficients a;, b;, and ¢; depend on =} and y;. See also the
discussion in Section 4.4. If n is large and/or the g;(z;, y;) terms are too
influential, the GMRF approximation may not be sufficiently accurate.
This will be evident in the MCMC algorithms as the acceptance rate for
a proposal sampled from the GMRF approximation will become (very)
low. In such cases it would be beneficial to construct a non-Gaussian
approximation with improved accuracy compared to the GMRF approx-
imation. An approach to construct improved approximations compared
to the GMRF approximation is the topic in this section. We assume
throughout that (5.21) is unimodal.

In Section 5.2.1 we will discuss how to construct approximations to a
HGMREF, then apply these to a stochastic volatility model in Section
5.2.2 and to construct independence samplers for the Tokyo rainfall
data in Section 5.2.3. More complex applications are found in Rue et al.
(2004), which also combine these new approximations with the GMRF
approximations to GFs in Section 5.1.

5.2.1 Constructing non-Gaussian approximations

Before we start discussing how an improved approximation to (5.21)
can be constructed we should remind ourselves why we need an
approximation and what properties we must require from one.

The improved approximation is needed to update x in one block,
preferable jointly with its hyperparameters. For this reason, we need
to be able to sample from the improved approximation directly and
have access to the normalizing constant. For the normal distribution,
this is feasible but there are not that many other candidates (for high
dimension) around with these properties. We will outline an approach
to construct improved approximations that have these properties, addi-
tional to being adaptive to the particular g;’s under study.

The first key observation is that we can convert a GMRF wrt G to a
nonhomogeneous autoregressive model, defined backward in ‘time’, using
the Cholesky triangle of the reordered precision matrix,

LTz =z (5.23)

Here, z ~ N(0,I) and Q = LL”. The representation is sequential
backward in time, as (5.23) is equivalent to

1
X = —2Z
1
Tn—1 = (Zn—l - Ln,n—lxn)
Ln—l,n—l
1
Tpn—2 = 7 (Zn72 - Ln,n72$n - Lnfl,n72xn71) )
Ln—2,n—2
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and so on. In short, (5.23) represents 7(x) as

1
=[] r(@i | w1, .. zn). (5.24)

The autoregressive process is nonhomogeneous as the coeflicients L;; are
not a function of ¢ — j. The order of the process also varies and can be
as large as n — 1. However, L is by construction sparse.

By using (5.24) we may rewrite (5.21) as

1
(x| y) 7 17 [@ig1,. o n) exp(=gi(wi, )

Hﬂ-('ri | xi+1a"'7xn7yla"'7yi)7

where Z is the normalizing constant and

T(Ti|Tia1y oo Ty Y1y -5 Yi) X T(T5 | Tit1y vy T)
x exp (—gi(i, ¥i))
i—1
(5.25)
/exp Zg] xjvyj
j=1
W(‘Tl,...,l’ifl | mi,...,xn) dl’l"'d(ﬂifl.

The second key observation is to note that if we can approximate (5.25)
by

T(Ti | Tty e ey Ty Yty e ey Yi)s (5.26)
say, then we can approximate m(z|y) by

1
w(x|y) = H (i | Tig1y ooy Try Y1y -5 Vi) (5.27)

Since (5.26) is univariate, we can construct the approximation so that
the normalizing constant is known. As the approximation (5.27) is
defined sequentially backward in ‘time’; it automatically satisfies the
two requirements for an improved approximation:

1. We can sample from 7(x|y) directly (and exact), by successively

sampling
Ty o~ 7@ Y1, Yn)
Tn—-1 ~ 7:‘:(xn—l | xruyla-'-ayn—l)
Tn—2 ~ 7~l—(1'7172 | xnfla‘rnvyla"~ayn72)a

and so on, until we sample z.
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2. The density 7(z|y) is normalized since each term (5.26) is normalized.

Before we discuss how we can construct approximations to (5.25) by
neglecting ‘not that important’ terms, we will simply shift the reference
from 7(x) to the GMRF approximation of (5.21), wg(x), say, so
that (5.25) reads

7T(96i|$i+1,-~-,l“myl,u-,yi) X 7TG($i \ $i+17~-~>$n)

x exp (—hq(zi,yi))

i—1
(5.28)
X / exp —Zhj(xj,yj)
j=1
TG(21, . Ty | Ty, @) dwvy -+ - daiy,
where
1
hi(wi,yi) = gi(@i, yi) — (@i + biw; + Ecﬂf?),

using the Taylor expansion in (5.22). Further, let p denote the mean
in mg(x).

Starting from (5.28) we will construct three classes of approximations,
which we denote by Al, A2, and A3.

Approximation Al

Approximation Al is found by removing all terms in (5.28) apart from
ma(zi| i1, ..., xn), SO

Ta1(Ti | Tiv1, - s Tny Y1, - Yi) = Te (@ | ity -, Tn). (5.29)

Using (5.27), we obtain

1
Tai(z | y) HWG(% | Zit1s. . Tn)
=n

= mwg(x);

hence Al is the GMRF approximation. This construction offers an
alternative interpretation of the GMRF approximation.

Approximation A2

Approximation A2 is found by including the term we think is the most
important one missed in Al, which is the term involving the data y;,

TA2(Ti | Tig1s oo Tnn Yo -5 Yi) X TG (X | Tigry- oy Tn)
X eXp(—hi(.’L‘i7yi)). (530)
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Note that A2 can be a great improvement over A1 if the precision matrix
in mg(x) is a diagonal matrix, then Al can be very inaccurate for large
n while A2 will be exact.

However, since (5.30) can take any form, we need to introduce a second
level of approximation by using a finite dimensional representation
of (5.30), T 2. For this we use log-linear or log-quadratic splines. It is easy
to sample from such a density and to compute the normalizing constant.
One potential general problem using a spline representation, is that the
support of the distribution can be unknown to some extent. However,
this is not really problematic here, as we as may take advantage of the
GMRF approximation which is centered at the mode. Let u; and o2
denote the conditional mean and variance in (5.29), then the probability
mass is (with a high degree of certainty, except in artificial cases) in the
region

i = foi, i+ foi (5.31)

with f = 5 or 6, say. This can be used to determine the knots for the
log-spline representation. To construct a log-linear spline representation,
we can divide (5.31) into K equally spaced regions and evaluate the log
of (5.30) for the values of z; at each knot. We then define a straight
line interpolating the values in between the knots. A density that is
piecewise log-linear is particularly easy to integrate analytically and
straightforward to sample from. Additionally, we must add two border
regions from —oo to the first knot, and from the last knot to oco. This
is needed to obtain unbounded support of our approximation. A log-
quadratic spline approximation can be derived similarly, see Rue et al.
(2004, Appendix) for more details.

Approximation A3

In approximation A3 we include also the integral term in (5.28), which
we write as

i—1
I(z:) =B {exp(= Y _ hi(z;,45)) | ,
j=1
where the expectation is wrt g (1, ..., Ti—1|Z;, ..., z,) and we need to

evaluate the integral as a function of z; only. To approximate I(x;), we
may include only the terms in the expectation we think are the most
important, J(4), say,

Iz | J(0) =E [exp(— > hj(z;,y5))
JET (1))
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A first natural choice is
J@)={j : j<iandi~j} (5.32)

meaning that we include h; terms such that j is a neighbor of i. Note
that the ordering of the indices in (5.24), required to make L sparse,
does not necessarily correspond to the original graph, so j € J(i) does
not need to be close to i. However, if we use a band approach to factorize
Q@ and the GMRF model is an autoregressive process of order p on a line,
then j € J (i) will be close to i:
T(i) =1+ max(L,i-p) < <),

We can improve (5.32) by also including in J(¢) all neighbors to the
neighbors of ¢ less than 4, and so on. The main assumption is that the
importance decays with the distance (on the graph) to 4. This is not
unreasonable as g is located at the mode, but is of course not true in
general.

After choosing J (i) we need to approximate I(z;|7 (7)) for each value
of x; corresponding to the K 4 1 knots. A natural choice is to sample M
iid samples from ng(x1,...,2i—1]s, ..., 2y,), for each value of x;, and
then estimate I(x;|7(i)) by the empirical mean,

I(w; | T () Zexp ST ha™, ). (5.33)

Jjeg @)

Here, ..., &™) denote the M samples, one set for each value of ;.

Some description is needed at each of the steps.

e To sample from g (z1, ..., 2i—1|24, . . ., Ty) we make use of (5.23). Let
Jmin (%) be the smallest j € J(¢). Then, iid samples can be produced
by solving (5.23) from row ¢ — 1 until juin(7), for iid 2’s, and then
adding the mean p.

e We make I(2;|7(i)) continuous wrt z; using the same random number
stream to produce the samples. A (much) more computationally
efficient approach is to make use of the fact that only the conditional
mean in 7g(x1, ..., Ti—1|T;, . .., 2,) will change if x; varies. Then, we
may sample M samples with zero conditional mean and simply add
the conditional mean that varies linearly with z;.

e Antithetic variables are also useful for estimating I(z;|7(¢)). Anti-
thetic normal variates can also involve the scale and not only the sign
(Durbin and Koopman, 1997). Let z be a sample from N (0,I) and

define

z2=2z/V2Tz
so that Z has unit length. Let & solve LT& = 2. With the correct
scaling, £ will be a sample from N(0, Q_l). The correct scaling is
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found when we use z7

z ~ x2. Let F\2 denote the cumulative
distribution function or a x? variable, and F3! its inverse. For a
sample u; from a uniform density between 0 and 1, both
& FX_%l(ul), and & FX_%l(l —uy)

are correct samples. The antithetic behavior is in the scaling, if one
is close to 0, then the other is far away. Additionally, we may also
use the classical trick to flip the sign without altering the marginal
distribution. The benefit of using antithetic variables is that we
can produce many antithetic samples without any computational
effort from just one sample from 7g(z1,...,2—1|2;, ..., 2,). This is
computationally very efficient.

Approximation A3 is indexed by the stream of random numbers used,
and by keeping this sequence fixed, we can produce several samples from
the same approximation.

Approximating constrained HGMRF's

A natural extension is to incorporate constraints into the non-Gaussian
approximation and approximate (5.21) under the constraint Az = e.
The rank of A is typically small with the most prominent example A =
17 the sum-to-zero constraint. A natural first approach is to make use
of (2.30)
¥ =x—-Q 'AT(AQ'AT)1(Ax —e).

Here, x is a sample from the HGMRF approximation, x* is the sample
corrected for the constraints, and for @ we may use the precision
matrix for the GMRF approximation. In the Gaussian case the density
of x* is correct. For the non-Gaussian cases the density of «* is an
approximation to the constrained HGMRF approximation. The density
of * is supposed to be fairly accurate for constraints, that is, not too
influential. To evaluate the density of &*, we may use (2.31) but the
denominator is problematic as we need to evaluate w(Ax). Although
we can estimate the value of this density at x using either the GMRF
approximation or iid samples from the HGMRF approximation and
techniques for density estimation, we are unable evaluate this density
exactly.

5.2.2 Example: A stochastic volatility model

We will illustrate the use of the improved approximations on a simple
stochastic volatility model for the pound-dollar daily exchange rate from
October 1, 1981, to June 28, 1985, previously analyzed by Durbin and
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Koopman (2000), among others. Let {e;} denote the exchange rate, then
the time series of interest is the log ratio {y;}, where

ye = log(es/ei—1), t=1,...,n=945.
A simple model to describe {y;} is the following:
yr ~ N(0,exp(ae)/Ty),
where {x;} is assumed to follow a first-order autoregressive process,
Ty = PTi-1 + €,

where ¢; is iid zero mean normal noise with precision 7.. The unknown
parameters to be estimated are 7, 7, and ¢.

We can follow the same strategy for constructing a one-block algorithm
conducting a joint proposal for (¢, 7, $,x). Propose a change to each
of the parameters 7., 7,, and ¢, and then conditioned on these values,
sample x from an approximation to the full conditional for . Then,
accept or reject all parameters jointly.

The maximum likelihood estimates of the hyperparameters are

¢ =0.975, T1,=249, and 7. =33.57. (5.34)

To compare the improved approximations to the GMRF approximation,
we will measure the accuracy of the approximations using the acceptance
rate for fixed values of the hyperparameters as advocated by Robert
and Casella (1999, Section 6.4.1). We will compare the following
approximations to 7 (x|y, 8):

A1l The GMRF approximation.

A2 The approximation (5.30) that includes the likelihood term g; (z;, ;).
We use K = 20 regions in our quadratic spline approximation.

A3a An improved approximation including the integral term (5.33)
using
J@)={i—20,i—19,...,0— 1},

with obvious changes near the boundary. We estimate (5.33) using
M = 1 ‘sample’ only; the conditional mean computed under the
GMRF approximation Al.

A3b Same as A3a, but using M = 10 samples and where each is
duplicated into 4 using antithetic techniques.

Fixing the hyperparameters at their maximum likelihood estimates (5.34),
we obtained the acceptance rates as displayed in Table 5.1. The results
demonstrate that we can improve the GMRF approximation at the
cost of more computing. The acceptance rate increases by roughly 0.2
for each level of the approximations. Obtaining an acceptance rate of
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Approximation Acceptance rate Iter/sec

Al 0.33 23.5
A2 0.43 5.3
A3a 0.61 1.04
A3b 0.91 0.06

Table 5.1 The obtained acceptance rate and the number of iterations per second
on a 2.6-MHz CPU, for approximation Al to A3b.

0.91 is impressive, but we can push this limit even further using more
computing.

Approximation A2 offers in many cases a significant improvement
compared to Al without paying too much computationally. The reduc-
tion from 23.5 iterations per second to 5.3 per second is larger than it
would be for a large spatial GMRF. This is because a larger amount
of time will be spent factorizing the precision matrix and locating the
maximum, which is common for all approximations.

The number of regions in the log-spline approximations K also
influences the accuracy. If we increase K we improve the approximation,
most notably when the acceptance rate is high. In most cases a value of
K between 10 and 20 is sufficient.

A more challenging situation appears when we fix the parameters at
different values from their maximum likelihood estimates. The effect
of the different approximations can then be drastic. As an example, if
we reduce 7. by a factor of 10 while keeping the other two parameters
unchanged, Al produces an acceptance rate of essentially zero. The
acceptance rate for A2 and A3a is about 0.04 and 0.10, respectively.

In our experience, much computing is required to obtain an acceptance
rate in the high 90s, while in practice, only a ‘sufficiently’ accurate
approximation is required, i.e., one that produces an acceptance rate
well above zero. Unfortunately, the approximations do not behave
uniformly over the space of the hyperparameters. Although a GMRF
approximation can be adequate near the global mode, it may not be
sufficiently accurate for other values of the hyperparameters. Further,
the accuracy of the approximation decreases for increasing dimension.

5.2.3 Example: Reanalyzing Tokyo rainfall data

We will now revisit the logistic RW2 model with binomial observations
used to analyze the Tokyo rainfall data in Section 4.3.4. The purpose
of this example is to illustrate how the various approximations can be
used to construct an independence sampler for (k,x) and to discuss how
we can avoid simulation completely at the cost of some approximation
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error.

Constructing an independence sampler

We assume from here on the logit-link and a G(1.0,0.000289) prior for
the precision x of the second-order random walk x. To construct an
independence sampler for (k, ) we will construct a joint proposal of the
following form:

(@, k| y) =7(k|y) (x| y, k). (5.35)
The first term is an approximation to the posterior marginal for x, while
the second term is an approximation to the full conditional for .

The posterior marginal can be approximated starting from the simple
identity
m(x, k| y)
(x| K, y)
m(y | z) (x| k) 7(k)

x o) . (5.36)

(x| y)

We can evaluate the rhs for any fixed (valid) value of x, as the lhs
does not depend on x. Note that (5.36) is equivalent to the alternative
formulation

(s | ) :/w<m,n|y>dx,

which is used for sampling (k,z) jointly from the posterior and
estimating 7(k|y) considering the samples of x only.

The only unknown term in (5.36) is the denominator. An approx-
imation to the posterior marginal for x can be obtained using an
approximation 7(x|k,y) in the denominator of

~ m(y | @) (x| K) (k)

Note that the rhs now depends on the value of . In particular, we can
choose x as a function of k such that the denominator is as accurate as
possible.

To illustrate the dependency of « in (5.37), we computed 7(k|y) using
the GMRF approximation (A1) in the rhs, and evaluate the rhs at = 0
and at the mode © = x*(k), which depends on x. The result is shown
in Figure 5.11. The difference between the two estimates is quite large.
Intuitively, the GMRF approximation is most accurate at the mode and
therefore we should evaluate the rhs of (5.37) at *(x) and not at any
other point. Note that in this case (5.37) is a Laplace approximation,
see, for example, Tierney et al. (1989).

(5.37)
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Figure 5.11 The estimated posterior marginal for k wusing (5.37) and the
GMRF approzimation, evaluating the rhs using the mode x* (k) (solid line)
or x = 0 (dashed line).

We will use the same approximations as defined in Section 5.2.2
with obvious changes due to cyclic boundary conditions. The posterior
marginal for ¥ was approximated using each of these approximations,
evaluating (5.37) at «*(x). The estimates where indistinguishable on
the plot and the densities all coincide with the solid line in Figure 5.11.
It is no contradiction that the different approximations produce nearly
the same estimate for m(x|y); If the ratio of the densities produced
with A1 and A2 is proportional, then this constant will cancel after
re-normalizing (5.36). To illustrate this point, let z; ~ AN(0,02) and
2y ~ N(0,02)1[z2>0], then the densities for z; and 29 are proportional
for positive arguments for any value of o2, but the densities are very
different.

We now construct an independence sampler using the approximations
for each term in (5.35). The acceptance rates obtained were 0.83, 0.87,
0.94, and 0.95 for approximation A1, A2, A3a, and A3b respectively. Note
that the correlation in the marginal chain for k, kK1), k(®), ... satisfies

Corr(k®, kTR & (1 — a)l¥l, (5.38)

where « is the acceptance rate for the independence sampler. The
result (5.38) holds exactly in an ideal situation where an independent
proposal is accepted with a fixed probability a.. A comparison of (5.38)
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Figure 5.12 The histogram of the posterior marginal for k based on 2000
successive samples from the independence samples constructed from A2. The
solid line is the approzimation 7(k|y).

with the estimated correlations from each of the four independence
samplers verifies that the approximations is very accurate indeed.

We now run the independence sampler based on A2. Figure 5.12
displays the histogram of the first 2000 realizations of x together
with 7(k|y) (solid line). The histogram is in good accordance with
the approximated posterior marginal. With very long runs of the
independence sampler, the estimated posterior marginal for  fits the
approximation very well. However, we are not able to detect any ‘errors’
in our approximation. The reason is that the estimate based on the
simulations will always be influenced by Monte Carlo error, which is
of 0,(1/v/N), where N is the number of simulations. This naturally
raises the question whether we can avoid simulation completely in this
example.

Approximative inference not using simulation

We will now briefly discuss deterministic alternatives to simulation-
based inference. Such approaches will only be approximative but fast
to compute.

Consider first inference for x based on 7(k|y). We can avoid simulation
if we base our inference on the computed approximation 7(x|y). This
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is a univariate density and we can easily construct a log-linear or log-
quadratic spline representation of it. Although not everything can be
computed analytically it will be available using numerical techniques.

The inference for x is more involved. Assume for simplicity that we
aim to estimate

E(f(z:) | y) = / / f(z2) wle, | y)dr de (5.39)

for some function f(z;). Of particular interest are the choices f(x;) = z;
and f(z;) = 22, which are required to compute the posterior mean and
variance. We now approximate (5.39) using (5.35)

B |y) ~ [ [fe) @] yinde
= / {/f(l"i) (x| K,Y) d:c] 7k |y) ds.

Using approximation Al, we can easily compute the marginal 7(z;|x, y),
and hence

E(f(z:) | y)

Q

/ [/ fws) 7w | v, y) dwz} 7(x | y) dr
z,; [/ fws) wwi | 5.y) d%} (k| y)w(k) (5.40)

Q

with some weights w(k) over a selection of values of . The integral is
just one-dimensional and may be computed analytically or numerically.
A similar technique can be applied using approximation A2, A3a, and
A3b, since we can always arrange for the reordering such that index 4
becomes index n — 1 after reordering. Hence, 7(z;|k, y) is available as a
log-quadratic and linear-spline representation. Numerical evaluation of
the inner integral can then be used.

The error using (5.40) comes from two sources; the error using the
approximation itself and the error replacing the two-dimensional integral
by a finite sum. The last error is easy to control so the main contribution
to the error comes from using the approximation itself. This error is
hard to control, but some insight can be gained if we study the effect of
increasing the accuracy of the approximation (from Al to A2 or A3a,
say). In any case, an error of the same order as the Monte Carlo error
in a simulation-based approach will be acceptable.

5.3 Bibliographic notes

For a background on Gaussian fields, see Cressie (1993) or Chilés and
Delfiner (1999). Section 5.1 is based on Rue and Tjelmeland (2002)
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but contains an extended discussion. GMRF approximations to GFs
have also been applied to nonisotropic correlation functions (Rue and
Tjelmeland, 2002) and to spatiotemporal Gaussian fields (Allcroft and
Glasbey, 2003). Hrafnkelsson and Cressie (2003) also suggest using
the neighborhood radius of the GMRF as a calibration parameter to
approximate the CF's of the Matérn family. GMRF approximations have
been applied by Follestad and Rue (2003), Husby and Rue (2004), Rue
and Follestad (2003), Rue et al. (2004), Steinsland (2003), Steinsland
and Rue (2003) and Werner (2004).

Section 5.2 is based on Rue et al. (2004), which contains more
challenging examples. The approximations are also applied in Steinsland
and Rue (2003) constructing overlapping block proposals for HGMRF's.
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APPENDIX A

Common distributions

The definitions of common distributions used are given here.
The normal distribution See Section 2.1.7.

The Student-t, distribution The density of a Student-t, distributed
variable x with v degrees of freedom is

. L\ /2
= e i)

where B(a, b) is the beta function

_ D(a)L'(b)
Bla.b) = T
and I'(2) is the gamma function equals (z — 1)! for z=1,2,... and

I'(z) = /000 t*~Lexp(—t) dt

in general. The mean is 0 and the variance is v/(v — 2) for v > 2. We
abbreviate this as x ~ t,,.

The gamma distribution The density of a gamma-distributed variable
7 > 0 with shape parameter a > 0 and inverse-scale parameter b > 0, is
b* 1
= = —bT).
7(T) I‘(a)T exp(—b7)
The mean of 7 equals a/b and the variance equals a/b?. We abbreviate
this as 7 ~ G(a,b). For a = 1 we obtain the exponential distribution
with parameter 1/b. If also b = 1 we obtain the standard exponential
distribution, which has both mean and variance equal to 1.

The Laplace distribution The density of a standard Laplace distributed
variable x is

w(a) = 5 exp(~a]).

The mean is 0 and the variance is 2.
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The logistic distribution The density of a logistic-distributed variable
r with parameters a and b > 0 is

roy_ Lo (@—am)
b1+ exp(— ((z — a) /)]

The mean is a and the variance is 72b2/3. We abbreviate this as @ ~
L(a,b). For a = 0 and b = 1 we obtain the standard logistic distribution.

The Kolmogorov-Smirnov distribution The distribution function for a
Kolmogorov-Smirnov-distributed variable x, is
G(z) = Z (=1)* exp(—2k*z?), x> 0.

k=—o00
We abbreviate this as z ~ ICS.

The Bernoulli and binomial distribution A binary random variable x is
Bernoulli-distributed if Prob(z = 1) = p and Prob(z = 0) = 1 — p. The
mean is p and the variance p(1 — p). We abbreviate this as z ~ B(p).
The sum s, of n independent Bernoulli-distributed variables {x;} where
x; ~ B(p) is binomial distributed. We abbreviate this as s ~ B(n,p),
where Prob(s = k) = (}7)p"(1 —p)"~* for s = 0,...,n. The mean of s is
np and the variance is np(1 — p).
The Poisson distribution A discrete random variable z € {0,1,2,...}
is Poisson-distributed if
)\k

Prob(z = k) = o exp(—A), k=0,1,2,...,
where A > 0. Both the mean and the variance of = equals A. We
abbreviate this as z ~ P()).
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APPENDIX B

The library GMRFLib

This appendix contains a short discussion of how we actually organize
and perform the computations in the (open-source) library GMRFLib
(Rue and Follestad, 2002). The library is written in C and Fortran.
We first describe the graph-object and the function Qfunc defining the
elements {Q;;} in the precision matrix, then how to sample a subset
of x, x4 conditionally on x_, when « is a GMRF, and finally how
to construct a block-updating MCMC algorithm for hierarchical GMRF
models. Along with these examples we also give C code illustrating how
to implement these tasks in GMRFLib, ending up with the code to analyze
the Tokyo rainfall data.

At the time of writing, the library GMRFLib (version 2.0) supports two
sparse matrix libraries: the band-matrix routines in the Lapack-library
(Anderson et al., 1995) using the Gibbs-Poole-Stockmeyer reorder
algorithm for bandwidth reduction (Lewis, 1982), and the multifrontal
supernodal Cholesky factorisation implementation in the TAUCS-library
(Toledo et al., 2002) using the nested dissection reordering from the
METIS-library (Karypis and Kumar, 1998).

We now give a brief introduction to GMRFLib. The library contains
many more useful features not discussed here and we refer to the manual
for further details.

B.1 The graph object and the function Qfunc

The graph-object is a representation of a labelled graph and has the
following structure:

n The size of the graph.

nnbs A vector defining the number of neighbors, so nnbs][i] is the number
of neighbors to node i.

nbs A vector of vectors defining which nodes are the neighbors; node i
has k = nnbs[i] neighbors, which are the nodes nbs[i][1], nbs]i][2], ...,
nbs|i][k].

For example, the graph in Figure B.1 has the following representation;

n = 4, nnbs = [1,3,1,1], nbs[1] = [2], nbs[2] = [1,3,4], nbs[3] = [2],

and nbs[4] = [2]. The graph can be defined in an external text-file with
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Figure B.1 The representation for this graph is n = 4, nnbs = [1,3,1,1],
nbs[1] = [2], nbs[2] = [1,3,4], nbs[3] = [2] and nbs[4] = [2].

format,

S w NN -
e
NN~ N

The first number is n, then each line gives the relevant information
for each node: node 1 has 1 neighbor, which is node 2, node 2 has 3
neighbors, which are nodes 1, 3, and 4, and so on. Note that there is
some redundancy here because we know that if ¢ ~ j then j ~ 1.

We then need to define the elements in the  matrix. We know that
the only nonzero terms in @Q are those @;; where i ~ j or i = j. A
convenient way to represent this is to define the function

Qfunc(i, j), fori=jorin~ j,

returning Q.

To illustrate the graph-object and the use of the Qfunc-function,
Algorithm B.1 demonstrates how to compute y = Qx. Note that only
the nonzero terms in @ are used to compute Qx. Recall that i 4 i, so
we need to add the diagonal terms explicitly.

Algorithm B.1 Computing y = Qx
1: fori=1tondo

2:  yli] = x[i] * Qfunc(i, 1)

3:  for k =1 to nnbs[i] do

4: J = nbsli][k]

5 ylil = yli] + 2[4] » Qfunc(i, j)
6: end for

7: end for

8: Return y

The following C-program illustrates the Qf unc-function and the graph-
object. The program creates the graph for a circular RW1 model and
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defines the corresponding Qfunc-function. It then writes out the nonzero
terms in the precision matrix. A third argument is passed to Qfunc to
transfer additional parameters. Note that the nodes in the graph-object
in GMRFLib are numbered from 0 to n — 1.
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#include <stdio.h>

#include "GMRFLib/GMRFLib.h" /* definitions of GMRFLib */
double Qfunc(int i, int j, char *kappa)
{

/* this function returns the element Q_{ij} in the precision matrix with the additional
* parameter in Qfunc_argument. recall that this function is *only* called with pairs ij where
* i\sim j or i=j */

if (4 == j)
return 2.0% *((double *)kappa); /* return Q_{ii} */
else
return - *((double *)kappa); /* return Q_{ij} where i \sim j */
}
int main(int argc, char **argv)
{
/* create the graph for a circular RW1 */
GMRFLib_graph_tp *graph; /* pointer to the graph */
int n=5, bandwidth=1, cyclic=GMRFLib_TRUE; /* size of the graph, the bandwidth and cyclic flag */
GMRFLib_make_linear_graph(&graph, n, bandwidth, cyclic);
/* display the graph and the Q_{ij}’s using kappa = 1 */
int i, j, k;
double kappa = 1.0; /* use kappa=1 */
printf("the size of the graph is n = %1d\n", graph->n);
for(i=0; i<graph->n; i++)
{
printf("node %1d have %d neighbors\n", i, graph->nnbs[il]);
printf ("\tQ(%1d, %1d) = %.3f\n", i, i, Qfunc(i, i, (char *)&kappa));
for (k=0;k<graph->nnbs[i] ; k++)
{
j = graph->nbs[i] [k];
printf ("\tQ(%1d, %1d) = %.3f\n", i, j, Qfunc(i, j, (char *)&kappa));
}
}
return(0) ;
}
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The output of the program is

the size of the graph is n = 5
node 0 have 2 neighbors

Q(0, 0) = 2.000
Q(0, 1) = -1.000
Q(0, 4) = -1.000

node 1 have 2 neighbors
Q(1, 1) = 2.000
Qi1, 0 -1.000
Q(1, 2) = -1.000

node 2 have 2 neighbors

Q(2, 2) = 2.000
Q(2, 1) = -1.000
Q(2, 3) = -1.000
node 3 have 2 neighbors
Q(3, 3) = 2.000
Q(3, 2) = -1.000
Q(3, 4) = -1.000
node 4 have 2 neighbors
Q(4, 4) = 2.000
Q4, 0) = -1.000
Q(4, 3) = -1.000

B.2 Sampling from a GMRF

We will now outline how to produce a sample from a GMRF. Although
a parameterization using the mean p and the precision matrix Q
is sufficient, we often face the situation that these are only known
implicitly. This is caused by conditioning on a part of x and/or other
variables such as observed data. In order to avoid a lot of cumbersome
computing for the user, the library GMRFLib contains a high-level
interface to address a more general problem that in our experience covers
most situations of interest. The task is to sample from 7(x 4|z ) (and/or
to evaluate the normalized density) where for notational convenience we
denote the set —A by B. Additionally, there may be a hard or soft
constraint, but we do not discuss this option here.

The joint density is assumed to be of the form:

log w(x) = —%(m —w)7(Q + diag(c))(z — p) + b= + const.  (B.1)
Here, p is a parameter and not necessarily the mean as b can be nonzero.
Furthermore, diag(c) is a diagonal matrix with the vector ¢ on the
diagonal. The extra cost of allowing an extended parameterization is
negligible with the cost of computing the factorisation of the precision
matrix. To compute the conditional density, we expand (B.1) into terms
x4, £, to obtain its canonical parameterization

xs|xp ~ Nob,Q),
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where

b = ba+(Qus+diag(ca))ps — Qaplxs —pgp) (B.2)

Q Q 44 + diag(ca). (B.3)

The graph is G4 as adding diag(c,) does not change it.

We now need to compute GA. It is straightforward but somewhat
technical to do this efficiently, so we skip the details here. The graph-
object is labelled, therefore we need to know to which node in G a node
in G4 corresponds. Let this mapping be m, such that node i in G4
corresponds to node m[i] in G.

It is not that hard to compute E, which is clear from Algorithm B.2.
The only simplification made is the following: If i € A and j ~ i, then
either j € A or j € B, so we can compute all terms in one loop.

Algorithm B.2 Computing b in (B.2)

1: for i* =1 to n? do

2 i =m[i‘

3. blid] = b[i] + (Qfunc(i, i) + cli]) * p[i]
4:  for k=1 to nnbs[i] do

5 J = nbsli][k]

6 if j € B then

7 bli4] = b[i*] — Qfunc(i j) * (x[j] — plj)
8 else _

9: bli“] = b[i*] + Qfunc(i, 7) * p[4]
10: end if

11:  end for

12: end for _

13: Return b

We now apply Algorithm 2.5 using G4, 5, and Cm defined as

Qfunc(i, j) = Qfunc(m(il, m{j]) + 1 e[mli]

to obtain a sample z. Finally, we may insert this sample into x,

and we are done.

Example B.1 Consider the graph on the left in Figure B.2 with 6
nodes. We want to sample from w(xalxp) where A = {3,5,6} and the
joint distribution of x is given in (B.1).

The subgraph G* is shown on the right in Figure B.2, where it is
indicated how each node in G4 connects to a node in G. The mapping
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Figure B.2 Illustration of how to compute the conditional distribution
m(xalxs). The graph G is shown on the left where A = {3,5,6} is marked. The
subgraph G4 is shown on the right, indicating which node in G* corresponds
to a node in G. The mapping is m = [3,5, 6].

m, is m = [3,5,6], meaning that node i in G* corresponds to node mli|
ng.

The conditional precision matriz is Q 44 + diag(ca), which reads

Q33 +c3 Q35 Q36
Qs3 Qs5 + cs5 Qs6
Q63 Qes Qes + ¢

and following Algorithm B.2, we obtain b:

by = b3+ (Q33+c3)uz — Qz1(w1 — p1) + Q35415
by = bs+(Qs5+cs5)ts — Qsa(xa — p2) + Q533
bs = be+ (Qes + co)e + Qestis + Qespia-

Note that x4 is not used since 4 & ne(A). We sample T from its canonical
parameterization using Algorithm 2.5. Finally, we may insert the sample
nto x,

The following C-program illustrates how to produce (conditional) sam-
ples from a GMRF. We continue with the circular RW1 model and con-
dition on z; = 1 and z945 = 10. The function GMRFLib_init_problem
computes (and stores in problem) the conditional density and all inter-
mediate variables needed to produce samples (using GMRFLib_sample) or
to evaluate the log density of some configuration x (using the function
GMRFLib_evaluate). In the program we extract the conditional mean
and compute the empirical mean of 100 iid samples. These quantities
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Figure B.3 The conditional mean (dashed line), the empirical mean (dashed-
dotted line) and one sample (solid line) from a circular RW1 model with k = 1,
n = 366, conditional on x1 = 1 and x245 = 10.

and one sample from the conditional distribution are shown in Figure
B.3.
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#include <assert.h>
#include <stdio.h>

#if !defined(__FreeBSD__)
#include <malloc.h>

#endif
#include <stdlib.h>
#include "GMRFLib/GMRFLib.h" /* include definitions of GMRFLib */

double Qfunc(int i, dint j, char *kappa)

{
return *((double *)kappa) * (i==j ? 2.0 : -1.0);
}
int main(int argc, char **argv)
{

assert(argv([1]);
(*GMRFLib_uniform_init) (atoi(argv[1])); /* init the RNG with the seed in the first argument */
/* create the graph for a circular RW1 */

GMRFLib_graph_tp *graph; /* pointer to the graph */

int n = 366; /* size of the graph */

int bandwidth = 1; /* the bandwidth is 1 */

int cyclic = GMRFLib_TRUE; /* cyclic graph */
GMRFLib_make_linear_graph(&graph, n, bandwidth, cyclic);

GMRFLib_problem_tp *problem; /* hold the problem */
GMRFLib_constr_tp *constr = NULL; /* no constraints */

double *x, *mean=NULL, *b=NULL, *c=NULL; /* various vectors some are NULL */
char *fixed; /* indicate which are x_i’s are fixed or not */
X = calloc(n, sizeof(double)); /* allocate space */

fixed = calloc(n, sizeof(char)); /* allocate space */

/* sample from a circular RW1 conditioned on x_0 and x_{2n/3} */
fixed[0] = 1; /* fix x[0] */
x[0] =1.0; /* ...to 1.0 *x/
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fixed[2*n/3] = 1; /* fix x[2*n/3] */
x[2*n/3] = 10.0; /* ...to 10.0 */
double kappa = 1.0; /* set kappa = 1 */

GMRFLib_init_problem(&problem, x, b, c, mean, graph, Qfunc, (char *)&kappa, /* init the problem */
fixed, constr, GMRFLib_NEW_PROBLEM);
/* extract the conditional mean, which is available for the sub_graph only. map it back using
* the mapping problem->map. */
mean = X; /* use same storage */
int i;
for(i=0;i<problem->sub_graph->n;i++) mean[problem->map[i]] = problem->sub_mean[i];
int j, m=100; /* sample m=100 samples to estimate the empirical mean */

double *emean = calloc(n, sizeof(double));
for(j=0;j<m;j++)
{

GMRFLib_sample (problem) ;
for(i=0;i<n;i++) emean[i] += problem->sample[i];

}
for(i=0;i<n;i++) /* write the results to stdout */
{
emean[i] /= m;
printf("%d %f %f %f\n", i, mean[i], emean[i], problem->sample[il);
}
return(0) ;
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B.3 Implementing block-updating algorithms for hierarchical
GMRF models

GMRFLib also has a high-level routine to construct block updating
in hierarchical GMRF models, GMRFLib_blockupdate. This routine
locates the mode, constructs the GMRF approximation and computes
the contribution to the acceptance probability. Due to the general
framework, it is straightforward to implement all examples in Section
4.4 as soon as the GMRF is defined.

We extend (B.4) to include nonquadratic terms in the style of (5.21),
so the full density is defined as

log (@) = — 5 (& — )" (Q + dia(e)) (& — ) + bz
+ Z d;gi(x;) + const.

(3

(B.4)

Here, g;(x;) represents the log-likelihood term, but can represent any
(reasonable) function of z;. The GMRFLib_blockupdate routine con-
structs from (B.4) its GMRF approximation 7(x) and sample from it the
proposal &* (forward step). Of course, the reverse or backward step is
also performed, constructing the GMRF approximation starting from x*
and evaluating the log density of « using the GMRF approximation. The
computations are similar in the case where only x4 is updated keeping
x_ 4 fixed, which we use in the subblock algorithm.

As we always do a joint update of the GMRF (or parts of it) with
the corresponding hyperparameters 8 we allow the terms u, Q, ¢, b, d,
and {g;(-)} in (B.4) to depend on hyperparameters 6. The acceptance
probability for the joint update (4.8) is then min{1, R}, where

_ ("6, y) 7w(x|6,y) 7(67) ¢(6]67)
m(x|0,y) 7(x*|0%,y) 7(0) q(67(0)

term 1 term 2

where 7(0) is the prior for 6. GMRFLib_blockupdate samples x* and
computes term 1 ezcept for the normalization constant with respect to
6. This information is not available in (B.4). Term 2 and the ratio of the
normalization constants must be added by the user.

For the Tokyo rainfall example using the logit-link, g; is

gi(zi) = yilog(p(z;)) + (mi — y;) log(1 — p(x;)),

where p(z;) = exp(z;)/(1+exp(x;)), y; is the observed number of counts
on day i and m; = 2 except for i = 60 where mgg = 1. The weights {d;}
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are all 1 in this case, and u, ¢, and b are vector of zeros. Term 2 is

(ﬁ*)“_lexp(—bﬁ*) (H*)(n—l)/Q
k*Lexp(—bk) rn=1)/2 7

since ggg!ﬁ;; = 1 using (4.13). The prior parameters are a = 1.0 and
b = 0.000289. The following C program is an implementation of the one-

block algorithm using GMRFLib.
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#include <assert.h>
#include <math.h>

#include <string.h>
#include <stdio.h>
#include <malloc.h>
#include <stdlib.h>

#include "GMRFLib/GMRFLib.h" /* include definitions of GMRFLib */
#define Uniform (*GMRFLib_uniform) /* use the RNG in GMRFLib. return Unif(0,1)’s */
#define MIN(a,b) ((a) < (b) ? (a) : (b)) /* MIN macro */
typedef struct /* the type holding the data */

double *y, *n; /* observed counts and number of days */
iata_tp;

double link(double x)
{ /* the link function */
return exp(x)/(1+exp(x));

}

double log_gamma(double x, double a, double b)

{ /* return the log density of a gamma variable with mean a/b. */
return ((a-1.0)*log(x)-(x)*b);

}

double Qfunc(int i, int j, char *kappa)

{
return *((double *)kappa) * (i==j 7 2.0 : -1.0);

}

int gi(double *gis, double *x_i, int m, int idx, double *not_in_use, char *arg)

{
/* compute g_i(x_i) for m values of x_idx: x_i[0], ..., x_i[m-1]. return its values in gis[O0],

* ..., gis[0]. additional (user) arguments are passed through the pointer gi_arg, here, the

* data itself. */
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int k;

double p;

data_tp *data;

data = (data_tp *) arg;
for (k=0; k<m; k++)

{
P = link(x_i[k]);
gis[k] = data->y[idx]*log(p) + (data->n[idx] - data->y[idx])*1log(1.0-p);
}
return O;
}
double scale_proposal(double F)
{
/* return a sample from f ~ \pi(f) \propto 1+1/f, on the interval [1/F, F]. write the density as
* a mixture and sample each component with the correct probability. */
double len = F - 1/F;
if (F == 1.0) return 1.0;
if (Uniform() < len/(len+2xlog(F)))
return 1/F + len*Uniform();
else
return pow(F, 2.0%Uniform()-1.0);
}
int main(int argc, char **argv)
{

assert (argv[1]);
(*GMRFLib_uniform_init) (atoi(argv[1])); /* init the RNG with the seed in the first argument */

GMRFLib_graph_tp *graph; /* pointer to the graph */

int n = 366; /* size of the graph for the Tokyo example */
int bandwidth = 1; /* the bandwidth is 1 for RW1 */

int cyclic = GMRFLib_TRUE; /* cyclic graph */

GMRFLib_make_linear_graph(&graph, n, bandwidth, cyclic);

GMRFLib_constr_tp *constr = NULL; /* no constraints */
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double *d, *mean=NULL, *b=NULL, *c=NULL; /* various vectors some are NULL */

char *fixed = NULL; /* none x_i’s are fixed */

data_tp data; /* hold the data */

data.y = calloc(n, sizeof(double)); /* allocate space */

data.n = calloc(n, sizeof(double)); /* allocate space */

FILE *fp; int i; /* read data */

fp = fopen("tokyo.rainfall.data.dat", "r"); assert(fp);

for(i=0;i<n;i++) fscanf(fp, "%lf %1f\n", &data.y[i], &data.n[i]);

fclose(fp);

double *x_old, *x_new, kappa_old=100.0, kappa_new; /* old and new (the proposal) x and kappa */

x_old = calloc(n, sizeof(double)); /* allocate space */

x_new = calloc(n, sizeof(double)); /* allocate space */

d = calloc(n, sizeof(double)); /* allocate space */

for(i=0;i<n;i++) d[i] = 1.0; /* all are equal to 1 */

while(1)

{ /* just keep on until the process is killed */
kappa_new = scale_proposal(6.0)*kappa_old;
double log_accept; /* GMRFLib_blockupdate does all the job... */

GMRFLib_blockupdate (&log_accept, x_new, x_old, b, b, ¢, ¢, mean, mean, d, d,
gi, (char *) &data, gi, (char *) &data,
fixed, graph, Qfunc, (char *)&kappa_new, Qfunc, (char *)&kappa_old, NULL, NULL, NULL, NULL,
constr, constr, NULL, NULL);

double A = 1.0, B = 0.000289; /* prior parameters for kappa */
/* add terms to the acceptance probability not computed by GMRFLib_blockupdate: prior for
* kappa and the normalising constant. */
log_accept += ((n-1.0)/2.0*log(kappa_new) + log_gamma(kappa_new, A, B))
- ((n-1.0)/2.0%1log(kappa_old) + log_gamma(kappa_old, A, B));
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static double p_acc = 0.0; /* sum of the accept probabilities */
double acc_prob = exp(MIN(log_accept, 0.0));
p_acc += acc_prob;
if (Uniform() < acc_prob)
{ /* accept the proposal */
memcpy(x_old, x_new, n¥sizeof (double));
kappa_old = kappa_new;

}
static int count = 0; /* number of iterations */
if (! ((++count)%10)) /* output every 10th */
{
printf (" %.3f", kappa_old);
for(i=0;i<n;i++) printf(" %.3f", link(x_old[il));
printf ("\n"); fflush(stdout);
fprintf(stderr, "mean accept prob %f\n", p_acc/count); /* monitor the mean accept probability */
}
}
return(0) ;
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