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Preface

Enzyme kinetics has undergone very rapid growth and development
during the past fifteen years and has been well received by the
biochemical community. A cursory glance at the current biochem-
ical literature reveals the increasing popularity of enzyme ki-
netics; yet, there are very few books available to guide the
enzymologist who wishes to conduct kinetic experiments.

This monograph was undertaken to provide the fledgling kineticist
with an outline of contemporary initial rate enzyme kinetics. A
large portion of the material contained in this book is presented
in a second-year, graduate-level course in biochemistry at Iowa
State University. I have found that the presentation in this
course has enabled students without a strong background inmath-
ematics to undertake initial rate studies at the research bench.
The monograph obviously is more comprehensive than any course
could be, and should permit similar accomplishment.

As the title implies, the major emphasis of this monograph is on
initial rate enzyme kinetics. I considered at length the advis-
ability of including chapters on integrated rate equations and
on the theory and application of rapid reaction kinetics, such
as rapid-mixing stopped-flow, and temperature-jump kinetics.
These, however, are topics that would require a good deal of
space to develop if they were to be helpful to the beginner.
Some deviation from initial rate kinetics was required when the
topics of cooperativity and allostery were broached. A very large
fraction of the research in this area of biochemistry has in-
volved static binding measurements, and the current literature
clearly reflects this. It was necessary, therefore, to intro-
duce these topics within the framework of the simpler equilib-
rium binding models before the kinetics of allostery and coop-
erativity were considered.

It will become quite obvious that a number of topics are omitted
that might have been included in Chapter IX. In an area of research
such as allostery, which is in a state of flux at this writing,
concepts that are not widely accepted or clearly defined are
either treated superficially or not included.

Books on kinetics usually cover theory and interpretation of

data in the literature, but rarely present the experimental pro-
tocol. Chapters III and VI are devoted in large measure to instruc-
tion on setting up and carrying out initial rate and isotope-
exchange experiments. Although these sections may not provide
enlightenment for the advanced student, they may serve to lower



Vi

the energy barrier to potential experimentalists who wish to
use their theoretical knowledge for practical ends.
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Chapter 1

Nomenclature, Definitions, and Evolution
of the Kinetic Mechanism

Kinetics is now an integral part of enzymology. This statement
would not have been valid fifteen or even ten years ago; how-
ever, within the last few years biochemists have begun to ap-
preciate the enormous potential that the kinetic approach offers
to the study of enzyme reaction mechanisms. The fact that in
many types of kinetic studies one need not have a pure protein,
that elaborate equipment is usually not required, and that the
experimental protocol is relatively simple, are important fac-
tors in the increasing popularity of kinetics. Although it is
true that "kinetics cannot prove anything" in terms of enzyme
mechanisms, it is also true that, when considered in the con-
text of current physical and organic chemical theory, such
cliches become less meaningful.

Steady-state kinetics is and has been used to investigate the
mechanism of enzyme action (how enzymes and their substrates
interact), the functional groups on the enzyme involved in ca-
talysis, mapping of the active enzyme site, the types of inter-
mediates involved in the catalytic process in certain instances,
and kinetic parameters that are essential for an understanding
of enzyme regulation and control.

It is unfortunate that, in many instances, initial rate or
kinetic studies are not undertaken until a good deal of chemi-
cal data have been accumulated in studies of enzyme mechanisms.
Although it is essential that both types of information be
available when evaluating enzyme catalysis, it is usually more
profitable to do the kinetic studies relatively early in the
experimental phase of the investigation. This point is well de-
scribed by the history of the studies of yeast hexokinase dur-
ing 1956 - 1962.

After Mildred COHN had shown that the hexokinase reaction in-
volves phosphoryl rather than phosphate group transfer from ATP
to acceptor glucose (1), AGREN and ENGSTRUOM reported finding
phosphate associated with the enzyme after reaction with ATP (2).
They concluded that the enzyme reaction involves participation
of a phosphoryl-enzyme (E-P) covalent intermediate. Their pro-
posal can be described in terms of the following pathway of en-
zyme and substrate interaction:

E + ATP=—EX ==E-P + ADP (I-1)

E-P + glucose=—EY——E + glucose-6-P. (I-2)



In this series of reactions, E, EX, and EY are taken to be free
enzyme, Michaelis complex EX, and Michaelis complex EY, respec-

tively.

It is clear from Eg. (I-2) that, in the presence of hexokinase,
but in the absence of nuclebtide substrates, there should be a
glucose~—glucose-6-P exchange reaction. A similar partial ex-
change should be observed for ADP and ATP in the absence of the
sugar substrates. NAJJAR and McCOY (3) investigated this prob-
lem and were unable to discern the requisite glucose~—glucose-
6-P exchange. On the basis of this observation, they discarded
the Kgren—Engstrém proposal in favor of a mechanism that in-
volves an obligatory glucosyl-enzyme intermediate; i.e.,

E-glucose + ATP<=—=E-glucose-6-P + ADP (I-3)
E-glucose-6-P + glucose ===E-glucose + glucose-6-P. (1-4)

In the mechanism of yeast hexokinase action as proposed by
NAJJAR and McCOY (3) and described by Egs. (I-3) and (I-4),
glucose displaces glucose-6-P from the enzyme, and the partial
glucose~—glucose-6-P exchange reaction would not occur. On the
other hand, KAUFMAN (4) reported in 1955 that yeast hexokinase
did not exhibit a demonstrable ADP<~—ATP exchange in the ab-
sence of sugar substrates, and this finding was clearly at var-
iance with the proposals involving the obligatory enzyme-phos-
phoryl and enzyme-glucosyl intermediates.

s.of
134 x107*M ATP

o

L, 6

vV X 10

67 x10™ M ATP
4.00 x107'M ATP

6.56 x lo’:M ATP
9.85 x10™* M ATP

% N ) ) . R

-5 o] 5 10 15 20 25
(1/Glucose) x 1073

Fig, I-1, Plot of reciprocal of initial reaction velocity (V) versus reci-
procal of molar concentration of glucose. The ATP concentrations are shown
on the graph. V was determined as a function of glucose concentration, which
was varied in the range from 7.88 X 107%™ to 4.10 x 1075M. Velocities are
expressed as moles per liter of product formed per minute



These possibilities were reinvestigated chemically by COLOWICK's
(5) and BOYER's (6) groups, and no evidence for covalent inter-
mediates was obtained. Both HAMMES and KOCHAVI (7) and FROMM

and ZEWE (8) were able independently to show very clearly in
1962 that both glucose and MgATP must reside on hexokinase si-
multaneously before product formation could occur.

The experimental protocol used to distinguish between mechanisms
involving covalent intermediates and those involving concerted
type mechanisms is illustrated in Figs. I-1 and I-2. Experimen-
tally, one substrate is held constant at different fixed concen-
trations, and the other substrate is varied. In order to deter-
mine the type of intermediate involved, one need establish mere-
ly whether the family of curves intersect or are parallel. In
the case of yeast hexokinase, the data required to make this de-
termination were obtained in only a few hours and are described
in Figs. I-1 and I-2. It is evident that, had these initial rate
experiments been carried out in 1956, a good deal of extraneous
information regarding the kinetic mechanism of hexokinase action
would not have accumulated in the literature.

s.o}

4.1 x 1075 Glucose

4.0

I -6 30
v 10 s

8.20 x I0™°M Glucose

20
1.64x10™M Glucose
3.28 x 10"*M Glucose
sF 7.88 x10”*M Glucose
-6 -4 -2 0 2 4 6 8

(1/7ATP) x 1073
Fig, I-2. Plot of reciprocal of initial reaction velocity (V) versus reci-
procal of molar concentration of ATP., The concentrations of glucose are
shown on the graph. V was determined as a function of ATP concentration,
which was varied in the range from 9.85 X 10 %M to 1.34 x 107"M. V is ex-
pressed as in Fig. I-1

A. Nomenclature

The nomenclature of CLELAND (9) will be used throughout this

book to describe enzyme and substrate interactions. Substrates
will be indicated by the letters A, B, and C, and products by

P, Q, and R. Substrates A, B, and C will add to the enzyme in
that order, and products P, Q, and R will dissociate, with P leav-
ing first and R leaving last. In certain kinetic pathways, sub-



strate addition and product release will not occur in any par-
ticular order, and these mechanisms are called random mechanisms.

CLELAND (9) refers to those enzyme forms that can break down in

a unimolecular step to substrates or products, or those enzyme
forms which can isomerize to these forms, as transitory complexes.
These complexes are of the binary, ternary, or quarternary type
and will be described by the substrate molecules with which they
are associated; e.g., EA, EPQ, EAQ, etc. Central complexes are
those transitory complexes that can only decompose in a unimolec-
ular step to substrates or products, or transitory complexes that
isomerize to such enzyme forms. Central complexes cannot partic-
ipate in bimolecular reactions. An illustration of transitory
complexes can readily be provided by using liver alcohol dehydro-
genase as an example:

kj
E + NAD =—=—=E-NAD (I-5)
ko
k3
E-NAD + ethanol<—— (E-NAD-ethanol)=—=(E-NADH-acetaldehyde)
ks Ky
=—acetaldehyde + E-NADH (I-6)
ke
k7
E-NADH=———E + NADH. (1-7)
kg

In this kinetic mechanism, all compounds except the free enzyme,
E, substrates, and products are transitory complexes. The central
complexes, indicated by parentheses, are (E-NAD-ethanol) and
(E-NADH-acetaldehyde). Any complex or complexes intermediate
between these two also are central complexes. The term "stable
complex" is used to describe transitory complexes that are not
central complexes.

The terms Uni, Bi, and Ter will be used to describe the number
of substrates and products involved in the reaction. These terms
will be used in conjunction with types of mechanisms; i.e.,
"Ordered" and "Random." Thus, a mechanism will be described as
an Ordered Bi Ter or Random Uni Bi mechanism. In the former case
this will mean that two substrates add to the enzyme in anoblig-
atory fashion; i.e., A first and then B and dissociate from the
enzyme in the order P, Q, and R. On the other hand, in the latter
pathway, only one substrate (A) will interact with enzyme, and
the products will dissociate in random fashion; i.e., P followed
by Q or vice versa.

If all substrates must reside at the active site of the enzyme
before product can be formed, the mechanism will be referred to
as "Sequential"; however, if an enzyme reacts with one substrate
to yield a product that dissociates before the next substrate
adds, the mechanism will be referred to as "Ping Pong." Thus,
the sequence of substrate addition in a Bi Uni Uni Bi Ping Pong
mechanism will be A, B, P, C, Q, R.



When stable enzyme forms that are part of the enzyme-substrate
pathway isomerize, there is an alteration in the rate equation
relative to the mechanism in which isomerization does not occur.
These mechanisms are "Iso" mechanisms and give rise to such terms
as "Iso Ordered" or "Iso Ping Pong" when a single stable enzyme
form isomerizes. In the case of mechanisms in which more than

one stable enzyme form isomerizes, terms such as "Di-Iso" and
"Tri-Iso" are used.

Rate equations and enzyme and substrate pathways of interaction
will be presented as suggested by CLELAND (9). With alcohol de-
hydrogenase, which is described by Egs. (I-5) to (I-7), the
following model is used:

NAD ethanol acetaldehyde NADH

kll X, ks | ky ks | kg ko | kg

E-NAD ( E-NAD-ethanol ) E-NADH E
E-NADH-acetaldehyde

Scheme I-~1

The enzyme is presented as a horizontal line, and substrate ad-
dition and product release are described by vertical arrows.
These arrows may include either rate constants (lower case, "k")
or dissociation constants (upper case, "K"). The various enzyme
intermediates appear below the horizontal line, with the central
complexes in parentheses.

The symbols for maximal velocity, dissociation and Michaelis con-
stants, and apparent equilibrium constant are described by the
familiar Uni Uni mechanism of Michaelis and Menten described

by Scheme I-2,.

A P
9] l Kk, K3 T Ky

E (EA E
EP

Scheme I-2

The rate expression for this mechanism is

P
V1V2 (A - )
Keq
v = (1-8)
VP
KaV2 + VoA +
Keq

where v, V;, V,, K, and Keq are initial reaction velocity,
maximal forward velocity, maximal reverse velocity, Michaelis
constant for A, and the apparent equilibrium constant, respec-
tively.



The equilibrium constant may be described in terms of substrate
and product ratios, rate constants, or kinetic parameters; e.g.,

Keq =—= —— = . (1-9)

It should be remembered that if a proton is generated in the
reaction, Keq will equal the thermodynamic equilibrium constant
divided by the hydrogen ion concentration.

Additional points of nomenclature will be required as new con-
cepts are introduced. In addition, rate equations will be pre-
sented when applicable either in the text or in the Appendiz.

A comparison of the various nomenclatures now in vogue is shown
in Table I-1.

Table I-1. Nomenclature comparison of kinetic parameters for sequential Bi Bi
mechanisms

This DALZIEL (10) ALBERTY (11)
Monograph
Michaelis constant for A 2 Ka ®1/%0 Ky
Michaelis constant for B Ky $2/%g Kg
Dissociation constant for EA complex Kja 10/%2 Kap/Kg
Maximum velocity A% e/dg Vg
Turnover number V{/E, 1/%g Ve/ (E) g

4 A adds first for ordered mechanisms.

B. Evolution of Initial Rate Kinetics

The idea that the enzyme and substrate must unite for a finite
time before catalysis can occur is the recognized basis of con-
temporary enzyme kinetics., O'SULLIVAN and TOMPSON (12) were
among the first to suggest such interaction, based upon their
studies of invertase action on sucrose in 1890. They stated that,
"when invertase hydrolyses cane-sugar, combination takes place
between the two substances, and the invertase remains in com-
bination with the invert-sugar. The combination breaks up in

the presence of molecules of cane-sugar."

O'SULLIVAN and TOMPSON (12) also presented data that suggested
that the invertase reaction exhibited first-order kinetics re-
lative to the substrate. They concluded that the system followed
the law of mass action. In 1892 BROWN (13) observed that the
same reaction, when catalyzed by a yeast preparation, displayed
kinetics independent of sucrose concentration; i.e., the system
displayed zero-order kinetics relative to sucrose. These results
were clearly in conflict with the concept that enzyme catalysis



adheres to the law of mass action. In 1902 BROWN (14) was able
to synthesize the concept of enzyme kinetics that today is uni-
versally accepted and that accounts for the typical rectangular
hyperbolic response observed when initial velocity is plotted
versus substrate concentration. He proposed that the enzyme and
substrate interact to form a complex that persists for a finite
time before decomposing to form product with regeneration of
the active enzyme. He explained the first-order kinetics by sug-
gesting that, at low substrate concentration, the enzyme could
turn over more substrate than was being presented to it. Zero-
order kinetics, according to BROWN, were a result of greater
amounts of substrate than the enzyme could convert to product.

HENRI (15), in attempting to summarize the state of enzyme
kinetics in 1903, pointed out that enzymes do not alter the
equilibrium constant, but do enhance reaction rates in direct
proportion to their concentration, and in addition, are present
in kinetic studies at much lower levels than are the substrates.
Using these points as the basis of his reasoning, HENRI was able
to propose a rate expression that has the exact form of the well-
known Michaelis-Menten (16) equation. He also integrated this
equation and indicated how it could be used to follow the entire
time course of an enzyme catalyzed reaction. This procedure
provided the basis for the well known integrated rate expressions.

HENRI (15) and MICHAELIS and MENTEN (16), in order to explain
enzyme kinetics using a mathematical formulation, assumed that
the enzyme and substrate were in equilibrium with the complex

of enzyme and substrate. The reaction velocity was assumed to

be governed by the decomposition of the enzyme-substrate complex.
BRIGGS and HALDANE (17) incorporated the concept of the steady-
state into the derivation of the Michaelis-Menten equation in
1925, This point will be elaborated in Chapter II; however, it
is useful to point out here that, in both approaches to the der-
ivation of the kinetic equation, the concentration of the binary
complex remains essentially constant, but for different reasons.

If we set P in Eq. (I-8) equal to zero, the result is the
easily recognized Michaelis-Menten equation,
V1A
vV =— (1-10)
K, + A
This expression serves to explain the rectangular hyperbola ob-
tained when v is plotted against A and also why the kinetics
are first-order with respect to A at low levels of A but zero-
order in substrate at high concentrations of A.

K, is the Michaelis constant for substrate and is defined as
the substrate concentration when the initial velocity is equal
to one-half the maximal velocity; i.e., v = 1/2 V;. Figure I-3
illustrates a typical velocity-substrate profile and shows how
K, may be calculated.



If one uses the equilibrium assumption, K, is the dissociation

constant for the breakdown of the EA complex into its component
parts. It is not possible to define this constant definitively

if steady-state conditions prevail, except to cite the defini-

tion already described in terms of substrate concentration, Vi,
and v.

!

Vi

Velocity

b

Fig. I-3, Plot of velocity versus
substrate concentration. Vj and

Ka K, represent maximal velocity and
> and Michaelis constant, respec-
Substrate tively

Equation (I-10) seems to adequately explain the observations of
BROWN (14) and HENRI (15) with invertase. It should be pointed
out that the rate equation for Scheme I-2, as well as the kinet-
ic mechanism, considers the hydrolysis reaction to be a uni-
molecular reaction when, in fact, the reactants are sucrose and
water. The latter substrate does not enter overtly into the ve-
locity expression because its concentration, 55 M, does not
change in the reaction. Similar arguments can be made regarding
a number of other nonsubstrate factors known to influence the
velocity of enzyme catalyzed reactions but that remain constant
during a reaction; e.g., temperature, pH, ionic strength, etc.

At low substrate concentration; i.e., where K; >> A, Eq. (I-10)
is reduced to:

V,A

v = (I-11)

Ka
while, at high substrate concentration when A >> K., Eq. (I-10)
is altered to give

v =V;. (I-12)

Under conditions that satisfy Eq. (I-11), the reaction is first-
order relative to substrate whereas the kinetics appear to ap-
proximate zero-order at high substrate concentration (Eq. I-12).
These conclusions serve to explain the rather typical findings
observed with enzymes as illustrated in Fig. I-3.



The kinetic models proposed by HENRI (15), BROWN (14), and
MICHAELIS and MENTEN (16) are not the only schemes that give
rise to data of the type shown in Fig. I-3. Consider, for exam-
ple, LANGMUIR's proposal in 1916 of the adsorption of a gas on

a solid support (18). He made the following assumptions: a) Only
one molecule can be adsorbed per site, b) there is no site-site
interaction; i.e., the presence of a molecule on one site does
not affect neighboring sites, and c) the number of sites are
fixed.

If we let Y represent the fraction of sites bound, then (1-Y)
is the fraction unoccupied. The rate of adsorption by substrate
A will equal some constant k; multiplied by A times the factor
(1-Y), or

adsorption rate = kjA(1-Y). (I-13)

On the other hand, adsorbed molecules will tend to leave the
support at a rate equal to the fraction of occupied sites, Y,
multiplied by some rate constant kj, or

desorption rate = k,Y. (I-14)
At equilibrium, these two rates will be equal by definition, and
k,Y = k1A (1-Y) or (I-15)

_ k1A
Y=—"T7. (I-16)
ko + klA

A plot of Y versus A will give the type of curve shown in

Fig. I-3. What makes this model so interesting are the assump-
tions, which are identical to those required to describe the
initial rate kinetics of an enzyme catalyzed reaction. The
fractional saturation of sites, Y, is analogous to EA/(E + EA)
in Scheme I-3. It will be shown in Chapter II that EA/(E + EA)
v/Ey, where Ejy is the total enzyme concentration.

The original proposal regarding kinetic mechanisms espoused by
HENRI, BROWN, MICHAELIS, and many other early workers is out-
lined in Scheme I-3.

A

P.
kllkz k3Tk4

E EA E

Scheme I-3

Cursory examination of Scheme I-3 reveals some serious inad-
equacies in attempting to describe an enzymatically catalyzed
chemical reaction by this pathway. Even if one replaces EA with
EX, it is clearly simplistic to assume that both substrate and
product react in a single step to form the same binary complex.
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Such an assumption is in obvious disagreement with current tran-
sition state theory of chemical reactions. HALDANE (19) has pro-
vided us with a more realistic kinetic mechanism to describe
substrate and product interactions with enzymes. His proposal

is described by the pathway outlined in Scheme I-2.

In Scheme I-2 it is seen that the binary complex of enzyme and
substrate is capable of undergoing some sort of transition, de-
fined previously as an isomerization. The rate equation for
Scheme I-2 is identical in form to that of Scheme I-3. The com-
position of the kinetic parameters, K, andV;, will not differ for
the two mechanisms under consideration, but a choice of mechanism
can be made kinetically by using approaches that involve varia-
tion of kinetic parameters with pH (20).

If the isomerization reaction is included in the kinetic pathway
kg
illustrated by Scheme I-2; i.e., (EA)=—==(EP), two additional
kg
rate constants, ks and kg, will be incorporated into the rate
equation. It is possible when studying this pathway in the for-
ward reaction to obtain values for V; and K,, and, in the re-
verse reaction, V,; and K,. It is clearly not possible from ini-
tial rate studies to evafuate the rate constants for the iso-
merization step as there are only four known quantities, V;,
V,, K5, and Kp» and six unknown rate constants. The constants,
ks and kg, are incorporated into the four determinable kinetic
parameters and cannot be evaluated. These points will be elab-
orated in Chapter II.

It is often stated that kinetics does not permit one to gain
insight into reactions that occur in the central complexes. Al-
though it is true that one cannot gain information of this type
directly from initial rate experiments, the point seems to be
overstated. It is possible, by using transition state analogs
and alternative substrates, for example, in conjunction with
initial rate studies, to arrive at definitive conclusions on
the chemistry involved in the transition state. Consider as a
case in point the sugar specificity of the hexokinase reaction.
PURICH et al. (21) were able, from a knowledge of sugar sub-
strate specificity, to come to certain conclusions regarding
the probable structure of the hexose in the transition state.

Other types of isomerization may yield rate equations that do
differ in form; i.e., give rise to unique terms, when compared
with analogous mechanisms in which such transitions do not oc-
cur. A relatively simple case in point is the pathway outlined
in Scheme I-4.

A P
k1 l ko k3 I Ky
E EA k
F —— g
kg

Scheme I-4
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The velocity expression for the mechanism illustrated in Scheme
I-4 is identical in form to those of Schemes I-2and I-3 when P is
zero; however, in the presence of product the rate equation for
Scheme I-4 will contain a unique term, (A) (P), which is not
found with the other mechanisms. Similarly, when considering
bireactant enzyme mechanisms, if isomerizations occur that do
not involve central complexes, it may be possible to detect
such transitions from initial rate studies.

It is obvious that very few enzyme systems exhibit Uni Uni mech-
anisms of the type illustrated in Schemes I-2 and I-3. Two rela-
tively frequently encountered one-substrate pathways are de-
picted in Schemes I-5 and I-6. These are the Ordered Uni Bi
(Scheme I-5) and Random Uni Bi models (Scheme I-6).

A P Q
kllkz k3Tk4 ksIke
E (EA ) EQ E
EPQ

Scheme I-5

Scheme I-6

The initial rate equation for the Uni Bi mechanisms is identical
in form to that of the Uni Uni example when studied from the A
substrate side of the reactionl!. In the presence of product,
however, a choice can be made between the Ordered and Random
cases. It also is possible to make a distinction between these
possibilities from studies of the reverse reaction as will be
indicated later.

1 This statement assumes that the rate limiting step for the Uni
Bi reactions is the breakdown of the central complexes.



Two Substrate Systems

Most of the enzymes studied kinetically using the steady-state
approach are of the bireactant type, A + B==P + Q. In 1930,
HALDANE (19) proposed a model for bireactant systems that seems
to fulfill the criteria cited earlier for enzyme catalyzed re-
actions. This mechanism, which is clearly the simplest and most
general case for a two substrate system, is the rapid equilibrium
Random Bi Bi kinetic model described in Scheme I-7.

A B P Q

Scheme I-7

For this pathway of enzyme and substrate interaction, all steps
are assumed to equilibrate rapidly relative to the interconver-
sion, or isomerization, of the central ternary complexes?.
The forward rate equation for this mechanism has the form

Vi K Ky, K, Ky
e =2 222 (I-17)
v A B (a) (B)

It can be seen from Eq. (I-17) that saturation by either sub-
strate will reduce the rate expression to that of a one-substrate
system; e.g., if B » «» at any finite concentration of A, the

rate equation will reduce to:

=1 +— (I-18)

It also is clear from Eq. (I-17) that, if one plots V;/v versus
1/A at different fixed levels of B, there will result a family
of linear lines that intersect to the left of the ordinate axis.

2 Kiar Kips Kip, and K;j4 represent dissociation constants for
the EA, EB, EP, and EQ complexes, respectively. The following
relationships hold from thermodynamic considerations: K; Ky =

KipK, and KjgKp = KjpKg.
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In this graph, the intercept term will be (1 + Kp/B), and the
slope term (K; + KiaKp/B). Thus, as B decreases, both inter-
cepts and slopes will increase. A similar result is to be ex-
pected when Vi /v is plotted as a function of the reciprocal of
B at various fixed levels of A. Figs. I~-1 and I-2 illustrate
the types of data to be expected from the use of Eq. (I-17).

Kinetic mechanisms that give rise to curves of this type are re-
ferred to as Sequential mechanisms - so designated by CLELAND (9).
It is of interest to point out that, if the last term inEqg. (I-17)
is small relative to other terms in the rate expression, then,

at different levels of fixed substrate, the resulting family of
curves, when V;/v is plotted against 1/A, may appear to give
parallel, rather than converging lines; i.e., the (K;_ Ky,/B) term
will not appear in the slope. This point, which has serious im-
plications when considering certain types of kinetic mechanisms,
will be discussed in detail in Chapter III.

An obvious variation of the mechanism shown in Scheme I-7 in-
volves the case of obligatory order of substrate binding. Me-
chanistically, this type of pathway requires that one and only
one of the two substrates, designated A, can add to the enzyme
before the second substrate can be adsorbed to form a productive
ternary complex. The simplest explanation of how this seqguence
of substrate addition occurs is to suggest that the pocket at
the active site for B does not exist preceding the presence of
A on the enzyme. Presumably, after the formation of a Michaelis
type complex between enzyme and A, a conformational change oc-
curs that creates a site on the enzyme for B. This mechanism is
summarized in Scheme I-8 and is referred to as the Ordered Bi Bi
mechanism. Alcohol dehydrogenase described in Egs. (I-5) to (I-7)
exhibits this type of mechanism.

A B P
ki l ko k3 l ky ks I kg k7

E EA EAB EQ E
EPQ

kg

—10

Scheme I-8

As was pointed out in the previous discussion, it is not pos-
sible to differentiate between this model and the case in which
one or more central complexes are formed; however, current tran-
sition state theory demands that at least two such complexes be
formed. SEGAL, KACHMAR, and BOYER (22) proposed this mechanism
in 1952, as well as a number of others, for bireactant systems
in a paper that has been largely overlooked.

A modification of the Ordered Bi Bi mechanism, the "Theorell-
Chance" model (23), does not involve kinetically significant
ternary complexes and is shown in Scheme I-9.



A Q
Kk, l ko k3 Ky ks I ke

E EA EQ E

Scheme I-9

The difference between the Theorell-Chance and the Ordered Bi
Bi mechanism is subtle and has been pointed out by ALBERTY (11).
This difference can be appreciated by reference to V; and V,

for these two mechanisms. For the Ordered Bi Bi mechanism
(Scheme I-8),

Vi = kskyEg/ (ks + ky) and V, = kykyEg/(ky, + ky) (I-19)
where E; is the total enzyme concentration.
Under conditions where ks >> k; and k, >> k,,

Vi = k7Eq and V, = kyEg (I-20)

whereas, originally, the maximal velocities were determined by
rate constants involving the breakdown of binary and ternary
complexes. With these limiting assumptions, V; and V, are func-
tions of the decomposition of the binary complexes EQ(forward
reaction) and EA(reverse reaction) only. In the Theorell-Chance
mechanism, the maximal velocity also is governed by those con-
stants involved in the breakdown of the EQ and EA complexes.
The binary complex mechanism is really a limiting case of the
Ordered Bi Bi mechanism, and it does not imply that ternary
complexes of enzyme and substrates do not form.

It is important to note that the kinetic mechanisms described
in Schemes I-7 to I-9 all can be described by the same initial
rate equation (Eq. I-17); however, it is possible to make a
choice from among these possibilities, and indeed many others,
from steady-state experiments alone.

If upon substrate addition, the enzyme-substrate A complex under-
goes reaction to form product that is released before addition

of the second substrate, the mechanism is called Ping Pong Bi Bi.
This model, which is depicted in Scheme I-10, was first proposed
by G.W. SCHWERT and is contained in a 1953 report by ALBERTY (11).

A P B Q

E EA F ' FB ! E
(ee) (z0)

Scheme I-10

The rate expression for the mechanism of Scheme I-10 is

v Ka Kp
—_—= 1 +— + —, (I-21)
v A B
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Rate Eq. (I-21) differs from Eq. (I-17) in that the K; K/ (A) (B)
term is deleted in the former expression. When V;/v is graphed
as a function of the reciprocal of A at different fixed levels
of B, a family of parallel lines is obtained. A similar result
is observed when, in the analogous experiment, B is varied at
different constant concentrations of A.

In theory, then, it is possible to segregate kinetic mechanisms
into Sequential (Eq. I-17) and Ping Pong (Eq. I-21) types. This
was very clearly pointed out by ALBERTY (24) in 1956, although
he did not use the terms Sequential and Ping Pong.

It has often been implied tacitly that enzymes that exhibit
Ping Pong kinetics involve participation of a covalent inter-
mediate; however, such an assumption may not be valid. The car-
dinal feature of such mechanisms is dissociation of the product
of the first substrate before the second substrate binds to the
enzyme. The nature of the intermediate cannot be inferred from
initial rate experiments alone, and chemical studies are re-
quired to establish the nature of the complex of enzyme and
substrate or portion thereof. It also is possible, when paral-
lel line data of the type expected for the Ping Pong case are
obtained, that the mechanism is actually Sequential. This will
occur if the Kj_ K,/ (a) (B) term of Eg. (I-17) is small relative
to other terms in the rate expression. Precisely this type of
situation was observed with mammalian brain hexokinase when
glucose was a substrate for the enzyme (25); however, Sequential
kinetics were obtained with fructose (26). It also is possible
to obtain Sequential kinetics even if a covalent intermediate
is formed in the reaction between enzyme and substrates - if the
product does not dissociate from the enzyme until the second substrate has
been adsorbed.

Another type of Ping Pong mechanism, which gives converging
double reciprocal plots, is illustrated in Scheme I-11 (27).

A )4 A Q

B
k) lkz kslku ksTke k7lke k9Tk1o

E EA EAB EQ EQA EA

Scheme I-11

The rate equation for this mechanism is identical in form to
Eq. (I-17). There are no known examples of the pathway depicted
in Scheme I-11 to date.

One mechanism that apparently does involve a covalent inter-
mediate but that gives rise to initial rate data that seem to
be Sequential has been proposed by ARION and NORDLIE (28) for
glucose-6 phosphatase-pyrophosphate-glucose phosphotransferase.
This kinetic pathway may be described by the outline of Scheme
I-10 with one additional step; the breakdown of F to P + E. In
Scheme I-10, A, P, F, B, and Q represent pyrophosphate, phos-
phate, phosphoryl enzyme, glucose, and glucose-6-P. In this
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mechanism, the rate constant for the breakdown of the covalent
intermediate to free enzyme and orthophosphate is comparable
in magnitude to the other rate constants involving product
formation.

One feature of the Ping Pong mechanism that should be borne in
mind is that the pathway of substrate addition is obligatory and
ordered. An adsorption pocket for the second substrate presum-
ably either does not exist on the enzyme until after the first
substrate has added to the enzyme, or if it does exist, its con-
formation is such that there is specificity of substrate bind-
ing for E and F in Scheme I-10.

WONG and HANES (29) have proposed a kinetic mechanism for bire-
actant enzyme cases that they suggest is the simplest general
mechanism for such systems. This model (mechanism II) represents
a hybrid of the Random Bi Bi and Ping Pong pathways of enzyme
and substrate interactions. It is of interest that this mech-
anism serves as the basis of models proposed as a possible ex-
planation of cooperative substrate interactions for regulatory
enzymes.

Three Substrate Systems

The kinetic models of three substrate enzyme systems are based
upon analogous bireactant cases; however, a historical develop-
ment of this aspect of kinetics is beyond the scope of this
monograph. CLELAND (9) has proposed a number of probable three
substrate pathways, and FROMM (30) has extended his treatment
to include a few additional cases.

Listed below are the Sequential and Ping Pong models for
terreactant enzyme systems other than "Iso" mechanisms.

a) Sequential Mechanisms

1. Ordered Ter Ter

A B Cc P

Lol Pt

E EA EAB (EABC) EQR ER E

EPQR
Scheme I-12

A modification of this pathway is the Ordered Ter Bi mechanism
in which R is eliminated and there are ten rate constants.
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2. Random Ter Ter (Rapid Equilibrium)

EAB

)—EAC\\
EABC
/ (EPQR)
EB

Scheme I-13

3. Random AB (Rapid Equilibrium)

A B Q R
EA ER
C
1 f
E EAB EABC ) EOR E
(EPQR
EB EQ
B A R 0

Scheme I-14

4. Random BC (Rapid Equilibrium)

B C P Q
A EAB EQR R
E EA EABC ER E
EPQR
EAC EPR
C B Q P
Scheme I-15
5. Random AC (Rapid Equilibrium)
A B C P Q R
o { i ¢ 4
EA EAB EQR ER
E EABC E
EPQR
EC EBC EPQ EP
! f 1 ' 1 \
C B A R Q P

Scheme I-16
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b) Ping Pong Mechanisms

1. Hexa Uni Ping Pong
A T B Q C R

l |t 1 1

E EA E' E'B E'"’ E''C E

Scheme I-17

2. Ordered Bi Uni Uni Bi Ping Pong

T T IT) ]f i ?
E  EA EAB E' E'C ER E
Scheme I-18
3. Ordered Uni Uni Bi Bi Ping Pong
T If T T ? ?
E EA E' EB  EBC ER E

Scheme I-19
4. Random Bi Uni Uni Bi Ping Pong (Rapid Equilibrium)

T

A B

EA

g
pg————
— O]

E EAB E' E'C ER
EB
B A
Scheme I-20
5. Random Uni Uni Bi Bi Ping Pong (Rapid Equilibrium)

B

e
L erg
e
[—amtd

Scheme I-21
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CLELAND (9) has pointed out that there are really only three
different ordered terreactant Ping Pong mechanisms (Schemes I-17,
I-18, and I-19). The Uni Uni Bi Bi and Bi Bi Uni Uni Ping Pong
mechanisms are equivalent as are the Bi Uni Uni Bi and the Uni
Bi Bi Uni Ping Pong mechanisms.

A large number of kinetic models that are variations on the Bi
Bi or Ter Ter theme may be invoked. These are not to be con-

Table I-2, Some examples of various enzymes mechanisms

Mechanisms Enzyme Reference

I. Bireactant

A, Ping Pong Acetate kinase 31
Adenine phosphoribosyltransferase 32
Coenzyme A transferase 33
Glutamic-alanine transaminase 34
Glucose oxidase 35
Nucleoside diphosphokinase 36, 37
Transcarboxylase 38
B. Ordered Alcohol dehydrogenase 39
Carbamate kinase 40
Lactate dehydrogenase {(muscle) 41
Lactate dehydrogenase (liver) 42
Lactate dehydrogenase (heart) 43
Purine nucleoside phosphorylase 44
Ribitol dehydrogenase 45
5-adenosyl methionine:
homocysteine methyltransferase 46
C. Random Adenylate kinase 47
Creatine kinase (pH 8) 48
Galactokinase 49
Hexokinase (yeast) 8
Hexokinase (brain) 50
Phosphorylase b 51
Pyruvate kinase 52
D, Equilibrium Ordered Creatine kinase (pH 7) 53

II. Terreactant

A, Ping Pong Tyrosine aminotransferase 54
B. Ordered Malic enzyme 55
Glyceraldehyde-3-P dehydrogenase 56
C. Random Adenylosuccinate synthetase 57
Glutamate dehydrogenase 58

D. Partially Random Citrate clevage enzyme 59
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sidered in this chapter, but include Bi Ter, Ter Bi, Ter Quad, etc.,
mechanisms. In Schemes I-20 and I-21 it will be assumed that the

random binding steps are in rapid equilibrium relative to the
other steps in the mechanism.

Table I-2 lists a number of examples for the various kinetic
mechanisms described in the text. It should be borne in mind
that many kinetic mechanisms have been proposed to date, and
this listing represents a very small fraction of the studies
available in the literature,
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Chapter II

Derivation of Initial Velocity Rate Equations

The initial rate equation for enzyme catalyzed reactions that
describes initial reaction velocity as a function of substrate
concentration had its origins in the work of HENRI (1), BROWN
(2) , MICHAELIS and MENTEN (3) and BRIGGS and HALDANE (4).

The derivation of initial rate equations involves either steady-
state or equilibrium assumptions. In the case of certain kinetic
mechanisms, it may be desirable to use a combination of both

the steady-state and equilibrium approximations as suggested

by CHA (5). When considering derivations, certain implicit as-
sumptions are made regarding velocity, concentration ratio of
substrate to enzyme, concentration of product, and attainment

of either the steady or equilibrium state.

A. Definitions and Derivations

1. Steady-State

During the steady-state there is no change in concentration of
the various enzyme forms involved in the reaction; i.e., the
rate of production of a particular form of the enzyme is ex-
actly equal to its rate of conversion to another enzyme inter-
mediate. This approach was first employed by HALDANE in the
derivation of the rate equation for a one substrate system (4).

When deriving the rate equation for a kinetic mechanism, one

is desirous of obtaining a velocity expression (initial velocity)
as a function of substrate concentration. As an illustration of
how this type of expression may be derived, consider the follow-
ing Uni Uni mechanism.

A 3
k; l k, ks T kg
E ' k3 E
(EA—}:\———*EP)
y

Scheme II-1

In the derivation, the following information is required:
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a) conservation of enzyme equation, E¢ = E + EA + EP, where Ej

is total enzyme,

b) an expression for velocity, velocity = dP/dt = -dA/dt =

ks (EP) - kgP(E) = k1A(E) - ko (EA),

c) and finally (n-1) nonlinear differential equations for the
change of a particular enzyme species with time; i.e., d(E)/dt,
d(EA)dt, and 4 (EP)/dt. The term »n refers to the number of enzyme,
forms, which in Scheme II-1, is 3.

From the last consideration, only two of the nonlinear differen-
tial equations are required for the derivation of the rate equa-
tion for the mechanism illustrated in Scheme II-1, if steady-
state conditions are assumed. These expressions are:

@&%l = -k, (E) (A) + k, (EA) + ks (EP)-kgP(E) (II-1)
dégﬁl = k; (E) () - (kp + k3) (EA) + ky (EP) (I1-2)
déEP) = k3 (EA) - (ky + ks) (EP) + kg (E) (P) (II-3)

If it is assumed that P = O and the velocity expression involv-
ing formation of product (i.e., v = ks(EP)), rather than loss
of substrate, v = ki (E) (A)-k,(EA) is used, Egs. (II-2) and
(II-3) may be invoked to obtain the equation for velocity as a
function of substrate concentration. The expression, v = ks(EP),
is simpler than the equation involving substrate; however, the
same final rate equation will be obtained regardless of which
term is selcted.

In the steady-state, 4(EA)/dt = 4(EP)/dt = O and, if P = O

—déEA) = k; (EY (A) - (ky, + k3) (EA) + k,(EP) = O, and  (II-4)
déEP) = k3 (EA) - (k4 + ks) (EP) = O. (II-5)

Because Vv ks (EP), all enzyme terms are expressed in terms of

EP; i.e.,

(kq + ks) (EP)

EA = and (I1I-6)
kj
(ko + k3) (EA) k, (EP)
E = - . (1I-7)
ki (A) ki ()

Negative terms do not appear in initial rate equations, except
where all substrates and products are present. The negative term
in Eq. (II-7) is eliminated by substituting the expression for
EA in Eq. (II-6) into Eq. (II-7). Thus
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(koky + koks + kiks) (EP)
E = . (I1-8)
ki1kj3 (A)

Substitution for E and EA is made in the equation,
E; = E + EA + EP, so that

(k2k1+ + k2k5 + k3k5) (EP) (k]+ + ks) (EP)
E, = + + EP. (Ir-9)
K k3 (A) ks

Dividing through by EP and collecting terms gives the expression,

Eo (k3 + kq, + k5) (kqu + k2k5 + k3k5)
—= + . (II-10)
EP ks ki1kj (B)

Remembering that v = ks5(EP) or that EP = v/ks and substituing
into Eq. (II-10) gives

Eo (k3 + k|+ + ks) (k2k|+ + k2k5 + k3k5)
—= + . (II-11)
v ksks ki1ksks (A)

This expression may be rearranged to

1

1 K

T—W (1 +Xa-)° (II-12)
It is to be noted that A exists in two forms, A and EA, and, in
a sense as EP. By analogy with the enzyme forms, one might con-
sider a conservation of substrate equation. Under most experi-

mental conditions, however, in which initial velocity is moni-

tored, A>>E(, and therefore A = Ay.

It is possible to obtain an exact solution to the various dif-
ferential equations which may be obtained from the mechanism of
Scheme I-2, provided certain limiting assumptions are made. These
assumptions are that the substrate concentration does not change
in the course of the reaction, that product inhibition does not
occur, and that the reverse reaction can be ignored. The follow-
ing first order linear differential equations may therefore be
written:

d(EA) /dt = k; (E) (&) - (ky + kj3) (EA) (I1-13)
dP/dt = kj (EA) (II-14)

By invoking the conservation of enzyme equation, E; = E + EA,
Eg. (II-13) may be rearranged as follows,

d(EA) /dt = k;AEq - (k;A + k, + kj) (EA). (II-15)

An expression for EA is obtained after separating the variables
of Eq. (II-15) and integrating.
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kiAE)
EA = (1
(k1A + ko + k3)

- e” (KA + ky + ki)t (II-16)

The expression for E can be obtained from the conservation of
enzyme equation and is

k1A _
E = EO[E - (1 - e (K1A + ko + k3)fﬂ.(11—17)
(klA + k2 + k3)

It is possible to obtain an equation for P from Egs. (II-14) and
(II-16). When this equation is integrated, Eq. (II-18) is obtained.

k1k3AEg 1 -
o - E N (o= (K13 + ky +k3)t_1z| .
kiA + ko + k3 (k1A + k, + kj)

(I1-18)

Equation II-18 provides interesting information on the product-
time relationship for an enzyme catalyzed reaction within the
context of the .mechanism of Scheme I-2 and the limiting assump-
tions already alluded to. At t = O, P will also be zero; however,
as t increases there will be an exponential increase in the para-
bolic slope of the product-time progress curve i.e., an induc-
tion period usually referred to as the pre-steady state phase of
the reaction. At a still later time (where the exponential term
in Eq. (II-18) approaches 0O), P will be a linear function of t
with a slope of kjk3AEy/(kjA + ky, + k3). It is of interest that
the slope of this phase of the reaction, the initial velocity

or steady-state phase, incorporates certain features of the well
known Michaelis-Menten equation.

The question of the validity of the steady-state assumption has
been a recurring one for many years. If one considers the sim-
plest Uni Uni mechanism illustrated in Scheme I-2, where the two
central complexes are represented by EA collectively, then the
following equations pertain:

d(EA) /dt = ky (E) (A) - (k, + k3) (EA) + ki (E) (P) (II-19)
dP/dt = k3 (EA) - ki (E) (P) (II-20)

The concentrations of EA, P, and A at any time t are described
by Egs. (II-19) and (II-20). Analytic solutions to these equa-
tions are not possible; however, both the digital and analog
computer can be used to provide exact solutions to these non-
linear differential equations. These solutions can be obtained
provided that certain parameters, such as the rate constants,
and A and E are known. Alternatively, it also is possible through
trial and error analysis to match the computer simulations with
experimental data when data on ratios of rate constants and sub-
strate and enzyme concentrations are not available. Using these
approaches, conclusions on the validity of the steady-state as-
sumption can be arrived at.
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CHANCE (6) was among the first to use a computer to determine
whether an intermediate of the type suggested in Scheme I-2 is
formed in an enzymic reaction. He also attempted to gain some
insight into the validity of the steady-state approximation. His
simulations suggested that an intermediate enzyme-substrate com-
plex was indeed formed in the peroxidase reaction, but that it
was short-lived.

Figures II-1, II-2, and II-3 illustrate the use of the analog
computer in obtaining exact solutions to Egs. (II-19) and (II-20).
In these simulations, it was assumed that ki = O; thus, the ef-
fect of inhibition by product was obviated, and the ultimate
solution simplified.

Figure II-1 shows an analog computer plot of the progress curve

for the reaction described by Scheme I-2 with k, = O within the

time frame 300, which is plotted on the abscissa. In these sim-

ulations, the concentrations of both the free enzyme, E, and the
enzyme-substrate complex, EA, are enlarged by a factor of 100.

10 100 (EA)

Amount

1
0 150 300
Time

Fig, II-1., Analog computer simulation plot of the concentration of A, P,
100(E) and 100(EA) as a function of time for the reaction:

k1 k3
E+ A wi——-EA —>E + P. The concentrations of E, EA, A, and P vary from
2

O to 1. The ratio of A to total enzyme is 100, and k; = 100, ko = k3 = 1,
The time interval is from O to 300

It can be seen from Figs. II-1, II-2, and II-3 that enzymic re-
actions can be divided into three different phases. The first
(pre-steady-state) is very short and is followed by a somewhat
longer phase (steady-state) during which both E and EA remain
relatively constant. Finally, these enzyme forms decay during
the post-steady-state stage to their pre-steady-state levels.

In Figs. II-1 and II-2 the ratio of substrate to enzyme is 100,
and the numerical values for k;, k,, and k3 were taken to be 100,
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1, and 1, respectively. The results of Fig. II-1 show a rapid
transient for A, but none for P. This effect on substrate is
caused by formation of the enzyme substrate complex. It also
appears that the concentrations of E and EA change slowly with
time until approximately 50-60% of the substrate has been uti-
lized. These early effects can be better described by the data
of Fig. II-2 in which the scale of Fig. II-1 has been expanded
10-fold. In Fig., II-2, it is quite clear that neither E nor EA

10 100 (EA)

A

c

a

£

<
P
100 (E)

0 15 30
Time

Fig, II-2, Analog computer simulation plot of the concentration of A, P,
100(E) and 100(EA) as a function of time for the reaction:

k1 k3
E+ A -<_k—2——\EA —>E + P. The concentrations of E, EA, A, and P vary from
O to 1. The ratio of A to total enzyme is 100, and k; = 100, ky = k3 = 1,
The time interval is from O to 30

changes with time, i.e., d(E)/dt = d(EA)/dt = 0, and further-
more, P changes linearly with time. When the ratio of substrate
to enzyme is increased to 1000, the transient associated with
A is barely discernible and there is no evidence for the re-
latively slow buildup of EA described in Fig. II-2.

It is interesting to compare these results with those obtained
when the substrate to enzyme ratio is only 10. This effect can
be seen from a comparison of the simulations shown in Figs. II-1
and II-3. It is important to note that the time scale is more
rapid, by a factor of ten, in the ocase of Fig. II-3 relative to
the simulations of Fig. II-1.

A number of investigators have addressed themselves to the ques-
tion of whether the steady-state approximation is a valid as-
sumption when considering the kinetics of enzyme catalyzed re-
actions (7-11). WONG (10) has found that, when ky = O, the
steady-state assumption becomes increasingly more valid as the
ratio of substrate to enzyme is increased. WONG (10) has also
listed a number of experimental conditions that serve to vali-
date the steady-state approximation. Probably the simplest and
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most important criterion in this regard is the well-known linear
relationship which exists when velocity is graphed as a function
of enzyme concentration. If this relationship is not satisfied,
initial velocity conditions may not prevail for the enzyme sys-
tem under study.

1.0 100 (EA)

Amount
i

100(E)

Fig. II-3. Analog computer simulation plot of the concentration of A, P,
100(E) and 100(EA) as a function of time for the reaction:

ki k3
E + A<;EE—-EA ——>E + P, The concentrations of E, EA, A, and P vary from

O to 1. The ratio of A to total enzyme is 10, and kj; = 100, ks = k3 = 1.,
The time interval is from O to 30

MORALES and his co-workers (7-9) have for some time been inter-
ested in determining conditions under which the steady-state
assumption for the enzyme-substrate intermediate holds, and
where k; # O. The points that these workers have found to be

of crucial importance are the ratio of substrate to enzyme,
which also was considered by WONG (10), and the ratios of the
four rate constants to each other.

WALTER (11) has described the error inherent in the steady-state
assumption as a function of enzyme and substrate concentration
and the four rate constants shown in Scheme I-2. If k; > ky,

the steady-state assumption will be valid; however, there will
be an error associated with this approximation which can be
calculated according to Eg. (II-21).

4 Eyp

nax = 057)(X:;) (I1-21)

In Eq. (II-21) ey.yxs Eo, and A g represent the maximum error
theoretically possible using the steady-state assumption, total

enzyme, and substrate concentration at the time the error is to
be determined, respectively.
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Equation II-21 suggests that when A, , >> Eg, as is the case for
most kinetic experiments under so called steady-state conditions,
the steady-state approximation is reasonably valid. These con-
siderations are consistent with the simulations of Figs. II-1,
II-2, and II-3 in which k; = O.

Under conditions where kj < ki, the steady-state approximation
is never exact; although, if the ratio of Agg to Ej is high, a
very small error will be introduced into the steady-state as-
sumption unless the ratio of ki to k; is also very great.

WALTER (11) shows that

tmax = 27 (a..) &7 (II-22)
when k; < ky. It is clear from Eqg. (II-22) that, the greater the

ratio ky:k;, the larger Agg must be relative to E; in order to
satisfy the steady-state approximation.

These theoretical studies imply that the steady-state assump-
tion is not universally correct. However, in cases where the
ratio of substrate to enzyme is relatively great (1000:1), the
steady-state assumption would appear to be a valid approximation,
provided that the relationship k; >> k; does not hold.

2. Initial Velocity

In considering the derivation of the rate equation for the Uni

Uni mechanism shown in Scheme II-1, it was assumed that, during
the steady-state phase of the enzyme reaction, 4(EP)/dt = O.
Velocity (v) can be taken to be k; (E) (A) -k, (EA) or kg (EP)-kg(E) (B).
In the absence of product (P = 0), v = k5(EP), and during the
steady-state phase of the reaction, velocity is constant because
the concentration of EP does not vary. A similar statement can

be made, but for different reasons, if equilibrium is attained.

If one were to make a plot of product formation as a function
of time, the graph, Fig. II-4, would result. During the early

[}

—_ .
° e . /”
s initial velodty —.2
7,
— 7,
V7,

%

Fig, II-4. Plot of product
formed versus time for an enzym-
atically catalzyed reaction.
The linear portion of the curve
represents the initial velocity -
phase of the reaction Time
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part of the reaction, it is clear that there is a linear rela-
tionship between product production and time. This is the so-
called Znitial veloecity portion of the enzyme reaction, and it oc-
curs where d(EP)/dt = O; i.e., where the concentration of EP is
constant. It is important to note that experimentally only the
initial velocity phase of the reaction is relevant to the steady-
state assumption. Obtaining this type of progress curve may be
a relatively simple matter if the product (or substrate) is a
chromophore, and product formation as a function of time can be
monitored continuously in a spectrophotometer. However, it will
be necessary to determine product formation at a number of dif-
ferent times after initiation of the reaction if a continuous
spectrophotometric assay cannot be used. The specific details of
these procedures will be considered in Chapter III.

During the initial velocity phase of the reaction, as illustrated
in Fig. II-4, doubling of the reaction time will double the amount
of product produced, and this relationship will hold throughout
the steady-state phase of the reaction. The dotted line is a
tangent to the initial phase of the progress curve, and its

slope represents the initial reaction rate.

Other assumptions that one normally makes in deriving initial

rate expressions are that A >> E;, and that temperature, pH,
and other experimental parameters are constant.

3. The Maximal Velocity (V;) and Michaelis Constant (XK,)

The form of Eq. (II-11) is very useful for evaluation of certain
kinetic parameters. It is convenient to rearrange Eq. (II-11) to
obtain V; and Ka, such that the term not associated with the
variables v and A be numerically equal to one.

ksks (Eg) (kpky + kpks + kjks)
= + -
(ks + ks + ko) (V) — ' T ki(ks + ks * Kg) (B) (I1-23)
k3k5(E0) (kaH + k2k5 + k3k5)
vV = and K, = (II-24)

(k3 + kq + ks) kl(k3 + kq + kS)

This simple manipulation follows from the definitions of V; and
K, and is a valid approach regardless of the complexity of the
rate equation.

a) V; - By definition, v = V; when A » »., The A term will drop
out of Eq. (II-23), and the expression for V; is obtained.

b) K5 - By definition when v = 1/2 V;, A = K,. When the rate
equation is in the form of Eq. (II-23), K, will be the term
associated with A. Eq. (II-11) may therefore be expressed as

Vl (kzkl_{, + k2k5 + k3k5) Ka
—= 1+ =1 +— (II-25)
v ky (ks + ki + ks) (B) A
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and where v = 1/2 V;, substituting K, for A gives the expression
for K, in terms of rate constants.

4. Reverse Reaction Parameters and Rate Constants

It is often necessary to know the rate equation for the reverse
reaction; i.e., where A = O and P is now taken to be the sub-
strate. For a symmetrical mechanism of the type shown in Scheme
II-1 this is simply done, if the forward reaction rate equation
has been derived previously.

A shorthand method involves placing the rate constants into two
columns as follows,

1

The rate constant k; in the forward direction corresponds to kg
in the reverse direction and so forth. Thus for the reverse re-
action, Eq. (II-11) is transformed into,

E; (k, + k3 + ky) (koky + kpks + kzks)
o + (I1-26)
v koky kokykg (P)
and
k2qu0 (kzku + k2k5 + k3k5)

'
(k2 + k3 + kq) k6(k2 + k3 + kq)

B. The Equilibrium Assumption

Both the steady-state and equilibrium assumptions are often made
when deriving initial velocity equations. How these assumptions
differ is illustrated by the example for the Uni Uni mechanism
of Scheme II-1. Under steady-state conditions, the concentra-
tions of the various enzyme forms are assumed to remain essen-
tially constant because the rate of conversion of one form to
another is equal to its rate of production from yet another en-
zyme form. In the case of the equilibrium assumption the concen-
tration of enzyme forms also remains constant, but for another
reason. Here the flux through one of the steps is slow enough so
that the preceding steps equilibrate. If the very slow step is
at ks (Scheme II-1), the concentration of E is maintained con-
stant because it is in equilibrium with EA and not because of
the conversion of EP to E and P. The equilibrium assumption was
first used by Michaelis for the derivation of the so-called
Michaelis-Menten equation:
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Vi (a)
v = - i (I11-28)
Ki, + A

where K;, is taken to be a dissociation constant.

If the mechanism of Scheme II-1 is treated as if the system were
in equilibrium, three distinct equilibria may be recognized,

ky (E) ()  ky
E + AT— EA, K, = —— =—— (I1-29)
ko (EB) k;
EA—— EP, K= — = — (1I-30)
ky (EP) ks
ks (E) (P) ks
EP——E +P, Kj,=——=— (I1-31)
kg (EP) kg

If we assume P = O, only the expressions E = k, (EA) /k; (A) and
(EA) = ky (EP) /k3 are important. In order to derive the initial
rate equation, it is necessary to use the following relation-
ships: v = k5(EP), E; = E + EA + EP, EA = k,(EP)/k; and E =
koky (EP) /k1k3(A). The final rate equation is then

Eg (k3 + kq) kqu
= + . (11-32)
v k3k5 k1k3k5(A)

It is clear from an examination of Egs. (II-11) and (II-32)
that they are of the same form. Actually, it is not possible

to distinguish between the steady state and equilibrium approx-
imation for this system. This, however, is not the case when
considering certain mechanisms for two and three substrate
systems.

It is possible to reduce Eq. (II-11) to Eq. (II-32) by assuming
the following inequalities, k, >> ky and k, >> kg. When the re-
verse reaction is considered, however, the assumptions that lead
to the reduction involve the inequalitites k3 >> k, and kg >> ky.
It is obvious that such assumptions are contradictory and there-
fore not valid. Other inequalities that could satisfy the re-
duction are of the type

(k3 + kq) 1 kqu (k2 + k3)
>> and >> . (IT-33)
k3ky ks kiksksg kikj

When the analogous inequality relationships for the back reac-
tion are considered, it becomes obvious that the equilibrium as-
sumption is not valid for the mechanism of Scheme II-1. Similar
statements can be made when considering the mechanism for a one
substrate system involving a single intermediate; i.e., E + A
==EA=—E + P. It is clear from this discussion that the equi-
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librium assumption, when considered to be a limiting case of the
steady-state assumption, will not always be valid, and this ap-
proximation must be applied cautiously. It may be possible to
arrive at the equilibrium form of the Michaelis-Menten equation
by reduction of the numerical solution of Scheme II-1 without
making conflicting assumptions; however, this has evidently not
been attempted.

C. Derivation of Complex Steady-State Rate Equations

The basic procedure for the derivation of steady-state rate
equations was presented earlier in this chapter. This method,
as well as others (12), depends upon solving a series of non-
linear differential equations. Such solutions are possible by
using determinant and matrix methods (13). KING and ALTMAN (14)
advanced a schematic approach in 1956 for the derivation of
initial rate equations based upon determinants. Their contri-
bution, which has been used extensively by kineticists, has
played a most important role in advancing the field of enzyme
kinetics. This approach to the derivation of rate equations
does, however, become increasingly difficult to use as the num-
ber of enzyme forms and the complexity of the kinetic mechanism
increase. Many of these problems were circumvented when VOLKEN-
STEIN and GOLDSTEIN (15) applied graph theory to obtain steady-
state equations. The detailed original theoretical basis for
their method, which is beyond the scope of this monograph, may
be found in the book of MASON and ZIMMERMAN (16). More recently,
FROMM (17), has employed a systematic, rather than schematic,
modification of the Volkenstein-Goldstein procedure. Its one
disadvantage is that it generates "extra" terms in the deter-
minant; however, these can be eliminated conveniently by in-
spection., The advantage of the systematic over the schematic
method for deriving rate expressions is that, in the former
case, the determinant terms are generated algebraically, while
in the latter procedure, it is necessary to know the number of
terms to be generated and then to obtain them by inspection.

Derivation of the rate expression of the mechanism described in
Scheme II-2 is presented to illustrate the systematic method.

k; kg

E + A= EA E + B =EB
ks, k7
k3 k8

EA + B <=—= EAB EB + A ——EAB
ky kg

EAB—X5 \E + products (P)

Scheme II-2
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1. The kinetic mechanism is first set up in geometric form as
suggested by KING and ALTMAN (14) as shown in Scheme II-3.

@ k1 (A) @

E 2 EA
N

k3 (B)

EB = == EAB

® kg ®
Scheme II-3

2, Each enzyme form is numbered as illustrated above; e.g. E is
(™, EA is é[:l etc.

3. Each circled number above the enzyme form is characterized
by one or more arrows that lead away from the enzyme form.
These are listed in parentheses as a summation of rate con-
stants.

(1
(2)

1]
I

ki (Aa) + kG(B) (3)
ko + k3(B) (4)

k“ + k5 + kg
k7 + ka(A)

I}
1}

4, To obtain the determinant for an enzyme form, the shortest
one-step paths to that form from the other enzyme species that
contribute directly to it are written down. Thus, for E or 1,

we would have 2 - 1, 3 - 1, and 4 » 1. Each path is character-
ized by a rate constant. For the paths illustrated they would be
k2, ks, and k7, respectively.

5. Next to each of these one-step routes is written in paren-
theses the number in the geometric figure that does not appear
in the one-step path; e.g., 2 > 1(3)(4), 3 = 1(2) (4), and

4 > 1(2) (3).

6. The determinant for E is then, E = 2 > 1(3)(4) + 3 > 1(2) (4) +
4 > 1(2)(3), and thus E = kp(ky + ks + kg) (k7 + kgA) + ks(k, +
k3B) (k7 + kgA) + ky(k, + k3B) (ky + ks + kg).

7. The determinant is next expanded, and certain terms are elim-
inated by inspection. These are a) redundant terms - only one
particular term is permitted in each determinant, and b) forbid-
den terms. These are of the type kik, (A), ks3k, (B), kgky(B), and
kgkg (A) . Whenever they appear in a product of rate constants,
the whole term is eliminated. Finally, if a closed loop is
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generated, it is not included in the determinant. Although
mechanisms that produce closed loops are rare, the terms would
be of the type kskgkg(A) (B) for the mechanism above.

8. Expansion of E gives:

a) E = k2qu7 + kang(A) + k2k5k7 + kaSkS(A) + k2k7k9+
kzkakg(A) + k2k5k7 + kzkska(A) + k3k5k7(B) + kakske(A)(B)
+ k2qu7 + k2k5k7 + k2k7k9 + k3kuk7(B) + k3k5k7(B) +
kikskg (B). (II-34)

b) The eliminated terms are either redundant or forbidden.

c) E = kokyks + kzkukg(A) + k2k5k7 + kzkske(A) + k2k7k9 +
k3ksky (B) + kizkskg(A) (B) + k3kykq(B). (11-35)

9. The rate equation for this mechanism, as shown by KING and
ALTMAN (14), is,

Eo [ks (EAB) |
v = (I1I-36)
E + EA + EB + EAB

where v, Ep, E, EA, and EAB represent velocity, total enzyme,
determinant for E, determinant for EA, determinant for EB, and
determinant for EAB, respectively.

10. Determinants for the other enzyme forms are:
EA = kikyk7(A) + kikykg(A)2 + kiksk;(A) + kikskg(A)2 +
kik7kg (A) + kykgkg (A) (B) (11-37)
EAB = k;k3k7(A) (B) + k;k3kg(A)2(B) + kskgkg(R)(B)2 +
kzksks(A)(B) (II-38)
EB = kykykg(B) + kykskg(B) + kykgkg(B) + kikskg(B)2 +
kakekq(B)2 + kikzkg (A) (B) (I1-39)

11. The values for the different enzyme forms are finally sub-
stituted into Eq. (II-36) to yield the final rate equation.

In the case of the one substrate system involving one inter-
mediate, the mechanism is written as follows:

ki (A) + ky (P)
E < = EA (I1-40)

C) ko, + k3 (:)

The determinant for E is 2 - 1 and for EA 1 » 2; i.e., E =
(ko + k3) and EA = (k;A + kyP). These determinants are then
substituted into Eg. (II-41) to obtain the final rate expression
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v k3 (EA) - ky (E) (P)

Ep (E) + (EA)

(II-41)

D. Derivation of the Rate Equation Using
the Rapid Equilibrium Assumption

1. The Random Bi Bi Mechanism

HALDANE was the first to derive a rate equation for the Random
Bi Bi mechanism making equilibrium assumptions (18). For the
case cited, to illustrate the algebraic procedure for writing
rate equations, it can be assumed that all steps of the reaction
are in rapid equilibrium relative to product formation from the
ternary complex, EAB. Then

E + A = EA, Kj, EA + B = EAB, K,

E + B

EB, K, EB + A

ks
EAB —>E + P

EAB, K,

Scheme II-4
The velocity expression is v = kg5 (EAB) as the last step is rate
limiting. Thus all enzyme forms in the conservation of enzyme
equation (Ejp = E + EA + EB + EAB) must be in terms of EAB.

The various equilibrium expressions are:

(E) (A) _ o (E) (B) _ . (EA) (B) _ g (EB) (A) _
(ER) iav (EB) iby (EAB) b (EAB) a
(I1-42)
EA and EB are already expressed in terms of EAB,
Kp, (EAB) K, (EAB)
EA=——— and EB = ——, (I1-43)
B A

The expression for E can be in terms of either K;j, or Kj. (All
four equilibrium constants are not independent but are related
by the expression, Kj Ky = K Kjp.) Substituting these enzyme
forms into the conservations of enzyme equation gives,

[ Ka Kp  KjgKp
Eg = |1 +—+ —+ —— | (EaB). (I1-44)
A B (A) (B)

This equation can be rearranged in velocity form as v = kg (EAB),
as follows:
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—_— =l —t— F ——=—, or (II-45)
ks (EAB) A B (A) (B) v
A4
V —4
Ka Kp KiaKp
1 + —+ — + ——, (I1-46)
A B (A) (B)

2. The Ordered Bi Bi Mechanism (Rapid Equilibrium)

If the steps in the kinetic mechanism described by Scheme I-8
are assumed to be rapid relative to the interconversion of the
ternary complexes, and if this interconversion can be described
by two new rate constants, kg and k;q,

kg
EAB ——— EPQ (I1-47)
kio
then
v = kg (EAB) (II-48)
when P = Q = O. The conservation of enzyme equation will now be
E; = E + EA + EAB (I1-49)

and the pertinent equilibria:

ia EA
Substituting from Eg. (II-50) into Eg. (II-49) and utilizing the
velocity expression described by Eq. (II-48) yields the rate
equation shown in Eq. (II-51).

Vi kgEg Ky KjaKp
—_—— =1+ —+ —, (IT1-51)
v ko (EAB) B (a) (B)
When considering the rapid Equilibrium Random Bi Bi mechanism
(Scheme I-7), the binding of one substrate by the enzyme may or
may not lead to the enhancement of binding of the other substrate
by the enzyme. If binding of substrate is not affected by the
presence of the other substrate on the enzyme, K;, = K, and
Kip = K. However, if the binding of one substrate by the enzyme
does affect binding of the other, K;, # K; and Kjp # Kp.

It is important to note that, although it is usually easier to
derive rate equations using the equilibrium assumption compared
to making the steady-state approximation, these two methods of-
ten lead to rate expressions of different form for a single
mechanism. Thus, for the steady-state derivation of the Random
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Bi Bi mechanism (Scheme II-3), the rate equation contains sub-
strate terms of second degree as indicated by the determinants
for the various enzyme forms. On the other hand, the equilibrium
assumption gives rise to kinetic equations for this same mecha-
nism that are obviously much different, as shown in Eq. (II-51).
A qualitative difference in rate equations will also be obtained
with other mechanisms, for example, the Ordered Bi Bi case. Al-
though this mechanism is of the sequential type, Egq. (II-51)
differs from Eq. (II-46) in that the K,/A term is absent in the
former equation. It is possible to differentiate between the
steady-state and the rapid equilibrium case because of the de-
leted term in the rate equation (19).

E. Derivation of Initial Rate Equations
Using a Combination of Equilibrium and Steady-State Assumptions

CHA (5) has shown that it is sometimes advantageous to use a
combination of steady-state and equilibrium assumptions to de-
rive kinetic rate equations. An attempt will be made to illus-
trate the procedure involved by citing a simple example of the
method. The reader is referred to the original article by CHA
(5) for further details of this procedure.

Consider the following mechanism in which a single modifier (M)
is involved in the catalytic process:

ky
EP EA
k
{\\\<$31\\ i//jﬁt////7
B c *2

ki, kqqM kg ‘/k7m
E

k
? %
%A% 734
ey k &
y A 16 ¢ /
N
k

10 || KoM

MEP MEA

15
Scheme II-5

The derivation of the initial rate expression is rather laborious
even when the method of FROMM (17) is used; however, equilibrium
assumptions can be made, which lead to relatively simple opera-
tions using CHA's method (5). If one assumes that the steps
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EP<=EA and MEP<—MEA are slow relative to all other steps that
equilibrate rapidly, then

v = k3 (EA) - k4 (EP) + kjs(MEA) - kjgq (MEP). (II-52)

In the derivation, the various equilibria are used to get

Eg. (II-52) into an expression that contains only one enzyme
species. From the following expression, v can be described in
terms of EA.

E = k, (EA) /k; (A) (I1-53)
EP = k,kg (P) (EA) /k1ks (D) (II-54)
ME = koky (M) (EA)/k1k8 (A) (II-55)
MEA = kg (M) (EA) /k;g (I11-56)
MEP = kykgkii (M) (P) (EA) /ki1ksky, (A) (II-57)
koky s (M) kokykg (P)  kokekyikie (M) (P)
v = kg + - + (EA)
k1o k1ks (A) kiksky, (A)
(II-58)

If both sides of Eq. (II-58) are divided by Ej and the denomi-
nator expressed in terms of EA, remembering that

Eg = E + EA + EP + ME + MEA + MEP (IT-59)

the expression for velocity becomes

kgkls(M) k2k4k6 (P) k2k6kllk16(M) (P)
k3 kio “\kiks (&) TTkikskyo (A) VEO

[: k2 ko kg (P) k2k7(M) kg(M) kzkekll(M)(P1
1 +

. (II-60)

+
ki (A) kiks (A) klkg (a) klO klkSkIZ(A)

CHA (5) lists a number of examples to illustrate his procedure,
and these will not be presented here. It should be noted that
different rate equations will result depending upon which seg-
ments of the mechanisms are assumed to be in the equilibrium

and steady-states. In the derivation of rate equations for Schemes
I-20 and I-21, it was assumed that the random substrate binding
steps are in rap1d equilibrium relative to the other steps which
are in the steady-state.
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F. Derivation of Steady-State Rate Equations by Using
the Digital Computer

A number of programs have been written to aid in the derivation
of steady-state rate equations (20). One such method, written

in PL/1 language, is presented in the Appendixz. The use of the
computer in this context becomes very important when complex
mechanisms are under consideration. It will be shown in

Chapter V how the digital computer can be used to generate theo-
retical plots for one of these complex mechanisms (steady-state
Random Bi Bi).
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Chapter 111

Experimental Protocol and Plotting of Kinetic Data

A. General Considerations

In order to carry out initial rate studies, it is necessary to
be aware of those factors that affect the kinetics of the sys-
tem under investigation. These include substrate and product
concentration, pH, temperature, ionic strength, enzyme stabili-
ty, activators and inhibitors.

It is very unlikely that the investigator will be totally un-
informed about the kinetic properties of an enzyme before carry-
ing out the preliminary experiments that precede the more seri-
ous initial rate studies. Information on substrate and product
identity is required before the enzyme is actually character-
ized, and further discussion on these points does not seem to

be appropriate. In the course of enzyme purification, an assay
that measures either substrate utilization or product accumula-
tion is required. In addition to these data, the kineticist will
normally have information on the substrate(s) concentration(s)
and pH of his assay available to him before undertaking any
experiments on his own.

Initial velocity studies are normally carried out with an assay
mixture containing buffer and substrate, which is equilibrated
or preincubated to a predetermined temperature in an accurately
controlled water bath. If the substrate is stable, preincubation
can normally be carried out for 10-15 min or until the desired
temperature is reached before the enzyme solution, which is ordi-
narily maintained at 2° - 49 in an ice bath, is added. The ratio
of assay to enzyme solution is usually large enough (100:1) to
minimize alterations in temperature after enzyme addition. If
the substrate is unstable in the assay mixture, it will be nec-
essary to correct for substrate decay with time before meaning-
ful kinetic data can be gathered. It is important then to estab-
lish whether the substrate is stable in the absence of enzyme
for periods of time that will be used during the initial rate
experiments. This can be accomplished by making up the substrate
to a concentration that will be used experimentally, adding it
to the assay mixture, and then removing samples at different
periods of time. This procedure will probably cover a period of
many hours, as substrates are normally made up to desired con-
centrations and then placed in an ice bath before use. Substrate
analysis will be either chemical or enzymatic, and the reader is
referred to Methods of Enzymatic Analysis (1) if the latter proce-
dure is to be used. This protocol will enable the investigator
to plot substrate concentration as a function of time, as illus-
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Fig. ITII-1, Plot of substrate concentration as a function of time. Curve a
represents the case in which the substrate is stable with time, Curve b re-
presents a first-order decay process for substrate with time

trated in Fig. III-1. This graph indicates two situations, one

in which the substrate is stable and the other in which the
substrate decomposes at a rate that is first-order in substrate.
If substrate decay is represented by a single first-order process,
the following equation may be used to calculate the substrate
concentration at any time:

A = Age Xt (ITI-1)

A, Ag, k, and t represent substrate concentration at time t,
initial substrate concentration, first-order rate constant for
decomposition and time t, respectively. The first-order rate
constant can be obtained from a plot of the log of substrate

concentration versus time, as depicted by Fig. III-2, where
k = -2.303 x slope. The decomposition of substrate may be

4

Log substrate concentration

Time
Fig. III-2, Plot of the log of substrate concentration versus time for a

first-order process. The slope of the line is used to evaluate the rate
constant, k, as follows: k = -2,303 x slope
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a second or higher-order process,or it may be composed of more
than a single first-order decay. The type of decomposition that
occurs may be evaluated by using equations available in any
physical chemistry text.

Even if one is fully capable of correcting for substrate de-
composition, the investigator is still faced with the problem
of the decomposition product and its effect on the kinetics of
the system. This effect may be evaluated in a number of ways.
If for example, the nature of the product is unknown, it may be
possible to do a kinetic study with freshly prepared substrate
in the presence and absence of the decomposition product. Even
if the product proves to be innocuous, it will be desirable to
test for conditions, such as pH or temperatures, that preclude
destruction of the substrate with time. In this context, TU et
al. (2) found that 1,5-gluconolactone, a compound that they
wished to use as an inhibitor of the phosphorylase reaction,
decomposes rapidly in the presence of glucose-1-P at alkaline
PH. They were able to circumvent this problem by lowering the
PH to 6.0 and by using enough enzyme so that the assays could
be completed in a few minutes. It was also necessary for these
investigators to make up the lactone immediately before it was
to be used.

It is not unusual for enzyme preparations to undergo slow, pro-
gressive inactivation during a kinetic experiment. Inactiva-
tion ordinarily results from dilution of the stock enzyme pre-
paration to a concentration of protein required to obtain ini-
tial velocities. This may be a result of surface denaturation,
or in some instances, adsorption of the enzyme on glass sur-
faces. This latter effect can be obviated by dilution of the
enzyme into plastic test tubes. The investigator should deter-
mine enzyme activity of the diluted enzyme preparation at a
series of intervals over the time required for the entire ki-
netic experiments using a standard assay solution. If inactiva-
tion with time does occur, a correction to zero time can be
made by using the approach outlined for substrate decomposi-
tion; however, this is not the procedure of choice. This cor-
rection can be made by reference to Fig. III-2 in which it is
assumed that loss of activity is a first-order process (of
course it may not be, and more involved calculations may be
required).

It is clearly more desirable to establish conditions under which
inactivation can be precluded. This end may be achieved by mak-
ing a minimal dilution, usually, but not necessarily, with the
buffer of the assay mixture and by using any of the excellent
micropipettes currently available commercially to deliver the
small volume of enzyme. If this proves impractical and high di-
lution of the enzyme is required, a stabilizing compound may
have to be added to the diluting buffer.

Enzymes are often stabilized by substrate, and inactivation can
often be precluded by dilution of the stock enzyme solution into
buffer containing one of the substrates of a multisubstrate sys-
tem. The investigator should be careful to record the exact
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amount of substrate added along with enzyme to the assay mixtures
so that a proper correction can be made for added substrate.

Bovine serum albumin at a concentration of 1-2 mg/ml of buffer
is a very useful enzyme stabilizing compound. Here, too, how-
ever, one must exercise caution in the use of albumin to insure
that it does not bind enough substrate or enzyme to cause com-
plications. Although it is not possible to exhaust the variety
of methods used to prevent inactivation upon dilution, it might
be mentioned that high ionic strength solutions (achieved either
with salts or buffer), ethylenediamine tetracetate (1-10 mM),
sucrose, glycerol, and B-mercaptoethanol have been used routine-
ly for this purpose. It is important to emphasize that the solu-
tion used for dilution of the enzyme should be buffered to prev-
ent inactivation.

Some enzymes exhibit anomalous kinetic behavior when the reac-
tion is initiated with enzyme. An example of this type of re-
sponse is observed with coenzyme A-linked aldehyde dehydrogen-
ase (3) which yields a sigmoidal progress curve of product for-
mation with time, as shown in Fig. III-3. Although these effects
are of great interest, it is necessary to obviate them if meaning-
ful initial rate studies are to be carried out. In the case of
coenzyme A-linked aldehyde dehydrogenase, it was found that, when
the enzyme was first incubated with NAD, B-mercaptoethanol, and
either acetaldehyde or coenzyme A and the reaction initiated

15 min later with the substrate that had been omitted, a normal
initial velocity response was obtained (curve D, Fig. III-3).

One of the great advantages of the kinetic approach to studying
reaction mechanisms is that the investigation does not require
large amounts of pure enzyme, although the use of a pure enzyme
is highly desirable. It is imperative, however, that the enzyme
preparation be devoid of extraneous activities that can attack
either the substrates or the products of the reaction under
study. In the case of a one substrate system, the possible oc-
currence of "side reactions" with the enzyme preparation should
be investigated. In the case of reactions of higher order, each
substrate and reaction product can be incubated with the enzyme
under simulated experimental conditions in the absence of the
other substrates and product. One must be certain that, if the
enzyme prepration does in fact contain enzyme activities that
can utilize either the substrates or products of the reaction
under investigation, these activities are relatively minor. If
the contaminating enzyme activities are serious, further puri-
fication of the enzyme under study will be required.

Many enzymes exist as isoenzymes, and the serious kineticist

will always attempt to carry out experiments with no more than

a single formof the enzyme during any single experimental study.

A mixture of isozymes may give rise to non-Michaelis-Menten kinetic
patterns (see Chapter IX.2). If the enzyme is not already known to
be homogeneous, the experimentalist should analyze the enzyme prepa-
ration for isozymes. Themost direct procedure used to analyze for
isozymes involves disc gel electrophoresis (4) followed by a spe-
cific staining procedure directly on the gel. For most enzymes,
such procedures are not available and alternative methods can
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be used. Procedures such as starch block electrophoresis (5)

and ion exchange chromatography on diethylaminoethylcellulose

(6) have been used for this purpose. In the starch block method,
after separation of the proteins by electrophoresis using starch
as the supporting medium, samples from different parts of the
starch block are removed, soaked in buffer to elute protein,

and then assayed for enzymatic activity. In both the electro-
phoretic and chromatographic methods, the isozymes will migrate
at different rates, and their presence is readily recognized.

It is conceivable that these procedures will not detect very
subtle differences in protein homology; however, an appreciation
of this type of heterology would probably require very careful amino
acid sequence analysis or gene mapping, if the isozymes can be sep-

arated.
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Fig. III-3. Plot of absorbance (A3yg) as a function of time for aldehyde
dehydrogenase, Assay mixtures contained enzyme, 0.4 mM NAD+, 10 mM B-mercap-
toethanol, 8.16 uM CoA, 16 mM acetaldehyde, and 22.5 mM Tris-Cl buffer,

pH 8.1, Curve A represents the case in which the enzyme was added to the
complete reaction mixture from which B-mercaptoethanol was omitted. In
Curve B, the enzyme was added to the complete reaction mixture to initiate
the reaction. In Curve C, the enzyme was incubated for 15 min with the com-
plete reaction mixture from which NaDt was omitted. The reaction was started
with NaD¥, Curve D represents the case in which incubation was carried out
for 15 min with enzyme, B-mercaptoethanol, NADY and either CoA or acetalde-
hyde. The reaction was initiated with the substrate that had been omitted
from the reaction mixture

B. Analysis of Radioactive Substrates
and Determination of Radiopurity

It is now well established that P”C] compounds undergo decompo-
sition in aqueous solution. All laboratory workers recognize the
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need for determining chemical purity of compounds that they use
experimentally. On the other hand, once analyzed, "stable" com-
pounds are usually not subjected to reanalyses at regular inter-
vals. A radioactive compound may decompose chemically (as op-
posed to radioactive decay) even though its nonradioactive count-
erpart is chemically stable. This effect is probably the result
of free radical formation, which occurs from the action of ra-
diation on the solvent. These free radicals in turn attack the

l”C] compound. The ultimate result of this type of decomposi-
tion is a progressive increase in the apparent specific activ-
ity of the radioactive substrate.

SILVERSTEIN and BOYER (7) found, for example, that a solution

of [c!"] pyruvate decomposed rapidly with time even in the frozen
state (-15°). Their assays for pyruvate were both chemical and
enzymatic. These workers found that the [C!Y] pyruvate, after
purification by chromatography, could be stabilized by a variety
of compounds of which 0.1 M HCl was the most effective.

The studies of SILVERSTEIN and BOYER (7) and others suggest that
radioactive substrates be analyzed for purity before they are
used. Furthermore, procedures for stabilization of these com-
pounds should be sought if the investigator does not plan to
use the purified substrates immediately after they are prepared.

C. pH Effects

Some idea of the proper pH to be employed in usual inital ve-
locity experiments can ordinarily be obtained from the litera-
ture on the assay system used during purification. This value
may require modification; however, it is of importance to note
that the pH need not be the optimum pH for the reaction. Of
greater significance in this regard is the effect of pH on the
stability of the enzyme, substrates, and auxiliary compounds
used in the experimental protocol. Thus, if an enzyme exhibits

a pH optimum at 10.5 - a pH where either the enzyme or substrate
is unstable, it may be necessary to lower the pH to a point
where stability is no longer a factor and yet velocity can still
be determined conveniently.

The choice of buffer is an important factor that requires a

good deal of consideration. It is important to choose a buffer
that does not inhibit the reaction under consideration. Acetate,
for example, is known to inhibit the liver alcohol dehydrogenase
reaction, and its choice for this system would not be a wise one.
The pK value of the buffer must also be reckoned with; it is not
uncommon to read a paper in which Tris (tris(hydroxymethyl)amino-
methane) buffer is used at pH 7.0 even though the pK is about
8.1. Ideally, one should use a buffer whose pK is equal to the
pH required. The concentration of the buffer is also important.
Enzymes may be inhibited by high or low ionic strength, and the
concentration of buffer can be used to obviate this effect.

Often variation of the substrate concentration, particularly in
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cases where the Michaelis constants are above millimolar, may
cause alterations in ionic strength that require compensation
either with salt, an innocuous or spectator ion, or by maintain-
ing the concentration of buffer high enough so that this effect
is minimized. Finally, in this regard, it is important to indi-
cate that the use of improper buffers may seriously compromise
the results of certain kinetic studies. For example, when study-
ing systems that require a nucleoside triphosphate and a divalent
ion for activity, the type, pH, and ionic strength of the buffer
become critical. This point will be elaborated upon in Section F.

It is important that the investigator be aware of the pH of the
stock reagent and enzyme solutions to be used for the kinetic
experiments. Many of these materials have very strong buffering
capacities, and the pH could change with changes in their con-
centration. For example, most solid preparations of NaDt and
nucleoside triphosphates are strongly acid when dissolved in
water. To circumvent this problem, the reagent should be dis-
solved in the buffer that is to be used for the kinetic experi-
ments and the pH adjusted with the aid of a pH meter.

In kinetic studies in which both the forward and reverse reac-
tion are to be investigated, it is often found that a favorable
pPH in one direction is a poor pH choice for the other direction.
When it is required that the system be investigated in both di-
rections, it will be necessary to choose a compromise pH. Com-
parisons of kinetic results at two different pH values, one for
the forward and another for the reverse reaction, are often
meaningless.

D. Substrate Concentration

The range of substrate concentration for initial rate experiments
must be established from preliminary experiments before serious
kinetic studies can be undertaken. It is important that the in-
vestigator choose a level of substrate that causes at least a
two-fold velocity dependence when it is varied. It also is im-
portant to preclude substrate inhibition, a phenomenon which is
usually associated with high levels of substrate, unless that
effect is to be studied specifically. It is also essential that
meaningful velocity determinations be obtained. It is not un-
common to find a study in the literature in which velocities re-
ported are so low as to be at the outer sensitivity limits of
the instrument used to monitor the rates.

If the substrate concentration is varied from 1/2 K, to 5times Kpr
for a one substrate system that obeys the Michaelis-Menten rate
law, the velocity change will be approximately three-fold. Ideal-
ly, it is most desirable to vary the substrate concentration over
a great concentration range (100-fold); however, this procedure
may require extremely sensitive assay methods and also the use
of different concentrations of enzyme, a procedure that should
be avoided if possible in a single experiment. If the substrate
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concentration is varied approximately ten-fold (i.e., from 1/2
the Ky to five times K;) a single concentration of enzyme can
usually be used. This concentration range of substrate will,
in most instances, generate data that will permit the investi-
gator to make a choice of mechanism from among the types out-
lined in Chapter I.

In the case of bireactant enzyme systems, the dissociation con-
stant may be much greater or much less than the K. When these
two parameters are not too dissimilar, the substrate concentra-
tion may be varied as suggested for a one substrate system. When
studying the kinetics of a bireactant enzyme system, it will be
necessary to vary the substrate concentration in the range of
the dominant kinetic parameter in order to observe velocity de-
pendence upon substrate concentration. The general equation for
a sequential mechanism is:

\4 Ky Kp KjiaKp
= ] A — e — (III-2)
v A B (a) (B)

If we assume that K, = 20 pM, K;j, = 200 puM, and K, = 1 mM,

when B is held constant at different concentrations in the range
0.5-5 mM, the Michaelis constant term, K, will be minimized.
Only when B is very low, relative to K., will the Michaelis con-
stant term for A become significant. Thus, when B is fixed near
its Michaelis constant level, substrate A should be varied in
the region of its dissociation constant (Kj,;). When the reverse
relationship pertains (i.e., EKa >> Kj,), A must be varied in
the concentration range of its K.

Substrate purity, standardization, and handling must be care-
fully considered before any kinetic investigation. The purity
of each substrate, <ncluding the water, should be scrupulously
checked. Substrates can be assayed either chemically or enzym-
atically. With regard to this last point, the book Methods of
Enzymatic Analysis (1) is an excellent reference in this context.
Specifications regarding reagent grades as stated by the sup-
plier should be accepted cautiously.

Many biological compounds are unstable, and conditions for
stabilizing these reagents should be sought. If freezing of re-
agents in solution is required, the reagents may be thawed in a
water bath at room temperature, after which they should be vi-
gorously shaken to insure adequate mixing. Solid reagents which
are stored in a dessicator in the freezer should be permitted

to reach room temperature before the dessicator and reagent bot-
tles are exposed to air. This procedure precludes condensation
of moisture in the reagent bottles.

It is essential to demonstrate that the enzyme preparation does
not cause degradation of substrates in unwanted reactions. Thus,
for example, if NADH is a substrate in a bireactant enzyme sys-
tem, the entire assay mixture, including the enzyme, but minus
the other substrate should be assayed under expected experimental
conditions to evaluate the stability of the NADH. If the sub-
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strate is utilized in a side reaction, further purification of
the enzyme to eliminate the contaminating activity will be re-
quired.

E. Studies of Forward and Reverse Reactions

It may often be necessary to study the initial rate kinetics of
systems in both directions. Frequently, enzymes exhibit different
pH optima and maximum velocities for the forward and reverse re-
actions. The use of a compromise pH has already been alluded to;
however, the amount of enzyme required for these experiments de-
serves special consideration. When the velocities in the two di-
rections differ, two different levels of enzyme will usually be
required, one for each direction. It will be necessary to refer
the velocities to a single enzyme concentration if the findings
are to be meaningfully interpreted. By using a standard assay
mixture (for one side of the reaction), the effect of dilution
may be evaluated by plotting initial velocity against enzyme
concentration. The kinetic data for the two reactions may then
be adjusted to a single theoretical enzyme concentration. It is
important to note that this procedure does not alter the Micha-
elis constants for the system; it merely adjusts the maximal ob-
served velocities.

In most reports, kinetic data are depicted in the form of double
reciprocal plots (8, 9) of 1/velocity versus 1/substrate concen-
tration. In order to obtain a relatively even distribution of
points along the 1/substrate axis, serial dilutions of the stock
solution can be made as follows: to 1 ml of stock substrate are
added either O, 2, 4, 6, or 8 ml of water. This procedure will
provide five different concentrations of substrate of 1, 1/3,
1/5, 1/7, and 1/9 the concentration of the stock soclution. When
these fractions are inverted, the concentration will approximate-
ly fulfill the criterion of having equal point distribution along
the abscissa. It should be remembered that the lowest substrate
level should be approximately 1/2 the Michaelis constant. To
anyone with even superficial experience with enzyme assays, it is
obvious that those substrate levels that exhibit the lowest ve-
locities are the least accurate and reproducible. This is a con-
sequence of at least two factors, a) any small constant error
will be magnified when velocities are themselves relatively small,
and b) the reciprocal of say a 10% error at high substrate, where
velocity approaches zero-order kinetics relative to substrate,
will be small, while such an error will be very great at low sub-
strate concentrations. These problems can be minimized by doing
replicate analysis at low concentrations of substrate, by using
statistical analysis in which the various velocities are weighted
(10), or by varying the enzyme or substrate level (in the direc-
tion of the Michaelis constant) to minimize these deficiencies.

Concentrations of substrates and buffers should be manipulated
so that solutions can be dispensed with volumetric pipettes if
possible, If graduated pipettes are required, "long-tip" Mohr
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pipettes in which as much of the entire graduated volume of the
pipette should be used, if possible. Thus, if a volume of 0.08 ml
is to be dispensed, a 0.1 ml rather than a 0.2 ml pipette should
be used.

Assay solution will ordinarily contain 2.0mlor 3.0 ml before en-
zyme is added or, if micropipettes areused, 1.0mlor less. For a
bireactant system inwhich there are three components of 1 ml each,
a 13 x 1 cm test tube may be used. The buffer should be added first
so that there is no chance that it may be contaminated with sub-
strate. The solution is not to be mixed after adding the first
substrate, and the pipette containing the second substrate should
be placed at a point much above the point of addition of the first
substrate. The assay solution should be mixed either by tapping
the tube or with the aid of a vortex mixer only after all compo-
nents of the mixture have been added. The tube is then sealed
with parafilm and placed in the water bath.

It might be useful to describe in some detail how to set up a
kinetic experiment for a two substrate system in which five
points are required to describe each double reciprocal plot and
in which there are five such lines. This experiment, involving
substrate A (1.0 ml) and substrate B (1.0ml) will require twenty-
five tubes. If standards are needed to evaluate substrate and/or
enzyme decomposition, additional assay solutions will be requir-
ed; however, solving of these problems will be left to the in-
genuity of the investigator.

Stock solutions of A and B are diluted to give 10 ml of concen-
trations marked 1 in Fig. III-4. The following solutions are mix-
ed: (3) 2 ml of solution 1 + 4 ml HyO; (5) 2 ml of solution 1 +
8 ml of H»0; (7) 1 ml of solution 1 + 6 ml of H,0; (9) 1 ml of

A
1 3 5 7 9

Fig, ITII-4. Illustration of the arrangement of twenty-five reaction mixture
test tubes to which have been added 1.0 ml buffer. Additional details are
contained in the text
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solution 1 + 8 ml H,0. After thorough mixing, the substrate so-
lutions are added as indicated in Fig. III-4. To illustrate this
point, one would pipette 1.0 ml of solution A-9 into the five
tubes in the vertical column of Fig. III-4 (marked 9). Using an-
other 1.0 ml pipette, substrate A-7 would be dispersed into each
of the five test tubes in vertical column 7. This procedure is
continued until substrate A is added to all twenty-five tubes.
One ml of substrate B-9 is then distributed to the tubes in the
horizontal column marked B-9, starting with the tube containing
the lowest concentration of substrate A (A-9). In this manner,
substrate is added to all tubes required for the kinetic exper-
iment.

A somewhat different approach is used when kinetic experiments
are to be carried out for three substrate systems. Experiments
exactly analogous to those described for the two substrate case
would require too many assays to be practical. Two different
types of protocols are in vogue when doing three substrate ki-
netics. The advantages and limitations of these two procedures
are available in the literature (11). The method to be described
requires only three different experiments, each one of which
will require either twenty or twenty-five assays. The substrates
for a terreactant system are designated A, B, and C as indicated
in Chapter I. For these studies, A will be varied over a nine-
fold concentration range, as indicated for the two substrate re-
action; however, B and C will be fixed at five different levels
over a ten-fold concentration range. The concentration of sub-
strates B and C will be 5 times their Michaelis constants at

the highest fixed level and decrease to 1/2 the Michaelis con-
stant at the lowest fixed level. The intermediate concentrations
may be at any values that give a velocity dependence with changes
in concentration. It is important to emphasize that the concentra-
tions of B and C are to be in a constant ratio. Let us assume that the
Michaelis constants for B and C are 0.1 mM and 1 mM, respective=-
ly. Tubes containing the highest fixed concentration of B and C
would contain 0.5 mM B and 5 mM C, while at the lowest fixed
levels, the tubes would contain 0.05 mM and 0.5 mM, B and C, re-
spectively. Experimentally, one would mix substrates B and C to-
gether for the highest so-called fixed concentration and then
serially dilute this mixture for each fixed level of these sub-
strates. The pipetting sequence and substrate and buffer volumes
are similar to those described for the bireactant system.

F. Studies of Nucleotide Dependent Enzymic Reactions

Nucleotide dependent transphosphorylation reactions require the
1:1 complex of divalent metal ion and nucleotide as the true
substrate (12). The free nucleotide is generally a potent inhi-
bitor of the reaction, as is the uncomglexed metal ion. FROMM

et al. (13) have found that excess Mg?" inhibits the yeast hexo-
kinase reaction in which MgADP!~ and glucose-6-P are substrates
and brain hexokinase is markedly inhibited by ATP“~ with

MgATP2~ and glucose as substrates (14).
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It is important when investigating the kinetics of transphosphor-
ylases to recognize these problems of substrate inhibition and
also to design experiments in which these effects are precluded.
It is of interest that investigators sometimes assume that, if
the Mg2™ to ATP“~ ratio is high, assuming Mg2”" inhibition is not
observed, the active substrate species, MgATPZ', will not dis-
sociate enough as substrate dilutions are made to change its con-
centration. Occasionally, this assumption proves to be wrong,
and rather bizarre kinetic results are obtained. For example,
BACHELARD (15) found that substrate-saturation curves of brain
hexokinase for MgATP2~ were sigmoidal at subsaturating concen-
trations of glucose when the Mgz+:ATP ratio was unity. On the
other hand, he observed that, when this ratio was five, the
system exhibited a normal hyperbolic response. Hill plots (16)
of these data indicated that the number of binding sites for
MgATP2~ varied from 1.05 to 1.8, depending upon the Mg2* concen-
tration, and the investigator proposed an allosteric site for
Mg2*. Recalculation of the concentration of MgATP2~ in the as-
say mixtures led to the conclusions that the anomalous kinetics
were merely a manifestation of an incorrect assignment of the
concentration of MgATP2~ and the system really followed Michaelis-
Menten kinetics (17).

A number of factors can affect the concentration of the metal-
nucleotide complex. These include the concentration of the two
species, buffer and salt effects (ionic strength), temperature,
and pH. The following protocol describes how one should adjust
the total metal ion concentration to minimize these inhibitory
effects, assuming Mg2t is the divalent cation.

1. Determine the optimum Mg2+ concentration by carrying out rate
studies as a function of total Mg2% (Mg2*) at the highest and
lowest levels of the substrates. The type of result to be ex-
pected is depicted in Fig. III-5.

v

-~
|

MgZ*

Fig. III-5, Plot of initial velocity (v) versus total magnesium ion (Mg§+)
for a transphosphorylase. The concentration of nucleotide and other sub-
strates are held constant



53

Such studies should be carried out in buffers for which there is
adequate information on the stability constants for those com-
pounds that bind metal ion. GOOD et al. (18) have described a
number of buffers that either bind no Mg2t+ or bind very little
MgZ+. One of these buffers is N-2-hydroxyethylpiperazine-Nl-
2-ethanesulfonic acid or HEPES. Table III-1 lists the stability
constants for Mg with a number of biologically important com-
pounds as determined spectrophotometrically by using the 8-hy-
droxyquinoline procedure of BURTON (19). It is important to
note that conditions of buffer concentration, pH, and tempera-
ture are specified.

Table III-1, Stability constants for
Mg-anion complexes 2

Compound Stability Constant (K) b
MgATP2~ 100,000
MgaDpl~ 10,000
MgAMP % 110
MgP o100

2 From the data of RUDOLPH and FROMM (20)

b Analyses were in 20 mM HEPES, pH 7.7
and 28°,

These values will vary with buffer; e.g., in 0.1 M triethanolamine
bromide, the K for MgATP2~ is 70,000 M- ! (21), whereas the K is
20,000 M~! and 2,000 M™! in 0.05 M tris-hydroxymethylaminomethane
chloride, pH 7.6, for MgATP2~ and MgADP!~, respectively.

The very dramatic alterations in the stability constants for
MgATP2~ and MgADP!~ observed with changes in ionic strength have
been demonstrated by NOAT et al. (22).

2, Calculate the free uncomglexed Mg2+ concentration that cor-
responds to the optimal Mg2" determined as described in Fig. ITI-5.

From the reaction
Mg2t + ATP4~—=MgATP2", (II1-3)

The stability constant K is

2—
K = (MQAIP ) . (III-4)
(Mgz )Free(ATPL* )Free
Note that
Mg2¥ = total Mg2* = Mg2}__ + MgATP2- (III-5)

b - - -
ATPo~ = total ATP*™ = ATP{ .. + MgATP2™, (I1I-6)



Thus:
. ;
K (MgATP?"™) . (II1-7)
(Mg§+ - MgATP2~) (ATP¢~ - MgATPZ")
Let X = MgATP2~
gk =3 (III-8)
T (Mg3t - X) (ATP}T - X)°

The value for K can be obtained from the literature or by ex-
periment (see Table III-1), and Mg% and ATPB‘ can be obtained
from data of the type shown in Fig. III-5. It is possible, there-
fore, to solve the quadratic Eq. (III-8). If the concentration
of MgATP2~ is known, Mgg}.. can be determined from Eq. (III-5).

2+ 2+

3. If the Mg that corresponds to the optimal uncomplexed Mg
is known, then the amount of Mg?* to be added to each reagtion
mixture may be calculated. For example, what must the Mg2~ be
to mﬁintain Mg%Iee at 1 mM for any concentration of nucleotide
(aTP;7)?

(MgATP27) (III-9)

L= 2F .
(ATPO )Fr e(Mg )Free

K =
e

If Mgézee is 1073 M, then

(MqAEPZ') _ (MqAEPz_)
- - - . 2— Y
(ATP*7) (ATP} MgATP2")

K (1073M) = (III-10)

If K and ATPy are known, the amount of Mg2+ associated with
MgATP2~ can be calculated from Eq. (ITII-10). Mg%+ can be calcu-
lated from

Mg2*t = Mg2*  + MgATP2™ = 1 mM + MgATP2". (III-11)
The following example may be a useful exercise. Calculate the
Mg2* required in 0.05 M buffer to maintain 1 mM free Mg2™t if
ATP; is 5 mM. If the stability constant is 2 x 10% M~!, Mg2*
is 5.76 mM.

A more complicated calculation is required when two cation bind-

ing species are present in a reaction mixture simultaneously. Let
\ 24 . . .

us now calculate the concentration of Mg;™ required to maintain

Mg2f.. at 1 mM when ATP!~ and ADP}~ are both 5 mM in 20 mM HEPES

buffer, pH 7.7 at 28°.

Total Mg%+ must now be calculated from the expression

2% = M2+ 2= 1= -
Mg? MgFree + MgATP + MgADP: . (ITI-12)

MgATP2~ can be calculated from Egq. (III-10) and MgADP!~ from the
expression
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- MgADP!~
K (10 M) = (ADPS_ _ MgADPl')'

(III-13)

The concentration of MgATP2~ is 4.95 mM and MgADP!~ is 4.55 mM.

The concentration of Mg%+ from Eq. (III-12) is therefore 10.5 mM.

The calculations show that, when the Mg%fee is maintained at 1 mM,
99% of the ATP is bound, whereas only 91% of the ADP is associat-
ed with Mg2*. This figure for MgADP!™ may be unacceptable in ki-
netic studies, and Mg + may therefore be maintained at a higher
free concentration. Thus, at 2 mM Mgﬁfee, MgATP2~ is 99.5% of
ATP%' and MgADP!~ is 95% of the ADPS'.

4, It was mentioned earlier that pH has a pronounced effect on
metal binding to nucleotides. This phenomenon is unrelated to the
effect of pH on the other facets of the catalytic process (see
Chapter VIII). It is now well established that the pK, for the
secondary phosphoryl dissociation in ATP is about 7 (23). The
stability constant for MgHATP!™ is 31 M~! (23); however, the
values varies with experimental conditions. It is clear, that,
even at pH 8, 9% of the ATP; exists as HATP3~, and the effect

of this latter compound on the reaction kinetics cannot be pre-
dicted with certainty in the absence of detailed experiments.
Fortunately, the potential presence of HATP3~ at lower pH values
(between pH 7 and pH 8) can be obviated by taking advantage of
the fact that Mg2% will shift the reaction HATP3 ==H' + ATP:~
to the right because of its much greater affinity for the tetra-
negative anionic form of the nucleotide.

The different adenylate and MgZ+ species are:
ATP, = ATP“~ + HATP3~ + MgATP2~ + MgHATP!~ (ITI-14)

Mg2*t = Mg2* ~ + MgATP2™ + MgHATPL”. (III-15)

Free

If we let K;, Ky, and K, represent dissociation constants for MgATP2~
MgHATP! ™, and HATP3~, then

2+ = 2+ _ 2= + _
MIpree = M9p MgATP-~ (1 + K; (H") /K3K;) (III-16)
and thus
ATP Ky (V) K, (1 + (8% /K,)
—_—= 1+ + :
MgATP? KaKj E&g%* - MgATP2~ (1 + Kl(H+)/KaKzﬂ
(ITII-17)

If K; << K, and Ht << K,, as will be the case when considering
the K's as dissociation constants and pH >> pK,, Egq. (III-17)
will reduce to Eq. (III-9). Equation (III-17) can be used to
determine whether a significant fraction of the ATP exists as
either MgHATP!™ or as HATP3~. For example, if K;, K,, K., pH,
ATP;, and MgZ" are taken to be 1075 M, 1072 M, 1077 N, 9.7, 5 mM,
and 7 mM, respectively, essentially all the ATP exists as MgATPz'
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This will not be the case at lower pH and where (H+)/Ka is much
higher than in this example.

G. The Kinetic Assay

The enzymic reaction is usually initiated by adding enzyme to
the assay mixture which had been thermally equilibrated to the
desired temperature; however, the reaction may be started with
substrate when preincubation of the enzyme is required. It is
important that the starting component be added very rapidly and
the complete assay mixture thoroughly mixed immediately there-
after. The former requirement may be accomplished by adding the
enzyme with a constriction micropipette after which the assay
mixture is inverted twice to insure proper mixing or with the
adder-mixer device of BOYER and SEGAL (24) in which the enzyme
is added directly to the spectrophotometer cell and which per-
mits complete mixing within two seconds.

There are two ways in which velocity can be monitored after the
reaction has begun. The method of choice is the continuous assay;
the stop-time assay, although theoretically the equivalent of

the continuous assay, requires many more analyses and manipula-
tions.

1. The Continuous Assay

If a chromophore is either generated or consumed in the course
of anenzymic reaction, the assay will usually be amenable to con-
tinuous assay analysis. This method requires a good recording
spectrophotometer, such as the Beckman DU spectrophotometer
equipped with the Gilford optical density converter or any one
of the many excellent spectrophotometers sold by Cary Instru-
ments with a 0-0.1 absorbance slide wire. Facile control of the
recorder chart speed is a most important factor in the contin-
uous assay procedure. Ideally, one should attempt to obtain a
recorder tracing of approximately 45°, and this can be achieved
either by varying the enzyme concentration or the recorder chart
speed from assay to assay. It is clearly more desirable to work
with a single concentration and volume of enzyme and to vary the
recorder speed. The linear portion of the velocity progress curve
should be long enough (minimally six inches) so that an accurate
tangent to the initial velocity phase of the recorder tracing
can be made with a straight edge ruler and sharp pencil. All

the assays are then expressed in some convenient standard form,
such as u moles product formed per minute.

Although many enzymic reactions do not result in the formation
(or loss) of a chromophore, the product of the reaction may be
used as the substrate in another reaction, the product of which
is a chromophore. Under proper conditions, these two reactions
may be coupled so that a continuous assay may be used. An ex-
ample of the coupled assay involves the use of the NADPt-linked
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enzyme glucose-6-phosphate dehydrogenase to continuously monitor
the hexokinase reaction, as follows:

MgATP2~ + glucose===MgADP!~ + glucose-6-phosphate2~ + H'
(ITI-18)

glucose-6-phosphate?” + NADP+:=:6—gluconolactone—6—phos—

phate?~ + NADPH + H'.
(ITI-19)

Although enzymologists have been using coupled reactions for
many years, and although chemists have long had an interest in
consecutive reactions, it was not until 1969 that McCLURE (25)
formalized the concepts involved in coupled enzymic reactions.
Consider for example the following sequence of reactions:

k, ko
A > P —> Q. (ITI-20)
E; E,

Where E; is the enzyme being investigated and E, is the auxil-
iary enzyme, let it be assumed that the first reaction is zero-—
order with respect to A (A does not change in concentration ap-
preciably) and irreversible (P is removed as it is formed). Let
it be further assumed that the second reaction is first-order
relative to P (P << Kp) and irreversible (auxiliary enzymes are
usually chosen so that the equilibrium point lies far in the di-
rection of product) and that any substrate for the second react-
ion besides P is saturating. It is possible, with these assump-
tions, to calculate the amount of E, required to carry out a
theoretically correct coupled assay.

For the reaction sequence shown in Eqg. (III-20),

dp

"d—t= kl - kZP‘ (III“21)

Integrating between the limits t = O and t = t and P = O and P = P,
Eg. (III-22) is obtained.

ky -
p=— (1 - e7X2t), (I11-22)
ks

As t » », P approaches the steady state (Pg.); i.e.,

ky
Pgg =—. (I11-23)

kj

Equation (III-22) can be arranged to

koP
2.303 log |1 - = =kot. (ITI-24)
k,




58

With these equations in hand, we can calculate the amount of E,
required to reach the steady state for P (P, .) in a certain pe-
riod of time.

Substituting Eq. (III-23) into (III-24) gives,

2.303 log [1 - P—] = —kyt. (I11I-25)
PSS
In the first-order enzymic process in Eq. (III-20), where
Kp >> Pgs:
VoPgg
V2 = = kZPSS' (III—26)
KP

Substituting from Eq. (III-26) into Eg. (III-25) provides an
equation that allows calculation ¢f the amount of E, required
to provide a fractional attainment of the steady-state phase of
the coupled process at any time, t.

P
—2.303(Kp)log [1 -3

v, = ss] . (IT1-27)

t

If, for example, one wishes to obtain 99% of the steady state
in 5 sec (1/12 min) and Kp is 0.1 mM, V, = 5.53 mM/min or 5.53
IU/ml of E,.

McCLURE (25) points out some of the limitations in the use of
Egq. (III-27); i.e., in the use of the coupled assay. First and
foremost is the assumption that P 4 << K,. This assumption is
the basis for Eq. (III-26) and providestgat the reaction will
be first-order relative to E,. Figure III-6 illustrates the
attainment of the steady-state in 5 sec as outlined in the pre-
ceding example for a coupled enzyme system. Note that, when Pgg
is attained, dQ/dt is constant and initial velocity conditions
are achieved.

McCLURE (25) has also considered in detail the conditions re-
quired to assay continuously with two auxiliary enzyme systems;
i.e., for a case involving measurement of ADP production in the
hexokinase reaction.

MgADP!~ + phosphoenolpyruvate3~ + gt _Ez_xpyruvatel_ +

MgATP2”~
(ITI-28)

pyruvatel”™ + NADH + H+';£ﬁ=alactate1_ + nap™. (II11-29)

The fundamental assumptions are similar to those already con-
sidered with a single auxiliary enzyme, and the reader is re-

ferred to the article by McCLURE (25) for the theory and details
of these coupled enzymic assays.
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Fig, ITI-6. Plot of concentration of compounds Pand Q (as defined in Eq.
(III-20)) asa function of time. It is assumed in this plot that P attains
a steady-state concentration in 5 sec. Note that after 5 sec the change of
concentration of Q with time is constant

When using the coupled assay, it is useful to prepare a complete
reaction mixture minus the enzymes. The auxiliary enzyme can then
be added to determine whether it is contaminated either with the
enzyme under study or with one of its isozymes. For example, I
have found that commercial preparations of yeast glucose-6-P
dehydrogenase are occasionally contaminated with yeast hexo-
kinase. These enzyme preparations cannot be used for experi-
ments with other types of hexokinases (e.g., mammalian), and

a special protocol is required for enzyme addition, even when

the two enzymes are obtained from the same yeast preparation.

It is also essential that the components of the auxiliary sys-
tem neither inhibit nor activate the enzyme system under study.
This point may be checked by assaying the enzyme in the absence
and presence of the auxiliary system (without the auxiliary en-
zyme) . Finally, it may be useful to determine the velocity using
a stop-time assay (described later) and the continuous assay in
parallel experiments at high, low, and intermediate levels of
substrates to insure that similar results are being obtained in
the two assays. It may be of interest to note that in systems
which measure ADP production (Egs. (III-28) and (III-29)), there
will usually be some ADP in the ATP, and compensating amounts

of auxiliary substrate and coupling enzymes should be preincubat-
ed with the system under study before the enzyme is added.

In many reactions, protons will be either generated or used in
the course of the enzymic reactions. These reactions can be
monitored by sensitive recording pH meters. Recording fluoro-
meters may be used in place of spectrophotometers if a fluo-
rescing species is found on either side of the chemical reac-
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tion; however, special problems involving self-quenching may
arise, particularly when loss of fluorescing compound with

time is measured (26). This is less of a problem when consider-
ing spectrophotometry; however, technical problems may also
arise when the loss of absorbing species is monitored in the
spectrophotometer. For example, in a dehydrogenase reaction,
when NADH is present initially, it will often be necessary to
compensate for the high initial absorbance. This may be accom-
plished with a reagent blank in double beam instruments, but
care should be exercised not to use an excessive absorbance,
which might lead to stray-light artifacts or a sluggish pen
response. The former problem can be recognized by determining
whether Beer's Law is followed with the chromophore under study.
Single beam recording spectrophotometers, such as the Gilford,
are also adversely affected by stray-light artifacts, and the
investigator would be well advised to recognize the limitations
of these instruments.

With some enzyme systems, it may be found that the initial ve-
locity phase of the reaction is simply too short to measure.
This can occur, assuming the substrate concentration is essen-
tially unchanged, if accumulated product is a potent inhibitor
of the reaction. One way to circumvent this problem, without
the aid of rapid reaction devices, is to remove the product by
coupling the reaction to another enzyme system as already sug-
gested. In some cases, it may even be desirable to remove both
products; i.e., in the hexokinase reaction the auxiliary en-
zymes glucose 6-phosphate dehydrogenase and pyruvate kinase may
be used along with NADP' and phosphoenolpyruvate. As described,
this series of enzymes will permit stop-time assaying of the
hexokinase reaction with the simultaneous removal of ADP and re-
generation of ATP. It is also possible to use cells of longer
light path with the continuous assay and decrease the enzyme
concentration, or alternatively, to make measurements at sub-
strate concentrations below the Michaelis constant.

2. The Stop-Time Assay

In many instances it is neither possible nor desirable to use a
continouous spectrophotometric assay to monitor initial velocities.
For example, the availability of radioactive substrates permits
the investigator to carry out various types of initial velocity
experiments in which the enzymic reaction is terminated before
assay. In order to determine initial rates under these condi-
tions, a minimum of four determinations is required at different
times after initiation of the reaction. An assay blank, or zero
time determination, is an absolute necessity with the stop-time
protocol. This will permit the product versus time progress
curve to pass through the origin.

The following description indicates in a general way how the
stop-time assay protocol is carried out. If n reaction mixtures
are to be used, then (n + 1) volumes of assay solutions are made
up in a test tube for each substrate concentration, mixed, and
equilibrated to temperature in a water bath. An aliquot of the
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solution is then removed for blank analysis, after which the
starting reagent - either enzyme or substrate - is added at

time zero. Using a stop watch, aliquots of the assay mixture

are removed at known increments of time, and the reactions ter-
minated. A variety of procedures may be used to stop the reac-
tion; however, each system will have special requirements, and

a lengthy discussion of the various methods that have been used
to achieve this end does not seem to be fruitful. Conditions
such as boiling in a water bath and addition of reagents such

as acids (trichloroacetic and perchloric), bases and compounds
such as AgNOj; are most commonly employed to terminate enzyme re-
actions. It is also possible to add the reaction mixture direct-
ly to some paper supporting material, after which either electro-
phoresis or chromatography may be carried out. It is absolutely
essential to establish that the reaction stopping procedure is
effective. This point may be ascertained by comparing a reaction
mixture lacking one of the components of the enzymic reaction
with one in which the missing component is added after condi-
tions are used to terminate the reaction. For example, if the
reaction is to be begun with enzyme and stopped with AgNOj,

two identical assay mixtures are treated first with stopping
reagent, mixed, and the enzyme added to one of them. The solu-
tions are then incubated for a period of time during which a
discernible amount of product would be expected to be produced.
If none is formed when a comparison of the two reaction mixtures
is made, the stopping technique can be used with the system.

It is ordinarily only necessary to establish conditions of ini-
tial reaction velocity at the highest, lowest, and intermediate
substrate concentrations. Once the amount of enzyme, incubation
time, and temperature have been determined with certainty, the
same number of reaction mixtures that were employed for the con-
tinuous spectrophotometry assays may be used. In the case of a
twenty-five tube experiment, the reactions may be initiated at
one minute intervals and terminated after twenty-five minutes
at exactly one minute intervals, provided of course that condi-
tions are used in which initial velocities persist for at least
twenty-five minutes.

It is sometimes advantageous to remove a reaction product to
prolong the initial velocity phase of the reaction. How this
may be accomplished is illustrated in the assay for hexokinase.
As indicated earlier, the continuous assay procedure for this
enzyme couples the hexokinase reaction to the glucose-6-P de-
hydrogenase reaction. It is possible to also include pyruvate
kinase, KC1l, and phosphoenolpyruvate to rephosphorylate ADP
formed in the hexokinase reaction. Procedures of this type, if
properly carried out, serve to provide highly reliable initial
velocity data.

Replicate kinetic analyses are highly desirable; however, they
do present serious technical problems when working with unstable
enzymes and substrates. Ideally, the kineticist should carry out
enough determinations at a single substrate concentration to
permit a statistical analysis of the initial velocity data to

be made.
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H. Plotting Methods

One _and Two Substrate Systems. After the initial velocity data have
been obtained as outlined in the previous section, they are
graphed to evaluate the kinetic mechanism and certain kinetic
parameters. Plots of initial velocity as a function of substrate
concentration for enzyme catalyzed reactions that adhere to Mi-
chaelis~Menten kinetics are hyperbolic. It is extremely diffi-
cult to accurately estimate the asymptote to the plateau portion
of the velocity versus substrate curve, which is actually the
maximal velocity. In order to circumvent this problem, use has
been made of reciprocal plots, which serve to transform the
Michaelis-Menten Equation into linear form.

The most commonly used form of the Michaelis-Menten Equation is
the double reciprocal or Lineweaver-Burk plot (8, 9).

11 Ky /1
-+ 2= (I11-30)

v \'A1 Vi \A

Another transformation of this equation, as proposed by HANES
(27), involves multiplication of Eq. (III-30) by A to yield
Eq. (III-31).

A K, A
. (ITII-31)

The Michaelis-Menten Equation may be rearranged yet another way,
as shown by WOOLF (8) and HOFSTEE (28) in Eq. (III-32).

Kyv
V=V -— (IT11-32)
A
(a) (b)
1/vh Alvh
Slope =Ka/V, Slope=1/Vy Slope=-Ka
M, i Vi/Ka
/Ka /A -Ka A v/A

Fig. III-7, Plots of 1/v versus 1/A (a), A/v versus A (b), and v versus
v/A (c) for the simple Michaelis-Menten Equation. The graphs illustrate
the three different linear plotting methods and how the kinetic parameters
are obtained
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The plots described by Egs. (III-30) to (III-32) are shown in
Fig. III-7.

In order to characterize the intersection of the curves on the
abscissa, evaluation of Eg. (III-31) where A/v = O will be il-
lustrated.

A Ka A

— =0 = - —_ (ITI-33)
v \'A1 Vi

A= - K,

Although the double reciprocal or Lineweaver-Burk plot has been the
overwhelming choice of enzymologists and enzyme kineticists for
graphing initial rate data, its use has come into serious ques-
tion. WILKINSON (10) and DOWD and RIGGS (29) have pointed out
some shortcomings inherent in this transformation relative to
the equations described by Egs. (III-31) and (III-32). For ex-
ample, Wilkinson's analysis of linear rate Egs. (III-30) and
(III-31) indicates that the double reciprocal plot exhibits a
greater variation in weighting than does the graph of A/v versus
A. In these studies, WILKINSON assumed that the variance of
velocity is reasonably constant and found that 1/v exhibits a
greater variance in accuracy than A/v over the range 1/3 to 3
times the Michaelis constant concentration of A. DOWD and RIGGS
(29) came to similar conclusions regarding the relative merits
of the three linear transformations of the Michaelis-Menten
Equation, and they suggest that the Lineweaver-Burk plot should
be abandoned. Although this writer accepts many of the arguments
regarding the relative inadequacies of the double reciprocal
method, it seems neither appropriate nor realistic to express
kinetic data in terms of Egs. (III-31) and (III-32) in this
monograph because of the almost exclusive use of the Lineweaver-
Burk method at present. The Hanes plot itself presents certain
limitations. For example, consider the case in which the sub-
strate is varied from 1/2 to 5 times K, in a relatively even
distribution of concentrations. In the A/v versus A plot, most

of the data points will be above the K, in a region in which
there is little velocity dependence if equal spacing on the ab-
scissa is made. In the case of the Lineweaver-Burk and Hofstee
plots, most of the experimental points lie in a region in which
velocity is highly dependent upon substrate concentration. If
the suggestion of WILKINSON (10) is accepted and substrate is
varied in the range 1/3 to 3 times the Michaelis constant, it
may be experimentally difficult to measure the lowest velocities
accurately. These are technical problems rather than theoretic-
al ones, but they do require consideration when the various
plotting procedures are evaluated.

An important procedure in plotting kinetic data is the use of
data weighting as suggested by WILKINSON (10). The need for a
procedure of this type can be gotten by reference to Fig. III-8.
In this figure, velocity versus substrate concentration is
plotted on one set of axes and the reciprocals of these func-
tions on the other. It is assumed for the hypothetical data of
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Fig. III-8 that the standard deviations (o0j) all equal 0.01 and
the o values are shown on the graph. In the hyperbolic curve,
the o¢; values are all of similar magnitude, whereas in the double
reciprocal plot, the standard deviations increase as the veloci-
ties decrease. This effect can be compensated for by statistic-

ally modifying the standard deviation as suggested by WILKINSON
(10).

1A
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Fig., III-8, Plot of initial velocity (v) versus substrate concentration (A)

for hypothetical data which conform to the equation v = VjA/ (X, + A) (dashed

line). Also shown in the figure is a plot of reciprocal initial velocity

(1/v) versus reciprocal of substrate concentration (1/A) for the same hypo-

thetical data used to describe the hyperbola. The linear transformation is
11 Ky

the equation — =— (1 +—) and is described by the solid line. The standard
v V]. A

deviation 0; is taken to be constant and equal to 0.01

Since the weightxm—l;.(30), then for x = 1/v, oy = =(1/v2)oa,
g
X
and thus 042 = (1/v*)o,2. The weighting factor then involves
taking the initial velocity to the fourth power,

Vi'+

2
ovi

weight 1/v = ——— . (ITII-34)

1 vt
~
~ Vi
1
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When straight lines are plotted to a linear transformation of

the Michaelis-Menten Equation, either by eye or by a least-
squares fit, each point is given equal weighting. When a weighted
least~squares fit is done as suggested by WILKINSON (10) by com-
puter, there would appear to be very little advantage of using
one linear transformation in preference to either of the others.
CLELAND (31) was the first to use weighting factors to give a
"best fit" to various kinetic equations of kinetic models by
using the digital computer. CLELAND's program is currently avail-
able and can be found in a review article by him on this subject
(31) . Experimental data, usually done in duplicate, but where
each velocity is treated separately, are fitted to specific equa-
tions by using a Fortran program. In the presentation of the data,
the lines are drawn through the experimental points by computer
calculated fits to certain rate equations. As a first approxima-
tion, lines are drawn through the data points by hand to elimi-
nate rate equations that obviously do not conform to particular
data.

Cleland's computer program gives standard errors for slopes and
intercepts of data fitted by a particular equation, and if a
question arises as to whether a slope or intercept change occurs,
the t test of significance may be used to evaluate the results.

//// - ;//
/// ///,’/;//////ﬁ/ | 1 { | i
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LTIz ZE 1/[Gl -1
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;/

Fig. ITI-9, Plot of reciprocal of initial reaction velocity (v) versus reci-
procal concentration of glucose at different concentrations of the inhibitor
9—(B—D—glucopyranosyl)—adenine—6'—triphosphate. The enzyme was yeast hexoki-
nase and ATP was held constant at 0.38 mM. The solid 1lines were taken from
the data of HOHNADEL and COOPER (32). The broken lines were added to the
original figure to indicate the subtle convergence of the family of "paral-
lel" lines
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There are at the present time highly sophisticated "model test-
ing" rather than "model fitting" programs available. Consider
for example the two very real problems outlined in the data of
Figs. III-9 and III-10 that the kineticist often encounters. In
Fig. III-9 are presented data on yeast hexokinase which were ob-
tained by HOHNADEL and COOPER (32). The determination of whether
these curves are indeed parallel or are in fact convergent is
cruical to an understanding of the mechanism of yeast hexokinase
(see Chapter IV). Figure III-10 represents curves for noncompe-
titive inhibition, which intersect closely enough to the axis

of ordinates so that one may ask whether the inhibition pattern
is in fact competitive. It is not really possible to answer these

12
B 4

(1/A)

Fig, ITI-10, Plot of reciprocal of initial reaction velocity (v) versus re-
ciprocal of the concentration of substrate (A) in the presence (lines 2, 3,
and 4) and absence (line 1) of a noncompetitive inhibitor

questions with a model-fitting computer program; rather, a
model-testing approach must be used. The difference between com-
petitive, noncompetitive, and uncompetitive inhibition is asso-
ciated with the inhibition terms in the basic rate equation.

The most general kinetic expression in this context is:the equa-
tion for noncompetitive inhibition,

1 1 I K, I 1

—_—=— r—Y+— 1+ —\ - (II1-35)

\'4 Vl Kil V]_ Ki A
where I is the concentration of inhibitor and K; and K;; repre-
sent dissociation constants for complexes EI and EAI, respective-
ly, which occur in the presence of a noncompetitive inhibitor
(Chapter 1IV).

The more terms present in any rate equation, as independent vari-
ables, the better the fit will be. Thus, Eq. (III-35) will give
a better fit to the data of Figs. III-9 and III-10 than will an
equation of uncompetitive inhibition in the case of Fig. III-9,
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where K; >> I, or of competitive inhibition in the case of

Fig. III-10, where Kj; >> I. The central question is, however,
whether these extra terms in the rate equation are truly essen-
tial, in a statistical sense, in describing the kinetic data.

A number of different statistical tests are available which
provide answers to these questions. They include the F test (30)
and the Cp-statistic (33). In the former test, the appropriate-
ness of including an extra term in the fitting function is made.
The F test is also useful in testing the entire fit of the data
of a particular model. The C_, statistic is based on the idea
that the selection of a good subset of independent variables in
a multiple linear regression should be based on the total squar-
ed error. The Co statistic is an estimate of the total squared
error.

Procedures for computer plotting of kinetic data that permit
model (kinetic equation) testing and fitting are presented in
the Appendiz. The computer program described is in OMNITAB II
language and allows the nonprogrammer to use the high-speed
digital computer easily and accurately.

Another plotting procedure which shows great promise is the meth-
od proposed by EISENTHAL and CORNISH-BOWDEN (34). The impressive
advantages of this graphical approach are that calculations are
not required for evaluation of kinetic parameters, and, perhaps
more importantly, it is not necessary to weight the velocities.
It is also insensitive to velocities that are classified as
outliers (i.e., aberrant observations).

The plotting method is based on the linear transformation of
the Michaelis-Menten expression shown in Eq. (III-36),

—_— - —= 1. (ITI-36)

It is possible to plot Eg. (III-36) in VK, space as a straight
line with intercepts v and A on the y and x axes, respectively.
This is illustrated in Fig. III-11. The ordinate axis is V,
and the abscissa Ka. Each kinetic determination is recorded in
terms of -A on the K axis and v on the V; axis. These points
are then connected and a straight line extended into the first
quadrant. Additional data points are collected and the inter-
section point of the lines is used to evaluate K, directly
(Fig. III-11).

EISENTHAL and CORNISH-BOWDEN have indicated that real experimen-
tal data which contain a degree of error will not intersect at

a common point (34). This effect is displayed in Fig.. III-12.
The best value for Ka is the median of the vertical broken lines
in Fig. III-12. If there are an even number of determinations,
the value for K, will be the average of the two middle values.
The intersection of different lines at a common point is treat-
ed by weighting the point by the following relationship:
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number of intersections ='%%n - 1) (ITI1I-37)

where n = number of lines.

-As <A, -Az -A-A O Kq

X el o e

Fig. III-11, Plot of V] versus K, as an example of the direct plot method
(34) . Each line represents one observation of A and v, and has intercepts
-A and v on the K, and V; axes, respectively. The point of intefsection of
the lines gives the coordinates of the best fit values, K; and Vi

A -A, A3 -A,-A; O ) Ka

Fig. III-12, The unique intersection point of Fig. III-11 degenerates into

ten points ]i e., 1/2 n (n - 1), with n = E] when the lines are subject to
error. Each 1ntersectlon provides an ‘estimate of K, and an estimate of V.
The best estimates, Ka and V1, are taken as the medlans of the two sets of

estimates
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The degree of accuracy of the kinetic data can be appraised by
the deviation of the various lines in the plot from a common
point of intersection. This direct plotting method can also be
used to evaluate various types of reversible inhibition and to
choose between Sequential and Ping Pong mechanisms. The authors
have presented a statistical basis for the direct plotting pro-
cedure (35).

I. Graphical Procedures

A number of graphical procedures, which can be done at the desk,
have been employed for the evaluation of kinetic parameters for
two (36-38) and three (11, 39) substrate systems. It is also
possible to come to a definitive conclusion on mechanisms for
terreactant systems by using this approach (20). The procedures
also permit the investigator to segregate kinetic mechanisms

by inspection into two classes, either Ping Pong or Sequential.

The graphical procedure of DALZIEL (36) is particularly useful
for illustrating replotting methods and how kinetic parameters
may be obtained from kinetic data. Consider the typical rate
equation for a bireactant system as illustrated in Eq. (III-38).

1 1 K, Kp KiaKp
—_= — 4 + + . (I1II-38)
v Al Vv, (A) Vv, (B) Vi (A) (B)

VA
B
_ Ka |, Kia Kb
% Slope = i + Vi(B)
1, Ko
Intercept= V + iiB)
1/A

Fig, III-13, Plot of reciprocal of initial reaction velocity (v) versus the
reciprocal of the concentration of substrate (A) in the presence of differ-
ent fixed concentrations of substrate B. The values for intercepts and
slopes from Egq. (III-38) are shown on the figure
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Reciprocal of initial velocity data may be plotted against the
reciprocal of substrate A at different fixed concentrations of
substrate B, and the slopes and intercepts evaluated as shown

in Fig. III-13. These slopes and intercepts are replotted as a
function of 1/B in a so-called secondary plot illustrated in
Figs. ITII-14a and III-14b. This method permits evaluation of the
parameters V;, Kz, Kp, and Kj,. It is possible from the same
initial velocity data to make a primary plot of 1/v versus 1/B

} (a) A (b)

o

(3]

a n
Q
S g
m —
E (9]

Kb

Slope ="

P Vi

1V

Fig. ITI-14. (a) A secondary plot of intercept versus the reciprocal of the
concentration of B from the data of Fig. III-13. (b) A secondary plot of
slope versus the reciprocal of the concentration of B from the data of

Fig. III-13

and secondary plots of intercepts and slopes against 1/A. An
evaluation of the four kinetic parameters can then be made, and
a comparison can then be obtained between the two plotting pro-
cedures. In theory, the two plotting methods should give iden-
tical values for the kinetic parameters, and the investigator
will get some insight into the validity of the original kinetic
data by comparing the values for the four kinetic parameters.

It is possible, with a knowledge of the kinetic parameters, for
many uni- and bireactant systems to evaluate the individual rate
constants. In the case of the simple Michaelis-Menten Equation
for a Uni Uni mechanism, one can evaluate four kinetic para-
meters from studies of the forward and reverse reaction at a
single pH; i.e., Vi, V,, K,, and Ky. With these four knowns
only four rate constants can be determined. In the case of bi-
reactant systems, the eight kinetic paramters that can be ob-
tained by initial rate experiments in both directions at a
single pH will permit evaluation of only eight rate constants.
In some cases, it is possible to determine the rate constants
from experiments in a single direction only. For example, for
the Ordered Bi Bi mechanism involving only binary complexes
(see Scheme I-9), the rate equation contains the usual four ki-
netic parameters and four rate constants. It will also be shown
in Chapter V that, when initial rates are carried out in the
presence of one product, it is sometimes possible to determine
the dissociation constant for that product.
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GARCES and CLELAND (40) have suggested that, under certain cir-
cumstances, it is advantageous to vary the concentrations of the
substrates A and B in a constant ratio. This is a particularly
useful procedure when the primary plots of Fig. III-13 are sug-
gestive of a Ping Pong mechanism; i.e., parallel lines are in
evidence. In certain cases the convergence of the double reci-
procal plots may be so subtle that the curves seem to be paral-
lel. In the case of the Ping Pong mechanism, the rate equation
does not contain the (A) (B) term, and plots of 1/v versus the re-
ciprocal of either substrate at fixed concentrations of the other
substrate yield parallel lines. This equation is:

11 K, Ky,
—_=—t +

. (IT1I-39)
v Vl Vl (A) Vl (B)

When A and B are varied in a constant ratio, A = a(B) where a
is some constant. Substituting this relationship into Eq. (III-39)
gives the rate equation in terms of only one substrate,
1 1 K, aKy,
— = e— +

. (III-40)
v Vi Vi (a) \'2] (a)

When 1/v is graphed as a function of substrate A, with A and B
varied in a constant ratio, the resulting curve will be linear.
In the case of a Sequential mechanism, however, the rate equa-
tion will contain substrate squared terms, and the curve will
be parabolic-up with a minimum in the second quadrant to the
left of the 1/v axis. For example, when A = a(B) is substituted
for B into Eq. (III-38), the rate expression is,

1 1 Ka aKb aKiaKb
—_—= — 1 + + . (ITI-41)
v Vi A4 (A) Vi, (A) Vi (a) 2
KjaKp
If vT——-is extremely small relative to other terms in the rate

expression, Eq. (III-41) will resemble Eq. (III-40), and little
will be gained by using the outlined procedure. It would seem,
however, that, if the factor (a) is relatively large (i.e.,

A >> B), the last term in Eq. (III-41) would become discernible,
if indeed it exists. Using this approach, it will be necessary
to do two experiments, one where A >> B and the other where

B >> A in an attempt to discern curvature. It is also important
in these experiments to be certain that neither A nor B is held
at a level that may cause substrate inhibition. Substrate inhi-
bition for a Ping Pong mechanism could give rise to nonlinear,
hyperbolic-up curves, when the substrates are varied in a con-
stant ratio; however, the minima of these lines in a double re-
ciprocal plot will be obvious in the first quadrant and the in-
hibited lines will approach the 1/v axis as the asymptote. As
already stated, in the case of a Sequential mechanism when both
substrates are varied, nonlinear, parabolic-up curves will be
observed that will exhibit a minimum to the left of the vertical
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axis. Figs. III-15a and III-15b represent hyperbolic-up and
parabolic-up functions, respectively.
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Fig. III-15. (a) Theoretical plot of V)/v versus 1/A for the equation:

_Yl_= 1 +,§_+,Ei,+_52. The ratio K,,/B was taken as 1 and K; and K, are 1073 M

v Ki A B

and 1074 M, respectively. The substrate was varied in the concentration
range 5 X 10°5 M to 10 x 1073 M. The curve is an example of a hyperbolic-up
function. The coordinates of the minimum are: [1/(KaKi)1/2], (1/V1)[1 +
(Kp/B) + 2(Ka/Ki)1/2] for a 1/v versus 1/A plot. (b) Theoretical plot of

\'Al Ka aKb aKi aKb
Vi/v versus 1/A for the equation:-;— =1 ta -t 3t —?Zyg—: The constants

Kyr Kyr and Kj, were assumed to equal 1073 M and a was taken to be 1. The
substrate was varied in the concentration range 5 x 1075 M to 10 x 1073 M.
The curve is an example of a parabolic-up function. The coordinates of the
minimum are: [—(Ka + aKb)/ZaKiaKb], (1/vy) B - (Kg + aKb)2/4aKiaKtJ for a
1/v versus 1/A plot
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Another procedure which may be used to make a choice between
Ping Pong and Sequential mechanisms, involves the use of alter-
native substrates. When considering the hexokinase reaction,

for example, glucose and fructose would be referred to as alter-
native substrates. By plotting 1/v versus 1/ATP, i.e., (1/A), the
slopes of the lines could be determined with subsaturating fixed
levels of glucose and fructose separately. If the mechanism is
Ping Pong, the slopes of both plots will be the same, whereas
they will be different with Sequential mechanisms. The rationale
for this difference is as follows: In the Ping Pong mechanism
(Scheme I-10), the slope of the double reciprocal plot =

(ko + k3)/kik3Ey, regardless of the nature of the second sub-
strate B, which would be either glucose or fructose. This re-
lationship would not be valid for Sequential mechanisms, and the
slope would vary with the nature of the substrate B. Similar effects
are to be expected when B is the varied substrate and alternative
substrates for A are used.

J. The Point of Convergence of Sequential Double Reciprocal Plots
as a Criterion of Kinetic Mechanism

LUECK et al. (41) have shown how information on the kinetic
mechanism may be obtained from a knowledge of where double re-
ciprocal plots converge relative to the abscissa.

(a) 1/V
B
B
ooar -59)] ’
Km W Km B3

0 1/B

Fig. III-16. (a) Plot of 1/v versus 1/A at different fixed levels of substrate
B. The coordinates of the point of intersection of the family of straight lines
are indicated on the graph. (b) Plot of 1/v versus 1/B at various fixed levels
of substrate A. The coordinates of the point of intersection of the family

of straight lines are indicated on the graph
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The coordinates of the intersection point of the curves of
Figs. III-16a and III-16b indicate that the 1/v coordinates are
the same in both the 1/A and 1/B plots. This is one criterion
that must be satisfied by all mechanisms of the Bi Bi Sequen-
tial type. The same constraint applies in the reverse direction
when comparing 1/v versus 1/P or 1/Q plots. It can be shown,
however, that a relationship exists between the intersection
points in both the forward and reverse direction and the kinet-
ic mechanism.

When considering the 1/v coordinate, it can be shown that inter-
section may be on (K = Kja) above (Ka << Kia) or below (Ka >> Kija
the abscissa. The significance of these intersection points is
manyfold.

When intersection of the curves occurs on the X-axis, the Micha-
elis constant (K;) equals the dissociation constant (Kjia). When
intersection is above the abscissa, the dissociation constant

is greater than the Michaelis constant. The curves in Figs. III-16.
and III-16b will intersect below the 1/substrate axis when the
dissociation constant is less than the Michaelis constant.

LUECK et al. (41) have shown that it is possible to make a choice
of mechanism from among the three sequential type bireactant
pathways shown in Schemes I-7, I-8, and I-9, along with the "ISO"
mechanisms associated with the latter two cases, from evaluation
of the points of intersection of double reciprocal plots in both
directions.

Exactly how this may be accomplished is illustrated by a few
examples. In the case of the Scheme I-9 mechanism, 1/v; = %3(1/k5

- 1/kz) and 1/vy =-%E(1/k2 - 1/ks) where v; and v, represent

initial velocity coordinates in the forward and reverse direction,
respectively. If the lines converge on the :abscissa in the forward
direction, they must also converge on the abscissa in the re-
verse direction. This is true because, if 1/v; = 0, 1/ks = 1/k,
and in the opposite direction 1/v, must equal zero. Furthermore,
for this mechanism V; = (kgEg) = V, = (koEg). If, on the other hand,
intersection occurs above the axis in one direction (i.e.,

1/ks > 1/k,), then it must occur below the axis in the reverse
direction.

No constraints are placed upon the rapid equilibrium Random Bi
Bi pathway because no relationship other than the equilibrium
constant ties together the forward and reverse reactions.

In order to illustrate a "forbidden" relationship between the
forward and reverse reactions, consider the Ordered Bi Bi
(Scheme I-8) case where intersection occurs on the abscissa in
one direction, designated forward, where 1/v; =-%F(1/k5 + 1/k7

- 1/k3) = 0. Thus, 1/k, = 1/ks + 1/k;._In the reverse reaction
can 1/v, also equal zero? Here 1/v, =-%$41/k2 + 1/ky - 1/ky) =0.

Substituting for 1/ko., 1/ks + 1/k7 + 1/ky - 1/ky = O, and there-
fore 1/ks = -1/k,, a condition that is kinetically impossible.
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This last identity reveals that in the case of the Ordered Bi Bi
mechanism, the family of intersecting lines of Fig. III-16 cannot
converge on the abscissa in both directions. Using this approach,
LUECK et al. (41) were able to conclude from the data of DelLa-
FUENTE and SOLS (42) that the kinetic mechansim of yeast hexo-
kinase could not be Ordered Bi Bi. Table III-2 illustrates how
one may choose between the various two substrate systems describ-
ed in the table from inspection of primary plots in both direc-
tions.

Table III-2. Types of intersections of double reciprocal plots to be ex-
pected for seguential bireactant mechanisms

Mechanisms (References) Intersection of lines relative to abscissa

Forward direction Reverse direction

Above On Below

Theorell-Chance (I-9) Above + F2 F +
and On + F +b F
Iso Theorell-Chance Below + + F F
Random Bi Bi (I-7) Above + + + +
On + + +
Below + + +
Ordered Bi Bi (I-8) Above + + + +
and On + +
Iso Ordered Bi Bi Below + +

2 F means that the type of intersection is forbidden.

+ indicates that the type of intersection is permissable.

b Maximal velocity in the forward direction, Vj;, must equal that of the
reverse direction, Vjp.

K. Protocol and Data Plotting for Three Substrate Systems

As in the case of bireactant systems, three substrate enzymic
mechanisms may be divided into two classes - Ping Pong and Se-
quential. Experimentally, as indicated earlier, it is necessary
to vary one substrate while holding the other two substrates in
a fixed ratio at different levels, in the range of their Micha-
elis constants. In the case of terreactant systems, there will
be three such experiments. Plots of data for Sequential mech-
anisms will yield converging line data, while for Ping Pong
mechanisms, one or more of the plots will give parallel lines.
When the primary plot data are regraphed to give secondary plots,
it is not only possible to evaluate certain kinetic parameters
as we saw in the case of bireactant systems, but for certain
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systems it is also possible to appraise the kinetic mechanism
(20) . The mechanics of the graphical manipulations may be best
illustrated by reference to the rapid equilibrium Random Ter Ter
rate expression which is described as Eq. (III-42)

\'A] K_K_K KK K K K K K. K K
o 1+__a+__b+_£+ b ca +-C ba +-C ab  “ia ¢ ab (ITI-42)

v A B C (A)(B) (A)(C) (B)(C) (Aa)(B)(C)

where V; = k1 (Eg) and Kap, Kopr Kpar Kear Kior and Ky, represent
dissociation constants for the ternary complex dissociations:
EAB = EA + B, Kap; ECB = EC + B, Kop; EAB = EB + A, Kyp,; EAC =
EC + A, Kca; EAC = EA + C, Kic; and EBC = EB + C, Ky, respec-
tively, for the rapid equilibrium Random Ter Ter mechanism of
Scheme I-133.

If in one of the initial rate experiments substrate A is varied
and substrates B and C are maintained in a constant ratio at
different levels in the range of their Michaelis constants,

B = a(C). Substituting this equality into Eq. (III-42) yields
the relationship shown in Eq. (III-43).

Vi K_K K KK K K K K K. KK
S P T b +—S4 b ca +-C ba 4 S ab 4-tac ab (III-43)

v A (a)(C) C (a)(A)(C) (A)(C) (a)(C)? (a)(m)(C)2

The primary plot for the experiment in which substrate A is
varied is shown in Fig. III-17. The replots of the intercepts
and slopes of Fig. III-17 versus 1/C°will be parabolic-up; how-
ever, the minima of the curves will be to the left of the ver-
tical axis and the extrapolated portion of the curve to infinite

C (i.e., 1/C) can be made readily to evaluate-%;-and Ka. Values

of Ky, and K. are obtained from primary and secondary graphs in-
volving the substrates B and C. With a knowledge of these four
parameters, it is possible to evaluate the other three by simple
substitution into the double reciprocal plot equations. For ex-
ample, if V;, Kp and K¢ are known, it is possible to calculate
Kap from the intercept of Fig. III-17. The other kinetic para-
meters can be determined by using the appropriate thermodynamic
identities.

Another procedure for determining the various kinetic parameters
involves saturating the enzyme with one of the substrates and
then studying the initial velocites, as in the case of bireac-
tant systems. The major limitation of this approach involves

the possibility of substrate inhibition. Let us assume that A

is the varied substrate and that velocities are determined at

3 Equation (III-42) can be expressed in a number of different
forms depending upon certain thermodynamic relationships. These
include the following: KzbKc = KacKb; KcbKa = K. aKp:; and KpcKa =
KbaKc' Other identities can also be obtained. For the dissocia-
tion constants of the ternary complex, the first letter of the
subscript is the substrate in the binary complex, whereas the
second subscript letter represents free substrate.
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different fixed concentrations of substrate B. From Eq. (III-42),
the intercept of the primary plot will be

1 K, K, KK
— 1+ =+ =+ =2 (III-44)

Vi B c (B) (C)
and the slope,

1 Kcha Kcha KlaKcK b
— [k, + + + ab 3. (ITI-45)

\2 B C (B) (C)

/v &
(B,C)

Kb Kcu Kc Kbu Kuu KcKab)

__L
Z lopes= /- (Kot @i ¢ = lallc)?
Intercepts= (1+(q)(l::) e (z)c(f)dzb)
1A

Fig, III-17. Plot of 1/v versus the concentration of 1/A. The other sub-
strates (B and C) were held at three different fixed concentrations in a
constant ratio. The equations for slopes and intercepts are shown on the
figure

If substrate C is at a saturating concentration, then the replot
of intercepts versus 1/B will yield a linear curve with an inter-

K
cept of-%: and a slope Of‘v%u Similarly a replot of the slope

as a function of 1/B at saturating C will give an intercept of
5= and a slope of SpXea
vV, v

out under conditions in which C is not saturating to evaluate
Ko Kapr Kpar and Kia from a knowledge of V;, K, Ky, and K ;.
It is very unlikely that all substrates will cause inhibition;
however, if this situation does in fact pertain, it will be
necessary to carry out experiments as already outlined where
one substrate is varied and the other two held in a constant
ratio at different fixed concentrations, and in a concentra-
tion range where substrate inhibition is not in evidence.

. A similar experiment can then be carried
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The experimental protocol described above in which one sub-
strate is varied and the other two held in a constant ratio at
different concentrations is useful for making a choice of mech-
anism from a number of possibilities suggested in Chapter I (20).
When slope and intercept replots of kinetic data of the type
displayed in Fig. III-17 are made, it is possible to exclude

a number of terreactant kinetic mechanisms from consideration.
Exactly how this can be done is illustrated in Table III-3.

Table III-3. Graphical method for differentiating between various three-
substrate enzymic mechanisms

Substrate A Substrate B Substrate C
Mechanism® (Refer-
ence) Slope Intercept Slope Intercept Slope Intercept

replot™ replot replot replot replot replot

Ordered Ter Ter (I-12) NS N N rd N N

Random Ter Ter (I-13) N N N N N N

Partially Random (I-14) NO® N NO N N ct
(AB Random)

Partially Random (I-15) NO N N L N L
{BC Random)

Partially Random (I-16) N N NO L N N
(AC Random)

Hexa Uni Uni (I-17) C L C L ] L
Ping Pong

Ordered Bi Uni (I-18) L L L L c N
Uni Bi
Ping Pong

Ordered Uni Uni (I-19) C N L L L L
Bi Bi
Ping Pong

Random Bi Uni (I-20) L L L L C N
Uni Bi
Ping Pong

Random Uni Uni (I-21) C N L L L L
Bi Bi
Ping Pong

a8 The rate equations canbe found inChapter III, Appendix I, and Ref. (20).

b slope and intercept values are determined from primary plots (Fig. III-17)
and are replotted against the different fixed substrate concentrations.

C N refers to parabolic replots with non-zero intercepts on the vertical
axis.

d 1, refers to a linear replot.

€ NO refers to parabolic replots which intersect the origin.

f ¢ refers to replots which give a constant slope or intercept.
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It can be seen from Table III-3 that many of the terreactant
mechanisms have unique intercept and slope replot patterns. This
approach to the study of terreactant systems has recently been
applied to the enzyme adenylosuccinate synthetase from bacteria
(20) and yeast (43). It was found that when any of the substrates
was varied in the concentration range of its Michaelis constant
at different fixed levels of the other two substrates (which

were also in the region of their Michaelis constants) which were
held in a constant ratio, the Lineweaver-Burk plots were converg-
ing. These findings eliminated Ping Pong mechanisms. It was not
possible to exclude the Ordered Ter Ter, or the fully or par-
tially Random Ter Ter mechanisms from these data directly. How-
ever, when slope and intercept replots were made from these re-
sults, it was possible to eliminate additional terreactant mech-
anisms. Exactly how this analysis was carried out is described

by using certain of the results of RUDOLPH and FROMM (20).

Figure III-18 describes a primary double reciprocal plot in

(17v) x 10-6
\

mn—

4 6_3 -
(I/ASPARTATE) X I0°M

Fig. III-18. Plot of reciprocal of initial reaction velocity (v) with re-
spect to the reciprocal of the molar concentration of aspartate. The re-
spective concentrations of GTP and IMP were: E], 0.027 and 0.0375 mM;

¥V, 0.037 and 0.050 mM; O, 0.054 and 0.075 mM; and X, 0.109 and 0.150 mM.
The aspartate concentration was varied from 0.12 to 1.31 mM

which aspartate is the varied substrate. In Figs. III-19 and
III-20 intercept and slope replots, respectively, are shown as
a function of 1/IMP by using the primary plot data of Fig. III-
18. The secondary plots could have been plotted against 1/GTP
because, in these experiments, GTP and IMP were held in a con-
stant ratio. The findings of the secondary graphs indicate that
the data are parabolic concave-up and do not intersect the ori-
gin. These results, along with data obtained from the other two
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primary plots, may then be referred to the patterns described in
in Table III-3.

w

o 2+

>

5 -

g

5

£

- | |

0 1 2

(1/IMP)e 1074 M1

Fig. III-19. Secondary plot of intercepts versus the reciprocal of the molar
concentration of IMP. The intercepts were obtained from the extrapolated
curves where l/aspartate = O in Fig. III-18

6—

Slopes « {1072+ M)

0 1 ]
1 A |
(1/ IMP)-10°M

Fig. III-20. Secondary plot of the slopes versus the reciprocal of the molar
concentration of IMP. The slopes were obtained from the curves exhibited

in Fig. III-18

It is important to point out that, whereas in theory this anal-
ysis alone may permit one to arrive at a definitive conclusion
regarding terreactant mechanisms as evidenced by the unique pat-
terns illustrated in Table III-3, in practice this approach
should be coupled with procedures outlined in Chapters 1V, V,
and VI. The reason for this is the fact that the replots in
certain cases give rise to parabolas which are sometimes diffi-
cult to distinguish from linear curves. This problem can be
obviated to some extent by varying the concentration of the
fixed substrates over a wide range. The method is particularly
useful in cases where the replots may or may not give rise to
curves that intersect the origin.
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L. Graphical Methods for Differentiating between Steady-State
and Equilibrium Ordered Bi Bi Mechanisms

The initial rate equation for the Ordered Bi Bi mechanism
(Scheme I-8) making steady-state assumptions is described by
Eg. (III-38). SEGAL et al. (44) have pointed out that the anal-
ogous rate expression in which equilibrium assumptions are made
lacks the K5;/A term; i.e.,

1 1 K K. K
— =+ b 4 _ta b

v Vi Vi (B) V1 (RA) (B)

. (III-46)

When double reciprocal plots are made for Eg. (III-46) the

1/v versus 1/B plot of different fixed concentrations of A will
give rise to a family of straight lines that intersect on the

1/v axis. The analogous 1/A plot will show intersection to the
left of the axis of ordinates, and its slope will be KK, /V;] (B).
A secondary plot of the slopes will therefore intersect the ori-
gin., Thus there will be fundamental differences between the prim-
ary and secondary plots for the steady-state and rapid equilib-
rium Ordered Bi Bi mechanisms.

SCHIMERLIK and CLELAND (45) have found that, at pH 7.0, creatine
kinase, which exhibits a rapid equilibrium Random Bi Bi mecha-
nism at pH 8.0, is rapid equilibrium Ordered Bi Bi from the cre-
atine side of the reaction. The kinetic mechanism remains Random
Bi Bi from the creatine phosphate side of the reaction at pH 7.0.
These findings indicate that mechanisms may change with pH, and
they also serve to validate the analogous partially random ter-
reactant mechanisms (11) that have come into question by DALZIEL
(46) on theoretical ground.
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Chapter IV

Use of Competitive Substrate Analogs
and Alternative Substrates for Studying
Kinetic Mechanisms

Very many factors are capable of causing enzyme inhibition; i.e.,
they are capable of slowing down the rates of enzymically catal-
yzed reactions. These factors include denaturation and interac-
tion of the enzyme with so-called irreversible and reversible in-
hibitors. This monograph will be restricted to the latter class
of enzyme inhibitors, those whose action can be reversed by either
dilution or dialysis. The reader is directed to the book by
BAKER (1) for a discussion of irreversible inhibitors. The pur-
pose of this chapter is to show how inhibitors may be used to
characterize kinetic mechanisms and also to provide information
on the nature of enzyme and substrate interaction. Inhibitors
may combine with one or more enzyme forms. If these enzyme-in-
hibitor complexes cannot undergo further reaction, they are call-
ed "dead end" inhibitors. On the other hand, if the complexes

of enzyme and inhibitor can react with substrate to form prod-
uct at a reduced rate, they are called "partial" inhibitors.

This nomenclature was originally suggested by CLELAND (2).

A. Competitive Inhibition

MICHAELIS and MENTEN (3) and Van SLYKE and ZACHARIAS (4) were
among the first to describe dead end competitive inhibition. By
definition, a competitive inhibitor competes with the substrate
for the same active site on the enzyme. Furthermore, there is
usually, although not necessarily, a structural similarity be-
tween the two compounds. Finally, the inhibition is completely
reversed when the enzyme is saturated with substrate, provided
that the inhibitor is not also at a saturating level. It is of
interest to note that the inhibitor may span a smaller or greater
portion of the active site adsorption pocket relative to that
occupied by the substrate. Examples in the literature indicate
that competitive substrate inhibitors may be bound either more
or less strongly than the substrate; however, the majority of
inhibitors fall into the latter class.

The derivation of the rate expression for competitive inhibition
in a unireactant system, based upon the stated assumptions, is
as follows:
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Scheme IV-1

v = k3 (EA); EQ = E + EA + EI; (E%:—:EI)= Kis7 (IV_1)
Thus
B =E+EA+ I _pe I ) 4 ma (1v-2)
is is
Vi (A)
V =
Ka(l + 2—) + A (1v-3)
1ls
1 1 K, S
—= et — (1 +—) ) (IV-4)
v vV v is

In the derivation of Eq. (IV-3), it is assumed that an equilib-
rium exists between enzyme (E) and inhibitor (I). An identical
relationship exists if steady-state conditions are assumed; how-
ever, caution must be exercised in extending these limiting cases
to other types of inhibition, e.g., for noncompetitive inhibition
steady-state and equilibrium assumptions result in very different
rate expressions.

It can be seen from the derivation of Egqg. (IV-3) that the free
enzyme component E of the conservation of enzyme equation is
multiplied by the factor (1 + I/Kjg). When dealing with more
complex rate equations, it is necessary to multiply the deter-
minant of that enzyme form that reacts with inhibitor by the
factor, (1 + I/Kjgq).

In Fig. IV-1 is shown a graph of reciprocal velocity as a func-
tion of reciprocal of substrate concentration at different con-
centrations of inhibitor I as described by Eq. (IV-4). The plot
illustrates how the inhibition constant K; may be calculated.

It is also possible to graph the data of Fig. IV-1 as a function

of inhibitor concentration; i.e., 1/v against I. Rearrangement
of the equation for competitive inhibition gives Eqg. (IV-5).

—_—= + (1). (IV-5)
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This equation is in linear form when 1/v is plotted as a func-
tion of I, and the inhibition is referred to as linear-competi-

tive.
/v b o

Kapp, L
SMpe_v‘H+ s)

[=0

e

i 1 1 I)0 /A
-1 - 14 -
Ka Ka Kis
Fig. IV-1, Double reciprocal plot of 1/v versus 1/A in the presence and
absence of a competitive inhibitor

Actually, it is possible to visualize inhibition kinetics of the
competitive type even when the inhibitor and substrate do not
compete for the same topological site, provided binding is mu-
tually exclusive. It is important to note that the kinetic
mechanism in Scheme IV-1 does not specify that A and I compete
for the same site. Rather, it shows that these two entities
cannot bind the enzyme simultaneously. It is this very type of
argument that weakens the idea that when substrate protects
against enzyme inactivation, it necessarily follows that the
inhibitor, in this case of the irreversible type, binds at the
active site. Inactivation can occur, for example, provided that,
when the inhibitor binds, the substrate does not have access to
the active site. Alternatively, when substrate binds the enzyme,
the altered conformation of the enzyme does not permit inhibitor
binding.

In the subsequent discussion of competitive inhibition, it will
be assumed that both substrate and inhibitor compete for the
same enzyme locus. This assumption must be tempered with its
inherent limitations.

A cursory consideration of the foregoing discussion suggests that
competitive inhibition is readily discernible from kinetic studies;
however, this may not always be true. Consider the case proposed
by DALZIEL (5) in which a competitive inhibitor is a contaminant
in the substrate preparation. DALZIEL found that the kinetic para-
meters for liver alcohel dehydrogenase were altered when commer-
cial preparations of NAD' were purified by ion exchange chroma-
tography compared with unpurified preparations of the coenzyme.
He identified the contaminant as ADP-ribose and intensively in-
vestigated the kinetic effect of a competitive inhibitor that
varies with the substrate in a constant ratio. Variation of the
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substrate concentration will cause a similar variation in the
concentration of inhibitor.

It follows that, because inhibitor and substrate are in a con-
stant ratio, I = (X) (A), where (X) is taken to be some fraction.
If (I) is substituted into Eq. (IV-5), Eq. (IV-6) is obtained
after rearrangement.

1 1 K, (X) K, 1
— = —J1 + + —H —]. (IV-6)
v Vi Kig \'A1 A

When 1/v is plotted against 1/A, a straight line will be ob-
tained, and it will not be possible to tell whether the sub-
strate contains the inhibitor; i.e., whether the term Kj (X)/Kisg
is present. This type of competitive inhibition alters the
maximal velocity but not the Michaelis constant in the case of
unireactant systems. This point emphasizes the importance of
using pure substrates in kinetic experiments. An expression
identical in form to Eq. (IV-4) is obtained if the inhibitor _
reacts with the substrate to form a substrate-inhibitor complex
which does not react with the enzyme.

B. Partial Competitive Inhibition

One of the cardinal features of competitive inhibition is the
substrate's ability to reverse the affect of a finite amount

of inhibitor when the substrate concentration is saturating. A
similar reversal can be achieved when the mechanism of inhibi-
tion is completely different from simple linear competitive
inhibition. This class of inhibition is termed partial compet-
itive and is discussed in some detail by DIXON and WEBB (6). In
this type of inhibition, the inhibitor does not bind at the ac-
tive catalytic site, but rather at another, or secondary, site.
If it is assumed that a ternary complex of enzyme, substrate,
and inhibitor can form and, further, that this complex can break
down to products at the same rate as the productive binary (EA)
complex, partial competitive inhibition results. These assump-
tions may be formalized as follows:

A P
X1 1 ky ks | ky
E ' EA E
I > «I
EI EAI
+
A

Scheme IV-2
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If it is further assumed that the breakdowns of the EA and EAI
complexes occur at the same rates, i.e., v = k3 (EA + EAI), and
that the formation of complexes EA, EI, and EAI in Scheme IV-2
involves rapid equilibria, then Eq. (IV-7) is obtained.

. {I)
11 KlaE+Ki](

v Vi Vi E+ (1)

1 -
2 - (IV-17)

Kii

The following relationships hold for Eq. (IV-7): v = kj REA) +
(EAI)] ; Kj, = (E) (A)/(EA); Ky = (E)(I)/(EI); Ki; = (EA) (I)/(EAI);
Kij; = (EI) (A)/(EAI). Note that the affinity of I differs for

E and EA.

A Lineweaver-Burk plot of 1/v against 1/A for this case at dif-
ferent levels of (I) cannot be differentiated from the linear-
competitive inhibition mechanism. However, a replot of the
slopes does not give a linear curve; it is instead hyperbolic-
up or -down, depending upon the relationship between Kj and Kjj.
Figure IV-2 illustrates the case in which the replot of slopes
as a function of inhibitor concentration is hyperbolic-up. In
this simulation Kj > Kjj; i.e., the affinity of the enzyme for
the inhibitor is less than the affinity when substrate is bound

10
g
o 051
(72]
i 1 1 | 1
0 25 50 75 100 10000
1.10°

Fig. IV-2, Slope versus inhibitor replot of Eq. (IV-7). The slope

Kia(l + I/Ki) ) .

g 71 4 T e N i L= ~M = ~3M /mi

Vi(1 + I/Kiq) was evaluated by assuming K;, = 107°M, Vi = 107°M/min,
K; = 10_3M, and Kijj = 10”*M. The concentrations of the inhibitor I are

shown on the abscissa. The horizontal asymptote has a value of 0.1

to the enzyme. When Kj < K;; the slope of the hyperbola will
increase as the concentration of inhibitor is raised. It is of
interest to note that for simple partial competitive inhibition
of the type illustrated by Eq. (IV-7), if binding of the inhi-
bitor is not influenced by the association of enzyme and sub-
strate; i.e., K; = Kjj, the effect of the inhibitor is not man-
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ifested. Similarly, if inhibitor binding does not affect sub-
strate binding (K;, = K;;;), partial competitive inhibition
will not affect the kinetics of the system.

If (1 + I/Kj3) > (1 + I/K;), competitive activation will occur;
i.e., there will be a decrease in the slope of the double reci-
procal plot of 1/v versus 1/A as the concentration of I increases.
This effect will cause a decrease in the apparent dissociation
constant with no effect on the maximal velocity V;. Activation
will occur provided that I has a greater affinity for EA than
for E. If the reverse is true, partial competitive inhibition
will occur.

If steady-state rather than equilibrium assumptions are made in
deriving the rate expression which pertains to Scheme IV-2, the
resulting equation is extremely complex and contains second de-
gree terms in both substrate and inhibitor. Another interesting
facet of the mechanism of Scheme IV-2 is the case in which the
rate constants for the breakdown of the EA and EAI complexes
are different. If velocity is now expressed as v = k(EA) +

k' (EAI), where k' = k(X), then the equation for Scheme IV-2

may be written as
= ii 7 - (IV-8)
v [+ (x) (I:I I: (x) (I:l

It is clear that the family of curves that results when 1/v is
plotted against 1/A in the presence of (I) will not converge on
the vertical axis, nor will the intercept and slope replots as
a function of (I) be linear. If k' >> k, activation will occur,
and the apparent K;, will decrease when (I) is present as pre-
dicted by Egq. (IV-8). When k' << k, inhibition will result, and
there will be an increase in the apparent dissociation constant.

C. Noncompetitive Inhibition

MICHAELIS and his coworkers (7, 8) recognized that reversible
inhibition could occur in which the inhibitory effect could not
be reversed when the enzyme is saturated with substrate. This
type of inhibition is referred to as noncompetitive, and the
fundamental assumption made when considering this phenomenon

is that the inhibitor binds at a site other than the substrate
binding site, with the result that the enzyme-inhibitor complex
does not break down to form product when the substrate is asso-
ciated with the enzyme. Noncompetitive inhibition is readily
rationalized with the assumption that the inhibitor, when pre-
sent on the enzyme, distorts the conformation of either the
substratée or the enzyme, or both, so as to preclude catalysis.

In Scheme IV-2 is shown the mechanism of noncompetitive inhi-
bition.
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If it is assumed that all steps of the reaction are in rapid
equilibrium relative to the conversion of EA to product, then
Kijg = (E)(I)/(EI), K;; = (EA)(I)/(EAI), and K;i; = (EI) (A)/(EAI).

Equation (IV-9) represents the rate expression for noncompetitive
inhibition.

11 (1) Kja (] ,
—_= |1+ —] + T+ —] (IV-9)
v Vl Kil Vl KiS

The inhibition described by Eqg. (IV-9) is linear noncompetitive,
and in a double reciprocal plot in which 1/A is varied at dif-
ferent fixed concentrations of the inhibitor, I, there will be

Kia
an increase in intercept, (l ) (1 + £——), and slope, (—)
T Vi Kij Vi
(1 + Z—). Simple noncompetitive inhibition of the type illus-

Kis
trated by Eqg. (IV-9) is linear because replots of either slopes
or intercepts against different concentrations of inhibitor give
straight lines.

The four dissociation constants, Kia, Kig, Kii, and Kjii, are
not independent but rather are related by the following equa-
tion:

Kis * Kijj = Kja * Kjj. (Iv-10)
The same rate expression will result then whether noncompetitive
inhibition is described as shown in Eq. (IV-9) or whether a sub-
stitution is made to include Kj;j-

If steady-state, rather than equilibrium, conditions prevail for
the mechanism depicted in Scheme IV-2, the resultant rate equa-
tion will be highly complex and will contain terms which are
second degree for both the substrate and inhibitor. What is
rather interesting is that so many cases of classical noncom-
petitive inhibition (i.e., rapid equilibrium) are on record.
Obviously, either the nonlinearity that one might expect from
the steady-state treatment of Scheme IV-2 is so small as to be
undetectable, or the equilibrium assumption is indeed appraoched.

When one graphs kinetic data that are consistent with Egq. (IV-9)
the curves may converge above, below, or on the abscissa as shown
in Fig. IV-3. The (x,y) coordinates of the intersection point
for noncompetitive inhibition are [('Kis/KiaKii)r (1/v1) (1 -
Kig/Kij)] . If Kjg = Ky; (that is, the binding of the inhibitor
to the enzyme is not affected by the presence or absence of the
substrate on the enzyme), the curves will intersect on the 1/A
axis. On the other hand, intersection may occur above (Kjg <Kjji)
or below (Kjs > Kji) the abscissa. In these latter two cases,
the inhibition will be referred to as mixed <nhibition.

Another graphing procedure that has been used extensively to
depict competitive and noncompetitive inhibition is the Dixon
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1=0 A —10 1=0
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0 1/A 0 1/A 0 1/A

Fig. IV-3. Double reciprocal plots of noncompetitive inhibition. (a) Kjg =Kjj
(b) Kjg < Kyjs (c) Kig > Kyj

plot (9). The experimental protocol that permits the use of
these graphs requires that 1/v be determined as a function of
inhibitor at different fixed levels of substrate. For a compet-
itive inhibitor, the coordinates of intersection of the curves
are (-Kjg, 1/Vi) (see Scheme IV-1 and Eq. (IV-3)); i.e., the
curves intersect above the abscissa. In the case of a noncompet-
itive inhibitor, the coordinates of the point of intersection
of the lines of the Dixon plot for Eq. (IV-9) are [-Kjq, 1/Vi
(1 - Kis/Kii)]' It is obvious that the curves may intersect
above, below, or on the abscissa. If Kjg < Kjj, it will not be
possible to make a choice between this case and that for com-
petitive inhibition. It is for this reason that it is advisable
to use the Lineweaver-Burk plot in preference to the Dixon plot
for studying competitive and noncompetitive enzyme inhibition.
Further discussion on this point can be found elsewhere (10).

When considering the subject of competitive inhibition, it was
shown how the presence of a competitive inhibitor in the sub-
strate preparation will effect the Michaelis-Menten equation.

By analogy with that discussion, consider the case where a non-
competitive inhibitor is present in the substrate preparation;
i.e., the inhibitor and substrate will vary in a constant ratio.
If I = (X)(A) where X is taken to represent a fraction, and the
factor (X) (A) substituted for (I) in Egq. (IV-9), the result is
Eg. (IV-11).

1 1 (X)Kjia (X) (A) Kia 1
—=—11+ + + -(? (IV-11)
v Kis Kiji Vi

Figure IV-4 illustrates the type of graph to be expected when
1/v is plotted against 1/A. This curve is hyperbolic-up and
predicts that inhibition will be complete at infinite substrate
concentration. What is interesting about this effect is that

it may in fact be responsible for the phenomenon usually inter-
preted as substrate inhibition - a concept that will be discussed
at length in Chapter V.
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1/A

Fig, IV-4. Plot of the reciprocal of initial velocity as a function of the
reciprocal of substrate for the mechanism described by Eq. (IV-11)

D. Uncompetitive Inhibition

Another type of reversible inhibition, but one which is very
rarely, if ever, encountered in unireactant systems, is uncom-
petitive inhibition. In the case of a one substrate system, if
the inhibitor combines with the enzyme-substrate complex exclu-
sively, the result is uncompetitive inhibition. The effect of
the inhibitor is to decrease the maximal velocity without af-
fecting the true dissociation constant. Uncompetitive inhibition
is illustrated by the reactions of Scheme IV-3.

A

1 i

EAI
Scheme IV-3

The rate equation for uncompetitive inhibition is depicted in
Eq. (IV-12), where K;, = (EA)(I)/(EAI).

11 I K;a
—=— |1 + +
v oV Kij Vi

The form of the rate expression is the same regardless of whether
steady-state or equilibrium assumptions are made. The very dis-
tinctive plot for uncompetitive inhibition is shown in Fig. IV-5.

:
e (IV-12)
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A replot of the intercepts (%T)(1 +4%77) for Eq. (IV-12) shows
11
that the inhibition is linear.

vk (a) A/vh (D)

pre:%ﬂ+%3)

>Y

Fig. IV-5. (a) Double reciprocal plot of uncompetitive inhibition. (b) A/v
versus A plot for uncompetitive inhibition

The intersection point of the family of curves on the abscissa
is -(1 + I/K;;)/K;,. When I = O, the true dissociation constant
will be obtained; however, in the presence of uncompetitive in-
hibitor, the apparent Kj, will change as the concentration of

I is altered.

Equation (IV-12) may also be cast in a form that permits more
precise evaluation of uncompetitive inhibition. Parallel line
data are at best difficult to distinguish from noncompetitive
inhibition in which slope changes are slight. It is suggested
that, when suspected parallel line data are obtained, they be
plotted as indicated in Fig. IV-5b to determine whether the
lines do indeed intersect on the A/v axis. This specific problem
and analogous questions as to whether inhibition is really com-
petitive, noncompetitive or uncompetitive can be resolved sta-
tistically by using model testing procedures such as the F test
or the Cp statistic (see Chapter III). The computer programs
presented in the Appendixz that bear on this point allow the ki-
neticist to make a choice from among these three different
models.

E. Nonlinear Enzyme Inhibition

Nonlinear enzyme inhibition may be obtained from replots of
primary double reciprocal plots under a number of circumstances.
These include multiple dead end inhibition, substrate and prod-
uct inhibition, partial inhibition, and allostery. The following
discussion will be restricted to the multiple dead end type.

When an inhibitor adds to different enzyme forms (e.g., Scheme
IV-2), inhibition is linear; however, when there is multiple
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inhibitor binding to a single enzyme form or to enzyme forms
which are connected, replots of either slopes or intercepts
against inhibitor may be nonlinear. If the following equilibria
are added to the simple Uni Uni mechanism of Scheme I-3,

E+I=EI, Ki; EI + I = EI,, Kij (IV-13)
the rate equation obtained is,

2
11 Kia I I ]

(IVv-14)

A \'A1 \'Al K; KiKj3

Equation IV-14 describes parabolic-competitive inhibition. The
slope of this equation is

Kia I 12
1 + —  — (IV-15)
\'A1 Ki KjiKij

slope =

and a plot of slope as a function of I will give rise to a para-
bola. It is also possible to obtain parabolic-uncompetitive in-
hibition. In this case only the intercept will be affected by
inhibitor. In the event that parabolic noncompetitive inhibition
is encountered, either the slope or the intercept, or both, may
contain inhibitor terms of greater than first degree.

Nonlinear noncompetitive inhibition may affect slopes and inter-
cepts; in which case it will be called S-parabolic I-parabolic
noncompetitive inhibition. If the replots of intercept against
I are linear, whereas the slope replot is parabolic, the inhi-
bition is called S-parabolic I-linear noncompetitive inhibition

(2).

Parabolic inhibition will also result from interactions of the
type:

E+ I =EI, K;;

i’

ETI + A = EIA, Kii; EIA + I = EI5A, Kiii'

(IV-16)

Slope and intercept replots versus inhibitor may be of a more
complicated nature. CLELAND (2) has referred to some of these
as 2/1, 3/2, etc., functions. Equation (IV-17) illustrates an
example of a S-2/1 function, in which a second order polynomial
is divided by a first order polynomial.

K;, (1 + aI + bI?)
slope = (IV-17)
V1(1 + CI)

It would appear that it would be difficult to distinguish a
plot of slope versus inhibitor concentration for Eq. (IV-17)
from linear replots.
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F. The Use of Substrate Analogs for Studying Kinetic Mechanisms

1. Bireactant Enzymic Systems

Although competitive inhibitors have been used extensively for
many years, their value as tools for making a choice of kinetic
mechanism from among a number of possible alternatives was not
realized until 1962 when FROMM and ZEWE (11) suggested that com-
petitive inhibitors of substrates could be used to differentiate
between random and ordered mechanisms. Furthermore, in the latter
case, a determination of the substrate binding order could be
made from such experiments. This protocol is quite likely the
simplest approach for making a choice of mechanism between
Ordered and Random Bi Bi possibilities. In addition, it has the
advantage of permitting the kineticist to come to definitive
conclusions from studies of reactions in a single direction
only. Its obvious limitation involves the requirement that a
dead end competitive inhibitor be available for each substrate.

Let us consider first the case of the random mechanism to deter-
mine how the dead end competitive inhibitor affects the kinetics
of the system. The rapid-equilibrium random pathway of enzyme
and substrate interaction (Random Bi Bi) is illustrated in
Scheme I-7. In the case of a competitive inhibitor for sub-
strate A, the inhibitor, I, would participate at every step
in the kinetic mechanism in which the substrate normally re-
acts. Thus the following interactions of enzyme with inhibitor
I might be expected:

E+I=EI, K;; EB+ I =EIB, K;;; EI + B = EIB, K;;; (IV-18)
When the expressions EI and EIB are added to the conservation
of enzyme term, and the rate equation derived for the effect
of competitive inhibitor of substrate A, the following initial
rate relationship is obtained.

1 1 K, I Ky, K;aKp I
—_=— + 1+ + + 1 +—\| (zIv-19)
v V;  Vi(A) Kji Vi (B)  V;(A) (B) Kj

When double reciprocal plots of 1/v as a function of 1/A are
made at different fixed concentrations of inhibitor only the
slope term of the rate expression is altered; i.e.,

K, I K; .Kp I
slope =— |1 + + 1+ —1. (IV-20)
A4 Kjj Vi (B) K;

On the other hand, when B is the variable substrate, double
reciprocal plots at different fixed levels of inhibitor will
exhibit increases in both slopes and intercepts.
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1 K, I
Intercept = — | 1 + —(1 + ) (IV=-21)
A5 A Kij
Slope =— | Ky + —— (1 +—) | . (IV=-22)
Vi A Kj

Equation (IV-19) predicts then that a dead end competitive in-
hibitor for substrate A of the Random Bi Bi mechanism is a non-
competitive inhibitor of substrate B.

If now a dead end competitive inhibitor for substrate B is used,
the following interactions are to be expected:

The rate equation for the effect of a dead end competitive inhi-
bitor of substrate B is described by Eq. (IV-24).

101 K, Kp I K; Kp I
—_=—+ + 1+ + 1 + —
v V; Vi(a) Vi (B) Kii V; (A) (B) Ki| * (IV-24)

It is clear from Eq. (IV-24) that a dead end competitive inhi-
bitor of substrate B will show noncompetitive inhibition rela-
tive to substrate A. In summary then, for the Random Bi Bi mech-
anism, a competitive inhibitor for either substrate will act as

a noncompetitive inhibitor for the other substrate. These ob-
servations are consistent with the symmetry inherent in the
random mechanism. Similar inhibition patterns are to be expect-
ed for the rapid equilibrium Random Bi Uni mechanism (Scheme I-6).

Experimentally, it is very important that the fixed, or nonvaried,
substrate be held at a subsaturating level, preferably in the
region of its Michaelis constant. If, for example, when consider-
ing Eg. (IV-19), the concentration of substrate A is held very
high when B is the variable substrate, it is possible that the
intercept increases to be expected in the presence of inhibitor
may not be discernible, and the inhibition may appear to be com-
petitive with respect to either substrate. It is important to
note that, when replots of slopes and intercepts are made as a
function of inhibitor concentration for the type of inhibition
illustrated, the replots will be linear.

Very few Random Bi Bi mechanisms are truly rapid equilibrium
random in both directions; however, this condition will be ap-
proximated in the "slow direction". When steady-state conditions
prevail (i.e., when the interconversion of the ternary complexes
is not slow relative to other steps of the kinetic mechanism) it may
be supposed that the initial rate plots in double reciprocal
form would not be linear. This is to be expected because of the
second degree substrate terms generated under steady-state con-
ditions; however, SCHWERT (12) has suggested that the deviation
from linearity might be too subtle to discern. A similar point
was also made by WRATTEN and CLELAND (13), and RUDOLPH and
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FROMM (14) concluded from computer simulations of the steady-
state Random Bi Bi mechanism proposed for yeast hexokinase that
the kinetics approximate the limiting equilibrium assumption.
These workers also found that the competitive inhibition pat-
terns proposed for the rapid equilibrium case would be indis-
tinguishable from the situation in which steady-state conditions
prevail.

In the case of the Ordered Bi Bi mechanism, competitive dead end
inhibitors of the first substrate to add to the enzyme give in-
hibition patterns relative to the other substrate that are dis-
tinctively different from the pattern obtained when a competi-
tive dead end inhibitor of the second substrate is employed. It
is this very point that permits the kineticist to make a choice
between Random and Ordered Bi Bi mechanisms (11).

In the case of the Ordered Bi Bi mechanism, substrate A adds
only to free enzyme (Scheme I-8). The competitive dead end in-
hibitor by analogy should add only to this enzyme form. In ad-
dition, it is assumed that the conformation of the enzyme has
been distorted enough by the inhibitor so as to preclude addi-
tion of substrate B to the enzyme-inhibitor complex.

The competitive dead end inhibitor for substrate A may react
as follows with the enzyme:

E + I =EI, Kiy = (E)(I)/(EI) (IV-25)
If the conservation of enzyme equation for the Ordered Bi Bi

mechanism is modified to account for the additional complex
EI, the initial rate expression is

1 1 Ka I Kp
—_= — 4 1 + — + + 1 + —
v Vi (A) K; Vi (B) Vi (a) (B)

(IV-26)

Equation (IV-26) predicts that the competitive inhibitor for
substrate A, the first substrate to add in the ordered mechanism,
will be noncompetitive relative to substrate B. On the other
hand, for this mechanism, a dead end competitive inhibitor for
substrate B would be expected not to react with free enzyme, but
rather with the EA binary complex. This interaction may be de-
scribed by the following relationships:

EA + I = EAI, K; = (EA) (I)/(EAI) (IV-27)

The kinetic expression obtained when this effect is included in
the Ordered Bi Bi mechanism is

1 1
R E + —:[ (TIV-28)
v Vi Vl (a) V]_ (B) Vi (A) (B)
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It is quite clear that a dead end competitive inhibitor for the
second substrate will yield uncompetitive inhibition relative to
substrate A. This unique inhibition pattern allows a distinction
to be made between ordered and random bireactant kinetic mecha-
nisms and permits determination of the substrate binding order
in the former case. These points are summarized in Table IV-1.

Table IV-1. Use of competitive inhibitors for determining
bireactant kinetic mechanisms

Mechanism Competitive inhibitor 1/a 1/B
for substrate plot plot

Random Bi Bi A ca NP

and

Random Bi Uni B N o]

Ordered Bi Bi A o N€

and

Ordered Bi Uni B ud (]

Ping Pong Bi Bi

@ Refers to a Lineweaver-Burk plot that shows competitive
inhibition.

b Refers to a Lineweaver-Burk plot that shows noncompet-—
itive inhibition.

€ In the ordered mechanism convergence may be on, above
or below the abscissa; however, the point of intersection
with the inhibitor must have the same ordinate as a family
of curves in which the other substrate is substituted for
the inhibitor.

d Refers to a Lineweaver-Burk plot that shows uncompet-
itive inhibition

When considering competitive substrate inhibitors, the possi-
bility is automatically excluded that the inhibitor may bind to
an enzyme-product complex. In the case of the rapid equilibrium
Random Bi Bi mechanism, a competitive inhibitor for substrate B
could in theory bind the EQ complex; however, this complex oc-
curs after the rate limiting step and is not part of the kinetic
equation. Similarly, although this binary complex is kinetically
important in the Ordered Bi Bi case, if an EQI complex did form,
inhibition would be noncompetitive rather than competitive re-
lative to substrate B. Under these conditions, the approach
would not be viable technique, and another inhibitor should be
sought.

The use of dead end competitive inhibitors for choosing between
the Random and Ordered Bi Bi mechanisms has been employed with
many enzyme systems. The basic protocol involves segregation of
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mechanisms into either the Ping Pong or Sequential class from
initial rate experiments. After the Sequential nature of the
system has been established, the dead end competitive inhibitors
may be used to establish whether the kinetic mechanism is Random
or Ordered.

Two examples can be used to illustrate this point. FROMM and
ZEWE (11) reported that yeast hexokinase is sequential when they
demonstrated that double reciprocal plots of 1/v versus 1/MgATP2~
at different fixed concentrations of glucose converged to the
left of the axis of ordinates. From the same data, they observed
that, when 1/v was plotted as a function of 1/glucose at differ-
ent fixed concentrations of MgATP2~, the resulting family of
curves also converged to the left of the 1/v axis. In addition
both sets of primary plots intersected on the abscissa. These
investigators also demonstrated that AMP, a competitive dead

end inhibitor for MgATP2~, was a noncompetitive inhibitor with
respect to glucose. From these experiments, it was concluded
that the kinetic mechanism for yeast hexokinase was either
Random Bi Bi or Ordered Bi Bi with MgATP2~ as the initial sub-
strate to add to the enzyme. If glucose were to add to hexo-
kinase before MgATP2~ in an Ordered Bi Bi mechanism, AMP inhi-
bition would have been uncompetitive with respect to glucose.

The same investigators employed oxalate, a dead end competitive

inhibitor of L-lactate, to help establish the kinetic mechanism

of the muscle lactate dehydrogenase reaction (15). They observed
that oxalate was uncompetitive with respect to NAD' and conclud-
ed from these findings and other studies that the kinetic mech-

anism was Iso-Ordered Bi Bi with the nucleotide substrates add-

ing to the enzyme first.

It should be pointed out that dead end competitive inhibitors
cannot be used to differentiate between normal and Iso mecha-
nisms. Nor can they be used to make a choice as to whether tern-
ary complexes are kinetically important in Ordered mechanisms;
i.e., they cannot be used to differentiate between the pathways
of Schemes I-8 and I-9.

In studies in which dead end competitive inhibitors are employed,
it is often useful to evaluate the various inhibition constants.
This can be done in a number of ways, and a few of the methods
that may be used will be illustrated.

It is possible to evaluate either K; or K;; in Egs. (IV-19) and
(IV-24) from secondary plots of slopes and intercepts versus
inhibitor concentration. It can be seen from Eq. (IV-22) that a
plot of slope versus I will give a replot in which the slope of
the secondary plot is

KjaKp
Slope = ——— . (IV-29)
ViK; (a)

K; may also be evaluated by determining the intersection point
of the secondary plot on the abscissa; i.e., where slope = O.
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(a)

Kia). (IV-30)

The advantage of using Eq. (IV-30) rather than Eq. (IV-29) is
that it is not necessary to evaluate V;. Presumably, data for A
and Kj, will be in hand.

The value for K;; can be determined with a knowledge of A and

K, by evaluating the point of intersection on the abscissa of

data from Eq. (IV-21). In this case where the intercept = O in
the replot,

I=_Ki

A
i (1 +—K;). (IV 31)
Methods similar to those described for the Random Bi Bi mecha-
nism can be used to determine the dissociation constants in the
case of the Ordered Bi Bi mechanism. For example, K; can be
evaluated from either a slope or intercept wversus inhibitor
replot using Eq. (IV-26) in which B is the variable substrate.
It is of interest to note that the inhibition constant must be
the same for this mechanism regardless of whether the determina-
tion is made from the slope or intercept. This may or may not be
true for the Random pathway depending upon whether Ky = Kyi;-
It will be possible to determine K; in Eq. (IV-28) readily
using the methods already described.

It has already been shown that Dixon plots (9) may not be used
to unambiguously differentiate between competitive and noncom-
petitive inhibition. In the case of competitive inhibition in
bireactant systems, it is not possible to evaluate the inhibi-
tion constants unless the mechanism dependent rate equation is
known. The inhibition constant, Kjg is equal to -I for a unire-
actant system, and is obtained from the x coordinate of the
Dixon plot (9). Similar manipulation can usually not be made
with bireactant systems. The competitive inhibitor illustrated
in Egs. (IV-19) and (IV-24) gives an x coordinate in the Dixon
plot of ~[k, + (Ki 2Kp/B)] / [(Ka/Kji3) + (KiaKp/B * K;)] . Only when
K; = K, will I = -K; (Eq. IV-26). Evaluation of the inhibition
constant using the Dixon plot is not possible directly even when
only one term in the rate expression is affected. In Eq. (IV-28),
the x coordinate equals -K; [1 + (Kia/Aﬂ .

The competitive substrate inhibitors cited above have been re-
ferred to as "dead end" inhibitors (2). The question arises as

to what happens if the inhibitors are not of the dead end type,
i.e., if the enzyme-inhibitor complexes of the ordered mechanisms
act in a manner similar to those analogous complexes in the ran-
dom mechanism. This possibility was considered by HANSON and
FROMM in 1965 (16). If in the Ordered mechanisms, the EI com-
plex permitted substrate B to add, the additional reaction would
be

EI + B = EIB, K;; = (EI)(B)/(EIB) (IV-32)
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and Eq. (IV-26) would be modified as shown in Eq. (IV-33)

11 K, I (I) (B) K Ky (I) Ky, KjaKp I

—_—= 1 +—+ + + + 1+—

v V; V;(a) K; KiK;; K K;K;y V,(B) V;(a)(B) K
(IV-33)

Inhibition relative to substrate A would of course be competitive;
however, a 1/v versus 1/B plot would give concave-up hyperbolic
inhibition. This effect is obviously readily distinguishable from
the case in which a dead end binary complex is formed.

Although competitive inhibitors cannot be used to differentiate
between different types of Ordered Bi Bi mechanisms (i.e., tern-
ary complex, Theorell-Chance and the appropriate "Iso" types),
they may be employed as support for the Bi Bi Ping Pong mechanism.
It has already been pointed out how the Ping Pong and Sequential
bireactant mechanisms may be segregated from initial rate data
alone. In Table IV-1 are shown the types of patterns to be expect-
ed when double reciprocal plots are made of kinetic data in the pres
ence and absence of competitive inhibitors. The symmetry inherent
in the Ping Pong mechanism gives rise to the unique inhibition pat-
terns illustrated in Table IV-1 for this mechanism.

Finding a competitive inhibitor for an enzyme system that exhib-
its a Ping Pong pathway is usually a more formidable task than
in the case of a Sequential mechanism. A specific example of
this problem is illustrated by the acetate kinase reaction (17),
whose mechanism is illustrated in Scheme IV-4.

acetylphosphate (A) acetate (P) ADP (B) ATP (Q)
E F E
AMP - « AMP

E-AMP F-AMP

Scheme IV-4

When AMP inhibition was analyzed, it was found to be a noncom-
petitive inhibitor of ADP and acetylphosphate, indicating that
it was competing with the substrates for two different forms of
the enzyme (free enzyme and the phosphoryl-enzyme intermediate).
These effects are illustrated in Scheme IV-4 and described by
Eq. (IV-34)

1 1 Ka I Kp I
—_ =+ 1 +— | + 1 + — (IV-34)
v V; V;(a) Kj Vv, (B) Kij

where E + I = EI, K; = (E)(I)/(EI); F + I = FI, K;; = (F) (I)/(FI)

(IV-35)
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2. Terreactant Systems

The kinetic mechanisms for enzymes that utilize three substrates
may be divided into two types, Sequential and Ping Pong. In 1967
it was shown how competitive inhibitors may be used to make a
choice from among a number of alternatives (18). Listed below
are the various terreactant mechanisms, assumptions, and rate
equations that have been derived based upon these assumptions.
Table IV-2 lists the patterns to be expected for the various
kinetic pathways based upon the rate equations. Reference should
be made to Chapter I for additional details and definitions. The
basic assumption made is that the competitive inhibition is of
the dead end type.

Table IV-2. Competitive inhibition patterns for various
three-substrate mechanisms 2

Mechanism ©  Competitive 1/A 1/B 1/c
inhibitor for plot plot plot
substrate

I-12 a c ¢ N ey dse

B uf c N9
c U 4] C
I-13 A o]
N
I-14 c ch
Cl
c
I-15
c
I-16
I-17 A C 4]
U
1-18 A N J U
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Table IV-2 (continued)

Mechanism Competitive 1/a 1/B 1/c
inhibitor for plot plot plot
substrate

I-19 A

B k
C
I-20
U U
I-21 A

@ The various interactions of the competitive inhibitor are
given in text along with the inhibited rate equation.

b The numbers refer to the mechanism listed in Chapter I.

€ C refers to a Lineweaver-Burk plot that shows competitive
inhibition.

d N refers to a Lineweaver-Burk Plot that shows noncompet-
itive inhibition.

€ If EI reacts with B to form EIB, the plots would be
nonlinear.

f U refers to a Lineweaver-Burk plot that shows uncompet-
itive inhibition.

g If EAI reacts with C to form EAIC, the plot would be
nonlinear.

h If EIB reacts with C to form EIBC, the plot would be
noncompetitive.

i1 If EIA reacts with C to form EIAC, the plot would be

noncompetitive.

J If EI reacts with B to form EIB, the plot would be
nonlinear.

K If E'I reacts with C to form E'IC, the plot would be
nonlinear.

a) Ordered Ter Ter (Mechanism I-12)

@) Competitive inhibitor for A.

E + I =EI, K; (IV-36)

1 1 K, I Ky, K.
—_—= —t— |1 +— | + + +
v V3 Vi (A) K; V1 (B) Vi1 (C)

K K; aKipKe I
1 +——— Givfe b 1+ —| (v-37)
V1(A)(B) V1(B)(C) Vi (&) (B) (C) K,
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B) Competitive inhibitor for B.

EA + I = EAI, K; (IV-38)
101 K, Kp I Kc KiaKb
—_—= + 1 +—1 + + +

Vy Vi(A)  Vi(B) K, Vi(C)  V(a)(B)

le
Vi (B) (C) [: :] V1(A)(B)(C)

v) Competitive inhibitor for C.

EAB + I = EABI, Kj (IV~-40)
1 1

—_—— 1 + —

v Vi \'Al (A) Vl (B) Vl (C)

KjaKp KipKe KjaKipKe

Vi (A) (B) V1 (B) (C) V1(A)(B)(C)

b) Random Ter Ter (Rapid Equilibrium)(Mechanism I-13)

a) Competitive inhibitor for A.

E + I =EI, K; EI + C = EIC, K;, EIB + C = EIBC, Kyj;
(IV-42)

EI + B = EIB, K;; EIC + B = EIBC, K, EC + I = EIC, Kyjji;
(IV-43)

EIB + C = EIBC, K;y;; EB + I = EIB, K,; EBC + I = EIBC, Kj,
(IV-44)

11 K, I Ky, K.
—_= — 1+ + + +
v V]_ Vl(A) le V] (B) V]_ (c) V] (A) (B) Vlll

K Kba KapKc KjaKcKab

VI(A)(C) V1(B)(C) Vv, (A) (B) (C) K;
g) Because of the symmetry of the Random Ter Ter mechanism, a
competitive inhibitor for substrate B will give the same inhi-

bition patterns relative to substrates A and C that the compet-
itive inhibitor of A causes with respect to substrates B and C.
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¢) Random AB (Rapid Equilibrium)(Mechanism I-14)

a) Competitive inhibitor for A.

E + I = EI, Kj; EB + I = EIB, Kjiji (Iv-46)
EI + B = EIB, K;;; EIB + C = EIBC, K, (IV-47)
11 K Ko (1) K K K_ I
—_—=—+ + =< + 1 +
v \'A] VlKiiiKiV(A Vi (C) VI(A) (c) Kiil
KpKe KiaKpKc
+ + 1 + — (IV"48)
Vi (B) (C) Vi (a) (B) (C)
B) Competitive inhibitor for B.
E + I =EI, Ky; EA + I = EAI, Kj;; (IV-49)
EI + A = EAI, K;;; EAI + C = EAIC, K;, (IV-50)
11 KpK (I) K, KK,
—_—=— 4 + + +
Vi V1K;;iKjy(B) V1 (R) (C)

KlaKbK I
1T +—1 . (IV-51)
V1 (B) (C) v1<A>(B><C) Ky

y) Competitive inhibitor for C.

EAB + I = EABI, K; (IV-52)
1 1 K. I KK, KpKe
—_—= — 1T +——1| + + +
v V; V;(C) Ky Vi (a) (C) vV, (B) (C)
KiaKpK¢
- . (IV-53)
V1 (A) (B) (C)

d) Random BC (Rapid Equilibrium) (Mechanism I-15)

o) Competitive inhibitor for A.
E + I =EI, K;; EI +B = EIB, K;;; EI + C = EIC, K;;; (IV-54)
EIB + C = EIBC, Kj,; EIC + B = EIBC, K, (IV-55)
1 1 Kj aKcKab (I) Kp K¢ KjaKcKap (I)
—_= —+ + + + +
v V;  V;KiKiiKjy(A) Vi (B) Vv (C) V1K;K; i (A) (B)

KiaKcKab(I) KcKab KiaKcKab
+ + 1 +-——— (IV-56)
VKK (A)(C)  V,(B)(C)  V;(A)(B)(C)
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B) Competitive inhibitor for B.

EA + I = EAI, K;; EAI + C = EAIC, K EAC + I = EAIC, K

iif

iii
(IV-57)
1 1 K.Kap[Xp I K. K K.p I
—_— + + + 1T +—| +
v V; V;(B)|KcKap KiKjj| V;(C) V; (B) (C) K;
K. _K_K
b
ia™ctta (1V-58)

Vv, (&) (B) (C)
y) Competitive inhibitor for C.
Because substrates B and C add randomly to the enzyme, the in-
hibition pattern relative to substrates A and B with a compet-

itive inhibitor of C will be similar to that described for a
competitive inhibitor of substrate B.

e) Random AC (Rapid Equilibrium) (Mechanism I-16)

o) Competitive inhibitor for A.

E +I=EI, Kj; EI + B = EIB, K;; (IV-59)
EBC + I = EIBC, Kiii; EIB + C = EIBC, KiV (IV'GO)
1 1 Ka I Kc KaKcp
—_= 4 1+ + + +
v Vl Vl (A) Kiii Vl (C) VltA) (B)
KiaKcKab(I) KcKap KiaKcKab I

+ + 1 +—]. (IV-61)
V1KiK;;(R)(C) Vv (B)(C) V(&) (B) (C) K;

gB) Competitive inhibitor for B.

EA + I = EAI, Kj; EC + I = EIC, Kiii (IV-62)
EAI + C = EAIC, Kj;; EIC + A = EAIC, K;, (IV-63)
1 1 K, KcK,p (1) K, K K.y I
—_—=__+ + + + 1 + +
v V; Vi(A) ViKiK;3(B)  V,(C) V;(A)(B) Kiij
KcKab I KiaKcKab

_ - . (IV-64)
V; (B) (C) K; V; (A) (B) (C)

y) Competitive inhibitor for C.

EABI, K, (IV-65

EABI, K, (IV-66)

E + I =EI, K;; EBI + A
EI + B = EBI, K;;; EAB + I
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1 1 K, Ko I K K.p
—_—= 4 + 1 + + +
v Vi Vi (A) Vi (C) Kiv V; (A) (B)

K;jaKcKap (I) KcKab KiaKcKab I
+ + 1 + —1. (IV-67)
V1KiK;4 (A) (C) V; (B) (C) V; (a) (B) (C) K;

It is of interest to note that the competitive inhibition pat-
terns for this mechanism are indistinguishable from the Random
Ter Ter (Rapid Equilibrium) case.

f) Hexa Uni Ping Pong (Mechanism I-17)

a) Competitive inhibitor for A.

E + I =EI, K (IV-68)
1 1 Ka I Kb Kc

—_=— + 1+ —|+ + .

v Vy Vi(a) K;i| Vvi(B) Vv;(©C) (IV-69)

B) Competitive inhibitors for B or C.

A competitive inhibitor for substrate B will affect the K,/V, (B)
term of the rate expression, and a competitive inhibitor for
substrate C will alter the K_./V;(C) term. In each instance, the
rate equation will be modified by the factor (1 + I/Kji).

g) Ordered Bi Uni Uni Bi Ping Pong (Mechanism I-18)

a) Competitive inhibitor for A.

E + I = EI, K; (IV-70)
1 1 K, I Ky K¢ K;aKp I
—_= 1+ —] + + + 1T +—1 .
v A1 Vi (A) Ki Vi (B) Vi (C) Vi (A) (B) Ki
(IV-71)

B) Competitive inhibitor for B.

EA + I = EAI, K; (Iv-72)
1 1 K, Kp I K¢ K;aKp

—_—=— + 1+ —| + + . (IV-73)
v V; Vi(a) Vi (B) K; V; (C) Vi () (B)

y) Competitive inhibitor for C.

E' + I =E'I, Ki (Iv-74)
11 K, Ky K¢ I K; .Kp
—_— =+ + + 1+ — |+

—_—, (IV-175)
v \'A1 V; (Ba) Vi (B) Vi (C) Ki Vv, (A) (B)
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h) Ordered Uni Uni Bi Bi Ping Pong (Mechanism I-19)

o) Competitive inhibitor for A.

E + I =EI, K; (IV-76)
—_=—+ 1+ —] + + + . (IVv-77)
v V;  Vi(a) K; Vi (B) Vi (C) Vi (B) (C)

B) Competitive inhibitor for B.

E' + I =E'I, Ky (IV-78)
1 1 Ka Kp I K¢ K;pKc
—_=—+ + 1+ —1 + + +
v V) V;(a) vV, (B) K; vi(c) Vv;(B)(C)

(IV—79)

Y) Competitive inhibitor for C.

EB + I = EBI, K; (IV-80)
1 1 Ka Kb c KipKe
—_—= + + 1T+ — + ———.  (IV-81)
v v V) (A) Vi (B) Vi (C) K; Vi (B) (C)

1) Random Bi Uni Uni Bi Ping Pong (Mechanism I-20)

o) Competitive inhibitor for A.

E+I=EI, Ki; EI + B = EIB, K;j;; EB + I = EIB, Kji; (IV-82)

11 K, I Kp Kc KiaKp r' I
—=— ¢ 1 + + + + 1 +—.
v V;  Vv;(a) Kiii Vi(B) V;(C) vy (a) (B) Kj

(IV-83)

B) Competitive inhibitor for B.

E+I=EI, Ky; EA+ I = EAI, K;;; EI + A = EAI, K;;; (IV-84)

1 1 Ka Kp I K¢ KlaKb
—_—= + 1 + + 1 +-——
v Vi vV, (A) V1 (B) Kij Vi (C) V1(A)(B)

(IV-85)
y) Competitive inhibitor for C.
E' + 1 =E'I, Kj (IV-86)
1 1 K, Kp Kc I KiaKp
=+ + + 1T+ |+ —— . (1v-87)
v Vy; Vy(A) V;(B) V;(C) K; Vv, (A) (B)
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J) Random Uni Uni Bi Bi Ping Pong (Mechanism I-21)

a) Competitive inhibitor for A.

E + I = EI, Kj (IV-88)

1 1 K, I Kp K¢ KipKe
—_— — 4 1 +— + + + . (Iv-89)
v Vi Vi (a) Kj Vv, (B) Vv, (C) Vi (B) (C)

g8) Competitive inhibitor for B.

E'+ I =E'I, Kj; E'C+ I =E'IC, Ky;; E'T +C = E'IC, Ky

(IV-90)
11 K, Ky, I K. K;pKc I
—_=— + + 1 + + + 1 +—.
v Vy  Vy(a)  V;(B) K;; Vy(C)  Vy(B)(C) K;
(IV-91)
Y) Competitive inhibitor for C.
E' + I =E'I, K;; E'B+ I =E'BI, K;;; E'T +B = E'BI, K;;4
(IV-92)
101 K, Kp K. I KipKc I
—_—= + + + 1 + + 1+ —.
v Vy; Vy(A) Vy(B) V,(C) Ky V, (B) (C) Ky
(IV-93)

In the derivation of the rate equations for the effects of
competitive inhibitors, it was tacitly assumed that only dead
end complexes are formed when the inhibitor reacts with an en-
zyme form. By analogy with two substrate enzyme interactions,
there seems to be no reason a priori to make this assumption.

The more general cases are treated elsewhere (18). In Table IV-2
are presented the types of graphical patterns to be expected
from double reciprocal plots for the ten different terreactant
mechanisms.

3. Kinetic Studies of Adenylosuccinate Synthetase Using Dead
End Inhibitors (19)

The kinetic mechanism of adenylosuccinate synthetase action was
found to be Sequential from initial rate experiments (19).
RUDOLPH and FROMM (19) used dead end inhibitors in an attempt
to establish the type of kinetic mechanism for this Ter Ter sys-
tem within the Sequential class. The substrates and products of
the reaction are:
Mg2+
IMP + GTP + L-aspartate T——— adenylosuccinate + GDP + Pj

(IV-94)
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Succinate was found to be a competitive inhibitor for aspartate,
whereas 6-mercaptopurine riboside-5'-phosphate and B, y-5'-
quanylyl methylene diphosphonate were determined to be compet-
itive dead end inhibitors for IMP and GTP, respectively. Ex-
perimentally, two substrates were held constant at subsaturat-
ing levels, but at concentrations above their experimentally
determined Michaelis constants. The third substrate was varied

(a)

(b)

[+2]

D

N
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N N \ ) o 3 ry

| 2 3 4

-4
(1/ ASPARTATE) X 103 (171MP) X 10

(c)

(17v) X 1076

L 1 I L

[o] 2 4 6 8
(176TP) X 1074

Fig. IV-6 (a). Plot of reciprocal of initial reaction velocity (v) with re-
spect to the reciprocal of the molar concentration of aspartate in the pres-
ence and absence of succinate. GTP and IMP concentrations were held constant
at 0.033 and 0.15 mM, respectively, and aspartate was varied from 0.208 to
1.67 mM. Succinate concentrations were O (X), 10 (0), and 20 mM (O). Other
experimental details are described in reference (19).

(b) Plot of reciprocal of initial reaction velocity (v) with respect to the
reciprocal of the molar concentration of IMP in the presence and absence of
succinate. GTP and aspartate concentrations were held constant at 0.033 and
0.375 mM, respectively, and IMP was varied from 0.019 to 0.15 mM. Succinate
concentrations were 0 (X), 10 (0), and 20 mM (03). Other experimental details
are described in reference (19).

(c) Plot of reciprocal of initial reaction velocity (v) with respect to the
reciprocal of the molar concentration of GTP in the presence and absence of
succinate. IMP and aspartate concentrations were held constant at 0.15 and
1.0 mM, respectively, and GTP was varied from 0.012 to 0.095 mM. Succinate
concentrations were O (X), 12.5 (0), 25 (7), and 50 mM (O). Other experimen-
tal details are described in reference (19)
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from about its Michaelis constant concentration to about eight
times its Michaelis constant. These experiments were carried
out in the presence and absence of the dead end inhibitors.
Figures IV-6(a), 6(b), and 6(c) illustrate the inhibition plots
obtained with the dead end inhibitor succinate. These results
indicate that succinate, a competitive inhibitor for aspartate,
is a noncompetitive inhibitor for GTP and IMP. The other compet-
itive dead end inhibitors were also found to exhibit noncompet-
itive inhibition relative to the other two substrates. Analysis
of these findings, with the aid of Table IV-2, indicates that
two mechanisms, the Random Ter Ter (Mechanism I-13) and the Par-
tially Random AC (Mechanism I-16), are the only terreactant mecha-
nisms consistent with the inhibition data. It was possible to
exclude the partially random mechanism for adenylosuccinate syn-
thetase by replotting the initial rate data according to the
protocol outlined in Table III-3.

G. Cleland’s Rules for Dead End Inhibition

The inhibition patterns described in this chapter have been
codified into a set of rules by CLELAND (20). These rules, along
with illustrative examples, are described in this section.

In the derivation of the equation for the mechanism of Scheme I-3,
the determinants for E and EA are (k, + kj3) and k; (A), respec-
tively, when P = O (Chapter II). When substitutions are made

for E and EA in the velocity expression

k3 (EA)E,
vV=s—— (IV-95)

Ep
the resulting rate expression is of the form

1 1 K
_=__+_i(%), (IV-96)
v A2 Vl

The intercept term, V;, originated from the EA determinant,
whereas the slope term, Ka/Vl, comes from the determinant for
E. This simple example can be carried one step further for a
bireactant system.

11 K Kp, K, K
S S PR (1v-97)
v Vy Vy(a) V;(B) Vp(a)(B)

If the assumed mechanism ig Ordered Bi Bi, 1/Vy,K,/V;(A),

Kyp/Vy (B), and KjaKp/V; (A) (B), have their origins in the EQ, E,
EA, and E determinants, respectively. In the case of the Random
Bi Bi mechanism, the enzyme terms will be EAB, EB, EA, and E,
respectively.

With this information in hand, the logic of Cleland's rules
becomes evident when applied to reversible enzyme inhibition.
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Rule 1. An intercept effect on the axis of ordinates in a double
reciprocal plot occurs when a reversible inhibitor combines with
a form of the enzyme that the variable substrate does not bind.
The initial velocity cannot be restored by saturation with the
variable substrate, and the effect may or may not be eliminated
by saturation with the fixed substrate in bi- or terreactant
systems. Saturation with a substrate will serve to eliminate

the enzyme species that reacts with the substrate from the rate
equation by decreasing its steady-state concentration to zero.

In the case of the unireactant system illustrated by Eg. (IV-96),
if a reversible inhibitor combines with EA to form EAI, the
intercept will be affected and inhibition will not be reversed
at saturating levels of substrate A. Similarly, for the Ordered
Bi Bi mechanism described by Eq. (IV-97), saturating the system
with substrate A will not affect the intercept term [1/V1 +
Kb/Vl(Bi]. If the reversible inhibitor combines with EQ, rais-
ing the level of the fixed substrate B will not affect the inter-
cept; however, if the reversible inhibitor combines with the EA
complex, saturating with B will eliminate the intercept effect.
It follows then that, if the intercept effect is caused by com-
bination of inhibitor and the EQ complex, the intercept effect
cannot be eliminated by saturation with either substrate. It is
only when the enzyme-inhibitor complex is reversibly connected
to one of the enzyme forms associated with substrate that satu-
ration with substrate will be effective in reversing the inter-
cept effect.

These interactions lead to linear inhibition, i.e., if inter-
cepts are plotted versus inhibitor concentration, a straight
line will result. It is only when the inhibitor adds more than
once to the same enzyme form that nonlinear inhibition results.
If, for example, EQI, formed from the sequence of reactions,

EQ + I = EQI, EQI + I = EQI,, the replot of intercept wversus I
would be parabolic concave-up.

Rule 2. Aslope effect in a double reciprocal plot occurs when

the inhibitor either combines with the same enzyme form that the
variable substrate would normally combine with or, alternatively,
reacts with an enzyme form that alters the concentration of an
enzyme species with which the variable substrate reacts. In this
latter case, there must be a reversible connection between the
two different enzyme species.

The first of these points can be described by referral to Eq. (IV-97)
If the inhibitor reacts with the same enzyme form that the vari-
able substrate combines with (e.g., E in the case of a 1/A plot),
there will be a slope effect. This same pathway can be used to
illustrate another point. Substrate A will alter the concentra-
tion of complex EA, and if B is the variable substrate, differ-
ent levels of A would be expected to cause a slope effect rela-
tive to B. Similarly, as the concentration of B is changed, if

A is the variable substrate, there will be a slope effect. This
is because the concentration of E depends upon the concentration
of EA, which in turn depends upon the level of substrate B.

Changes in the concentration of product P will cause slope changes
when A is the variable substrate in a double reciprocal plot. The
reason for this is that all steps between the addition of A and
the release of P are reversibly related. On the other hand, if
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P is finite and B is saturating (B = «), P will not alter the
slope in a 1/v versus 1/A plot. Under these conditions, the step
between EA + B——EAB will be irreversible, and no connection
will exists between E and EQ.

Rule 3. If a compound combines with more than one enzyme form,
Rules 1 and 2 must be applied to evaluate the multiple effects.
The effect of the compound on the intercept and slope will be
multiplied if the different enzyme forms are reversibly connect-
ed; i.e., if the compound causes an increase in the steady-state
concentration of a particular enzyme form and it also combines
with another enzyme form that is reversibly connected to the en-
zyme species whose concentration was raised.

Consider as an example of this effect the Ordered Bi Bi mecha-
nism of Scheme I-8. When the product P is present along with
substrates A and B, the concentration of the central complex
will increase as will the concentration of the binary complex
EA. The product P, if it can also react with EA, will have in
effect reacted at two points in a reversible reaction sequence,
and the inhibition will be parabolic with respect to P (on slopes
when B is varied and on intercepts when A is varied).

Dead end inhibitors can act as parabolic inhibitors (see Rule 2);
however, they are not capable of increasing the steady-state
concentrations of enzyme species that participate in catalysis.

Additional information on the application of these rules can
be obtained either by reference to CLELAND's original article
on this subject (20), or to PLOWMAN's book on enzyme kinetics
(21).

H. The Stereochemical Nature of Enzyme and Substrate Interaction

Insight into the relative importance of substituent groups on

the substrate and its stereochemical nature in the enzyme-sub-
strate complex may be gained from kinetic studies of enzyme in-
hibitors and alternative substrates. Although it is clearly
beyond the scope of this monograph to detail the types of ex-
periments required to address this problem completely, the fun-
damental approach must be noted. One of the most elegant articles
on this subject is the review by MEISTER on glutamine synthetase
(22). MEISTER and his coworkers studied the kinetics of a large
number of analogs of glutamine that function either as substrates
or as inhibitors of the synthetase reaction. With this informa-
tion and space-filling models of substrates and substrate anal-
ogs, it was possible to ascribe a role to each functional group
in the glutamine molecule. Although it may readily be conceded
that this approach to the study of enzymology is more of a problem
for the organic chemist than for the kineticist, it does indi-
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cate that these two disciplines may be exploited for mutual
advantage.

PURICH et al. (23) used kinetic data on dead end inhibitors and
alternative substrates to obtain information on the active con-
formation of the sugar substrates for the hexokinase reaction.
The Michaelis constants for glucose, mannose, and fructose were
reported to be 84uM, 109uM, and 628uM, respectively (24). Galact-
ose is not a substrate for hexokinase and exhibits very weak
binding (25). On the other hand, 2-deoxyglucose is reported to
have a Michaelis constant and maximal velocity similar to glu-
cose (25). 2-N-acetylglucosamine, a dead end competitive inhi-
bitor of glucose, binds approximately 100-times more weakly than
does glucose (26), whereas 2-aminoglucose is almost as active

as glucose in the hexokinase reaction (25).

Figure IV-7 illustrates a model for substrate conformation that
incorporates the known aspects of substrate and inhibitor speci-
ficity in the hexokinase system. The figure shows the structural
similarities between Cl B-D-glucopyranose and the corresponding
conformer of B-D-fructofuranose. It will be noted that the hydroxyl

1
CH,0H
. \g
HO
3 .
0 3
HO 4 5 ~CH,OH
_.' QH 6
B-D-Glucopyranose B-D-Fructofuranose

Fig. IV-7. Proposed model of the interaction of the Cl conformers of RB-D-
glucopyranose and B-D-fructofuranose with the enzyme hexokinase. The dashed
lines represent points of enzyme and substrate interaction

substituents on carbon atoms 1, 3, 4, and 6 of glucose are ori-
ented in approximately the same way as the hydroxyl groups lo-
cated on carbon atoms 2, 3, 4, and 6 of fructose. If it is as-
sumed that these positions are the specificity-imparting groups
on the hexose (as indicated by the dotted lines), one can read-
ily understand the relative unimportance of the hydroxyl sub-
stituent at carbon atom 2 of glucose, mannose, and 2-deoxy-
glucose. The relative importance of the hydroxyl substituent

at carbon 1 of glucose can be appreciated by the fact that 1,5-
anhydro-D-gulcitol and 1,5-anhydro-D-mannitol are bound less
tightly than their respective hexoses (25). The fact that these
anhydro sugar alcohols can be very slowly phosphorylated, how-
ever, indicates that the presence of a hydroxyl group in this
position is not required absolutely. On the other hand, the 4
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position of glucose seems essential in that galactose is bound
very poorly and is not phosphorylated. It would be of interest
to know whether 4-deoxyglucose can be bound and phosphorylated;
this information would permit one to determine whether the in-
activity of galactose is due to the axial orientation of the
hydroxyl group or to the lack of a hydroxyl group in the equi-
torial orientation for binding. Finally, the inability of hexo-
kinase to act on N-acetylglucosamine can be attributed to inter-
action of the bulky N-acetyl substituent with the groups on the
enzyme responsible for recognizing the hydroxyl group at carbon
atom 1 or 3 of glucose.

By definition, competitive inhibitors and substrates exhibit
mutually exclusive binding. This is, however, not absolutely
true; i.e., if the substrate and inhibitor can bind simulta-
neously in close proximity, the inhibition will obviously not

be competitive. On the other hand, one could visualize two com-
petitive inhibitors of a substrate that exhibit mutually exclu-
sive binding or, alternatively, nonexclusive binding. A rationale
for kinetic studies with multiple inhibitors has been provided
by YONETANI and THEORELL (27) from their investigations of al-
cohol dehydrogenase. Experiments with multiple inhibitors may
provide information on the stereochemistry of the active site
relative to the binding of the substrate molecule. They may also
suggest whether one portion of the substrate facilitates binding
of another part of the substrate molecule to the enzyme. If two
competitive inhibitors are present with enzyme and substrate
simultaneously, the following interactions can reasonably occur:

E + A=——EAT—E + P
E + I;=—EI;, K;
E + Io—EIj, Kjj
EI; + I,—EI;I,, Kjii
EI, + I;=—=EI;I,, Kjy

Scheme IV-5

The rate expression that accounts for the effect of two compet-
itive inhibitors is,

1 K, I; I, (Il)(IZ)
1+ —+ + . (Iv-98)
v, Vi (A) Ki Kji KiKjiii

1
—— — 4
v

If the following substitution is made, K;;; = oKj;, Eq. (IV-98)
is transformed into Eq. (IV-99), as K;K;;; = K;;Kiy-

1 1 K I, I, (I1)(Iy)
—_= — 1 +—+ + . (Iv-99)
v V1 V] (A) Ki Kll (a)KiKii

where o, the interaction coefficient, is equal to Kjy/Kji. If
Kiy > Kiy (o > 1), the presence of inhibitor I, on the enzyme
inhibits binding of inhibitor I;. If Kj, < Kj (a < 1), the in-
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hibitor I,, when present on the enzyme, facilitates binding of
the other inhibitor, I;. When K; = Kjy (& = 1), the presence
of the inhibitor I, on the enzyme does not affect binding of
the other inhibitor, I;.

If binding of the two inhibitors is mutually exclusive, the com-
plex EI I, is not formed, and the term containing K;;; in Eq.
(IV-98) is deleted. Under these conditions, plotsof 1/v versus

I, at different fixed levels of I, or of 1/v against I, at dif-
ferent constant levels of I; will give parallel lines. However,
if the lines converge, inhibitor binding is not exclusive. If

a graph of 1/v is made as a function of I; at different levels
of I,, the intercept will equal 1/V; [ 1 + K /A + Ka(Iz)/Kii(A[].
A replot of the intercept as a function of I, will give a straight
line with a slope of K,/K;;V;(A), and if K,, V;, and A are known,
K;; may be evaluated. In similar fashion, one may calculate Kj
and o from plots of slopes versus I, and a knowledge of Kj;j. The
significance of the interaction coefficient o has already been
detailed.

L. Kinetics of Enzyme Specificity

The question is often asked whether one or two different enzymes
are involved in catalysis involving different substrates. DIXON
and WEBB (6) have shown how alternative substrates that act as
competitive inhibitors may be used to provide an answer to this
problem. If a single enzyme is involved, the reactions involving
alternative substrates will be:

E + Aj=—EA;—FE + P;
E + A2= EAZ:E + P2
Scheme IV-6

Under these conditions, A; and A, will act like competitive in-
hibitors relative to each other, and when E, A; and A, are pre-
sent simultaneously,

Vla
Viotal = Va t Vp where v, = and (IV-100)
Kal A2
1 +—]1 +
A, Ka2
. (IV-101)

Vip
Vb=
Ka2 A
1 + 1 +
Ay Ka1

The total velocity will be less than the case in which two dif-
ferent enzymes act on the two substrates. Presumably, one could
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make a choice between the case of a single nonspecific enzyme
and two specific catalysts. There are, however, a number of
limitations to this approach. The most serious involves the
case in which there are indeed two different enzymes, but where
the two substrates act as competitive inhibitors of each other.
A more remote possibility is the case where a single protein
molecule with two different active sites is involved. In any
event, the results of such experiments must be interpreted

with caution.

J. The Kinetics of Transition State (Multisubstrate and Geometric) Analogs

WOLFENDEN (28) and LIENHARD (29) have recently outlined how
transition state and multisubstrate (sometimes referred to as
geometric) analogs may be used to provide information on the
chemical events that occur during enzymatic catalysis. If it
were possible to design an inactive compound that resembles

the transition state, this analog would be expected to bind very
tightly to the enzyme. In theory, a good deal of binding energy
when enzyme and substrate interact is utilized to alter the en-
zyme's conformation so that proper geometric orientation for
catalysis is provided between enzyme and substrate. Therefore,
some of this binding energy is conserved because the geometric
analog more closely resembles the transition state than does the
substrate.

These suggestions may be formalized by considering the follow-
ing two reactions

E + A—EA', K; = 1077M (IV-102)

EA'<—EA, K, = 10% (IV-103)
for the overall reaction

E + A =EA K;,= 1073M. (IV-104)

Reaction IV-102 represents the thermodynamically favorable
process of enzyme-substrate binding. Reaction IV-103 may be
taken to be the enzyme-induced distortion of both the substrate
and enzyme leading to the transition state.

WOLFENDEN (28) has considered a number of examples of transition
state analogs in unireactant enzyme systems. One example concerns
the enzyme proline racemase, which is inhibited 50% at a concen-
tration of the so-called transition state analog, pyrrole-2-
carboxylic acid, which is 160-fold lower than that of the sub-
strate. From this observation, it is assumed that the substrate,
L-proline, assumes a planar structure in the reaction sequence
similar to the transition state analog.
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From the perspective of kinetics, this situation is not very
clear cut in the case of multisubstrate systems. The geometric
analog should bind free enzyme, and in theory for a two substrate
system, the analog and substrate should not be able to bind to
the enzyme simultaneously. This situation is difficult to check
experimentally because it is not easy to determine whether, for
example, 50% of the enzyme has substrate bound and the other 50%
of the, enzyme is associated with both substrate and analog and

analog alone.

It becomes fairly clear when considering the effect of multi-
substrate or geometrical analogs on the kinetics of bireactant
enzyme systems that only in the case of the rapid equilibrium
Random Bi Bi mechanism may one obtain unequivocal results, and
then only under certain circumstances. Consider, for example,
the interaction of the analog and enzyme in an Ordered Bi Bi
mechanism. The inhibitor will bind enzyme and will not permit
addition of the second substrate. Thus the analog will act like
any other competitive inhibitor of substrate A for this mecha-
nism (see Table IV-1); i.e., it will be a noncompetitive inhi-
bitor of substrate B. It certainly does not follow that, if the
inhibition constant is lower than the dissociation constant for
enzyme and substrate, the inhibitor is a transition state analog.
There are many examples in the literature where competitive in-
hibitors bind more strongly to enzymes than substrates and yet
are clearly not transition state analogs. This discussion serves
to indicate then that the inhibition patterns provided by geo-
metric analogs are identical to those to be expected for dead
end competitive inhibitors of the first substrate of the Ordered
Bi Bi mechanism.

In the case of the Random Bi Bi mechanism, multisubstrate analogs
may indeed give unique inhibition patterns (30), and this obser-
vation has been used to provide support for the Random Bi Bi
mechanism for muscle adenylate kinase (31).

The multisubstrate analog used to test this theory with adenylate
kinase was P!, P%-di(adenosine-5!) tetraphosphate (AP4A) (30).
Figure IV-8 illustrates the structure of the analog along with
the most probable structure of the substrates AMP and ATP in

the transition state. Recently it was shown that APs;A binds

even more strongly to the enzyme than APyA (32).

When considering the Random Bi Bi mechanism, the geometric
analog should bind exclusively to free enzyme. This binding
should effectively preclude binding of substrates A and B, and
thus only the E term of the rate equation will be affected by
the analog I. The rate expression is, therefore,

—_—= — + + 1T+ — (IV-105)
v Vy Vy(A) Vi(B) Vi(a)(B) Ki

where K; is the dissociation constant of the enzyme-multisub-
strate inhibitor complex.
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Fig. IV-8. Structure of the multisubstrate analog in the adenylate kinase
reaction, AP4A, and of the postulated transition state ATP-AMP inter-
mediate

It is obvious from Eq. (IV-105) that the multisubstrate analog
will function as a competitive inhibitor for both substrates.
This effect is unique to the Random mechanism and suggests that
the inhibitor bridges both substrate binding pockets.

Figure IV-9 depicts the kinetic data obtained with AP4,A in the
adenylte kinase reaction. It is clear that the multisubstrate
analog functions as a competitive inhibitor with respect to
both AMP.and ATP.

If the inhibitor binds only at one substrate site in either the
Random or the Ordered Bi Bi cases, or if for the latter mechanism
the compound does resemble the transition state and substrate B
does not add, inhibition patterns will be competitive and non-
competitive relative to the two substrates. Thus it will not be
possible to differentiate between these two mechanisms based

upon these inhibition patterns, nor will it be possible to de-
termine whether the inhibitor is really a transition state anal-
og in the Ordered mechanism. In the case of the Random pathway,
the enzyme-inhibitor complex will permit binding of one substrate
and the enzyme-substrate complex will allow analog to bind. In
summary then, only the unique inhibition pattern illustrated by
Eg. (IV-105) allows one to use multisubstrate analogs to un-
ambiguously differentiate between kinetic mechanisms.
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Fig. IV-9 (left). Plot of the reciprocal of the initial reaction velocity (v)
versus the reciprocal of the millimolar concentration of ATP in the absence and
presence of APyA. The concentration of AMP was maintained at 0.2 mM, and

the ATP was varied in the concentration range of 0.11 to 1.0 mM. The con-
centrations of APLA were none (Y¥) 0.09 mM (@), and 0.18 mM (A). The velocity,
expressed as the molar concentration of ADP formed in the reaction mixture
over a 1-min period after the addition of enzyme at 28°C, in a Cary Model

15 recording spectrophotometer (O - 0.1 slide wire) was determined in 1.0 ml
reaction mixtures by using rabbit muscle adenylate kinase. Each sample con-
tained, in addition to the above components, 50 mM Tris-HC1 (pH 8.0), 10 mM
cysteine, 75 mM KC1, O.1 mM NADH, 1.0 mM P-enolpyruvate, excess lactate de-
hydrogenase (EC 1.1.1.27) and pyruvate kinase (EC 2.7.6.40), and 1.0 mM

free uncomplexed Mg2+. The amount of total Mg2+ (as MgSOy) added to each
mixture was computed as described elsewhere (33), and under these condi-
tions less than 5% of the total ATP was uncomplexed. The ATP, AMP, and APyA
concentrations were assayed spectrophotometrically; a value of 30.8 * 103
was assumed for the molar absorbance of APyA. (right) Plot of the reciprocal
of the initial reaction velocity (v) versus the reciprocal of the millimolar
concentration of AMP in the absence and presence of APyA. The concentration
of ATP was maintained at 0.15 mM, and the AMP was varied in the concentra-
tion range from O.11 to 1.0 mM. The APjyA concentrations were none (O),

0.05 mM (@), 0.1 mM (4), and 0.15 mM (A). The other experimental condi-
tions were as described in the legend to Fig. IV-9 (left)
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Chapter V

Product, Substrate, and Alternative Substrate
Inhibition

The study of initial rate kinetics in the presence of product
has proven to be a boon to the field of enzyme kinetics. Quite
probably, no other single experimental protocol has received
greater attention since its inception than product inhibition
kinetics. Unfortunately, certain complicating factors, such as
abortive ternary complex formation and substrate inhibition,
have tended to limit the usefulness of this technique. Never-
theless, kinetic investigations in the presence of product re-
main a formidable tool available to the kineticist interested
in making a choice of mechanism from among the usual possibil-
ities. Furthermore, a good deal of insight may be obtained from
such experiments regarding the binding of substrates and prod-
ucts at the active site and, in certain cases, at allosteric
sites.

Although investigators studied steady-state kinetics of enzymes
in the presence of product for a variety of reasons before 1958,
ALBERTY (1), in his classical paper of that year, showed how
this technique could be extended for studying kinetic mechanisms.
He demonstrated theoretically how, by studying bireactant sys-
tems in the presence of product, a choice of mechanism could be
made from among the Theorell-Chance, Ordered Bi Bi, and Random
Bi Bi mechanisms. He also showed that this protocol permits one
to unambiguously choose between the substrate that adds initially
in the ordered mechanisms and substrate B. Until that time, it
was necessary for the experimentalist to rely upon nonkinetic
procedures, such as static binding studies, in order to guess
the identity of substrate A and substrate B. Another procedure
used extensively for this purpose involved an earlier suggestion
by ALBERTY (2) in which the apparent equilibrium constant was
correlated with kinetically determined parameters such as maxi-
mal velocities and Michaelis constants. This latter technique
requires that the enzyme system be reversible and that precise
data be obtained for both the equilibrium constant and kinetic
parameters,

A. Product Inhibition Experiments

1. Experimental Protocol

ALBERTY (1) suggested that, when initial rate experiments are
carried out for bireactant systems in the presence of a single
product, the kinetic patterns will differ for mechanisms I-7,
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I-8, and I-9. Experimentally, the protocol involves holding one
substrate constant at subsaturating levels and varying the other
substrate in the region of its Michaelis constant at different
fixed concentrations of one of the products. This procedure is
then repeated so that the fixed substrate in the first experiment
is varied and the other substrate is fixed at subsaturating lev-
els. The same procedure is then extended to the other product.

It is worth reemphasizing that, in all experiments, the reaction
mixtures contain all substrates but only a single product.

In certain experiments, it may be useful to hold the fixed sub-
strate at saturating concentrations rather than at its approxi-
mate Michaelis constant concentration. In many instances this
procedure is precluded by substrate inhibition; however, if in-
hibition does not occur, saturation by fixed substrate is a
useful diagnostic tool in studies of product inhibition (3).

2. One Substrate Systems

The value of using product inhibition kinetics to make a choice
of mechanism can readily be demonstrated with one substrate sys-
tems. The rate equation for the simple Michaelis-Menten model
(Scheme I-3) in the precsence of product is,

p
ViVa (A = )
_ eq -
v = N (v-1)
VoK, + VoA + ——
Keq

The analogous rate expression for the Iso Uni Uni mechanism
(Scheme I-4) is identical to Eq. (V-1) except that the term
V,AP/K;;, is added to the denominator. V,, V,, K, and K
are takeh to be maximal velocity for the forward reagtlon, maxZ
imal velocity for the reverse reaction, Michaelis constant for
the forward reaction, Michaelis constant for the reverse reac-
tion, and an inhibition constant equal to (k3 + k5)/k,, re-
spectively.

The extra term associated with the Iso mechanism relative to

the pathway that conforms to Eq. (V-1) permits a distinction to
be made between these two possibilities. DARVEY (4) has indicat-
ed that it may not be possible to choose between these two mech-
ansims from double reciprocal plots of kinetic experiments in
the presence and absence of product. Simulation studies with
these two equations shows, as indicated in Figs. V-1a and V-1b,
that product inhibition is not reversed by substrate with the
Iso mechanism. In these simulations, Keq was assumed to be unity;
however, if the equilibrium was displaced in the direction of
product formation, the curves illustrated in Figs. V-1a and V-1b
would tend to be more linear. From these simulations, it seems
that a choice can readily be made between the possibilities con-
sidered here.
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Fig. V-1 (a). Simulation plot of 1/v versus 1/A for the mechanism of Eg. (V-1)
in the absence and presence of product (P). The parameters V;, V,, K5, and
KP were taken to be unity. The values for product are shown on the graph

20

Fig. V-1 (b). Simulation plot of 1/v versus 1/A for the mechanism of
Scheme I-4. The rate equation is described by Eq. (V-1) except that the
term VgAP/Kiip is added to the denominator. The kinetic parameters were
assigned values of unity as in Fig. V-1 (a). Kiip was assumed to be 1

The Ordered Uni Bi (Mechanism I-5) mechanism may be used as an
example to illustrate exactly how the product inhibition equa-
tions are derived. The Appendix lists the total rate expression
for this mechanism, and in the derivation of the product inhi-
bition equations, either P or Q is set equal to zero.

Equation (V-2) describes the case in which P is present and Q
is omitted from the reaction mixtures.

(. P 1 ViKq (P)]
—=— 1 +—| + — [Ka + ——| (). (v=-2)
v \'21 Kip \'41 VZKeq
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When Q is present in the kinetic experiment and P = O, the rate
expression is,

1 1 Vle (Q) 1
=— +— Ky + ——— (X)' (V-3)

1
v V; v, VoKeq

If one is certain that the mechanism being dealt with is Ordered
Uni Bi, product inhibition experiments will serve to identify
which product is P and which is Q. It can be seen from Eq. (V-2),
when a double reciprocal plot of 1/v wversus 1/A is made, in the
presence and absence of P, the product will affect both the slope
and the intercept. It will appear then to be a noncompetitive
inhibitor of the substrate. On the other hand, product Q will
only alter the slope when 1/v is graphed versus 1/A in the pres-
ence and absence of Q; i.e., inhibition will be competitive.

Another type of Uni Bi mechanism involves random binding by prod-
ucts. This mechanism is illustrated by the pathway shown in Scheme
I-6. If the rate limiting step is assumed to be breakdown of the
central complexes, with all other steps in rapid equilibrium, the
rate equation in the absence of product will be the usual Micha-
elis-Menten equation with K;, substituted for K,. When either
product is present, it will bind free enzyme, e.g.,

E + P = EP, K (V-4)

ip
and the initial rate equation in the presence of P will be

1 1 Kia E P ]
—_—=—+ + . (v-5)
v vy Vi (A)

Kip

From the symmetry of mechanism I-6 when Q is substituted for P,
P and K;, in Eq. (V-5) will be replaced by Q and Kiqs respec-
tively.

The product inhibition patterns for the rapid equilibrium Random
Uni Bi mechanism are both competitive with respect to substrate.
On the other hand, the Ordered Uni Bi mechanism gives product
inhibition patterns in which Q and P are competitive and non-
competitive inhibitors, respectively, with respect to the sub-
strate. It can be seen then that this kinetic approach allows
one to differentiate between these two different mechanisms.

If, in the case of the Random Uni Bi mechanism, steady-state
rather than equilibrium assumptions are made, a rather complex
rate expression is obtained, which is described by Eq. (V-6):

1 1 (b + c(P)) [ P
7=711+a(P) +VldT1+K—p'. (V=-6)

The coefficients a through 4 in Eq. (V-6) represent combinations
of rate constants. From the symmetry of the Random Uni Bi mecha-
nism, the rate equation in the presence of product Q will be
similar to that of Eq. (V-6) except that the coefficients will
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be different and P and K, will be replaced by Q and Kq, respec-
tively. Inspection of the various product inhibition equatlons
reveals that one can readily differentiate between the ordered
and random mechanisms, and, furthermore, in the case of the or-
dered mechanism, the sequence of substrate addition to the en-
zyme may be ascertained.

It can be seen from Eg. (V-2) that product P will act noncompet-
itively relative to the substrate, whereas product Q (Eg. (V-3))
is a competitive inhibitor of A. Replots of slopes and inter-
cepts reveal that the products are linear inhibitors. In the
case of the steady-state Random Uni Bi mechanism, the products
will be noncompetitive inhibitors. The intercept replots will

be linear, but slope replots will be parabolic concave up.

3. Two Substrate Systems

ALBERTY (1) derived rate equations for the mechanism of Schemes
I-7, I-8, and I-9, which illustrate the utility of initial rate
studies with product present. These kinetic expressions are listed
as follows

a) Rapid Equilibrium Random Bi Bi (Mechanism I-7)

o) A+B+@Q
1 1 K, Ry KlaKb
—_—=—+ + (V=7)
v Vl Vl (A) V]_ (B) Vl (A) B)

B) A+ B+ P
1 1 K, Ky K; aKp P
—_—= — 4+ + + 1+ (V-8)
v vV, Vi (a) V,(B) V1 (A) (B) Kip

It can be seen from Eq. (V-7) that, when either substrate A or

B is varied and the other substrate held constant at subsaturat-
ing concentrations, product Q will seem to be a competitive in-
hibitor of the varied substrate. When the fixed substrate is
saturating, at subsaturating levels of product, product inhi-
bition will not be manifested. It can be appreciated from sym-
metry considerations that both products act as competitive in-
hibitors in the Random Bi Bi mechanism. Finally, slope replots
give rise to linear competitive inhibition for this mechanism.

It will be shown below (Sec. V-4) that for this mechanism, one
product and one substrate are expected to bind simultaneously
to the enzyme.

b) Ordered Bi Bi (Mechanism I-8)

a) A+B+4g
1 1 K, [ Q ] Ky K;aKp Q
—=—+ 1+ + + 1 + (v-9)
v Vl Vl (A) Kiq V1 (B) V]_ (A) (B) Kj_q
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g) A+B+P

1 1 4 Ka Kp Kgq (P) KiaKp
—=—1 + + + 1 + +
Kq (P)
1+ (V-10)
KiqKp

Note that K;, is defined as (ks + ky)/kq.

Equation (V-9) indicates that the product inhibitor Q will act
as a competitive inhibitor of A, and as a noncompetitive inhi-
bitor of B. Both inhibitions are of the linear type when slope
and intercept replots are made. On the other hand, in the pres-
ence of product P, inhibition with respect to both substrates
will be linear noncompetitive.

When the enzyme is saturated by substrate A, inhibition by Q will
not be observed. When the enzyme is saturated by substrate A, P
will give linear noncompetitive inhibition with respect to B; how-
ever, saturation by substrate B will lead to uncompetitive in-
hibition with respect to substrate A. This description of prod-
uct inhibition effects leads to the conclusion that a differen-
tiation can be made between the Random and Ordered Bi Bi mech-
anisms and furthermore, in the latter case, substrates A and B
and products P and Q can be defined by the inhibition patterns.

¢) Theorell-Chance Mechanism (Scheme I-9)

a) A+ B +¢Q
1 1 Ka Q Ky KiaKp Q
—= — + 1 + + + 1 + (v-11)
v A1 \'A] (a) Kiq Vi (B) Vi (a) (B) Kiq

B) A+B+P
1 1 K, Ky P K; aKp P
—_= — 4+ + 1 + + 1 + (v-12)
v Vy; V;(dA) V;(B) Kip Vi (a) (B) Kip

Note that Kjp is defined as ks/ky.

Equation (V-11) shows that product Q is a competitive inhibitor
for A and a noncompetitive inhibitor with respect to substrate

B. The product P as indicated by Eg. (V-12) acts as a competitive
inhibitor of B, but it is noncompetitive with respect to sub-
strate A, Saturation experiments by A will nullify inhibition

by Q, whereas if B is the saturating substrate inhibition by P
will not be observed. If B is saturating in the presence of Q,
the product will display competitive inhibition with respect
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to A. Similarly, if the system is saturated by A, in the pres-
ence of P, inhibition will be competitive with respect to B.

Table V-1 illustrates the product inhibition patterns to be ex-
pected for the mechanisms illustrated by Eq. (I-7), (I-8), and
(I-9). It can be seen by reference to the table that a choice
between these three mechanisms can be made by using the protocol
of product inhibition,

Table V-1, Product inhibition patterns for bireactant
systems 2:b

Mechanism Product Varied Substrate
A B
Theorell-Chance P NeC(ne)d  ce (o)
and
iso Theorell-Chance Q c(C) NC (NC)
Ordered Bi Bi P Ne€ (NC) Nc€ (NC)
and
iso Ordered Bi Bi Q c(c) NC (NC)
Random Bi Bi P NC(C) c(c)
Q c(c) NC (C)
Ping Pong Bi Bi P nee(ne)  nuf(o)
Q c(c) nLE (ne)

2 In this analysis those terms that result in substrate
inhibition due to abortive ternary complex formation are
not considered; e.g., the B/VIKIb term in Egq. (V-21)
b The abbreviations are C (Competitive), NC (Noncompet-
itive), and NL (Nonlinear).
C Intercept replots against inhibitor are parabolic
concave up.

Inhibition patterns in parenthesis indicate no abor-
tive ternary complex formation.
€ Slope replots against inhibitor are parabolic con—
cave up.
£ Hyperbolic concave up. It is assumed that abortive
binary complexes form.

4, Abortive Ternary Complex Formation

FROMM and NELSON (5, 6) undertook product inhibition experiments
in 1961 with the enzyme ribitol dehydrogenase from Aerobacter
aerogenes, It became clear almost at the outset of these studies
that the product inhibition findings obtained in the laboratory
could not be explained on the theoretical grounds proposed a

few years earlier (1). It was soon recognized that the kinetic
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studies were complicated by the formation of inactive complexes,
called abortive ternary complexes, and modification of the theory
of product and substrate inhibition was required.

Abortive complexes are dead end complexes and are of the type
enzyme-substrate-product within the context of this discussion.
It should be emphasized that the product in the complex is the
product of the substrate that may not bind to the free enzyme.
Many of these complexes have been characterized using optical
techniques. One of the best examples of an abortive ternary com-
plex is enzyme-NAD'-pyruvate, which occurs in the muscle lac-
tate dehydrogenase reaction (7, 8). In Fig. V-2 is shown a dif-
ference spectrum tracing for the enzyme—NAD+—pyruvate abortive
(7) . The kinetics of formation of this particular complex and
its implications in the mechanism of enzyme action and regula-
tion constitute an interesting subject of enzyme research (9).

22t
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Fig. V-2. Spectrum of an abortive ternary complex. Lactic dehydrogenase,

17.2 mg; NAD, 0.715 mM; Tris-chloride buffer (pH 7.6) 95.3 mM; sodium pyruvate,
11.9 mM. Final vol. 2.1 ml. The upper curve was obtained by reading enzyme
and pyruvate (reference) against enzyme, NAD, and pyruvate minus water (re-
ference) against NAD. The lower curve was obtained by reading enzyme and

NAD (reference) against enzyme, NAD, and pyruvate minus water (reference)
against pyruvate. A curve essentially superimposable on the lower curve was
obtained by reading enzyme (reference) against enzyme, NAD, and pyruvate

minus water (reference) against NAD and pyruvate. The figure is from

Reference (7)

Fig. V-3. Plot of reciprocal of initial reaction velocity (v) versus reci-
procal of molar concentration of D-ribulose. NADH was held constant at 2.73
x 10™% M, and D-ribulose varied in the range of 3,85 x 1073 M to 1.92 x
1072 M. The concentration of NAD' is shown on the graph. From the data of
FROMM and NELSON (6)



129

Exactly how abortive ternary complex formation may be recognized
and how it may influence product inhibition studies is illustrat-
ed in Fig. V-3 with the ribitol dehydrogenase system. The ribitol
dehydrogenase reaction is,

ribitol + NADY = D-ribulose + NADH + HT (V=13)

It is quite clear that the hyperbolic concave up results of
Fig. V-3 cannot be accounted for by the product inhibition ki-
netic expressions of Egs. (V-7) to (V-12). In order to explain
these and other observations the following scheme was proposed
(5, 6},

napt ribitol D-ribulose NADH

E E-NADT E—NAD+—ribitol E-NADH E
E-NADH-D-ribulose

D-ribulose » < ribitol
E-NADt-D-ribulose E-NADH-ribitol
Scheme V-1

It will be shown that, when the rate equations for the Ordered Bi
Bi mechanism aremodified to take into account the abortives de-
scribed in Scheme V-1, the product inhibition dataof Fig. V-3 may

be explained. We now know that formation of certain abortive com-
plexes may be kinetically important, whereas others may not form
readily. For example, the dissociation constant of the E-NAD'-D-ribu-
lose complex is about 0.5 mM, whereas the dissociation constant for
the E-NADH-ribitol complex is0.43 M (6). These differences in dis-
sociation constants for the different types of abortive complexes
that form with a particular enzyme system are common enough in
the literature to be expected. This information provides some
insight into the enzyme's specificity for certain substrate
structures; however, it also serves to complicate product inhi-
bition analysis of kinetic mechanisms. Listed below are the as-
sumptions and rate equations for a number of bireactant mecha-
nisms along with the appropriate rate equations. Table V-1 de-
scribes the expected results of these studies.
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a) Rapid Equilibrium Random Bi Bi (Mechanism I-7)

A EAP B EBQ
Kia l ’eP le Ky «B Kigq
EA EQ
E
EB
Kip “Q
B EBQ A Q EAP P
Scheme V-2
a) A+B+P
1 1 K, Ky P K, 2Ky P
— =+ + 1 + + 1+ — (Vv-14)
v V; V;(Ad) Vi (B) Kip V1 (A) (B) Kip

It can be seen from Scheme V-2 that the product P can add to the
free enzyme and it may also add to the EA complex to form the
abortive ternary complex EAP, Alternatively, in the random mech-
anism, A may add to the EP complex. Abortive ternary complex
formation may be characterized as follows,

EA + P = EAP, KIP; EP + A = EAP, Ki,. (V-15)
Equation (V-14) shows how the abortive EAP complex affects the

initial reaction velocity. In the derivation of the rate ex-
pression, the two extra complexes, EP and EAP, are included.

B) A+ B +Q

11 K, [ Q ] Kp K;aKp [ Q ]
—_—=— 4 1 + + + 1 + (Vv-16)
v \'A] Vi (4) Kig Vv, (B) vV, (A) (B) Kiq

By analogy with product P, Q may react as follows,

E +Q=EQ, Kigj EQ + B = EBQ, Krp,; EB + Q = EBQ, Krq

(v-17)

It is important to note that there are basic differences in the
types of rate equations obtained when abortive complex formation
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occurs. When abortives do not form, the product inhibition pat-
terns are competitive with respect to either substrate (Egs.
(v-7) and (V-8)) at subsaturating concentrations of the fixed
substrate. Saturating with the nonvaried substrate may be a
useful technique in the case of the Random Bi Bi mechanism; how-
ever, it may lead to serious complications with ordered mecha-
nisms.

It should be noted that abortives are to be expected in random
mechanisms; e.g., between the enzyme, substrate, and the geo-
metrically smaller product.

b) Ordered Bi Bi (Mechanism I-8)

A B p Q
ki ko ki |ky ks tkg k7 |kg
E EA EAB EQ E
PQ
«P B >
K1p K1y
EAP EQB
Scheme V-3
o) A+ B+ P
1T P Ka Kp Kq(P) P
—=—11 + + + 1+ 1 4+ —— |+
v Vi Kip Vi () Vi (B) Kj_qu KIp
KiaKp Kq(P)
1 + . (Vv-18)
Vl (A) (B) Kqup
Note that K;, = (ks + k7)/ke.

In Eq. (V-18) it was assumed that the abortive EQB does not form.
It may be included in the equation by simply adding the term
B/Vi (K1g) which is defined below. Equation (V-18) predicts that
P will act as a noncompetitive inhibitor of substrates A and B.
Closer inspection reveals that the kinetic expression is second
order in P, In a plot of 1/v wversus 1/A, the intercept terms,
when graphed as a function of P, will be parabolic concave up.
When P is present as a product inhibitor at several different
concentrations in a 1/v versus 1/B plot, there will be a P2 term
in the slope. A secondary plot of slopes versus P will also be
parabolic concave up.
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Fig. V-4. Plot of reciprocal of initial reaction velocity (v) versus reci-
procal of molar concentration of NAD and a replot of the intercepts as a
function of D-ribulose concentration. The concentrations of D-ribulose are
shown on the graph. Ribitol concentration was held constant at 9.6 X 10 3 M,
and NAD varied in the range of 5.76 X 10°* M to 3.85 x 1073 M. The data are
from Reference (6)
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Fig. V-5, Plot of reciprocal of initial reaction velocity (v) versus reci-
procal of molar concentration of ribitol and a replot of the slopes as a
function of D-ribulose concentration. The concentrations of D-ribulose are
shown on the graph. NaDt concentration was held constant at 2.88 x 1073 M,
and ribitol varied in the range of 3.85 x 1073 M to 3.85 x 1072 M., The data
are from Reference (6)
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Figure V-4 illustrates product 1nh1b1tlon by D-ribulose in the
ribitol dehydrogenase reaction when NAD' is the varied substrate.
Note that the intercepts in the primary plot do not appear to
increase in a linear fashion. The nonlinear effect of D-ribulose
on the intercepts is also seen in the figure. Thus the inhibi-
tion is I-parabolic S-linear.

Figure V-5 depicts the effect of D-ribulose when ribitol is the
varied substrate and NAD' is held constant. It can be seen that
the intercepts appear to increase linearly with product. Figure
V-5 also shows that, when the slopes of the primary plot are
graphed against D-ribulose, the replot is parabolic concave up.
In this case the inhibition is I-linear S-parabolic.

B) A+ B +Q

—_—= — + + 1+ — + — + 1 +
v Vi Vi(Kp) Vi(3d) Kiq Kip KaK1p
Kp KjaKp Q
+ 1T+ — . (V=19)
Vi) Vi@ ® L Kig

In this derivation, Kig = Krp(ks + k7)/ks.

Equation (V-19) predicts that the product Q will be a competitive
inhibitor with respect to substrate A. Inhibition either in the
presence or absence of Qwill appear to be hyperbolic concave up
relative to B. In the absence of Q, the nonlinear effect observed
in a 1/v versus 1/B plot is a result of the term B/V; (Krp) in

Eg. (V-19). Whether this type of substrate inhibition is mani-
fested experimentally depends upon the concentration of B and
also upon the value of Kip. Figure V-3 indicates that, in the
absence of product NAD", there is no discernible inhibition by
substrate B; i.e., the factor B/V; (Kip) is relatively small com-
pared with other terms in the rate equation. On the other hand,
the term K, (Q) (B) /V1K; qKIb(A) is clearly a dominant function in
Eg. (V-19) for the rlbltOl dehydrogenase system. It should be
noted that in Fig. V-3, NAD' (Q) was 27 times its dissociation
constant (K;jq). When abortive ternary complexes exhibit relative-
ly high dlssoc1at10n constants, the inhibitory effect demonstrat-
ed in Fig, V-3 does not occur. It should be pointed out that at-
tempting to raise the substrate concentrations to saturating
levels may serve to bring out the possible existence of abortive
complexes. Unfortunately, the procedure may give rise to non-
specific complexes of the EB type, which one would not suspect
as a likely candidate in ordered mechanisms.
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c¢) Theorell-Chance Mechanism (I-9)

A Q
k1| ko K3 Ky ks| kg
E EA K EQ E
Ip
<« P <~ B
K1p
EAP EQB
Scheme V-4
a) A+ B+ P
11 Ka Kp, P P
—_—= — + + 1 + 1+ — | +
v Vy; Vi(d) Vi (B) Kip Kip
K; 2Ky P
1 + (V=-20)

Note that Kj, is defined as kg/ky.

In the derivation of Eqg. (V-20), it is assumed that the abortive
EQB does not form; however, the equation can readily be altered
to include this abortive.

The only real difference between Eg. (V-20) and Eq. (V-18), the
analogous expression for the Ordered Bi Bi mechanism, is the
absence of the P/V; + Kj, term in Eq. (V-20). These two mecha-
nisms are readily distinguished by the fact that competitive
product inhibition by P will never occur in the mechanism of
Scheme V-3, whereas P will seem to be a nonlinear competitive
inhibitor of substrate B in the Theorell-Chance mechanism.

B) A+ B+ ¢q
1 1 B K, Q B K;aKp
—=— |1 + —} 1+—E+—+ ] +
v Vl KIb VI (A) Klq KIb KaKIb
Kp KiaKp Q
+ 1+ (V=21)
V,(B) Vi(A) (B) Kiq

Equation (V-21) is essentially identical to Eq. (V-19) for the
Ordered Bi Bi mechanism. Thus it is not possible to make a
choice between the Theorell-Chance and Ordered Bi Bi mechanisms
on the basis of product inhibition studies with product Q.
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d) Ping Pong Bi Bi

(o]

A P
ky | ky ks | ky ks | kg k7 | kg
E (FA F FB
FP E
B » <P
Kip Kip

EB EP

Scheme V-5

o) A+B+P

11 Ky B P Ky, P
— = 4 1T+ — +—— | + 1 + +
v Vi Vi () Kip K1p Vi (B) Kip

K; 2Kp (P) B P
—_— Nt —+ — . (v-22)
V1K;, (A) (B) Kip  Kip

Note that for this mechanism K;, = ko/k; and K;, = k3/ky.
ia 2/ 7] ip 3/ 5™y

If the primary plot of 1/v versus 1/B is not hyperbolic concave
up, the B/K;, term can be deleted from Eg. (V-22). If we assume
that the EB binary complex is not kinetically important, the
1/v versus 1/A plots in the presence of product P will appear
to be noncompetitive. Replots of slopes and intercepts versus P
will be S-parabolic, I-linear. In the case of 1/v versus 1/B
plots when P is present, the inhibition will also be noncompet-
itive. The replots against P will be S-parabolic, I-linear.

In the event that abortive binary complexes EB and EP do not form,
P will be a linear noncompetitive inhibitor of substrate A and
a linear competitive inhibitor of B.

B} A+ B +4Q
1 1 K, B 0 Kp K;ipKa(Q)
—_= 1 + + + + . (v-23)

Note that Kip = kG/kS and Kiq = k7/k8.

If the abortive binary complex forms in the Ping Pong Bi Bi sys-
tem, the primary double reciprocal plot when B is the variable
substrate will be hyperbolic concave up. If this abortive does
not form, inhibition by Q will be linear competitive with re-
spect to A and linear noncompetitive with respect to substrate
B.
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Table V-1 illustrates the product inhibition patterns to be ex-
pected for some Bi Bi mechanisms when abortive ternary complexes
are formed. When evaluating the product inhibition patterns ex-
pected from the rate equations, it was assumed that the concen-
trations of substrates were held at a level so as to preclude
substrate inhibition. For example, Eq. (V-19) predicts that, in
the absence of product, substrate B will cause hyperbolic concave
up substrate inhibition. It is possible to carry out experiments
conveniently in the region where substrate inhibition is minimal
and yet where it is possible to discern inhibition caused by
abortive ternary complex formation.

The possibility that abortive ternary complexes may form, limits
the utility of product inhibition kinetics. For example, it is
not possible to make a choice between the Theorell-Chance mech-
anism in the absence of abortive ternary complex formation and
the Random Bi Bi case with production of these complexes. It is
difficult to predict in advance the likelihood that abortives
will form, and a definitive conclusion on this point may only
be reached in the laboratory; however, kinetic and spectral in-
vestigations suggest that most enzyme systems do form abortive
ternary complexes.

In the derivation of product inhibition rate equations, it is
tacitly assumed that the product fits neatly into one of the
substrate-product pockets. This may indeed be a reasonable ap-
proximation with many enzymes, e.g., pyridine linked anerobic
dehydrogenases. However, for an enzyme such as yeast hexokinase,
glucose 6-phosphate may be expected to bind at both the glucose
and ATP sites. Under these conditions the product inhibition
pattern may be noncompetitive relative to either substrate.

If substrate inhibition does not occur, the type of binding by
the product may be investigated by saturating the enzyme with
one substrate and determining the kinetics of product inhibition
relative to the other substrate, WETTERMARK et al. (10) found,
for example, that when hexokinase was saturated with glucose,
inhibition by glucose 6-phosphate was competitive relative to
ATP. It was clear from these and other product inhibition ex-
periments (11) that binding by glucose 6-phosphate was primarily
at the ATP site., From studies of this kind, it was concluded
that the phosphorylated product binds primarily to the y-phos-
phoryl group portion of the ATP site, or at the prosphoribosyl
part of the ATP site of yeast hexokinase.

Table V-2 illustrates the product inhibition patterns to be ex-
pected for a number of terreactant enzyme system. To obtain

the patterns listed in Table V-2 it was assumed that abortive
complex formation does not occur. The usefulness of product in-
hibition experiments is seriously compromised if such complexes
form.

For experiments of terreactant systems two substrates are held

at approximately their Michaelis constant levels and the other

substrate varied. Experiments are carried out with and without

product. The product inhibition patterns in most cases shown in
Table V-2 seem unique, and there is no need to carry out ex-
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periments in which one of the substrates is held constant at a
"saturating" concentration. This procedure often results in sub-
strate inhibition through abortive complex formation, and its
use should be attended with caution.

Table V-2, Product inhibition patterns for terreactant systems

Mechanism Product Varied substrate
A B C
Ordered Ter Ter (I-12) P nc2 NC NC
0 U U U
R Comp NC NC
Random Ter Ter (I-13) P Comp Comp Comp
Q Comp Comp Comp
R Comp Comp Comp
Partially Random AB (I-14) P - - -
(C last on) Q Comp Comp Comp
R Comp Comp Comp
Partially Random BC (I-15) P - - -
(A first on) Q - - -
R Comp Comp Comp
Partially Random AC (I-16) P Comp Comp Comp
(B second on) Q - - -
R Comp Comp Comp
Hexa Uni Ping Pong (I-17) P NC Comp U
Q u NC Comp
R Comp U NC
Ordered Bi Uni Uni Bi Ping Pong (I-18) P NC NC Comp
Q U 0] NC
R Comp NC )
Ordered Uni Uni Bi Bi Ping Pong (I-19) P NC Comp NC
o) U NC NC
R Comp 9) U
Random Bi Uni Uni Bi Ping Pong (I-20) P NC NC Comp
Q U U Comp
R Comp Comp U
Random Uni Uni Bi Bi Ping Pong (I-21) P NC Comp Comp
Q U NC NC
R Comp U U

@ The abbreviations are: NC (noncompetitive), U (uncompetitive), and
Comp (competitive).
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5., Calculation of Rate Constants from Product Inhibition
Experiments

A knowledge of the values of the rate constants associated with
an enzymic mechanism may give the kineticist insight into the
catalytic mechanism as well as into the nature of the rate lim-
iting steps in the reaction sequence. One advantage of doing
product inhibition experiments is that the investigator may cal-
culate the individual rate constants from experiments in a single
direction only provided he has information on the Keg. TO illus-
trate this point, consider Egs. (V-18) and (V-19) without the
abortive complexes EAP and EQB. In the absence of product, the
parameters V;, K5, Kp, and Kj, may be evaluated as described in
Chapter III. In the presence of product Q, plots of 1/v against
1/B at different levels of Q permit one to make both slope and
intercept replots. The intercept on the 1/v axis for the noncom-
petitive product inhibition plot of Eq. (V-19) is

1 K, Q
Intercept =— |1 + —{1 + ) (V-24)
Vi A '

Kiq

Kj4y which is ky/kg can be evaluated from Eq. (V-24) from a knowl-
edge of V; and K,. This value can also be compared with the number
determined from the slope replot,

1 K aKp Q
Slope = — [ Ky + E + ] . (V-25)
Vi A Kiq

The rate constant k; can be determined from the equation,

Vi
ki =— . (V-26)
Kan

If the equivalent weight of the enzyme is not known, all the
rate constants will be in terms of enzyme concentration, Eg.

It is important in this regard to adjust all kinetic experaiments
to a constant enzyme concentration (see discussion in Chapter
III-E).

The rate constant k, can now be calculated from the identity

ko
Ki = —— . (V-27)
ky

It can be seen from Eq. (V-18) that, when 1/v is graphed as a
function of 1/A in the presence of P, the slope term is

1 KjaKp Kq (P)
Slope = — { Ky + 1+ . (v-28)

Vl (B) KquP
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If a secondary plot is made of slope versus P, the resulting
slope term is

KiaKpKq kokyke
Slope = = . (V-29)

ViKjgKp(B)  kjksksky (B)Eg

If both B and Keq are known, it is possible to calculate kg
from Eq. (V-29) and the expression,

kiksksky
Keq = ———— » (V-30)
kokuykgksg

The rate constant k7 can then be calculated from the identity

ky
Kig = —. (V=-31)
q ks

A knowledge of V; and k7 allows determination of ks from the
equation

ksk7Eg
Vi =—— . (V=-32)
(k5 + k7)

It can readily be seen from Eq. (V-18) that double reciprocal
plots of 1/v wversus 1/B at different concentrations of P permit
evaluation of K;,. With a knowledge of ks and k7, kg can be de-
termined from the relationship,

(kS + k7)
Kip = ———88. (V-33)
ke

The remaining two rate constants, kj and ky,, may be determined
from a knowledge of the known rate constants, Keq, and Kj.
These rate constants may also be evaluated by similar, but al-
ternative manipulations.

6. Noncompetitive Product Effects

Cursory scrutiny of the various rate equations for bireactant
and terreactant systems in the presence of product indicates
that, in all cases, except where substrate inhibition occurs,
one of the products will act as a competitive inhibitor of one
of the substrates at subsaturating concentrations of the non-
varied substrate. There are at least three types of mechanisms
in which this effect does not occur. One involves mechanisms in
which a stable enzyme form isomerizes so that substrate A, which
goes on the enzyme first, and product Q, which leaves the en-
zyme last in ordered mechanisms, combine with different enzyme
forms.
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Consider for example the Iso mechanism depicted in Scheme V-6.

A B P
k1 | ko ky | ky ks | ke k7 | kg
E EA (EAB) EQ kg
EPQ F——E
Ky

Scheme V-6

In the presence of the product Q, the rate equation for this
mechanism is

1 1 Q K, Q Ky
—=— |1+ —|+ 1 + Kg [1 + ] + +
v V]_ KIq V K. Vl(B)

1q

KiaKp
— |1 + Kg [1 +% (v-34)
V; (A) (B)

In Eq. (V-34), Kigq = kykg/kg and Kg = k;3/kg. The striking fea-
ture of this kinetic equation is that the Lineweaver-Burk plots
will always show a linear intercept increase as the concentra-
tion of Q is increased. No analogous assumptions regarding iso-
merizations are actually required to establish the fact that in-
hibition by product P does not permit competitive product inhi-
bition. Saturating concentrations of fixed substrate will not
eliminate the intercept increases observed when considering

Eq. (V-34).

It is possible that under certain conditions the rapid equilib-
rium Random Bi Bi mechanism may also respond to substrate and
product inhibition in a manner that may preclude competitive
product effects. Consider for example that, in Scheme V-2, EA
can combine with Q to form EAQ as follows:

EA + Q = EAQ; Kyq'. (V=35)
Equation (V-16) may then be modified to give Eq. (V-36).

1 1 Ka [. Q ‘] Kp [ Q ]
— = — + 1 += + 1 + +
v Vi Vi (A) Ky J Vi (B) Kig:

q q

KiaKp [ Q ]

Vi (A) (B) Kiq

By analogy, Eq. (V-14) could be altered to include an EBP abor-
tive, and the K,/V; (A) term would be modified by a factor such
as (1 + P/Kypr) where Kipr would be the dissociation constant

for the EBP abortive.



141

If the hexokinase reaction is assumed to be rapid equilibrium
Random Bi Bi, the following abortives would prevent one or both
of the products from acting as a competitive product inhibitor:
enzyme-glucose-glucose-6~P, enzyme-ATP-glucose-6-P, enzyme-
glucose-ADP, and enzyme-ATP-ADP. It is rather doubtful that all
four abortives could form in product inhibition experiments; how-
ever, the possibility does exist and should be considered in the
absence of competitive product inhibition. In these particular
examples, glucose-6-P is a product of both substrates and could
resonably occupy either substrate site, thus allowing either
substrate to bind the enzyme simultaneously with glucose-6-P. A
complex of enzyme, glucose, and ADP is also quite reasonable as
an abortive for hexokinase; however, the last abortive is some-
what difficult to rationalize. Here too, it is possible that the
ribosyl moiety of ADP could bind at the glucose site while ATP
occupies its normal locus on the enzyme.

The mechanism outlined in Scheme I-7 assumes that all steps in
the reaction equilibriate rapidly relative to the interconver-
sion of the ternary complexes. It is reasonable to assume that
this limiting assumption will not always prevail. Under these
circumstances, the rate equation will assume a more complex
character, i.e., Eq. (V-37). At first glance it would seem from
the second degree terms in the rate equation that double reci-
procal plots of 1/v versus 1/substrate should appear nonlinear.
In 1954 SCHWERT (12) made some calculations that led him to con-
clude that the expected nonlinearity for this mechanism could be
so subtle as to be undetectable. DALZIEL (13), CLELAND and WRATTEN
(14), and RUDOLPH and FROMM (15) have presented methods for re-
duction of the steady-state rate expression to that obtained if
the limiting equilibrium assumption is made.

The steady-state Random Bi Bi mechanism is illustrated in
Scheme V-7 and has the form:

PN e
WA TOXH

Scheme V-7

K1AB + K,AB2 + K3AZB

Ky, + KA + KB + K7AB + KgA2 + KgB? + K;(A2B + K;;AB2

(v-37)
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It is possible to reduce Eq. (V-37) to the expression obtained
if the rapid equilibrium assumption is made provided k; > ks (B)
and ky > k7(A). It would appear that these inequality relation-
ships are dependent upon the concentrations of substrates A and
B; however, the substrate levels cannot alter the relationship
between the rate constants, except where A and B equal infinity.
Realistically, for enzyme—catalyzed reactions, the upper limit
for substrate concentration is in the range of 1 M. Thus, if the
inequality holds it will do so over the entire experimental sub-
strate concentration range.

The characteristics of the steady-state Random Bi Bi mechanism
were tested using the IBM 360/65 computer by RUDOLPH and FROMM
(16) . They programmed Eq. (V-37), which contains eight numera-
tor and seventy-six denominator terms, in FORTRAN/IV. Kinetic
data provided by DELAFUENTE and SOLS (17) for yeast hexokinase
were used, and a value of 10 was assumed for the ratio of kg:kjg.
This value was chosen because it is close to that obtained from
the apparent equilibrium constant (18). To calculate a relative
velocity, the unimolecular rate constants were given values re-
lative to kg, and the bimolecular rate constants were defined
by the assumed dissociation constants. With the rate constants
given in Fig. V-6, the theoretical reciprocal plot depicted

(17v)

1 L 'y 1 .

) 2 4 6 8 10
(1/7aTP) X 1073 M1

Fig, V-6, A double reciprocal plot of the calculated relative initial velocity
of yeast hexokinase versus different substrate concentrations assuming a
steady-state random mechanism. ATP and glucose concentrations were varied

from 0.1 to 1.0 mM. The assumed rate constants were: k], 2,500,000 M1 sec'l;
ko, 500 sec”!; k3, 1,250,000 M-l sec”; ky, 100 sec™!; kg, 12,500 M1 sec!;
kg, 1 sec™1; k7, 25,000 M1 sec”l; kg, 5 sec™!; kg, 1 sec™!; kig, Ol1 sec™!;
k11, 1 sec™l; ky,, 125 M1 sec!; ki3, 5 sec™!; kyy, 2,500 M7l sec™l; ks,
500 sec—l; kg, 250,000 Ml secT!; ky7, 100 sec”!; k18, 12,500 M-! sec”l.
Velocity (v) is the relative number calculated by the computer

in Fig. V-6 is obtained. It was found that, as the outer rate
constants (k,, ky, k;s, kj7) were made larger than kg, the
lines became more linear. In this case it was assumed that
the dissociation constants for a particular substrate were
not affected by the presence of the other substrate. This
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is inferred by the fact that the experimental reciprocal plots
intersect at or near 1/v = 0(17, 19, 20). As will be shown,

this is not a necessary assumption for the steady-state mecha-
nism, and it was found that, when the dissociation constants
were varied independently of each other, the calculated plots
also simulated the experimental situation. Linear plots are also
obtained if either kg or k;; and k;; are made much lower than
the other rate constants. It seems that, even when the assump-
tions made to reduce the complicated rate equation to Eq. (I-17)
are not satisfied, but the values are about equal, the recipro-
cal plots will remain linear.

It is known that both glucose-6-P and ADP are noncompetitive
product inhibitors for either substrate with yeast hexokinase.
In order to determine whether such effects are consistent with
the steady-state mechanism, the steady-state equation describing
product inhibition of hexokinase was derived. The formation of
an abortive complex EBQ in the presence of product Q was assumed.
The postulated interactions are

kig
EB + Q —— EBQ (v-38)
koo

kaj
EQ + B ——EBQ. (Vv-39)

koo

The total rate equation has 45 numerator and 672 denominator
terms, which include many squared and cubed concentration terms.
By assuming that k, > k5(B), ky > k7(A), k35 > ko (B), ky7 >

k14 (Q), and ky > kjo(Q), the rate equation may be reduced to
the following form:

K;AB
v = . (V-40)
Ky, + K3Q + KyA + KsB + KgAB + K;BQ + KSABQ

Once again the K's represent various combinations of rate con-
stants.

The total rate equation was programmed as described for the ini-
tial rate simulation, and representative plots are depicted in
Figs. V-7 and V-8. It can be seen that the product is a noncompet-
itive inhibitor of both substrates, and this is true whether Q

is ADP or glucose-6-phosphate. Only when the unimolecular rate
constants for the abortive complex formation are much smaller
than the outer rate constants would the inhibition approach com-
petitive. Various combinations of dissociation constants and rate
constants were tested and found to generally give similar results
to those shown.

The simulations also predict that the effects of competitive inhi-
bitors are the same as suggested by the rapid equilibrium as-
sumption. That is, a competitive inhibitor of one substrate will
be noncompetitive relative to the other substrate.
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Fig. V-7 Fig. V-8

Fig, V-7. A double reciprocal plot of the calculated relative initial velocity
of yeast hexokinase versus the reciprocal of ATP concentration at different
assumed levels of ADP, Glucose was assumed constant at 0.2 mM and ATP was
varied from 0.1 to 1.0 mM. ADP concentrations were O (1), 2.5 (2), 5 (3),

and 10 mM (4). The rate constants were the same as in Fig. V-6 with the ad-
dition of kjg, 100,000 M1 sec™!; ko, 500 sec”!; ko1, 20,000 Ml sec”l;

ko2, 100 sec” !

Fig. V-8. A double reciprocal plot of the calculated relative initial velocity
of yeast hexokinase versus the reciprocal of glucose concentration at dif-
ferent assumed levels of ADP, ATP was assumed constant at 0.2 mM and glucose
was varied from O.1 to 1.0 mM. ADP concentrations were O (1), 2.5 (2), 5 (3),
and 10 mM (4). The assumed rate constants were the same as for Fig. V-7

B. Substrate Inhibition

The phenomenon of substrate inhibition is very well documented
and is ordinarily attributed to abortive or dead end complex
formation between the substrate and one or more enzyme forms.

A relatively large fraction of those enzyme systems which have
been studied exhibit substrate inhibition, but usually in re-
verse of the usual reaction direction <n vivo. Substrate inhibi-
tion occurs at elevated substrate concentration; however, it is
sometimes observed in the region of the Michaelis constant. In
most kinetic studies, the region of substrate concentration that
gives rise to substrate inhibition is avoided by the investiga-
tor, and.extrapolations are made through this concentration range
as if alterations in the kinetic patterns did not occur. CLELAND
(21) has recently suggested that substrate inhibition may give
meaningful information on kinetic mechanisms, and this section
attempts to demonstrate how this may be achieved.

1. A Simple Model for Substrate Inhibition

In 1930 HALDANE presented a kinetic model to explain substrate
inhibition at high concentrations of substrate (22). The pathway
of substrate and enzyme interaction is as follows:
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E+ A EA E+ P

EA + A=——FA,~——E + 2P

Scheme V-8

The rate equation for substrate inhibition, making equilibrium
assumptions, is

Vi
v = (V-41)
Ki, A
+ ——

A K

1+

i

where K; is taken to represent the dissociation constant for the
inactive EA, complex. Equation (V-41) describes a hyperbola when
plotted in double reciprocal form, and this is illustrated in
Fig. V-9.

/v

T
—

1/7A

Fig. V-9. Double reciprocal plot of 1/v versus 1/A of Eq. (V-41). The ex-
perimental points describe substrate inhibition whereas the linear curve
and its extrapolated portion are used to calculate the kinetic parameters

K;jq and Vi

In this treatment, it is assumed that the EA, complex is totally
inactive; however, a different rate expression (Eq. (V-42)) is
obtained if substrate inhibition is not total (partial substrate
inhibition).

Vi (a)
vy |1+
ViKi
v = (V-42)
K. A
1 + —4+ —

A Ky
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In this equation Vi and Vi represent k3E; and kgEg, respectively.
Equation (V-42) differs from the expression for substrate inhi-
bition considered previously in that the velocity will not ap-
proach zero as A approaches inifinity, and thus inhibition will
not be complete. The plot analogous to that of Fig. V-9 will not
have the 1/v axis as an asymptote but instead will intersect the
ordinate axis. In this treatment it is assumed that k3 > kg and
that K; = (EA) (A)/(EAj).

2, Two Substrate Systems

DALZIEL (23) attempted to explain substrate inhibition in terms
of dead end binary complex formation in the case of the mecha-
nisms of Schemes I-8 and I-9. For example, one need only add
the reaction,

E + B = EB, Ky, (V-43)

to the Theorell-Chance mechanism (Scheme I-9) to obtain the
expression,

1 1 Ka K; aKp B Ky K; . Kp
1+ + +

+
KaK1ip Kip Vi (B) Vi (a) (B)

. (V-44)

—_= —

v Vv Vi (A)

DALZIEL (23) refers to this type of inhibition as competitive
substrate inhibition; i.e., substrates A and B compete for the
free enzyme. When double reciprocal plots of 1/v versus 1/A are
made, the slopes and intercepts will change as the concentration
of B is varied. At low B, B/K1p < 1 . As B increases, both slopes

Hvﬁ

/A

Fig, V-10. Double reciprocal plot of 1/v versus 1/A for competitive sub-
strate inhibition. The numbers on the graph indicate increasing concentra-
tions of substrate B
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and intercepts will decrease; however, when the factor B/Kip, > 1,
the slopes will increase, whereas the intercepts will continue
to decrease. This effect is illustrated in Fig. V-10. Plots of
1/v versus 1/B at different fixed levels of A will tend to be
hyperbolic concave up. The nonlinear effect observed in the 1/v
versus 1/B plot will tend to be minimized as the concentration

of A increases.

It is possible to obtain information on how enzymes, substrates,
and products interact to form both productive and abortive com-
plexes from kinetic experiments. It is also possible to gain
insight into the type of kinetic mechanism from studies of sub-
strate inhibition (21). Cited below are a few examples of sub-
strate inhibition for Sequential and Ping Pong Bi Bi mechanisms
and the type of substrate inhibition to be expected for the
various mechanisms.

a) Ordered Bi Bi Mechanism

FROMM and NELSON in their studies of product inhibition (5, 6)
obtained data that resembled substrate inhibition and that they
explained on the basis of abortive ternary complex formation.
In the case of the Ordered Bi Bi mechanism, for example, it is
possible to get the abortive complex EQB as follows.

EQ + B = EQB, KIb (V—45)

The rate equation, which includes formation of this inhibitory
complex, is

—=— 1+ + + + ) (V-46)

v VvV Kip Vi(a) Vv, (B) Vi (a) (B)

CLELAND (21) refers to this type of inhibition as uncompetitive.
Equation (V-46) indicates that plots of 1/v against 1/B will be
hyperbolic concave up. When 1/v is graphed against 1/A at 4if-
ferent levels of B, the lines will be linear and the family of
curves will exhibit decreasing slopes; however, the intercepts
will first decrease with B but will increase as the B/V;Kip term
becomes significant relative to the other intercept terms. Inter-
cept replots versus 1/B will be predictably hyperbolic concave
up. Figure V-11 illustrates this type of inhibition.

Another type of abortive complex, but one which is much less
likely than that described by Eq. (V-45), is

EQ + A = EQA, Kia. (Vv-47)

When considering this type of substrate inhibition, substrate A
may bind either at the B pocket of the enzyme or at some other
site that causes inhibition. If association of EQ and A does oc-
cur at the B site, obviously the reaction EQ + B = EQB must be
weak relative to the interaction of EQ and A.
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Fig, V-11. Double reciprocal plot of 1/v versus 1/A for uncompetitive sub-
strate inhibition in an Ordered Bi Bi mechanism. The numbers on the graph
indicate increasing concentrations of substrate B

The kinetic equation for the ordered mechanism in which the EQA
complex can occur is

—=—11+ + + (V-48)

v v Kiad Vi(A)  V,(B) V() (B)

1 1 A } Ka Kp KiaKp
+

Lineweaver-Burk plots will be hyperbolic concave up when 1/v

is graphed as a function of 1/A, When 1/v is plotted against
1/B atdifferent concentrations of A, a family of linear lines
with decreasing slopes and intercepts will be generated; how-
ever, as the Ky, term becomes significant the intercepts on the
1/v axis will increase. A replot of the these intercepts wversus
A will yield a concave up hyperbola. Ki; may be evaluated from
a series of experiments at "high" A (i.e., 10-times K, or higher)
in order to eliminate the K_,/A and Kj Kp/(A) (B) terms of Eq.
(V-48) . Plots of 1/v versus 1/B will then give a family of par-
allel lines, and a replot of the intercepts against A will per-
mit calculation of Kig,.

Substrate inhibition by the first substrate to add to the en-
zyme in the Ordered Bi Bi pathway may occur in an alternative
manner, as follows

EA + A = EAy, Kia. (V-49)
The rate expression for this type of inhibition is

1 1 Ka Kb A | KiaKp
—_—=— + 1+ + (vV-50)

v V; Vi(a) Vi(B) K V1(A)(B)'

a
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Equation (V-50) predicts that inhibition relative to substrate
A in a double reciprocal plot will be hyperbolic concave up. If
A is held at increasing fixed concentrations and B varied, the
slopes will first decrease and then increase as the inhibitory
term becomes dominant; however, the intercepts on the ordinate
will decrease. Slope replots of the 1/v versus 1/B primary plots
as a function of 1/A will be observed to be hyperbolic. These
considerations demonstrate that one may readily make a choice
between the two mechanisms of substrate inhibition by substrate
A,

The two types of substrate inhibition ascribed to substrate B
of the Ordered Bi Bi mechanism (Egs. (V-43) and (V-45)) can be
differentiated as suggested by the plots in Figs. V-10 and
v-11.

b) Random Bi Bi Mechanism (Rapid Equilibrium)

In theory at least, the Random Bi Bi mechanism should not show
substrate inhibition as described for ordered mechanisms. It is
not possible to form a kinetically important EQB abortive com-
plex in the mechanism described by Scheme I-7 because the EQ com-
plex is formed after the rate limiting step, which involves iso-
merization of the central complexes. This would, of course, not
be true in the steady-state treatment of this mechanism (see
Chapter V-A 6).

One possible explanation of substrate inhibition, if it does
occur in the rapid equilibrium Random Bi Bi pathway, is the ad-
dition of a second molecule of one of the substrates to a pro-
ductive binary or ternary complex. This may occur if substrate
A, for example, can bind at its own site and at the pocket nor-
mally occupied by substrate B, or alternatively, at a topologic-
ally remote site. The net affect of these interactions must be
the production of an inactive or dead end complex; i.e.,

EA + A = EAy, Kr1gs. (V=-51)

The rate equation for the random mechanism when the EA, complex
is included is described by Eq. (V-50). The discussion of the
kinetic results to be expected for this Ordered Bi Bi rate equa-
tion are also applicable to the random mechanism.

If substrate A can induce substrate inhibition in the random
mechanism by adding to the EA complex but not at the site for

B, it would seem that it could also bind the EAB central complex.
If one assumes, that when two molecules of the same substrate
reside on a single enzyme molecule, and the resulting complex is
inactive, a rate equation can be written to explain substrate
inhibition.

EA + A = EAp, Kp, (V-52)
EAB + A = EA,B, Kig» (V-53)
EA; + B = EA,B, Kip (V-54)
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1 1 A Ky Kp A KiaKp
—=— 1 + + + 1+ + . (V-55)
L

v Vv Kia Vyi(a) VvV (B) K; v, (&) (B)

a

Equation (V-55) predicts that A will cause hyperbolic concave up
inhibition when B is fixed and A is the variable substrate in a
double reciprocal plot. When A is held constant at different
fixed concentrations and 1/v plotted against 1/B, a complex type
of inhibition will result. The intercepts and slopes will first
decrease as the level of A is increased; however, this effect
will be reversed as the Kr, and Ky,' terms become kinetically
important.

e) Ping Pong Bi Bi Mechanism

One of the basic assumptions associated with the Ping Pong mech-
anism is the concept of a single substrate site. Presumably site
B does not exist as such until the enzyme has been modified by

reaction of A; however, it is also true that substrate A and Q

are capable of competing for free enzyme. According to the mech-
anism, B is incorporated into Q, and it might be expected that B
may also bind to free enzyme at the Q site. This argument is the
basis of substrate inhibition for the Ping Pong Bi Bi mechanism.

1. At elevated levels of B, the following interaction may be
visualized:

E + B = EB, Ky (V-56)
Incorporation of this reaction into the rate expression for the

Ping Pong mechanism gives an equation for competitive substrate
inhibition (21).

1 1 K, B Kp
—_—= — 4+ 1 + —| + (Vv=-57)
v \'A1 Vi (A) Kip Vi (B)

Graphs of 1/v against 1/B will be hyperbolic concave up. On the
other hand, when A is the varied substrate and B held at differ-
ent constant levels, the intercepts will decrease as B is in-
creased and the slopes will increase. Fig. V-12 illustrates in-
hibition by substrate B in this context.

2. If substrate A can combine with the same enzyme form as sub-
strate B, another type of substrate inhibition results. The ki-
netics of this inhibition are illustrated in Egs. (V-58) and
(v-59).

F + A = FA, Kig (V-58)
1 1 K, Kp A

—=— 4 + 1+ (V-59)
v V1 Vl (A) Vl (B) LI KIa
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1/A

Fig. V-12, Double reciprocal plot of 1/v versus 1/A for competitive substrate
inhibition in a Ping Pong mechanism. The numbers on the graph indicate in-
creasing concentrations of substrate B

Equatien (V-59) is very similar in form to Eq. (V-57), and the
discussion relative to Eg. (V-57) is applicable here, except
that the substrates are reversed.

/v

Fig., V-13, Plot of 1/v versus 1/A for double substrate inhibition in a
Ping Pong mechanism. The numbers on the graph indicate increasing concen-
tration of substrate B
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3. With certain enzyme systems, both substrates can form dead
end complexes with the enzyme. This effect has been referred to
as a double substrate inhibition (21) and represents a combina-
tion of Egs. (V-56) and (V-58) to yield Eq. (V-60).

1 1 Ka [ B ] Kp [ A ]
—_= — + 1 +— + 1 + — (V-60)
v vy \'A] (a) \'A] (B) K

Kip Ia

The type of double reciprocal plot expected for this mechanism
is described by Fig. V=13, The analogous 1/v versus 1/B plot at
different fixed levels of A would be similar to the graph of
Fig. V-13.

C. Alternative Substrate Inhibition

It has been long recognized (24) that, when a substrate and an
alternative substrate compete for the same enzyme locus, the re-
sult is inhibition. The rate decrease is related to the veloci-
ties that would be expected if each substrate is assayed in the
absence of the other. Two types of experimental protocols may

be devised when one studies alternative substrate inhibition:

a) the summation of velocities is measured, and b) product
formation from only one substrate is determined.

Alternative substrate effects represent yet another procedure
for making a choice of mechanism from among the usual possibili-
ties for bi and terreactant mechanisms. The basic theory of the
method is as follows. Consider the Uni Uni mechanism with sub-
strate A and alternative substrate A'.

ki ks
E + A >EA >E + P
ko ky
kll k3l
E + A! =~ EA' ~E + P'
koo kyt
Scheme V-9

In these discussions alternative substrates, products, and rate
constants will be primed relative to the substrates, products,
and rate constants. When carrying out experiments of this type,
it is possible to measure dP/dt alone and dP/dt + dP'/dt. These
two procedures lead to different rate equations.

1. Alternative Substrates Acting as Inhibitors Only
a) v = dpr/dt

To obtain the rate equation for this case, first write the con-
servation of enzyme equation. For Scheme V-9 this expression is



153

Eo = E + EA + EA' (v-61)

Next all enzyme forms are gotten in terms of the enzyme species
that gives rise to the desired product; i.e., either P or P'.
Thus,

By = (28) [1 +[Rya/A(1 + AV/K 000 ] (V-62)

and
Vi

V= Kia A' )
1 + 1 +
A Kiat

It is clear from Eq. (V-63) that the alternative substrate A'
acts as nothing more than a competitive inhibitor of the sub-
strate. It is important to note that, in these experiments, if
the rate with A' is much greater than the rate with A in a bi-
reactant or terreactant system, there may be depletion of the
other substrate(s). This possibility would give rise to incor-
rect values for the other substrate concentrations and should
be born in mind when contemplating studies of this type.

(V-63)

b) v

dP/dt + dP'/dt = k3 (EA) + ky'(EA') (V-64)

v = k3 (EA) + k3'K;,(A') (EA) /K41 (A) (V-65)

By using the conservation of enzyme expression in Eq. (V-62),
the final rate equation is,

VlKia'(A) + Vl'Kia(A')
v = . (V-66)
KiaKia' + Kial(A) + Kia(A')

DIXON and WEBB (24) have shown that Eq. (V-66) may be used to
answer the question of whether one enzyme is catalyzing the reac-
tion involving A and A' or whether two separate enzymes are re-
sponsible, Equation (V-66) predicts that the velocity of the re-
action will be intermediate between the velocities observed when
A and A' react alone. On the other hand, if the reaction is ca-
talyzed by two different enzymes, the velocity, in theory, of the
mixture will be the summation ot the individual velocities. Un-
fortunately, if there are two separate enzymes, it is possible
that the nonreactant substrate will cause inhibition of one en-
zyme; thus, one cannot make the desired choice unambiguously.

2. Bireactant Systems

a) The Ordered Bi Bi Mechanism

Using Scheme I-8 as a model, if in addition to substrates A and
B the alternative substrate A' is included in the reaction mix-
ture and initial velocity (dQ/dt) measured, a rate equation is
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obtained that differs from that of the Random and Ping Pong Bi
Bi mechanisms. If dP/dt is determined, the rate expression will
differ from that in which dQ/dt is used to determine velocity.

1 B P 1

Kio| koo kar| kuyo ksi| kg. k7e| kg

E EA' A'B) EQ'

Scheme V-10

11 K, A' Kp,
—_— — 4 1 + Kb' + B] +
v Vl Vl (A) Kialel + Kal (B) Vl (B)

+—— 1+ Ky + B (V-67)
K

Vi (3) (B) 21Kpr + K1 (B)

When B' rather than A' is the alternative substrate, the follow-
ing series of reactions is added to Scheme I-8

ksl
EA + B"——‘ (EAB =——EQ + P' (Vv-68)
The modified rate equation in the presence of B' is
1 1 K4 Ky k3 (B') kgt
—_—=— 4 + 1+ [ﬁ + ]
v Vl Vl (A) V]_ (B) (k]_*l + ksl) k7

KiaKp l: k3ziksy (B') :l
+ 1 + . (V—69)
vl (A) (B) k2 (kq,l + ksl)

In Egs. (V-67) and (V-69) velocity is dQ/dt and dP/dt, respective-
ly. Eqg. (V-67) indicates that the alternative substrate A' will
act competitively with respect to substrate A. On the other hand,
when double reciprocal plots of 1/v versus 1/B are made in the
presence of A', the primary plots will be concave up.

When the alternative substrate B' is used, inhibition will be
competitive and noncompetitive with respect to substrates B and
A, respectively. Thus, for this mechanism, a choice can be made
between substrates A and B from experiments with alternative
substrates.

Figure V-14 and Fig. V=15 demonstrate kinetic data for liver

alcohol dehydrogenase in which NAD' was the substrate and thio-
nicotinamide-NAD' the alternative substrate. The analog acts as
a competitive inhibitor of NADY (Fig. V-14) and as a nonlinear
inhibitor of ethanol (Fig. V-15). These findings are consistent
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with the known mechanism and sequence of substrate addition to
the enzyme (25).

2} o
U.a "]
5 ¢
= I+ 25.
x v x
Z s
- ~
o 2 a 3 o ] ] 3 ry
(1/NAD) X 10°5 (1I7ETHANOL) X 1072
Fig. V-14 Fig. V-15

Fig, V-14. Plot of reciprocal of initial reaction velocity (v) with respect
to the reciprocal of the molar concentration of NAD in the presence and
absence of thionicotinamide-NAD. Ethanol was held constant at 3.0 mM and
NAD was varied from 1.40 to 11.2 X 10~° M. Thionicotinamide-NAD concentra-
tions were O (O), 6.46 (V), and 12.9 x 10 °M (O)

Fig, V-15, Plot of reciprocal of initial reaction velocity (v) with respect
to the reciprocal of the molar concentration of ethanol in the presence

and absence of thionicotinamide~NAD, NAD was held constant at 2.48 x 1075 M
and ethanol was varied from 2.5 to 50 mM, Thionicotinamide-NAD concentra-
tions were O (O), 6.46 (V¥), and 12.9 x 10°° M (O)

b) The Rapid Equilibrium Random Bi Bi Mechanism

When an alternative substrate for A, A', is used along with sub-
strates A and B in Scheme I-7, the following additional inter-
actions will occur:

Al B
Kia? l 1 Kp
EA'
E
(EA'B
EPQ'
EB
Kip ] Kyt
B Al

Scheme V-11
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The initial velocity equation for the Random Bi Bi mechanism
with A, B, and A' present simultaneously is

11 K, A' Ky, K 2Kp A
—_—=— + 1 +— |+ + 1+ .
v Vl Vl (A) Kal Vl (B) Vl (A) (B) ial

Kla

(v=-70)

It is clear from Eq. (V-70) that A', a competitive inhibitor of
A, will exhibit noncompetitive inhibition relative to substrate
B. It is possible to obtain an expression in which B' is used

as an inhibitor for B. In this case Eg. (V-70) will be modified
so that the K;,/B term is multiplied by the factor (1 + B'/Ky)
and the K; K /(A) (B) term altered by the expression (1 + B'/Kj;y:).
Thus in tﬁe case of the Random Bi Bi mechanism, the alternative
substrate will be a competitive inhibitor for the substrate and
a noncompetitive inhibitor for the other substrate pair member.
The rate equations for the ordered and random mechanisms permit
a choice to be made provided that, in the ordered mechanism, the
rate constants do not eliminate the hyperbolic effect described
by Eq. (V-67).

It is interesting to note tl .t the rate equations for the Ping
Pong Bi Bi mechanism are similar in form to those of the random
case, and thus one may not discriminate between these two pos-
sibilities by studies of alternative substrates (26).

When considering Eq. (V-67), it might be expected that, although
A' is a competitive inhibitor of A, plots of 1/v against 1/B in
the presence of A and A' would be hyperbolic concave up as shown
in Fig. V-15. RICARD et al. (27) have shown that this effect
might not be kinetically discernible. It is therefore suggested
that one determine the kinetic parameters described by Eq. (V-67)
from experiments of A and A' alone with B. These values may then
be substituted into Eg. (V-67) to determine whether nonlinearity
will be discernible. If it is, the alternative substrate approach
may be used to make a choice from among the various indicated
mechanisms. If a linear relationship is obtained, this method
may not be used advantageously for this purpose.

3. Terreactant Systems

The rate equations for terreactant systems using alternative
substrates have been derived and may be found elsewhere (28).
Table V-3 illustrates the types of plots to be expected using
this kinetic procedure. The profiles listed in Table V-3 assume
that nonlinearity will show up as predicted from the rate equa-
tions. This approach is seriously compromised because one does
not know in advance whether nonlinearity will be experimentally
discernible. The test for this effect will be as indicated for
bireactant systems.

When the sum of the velocities of the substrate and alternative
substrate are measured, it is theoretically possible to choose
from among the Theorell-Chance, Ordered Bi Bi, and rapid equi-
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Table V-3. Inhibition patterns for alternative substrate inhibition for
various three-substrate mechanisms

Mechanism Alternative 1/a 1/B 1/c
substrate for plot plot plot
substrate

Ordered Ter Ter (I-12) A ca NLP NL

B NC C NL

C N N C

Random Ter Ter A C N N
(Rapid Equilibrium) (I-13) B N C N
C N N C

Random AB A C N N
(Rapid Equilibrium) (I-14) B N o] N

c gd U c

Random BC A C N N
(Rapid Equilibrium) (I-15) B u e} N

C §) N Cc

Random AC A C N N
(Rapid Equilibrium) (I-16) B N C N

C N N C

Hexa Uni Ping Pong (I-17) A C N N
B N C N

C N N C

Ordered Bi Uni Uni Bi A C NL N
Ping Pong (I-18) B N C N

C N N C

Ordered Uni Uni Bi Bi A (o] N N
Ping Pong (I-19) B N C NL

C N N C

Random Bi Uni Uni Bi A C N N
Ping Pong (I-20) B N C N

C N N C

Random Uni Uni Bi Bi A C N N
Ping Pong (I-21) B N C N

C N N C

@ C refers to a Lineweaver-Burk plot, which shows competitive inhibition.

b NL refers to a Lineweaver-Burk plot, which is concave upward in the
presence of the alternative substrate.

C N refers to a Lineweaver-Burk plot, which shows noncompetitive inhibiton.
d U refers to a Lineweaver-Burk plot, which shows uncompetitive inhibtion.
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librium Random Bi Bi mechanisms (29). The theory, rate expres-
sions, and experimental protocol for this procedure are avail-
able in the literature (29, 30); however, they will not be con-
sidered in detail here. This procedure suffers from the same
limitations inherent in the method involving alternative sub-
strates in which product derived from the substrate alone is
measured.

D. Alternative Product Inhibition

Investigators have occassionally studied alternative product
inhibition in an attempt to obtain information on the kinetic
mechanism. FROMM and ZEWE (19), for example, used mannose-6-P
as an alternative product along with substrates ATP and glucose
in the hexokinase reaction. They found that mannose-6-P is a
noncompetitive inhibitor of both substrates when glucose-6-P
production is monitored. In their proposed mechanism for yeast
hexokinase (rapid equilibrium Random Bi Bi), the alternative
product could react with the free enzyme, and the two binary
complexes of enzyme and substrate. The initial rate equation
would be modified so that all three substrate terms (A; B, and
AB) would be affected by the alternative product. These experi-
ments not only showed that there was not a simple competition
between mannose-6~P and the substrates for the free enzyme, but
also indicated that product may bind to the enzyme even when a
substrate is already bound.

WRATTEN and CLELAND (31) have made a detailed study of liver
alcohol dehydrogenase using alternative products. The kinetic
mechanism for this enzyme was established by these investigators
to be Ordered Bi Bi (25). By using the alternative product ki-
netic approach, they were able to exclude the Theorell-Chance
mechanism as a viable possibility. In addition, WRATTEN and
CLELAND were able to demonstrate the formation of abortive
ternary complexes in the alcohol dehydrogenase reaction.

E. Multisite Ping Pong Mechanisms

The classical Ping Pong mechanism illustrated in Scheme I-10
exhibits distinctive product inhibition patterns as indicated
by Egs. (V-=22) and (V-23) and as shown in Table V-1. NORTHROP
(32) has investigated the. kinetics of transcarboxylase from
Propionibacterium shermanii and found the kinetic mechanism to be
Ping Pong as judged by initial rate experiments in the absence
of product (32) and by the presence of the requisite partial
exchange reactions (33); however, anomalous product inhibition
patterns were observed (32).

Partial exchange and chemical studies indicate the following
sequence of reactions for transcarboxylase:
Methylmalonyl-CoA + E-biotin==propionyl-CoA + E-biotin-CO,
(Vv-71)
E-biotin-CO, + pyruvate=E-biotin + oxalacetate (v=-72)
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Product inhibition studies revealed that propionyl-CoA is a com-
petitive inhibitor of methylmalonyl-CoA and vice versa. The two
ketoacids were also found to be mutually competitive.

NORTHROP (32) has provided a plausible explanation of the par-
tial exchange reactions as well as the initial rate product in-
hibition patterns. Figure V-16 summarizes NORTHROP's model for

foedd ©1
CO’L ('Opb

Fig. V-16. Pictorial model of the transcarboxylase reaction (32). Free
circle, pyruvate; carboxylated circle, oxalacetate; free square, propionyl-
CoB; carboxylated square, methylmalonyl-CoA; hexagonal structure, biotin;
carboxylated hexagonal structure, carboxyl-biotin; E, one of possibly six
reactive enzyme centers of transcarboxylase. The forward reaction is read
in a clockwise direction. Not shown on the diagram are numerous nonproduc-
tive complexes between enzyme and substrates

transcarboxylase. Transcarboxylase in the schematic presented

is a multisite-enzyme. It can be seen that methylmalonyl CoA
(C1-CO,) and propionyl-CoA ([]) are capable of binding at the
same site. The diagram also shows that pyruvate (QO) and oxal-
acetate (0 -CO,) may also occupy the same site, but the keto-
acid and CoA thioester sites are different. An important feature
of the multisite mechanism is the ability of biotin (or carboxyl
biotin) to bridge the gap between the two sites; i.e., to move
between the two sites.

CLELAND (34) has recently extended NORTHROP's multisite treat-
ment of transcarboxylase to the more complex pyruvate dehydrogen-
ase system,

F. Enzymes with Identical Substrate-Product Pairs

A number of enzymes produce a product that is virtually indis-
tinguishable from the substrate used in the reaction. Examples
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enzymes of this type are those that require a primer as a

substrate and where the elongated product cannot be distinguished
from the substrate.

CHAO et al. (35) studied the kinetics of maltodextrin phosphory-
lase from E. coli and recognized that when orthophosphate is used

as

a product inhibitor along with the substrates glycogen and

glucose-1-P, all of the substrates for the forward and reverse
reaction are present. These authors derived initial rate expres-
sions for a number of bireactant mechanisms in which it was as-
sumed that the product glycogen was always present with the sub-
strates, one of which was also glycogen. They established the
kinetic mechanism to be rapid-equilibrium Random Bi Bi using dead
end inhibitor substrate analogs (Chapter IV) and experiments in-
volving isotope exchange (Chapter VI).
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Chapter VI

Isotope Exchange

One of the single most useful procedures for studying the ki-
netic mechanism of enzyme action involves the technique of iso-
tope exchange, a procedure pioneered by P.D. BOYER (1). These
studies can provide supporting evidence for initial velocity ex-
periments and may also be used for probing enzyme mechanisms in-
volving measurement of rates of loss, or exchange, of all pos-
sible atoms or functional groups of substrates, determination

of various possible primary and secondary isotope effects, and
definition of modifier effects on the catalytic power of regu-
latory enzymes. The procedure has also been conveniently used
for studies of kinetic mechanisms at concentrations of enzyme
that might prevail in the cell. The one obvious limitation of
the method involves enzyme systems that are kinetically irre-
versible; however, even here it may still be possible to study
product-substrate exchange during the forward reaction.

Isotope exchange kinetic experiments have been used to make a
choice of mechanism from among various possibilities and also

to evaluate the flux rates through mechanisms involving branched
(random) pathways. To illustrate these points, first consider
the Ordered Bi Bi Mechanism (Scheme I-8) and second the Random
Bi Bi Mechanism (Scheme I-7). Let it be assumed that the Ordered
Bi Bi Mechanism is at chemical equilibrium, a tracer amount of
substrate A is added (at a concentration that will not perturb
the equilibrium) and its rate of conversion, or exchange, with
product Q is monitored. If the concentration of the B-P pair is
increased in an equilibrium ratio so as not to disturb the equi-
librium of the system, the exchange rate would be expected to
increase; however, a concentration range will be approached where
enzyme (free enzyme) will not be available for reaction with A
and Q. At infinite B and P, all the enzyme will exist as EAB and
EPQ and the A<~—Q will drop to zero. On the other hand, if one
measures the B<~—P exchange for this mechanism and if A and Q
are increased in an equilibrium ratio, the enzyme will be forced
into the binary complexes EA and EQ. These forms of the enzyme
can react with substrate and product to form the productive ter-
nary complexes, and the B<—P exchange will not be inhibited

at elevated levels of A and Q.

Other types of exchanges may be visualized for the Ordered Bi Bi
mechanism (i.e,, B«<—Q and A<—P); however, all four exchanges
are not to be expected. For example with lactate dehydrogenase,
the exchangable pairs are: lactate-pyruvate, NAD-NADH, and lac-
tate-NADH, but not NAD-pyruvate. At any rate, if the B~—Q ex-
change could be measured for this mechanism, it too would be in-
hibited and finally decrease to zero as the levels of A and P
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are elevated because of the decrease in the concentration of
free enzyme available to react with Q. The exchange patterns
to be expected for the Ordered Bi Bi mechanism are illustrated
in Figs. VI-1 and VI-2,

200
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Fig. VI-1. Rate of isotope exchange, R, at equilibrium for the A<~>Q ex-
change of an ordered mechanism as a function of the concentration of B and
P which are maintained in an equilibrium ratio. A similar type of graph is
to be expected when the Bv—Q exchange is plotted as a function of [A/ﬁ]
concentration, The A~—P exchange rate will exhibit the same type of pat-
tern when B and Q are increased in an equilibrium ratio

Fig. VI-2. Rate of the B<—P isotope exchange, R, for an ordered mechanism
as the concentrations of A and Q are raised in an equilibrium ratio

How the isotope exchange rate at equilibrium of a substrate-product
pair is affected in branched mechanisms is best depicted by using
the Random Bi Bi mechanism as an example. Here if one determines
the A<——Q exchange as B and P are raised, the exchange rate reaches
a maximal velocity, levels off, and is not depressed at elevated
concentrations of the B-P pair. The exchanges of A~—Q are not
reduced as in the case of the Ordered Bi Bi mechanism, because
there are alternative reaction pathways that the labeled sub-
strate can follow in its conversion to product. When B and P
approach infinity, the enzyme will exist as EB and EP; however,
both A and Q can add to these enzyme forms to form the produc-
tive ternary complexes that permit the conversion of A to Q and
vice versa., By analogy, the B«——P exchange is not inhibited as
the concentration of the A-Q substrate-product pair approaches
saturation, Both exchange patterns for the random mechanism re-
semble the results of Fig, VI-2,

When considering the mechanism illustrated in Scheme I-7, the
Random Bi Bi interaction pathway, it is assumed that all steps
in the sequence equilibrate rapidly relative to the central ter-
nary complexes., Because this isomerization step is rate limiting;
it follows that all substrate<—product exchange rates should be
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the same. This has been found to be true in some Random Bi Bi cases
(creatine kinase) (2), but not in others {(yeast hexokinase) (3).

For the latter enzyme system, it was observed that the glucose<s
glucose-6-phosphate exchange exceeds the ADP~—ATP exchange by
approximately 50%. These results suggest that the interconver-
sion of the ternary complexes is not rate limiting and that, al-
though the kinetic mechanism is Random Bi Bi, the equilibrium
assumption is not correct. Isotope exchange thus permits one to
gain insight into the relative flux rates of the alternative
pathways and also to obtain information on the relative magni-
tudes of certain portions of the kinetic mechanisms. These ends
can be achieved to some extent by studies of the A<—=Q, B<—P
exchanges and the A~—P or B~—Q exchanges where applicable.

A. Abortive Complex Formation

Abortive complex formation serves to complicate studies of prod-
uct inhibition kinetics, and the same is true in the case of
isotope exchange at equilibrium. It has been suggested that the
formation of such complexes makes it difficult to differentiate
between ordered and random mechanism from studies of isotope ex-
change (4); however, RUDOLPH and FROMM (5) have shown that the
possible formation of such complexes does not limit the useful-
ness of isotope exchange studies.

In a qualitative sense one can differentiate between ordered

and random mechanisms, because in the former case the outer sub-
strate-product pair exchange can be completely inhibited as the
inner substrate-product pair becomes saturating. No analogous
inhibition is observed with the branched mechanism. When abor-
tive ternary complexes are formed for a system that exhibits a
random kinetic mechanism, isotope exchange rates at equilibrium
may or may not be depressed depending upon which substrate-prod-
uct pair concentration becomes saturating. This is illustrated
by the rate equations for isotope exchange at equilibrium shown
in Table VI-1. Let us first consider the case of the rapid equi-
librium Random Bi Bi mechanism in which the central complexes
are rate limiting, If one measures the A<—Q exchange and abor-
tives EBQ and EAP form and if the B-P substrate-product pair is
raised in an equilibrium ratio, the measured exchange will pla-
teau at elevated B and P and inhibition will not be discernible.
The rates will, of course, be less than if the two abortives did
not exist; however, this effect will not be qualitatively observ-
able, On the other hand, if the B-Q substrate-product pair is
raised in a constant ratio, one will observe a depression of the
A<—Q exchange because of abortive ternary complex formation.

In this latter illustration, the K;(Q)/Kiq(A) term will approach
infinity and the exchange rate will go to zero.

It will be shown that, for the Random and Ordered Bi Bi mecha-
nisms, if one wishes to obviate the complicating effects of
abortive complex formation, one should raise the B-P pair when
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studying the A<~—Q exchange and vice versa. If one is interested
in investigating abortive complex formation, then the alternative
protocol may be used; i.e., measurement of the A<—Q exchange
while raising the B-Q substrate product pair or vice versa. The
disadvantage of carrying out the procedure that permits abortive
complex formation to manifest itself kinetically is that depres-
sion of exchanges is a characteristic of ordered and not random
mechanisms. Thus one cannot differentiate between these two
cases when abortive complex formation is allowed to influence
the kinetic patterns for isotope exchange. Raising all sub-
strates and products in an equilibrium ratio will result in ex-
change patterns of the type to be expected when abortives do not
form; however, this procedure causes changes in specific activ-
ity that must be compensated for either by increasing the level
of radiocactive tracer or by using a very narrow concentration
range so as to preclude the problem of isotope dilution.

Table VI-1 also illustrates the rate equations for the Ordered
Bi Bi mechanism involving a single productive ternary complex
and abortive complexes EQB and EAP. It is clear that for the
A~—Q exchange, if the B-P pair is raised, the exchange will be
inhibited. This will be true whether abortives form or not. This
is also clearly the situation for the A<~—P exchange when B and
Q are increased. On the other hand, when A and Q are increased
and the B+—P exchange measured, there will not be a depression
of the exchange, regardless of whether the abortives form. It
follows from this discussion that abortive ternary complex for-
mation is not a deterrent to isotope exchange studies at equilib-
rium. Their presence may also be discernible if desired from
proper experiments as outlined here.

B. Derivation of Rate Equations

Most of the enzyme systems studied by isotope exchange techniques
have been at chemical equilibrium. CLELAND and his coworkers (2,
6) have carried out experiments in which the systems are displac-
ed from equilibrium; however, the use of the two approaches re-
quire different assumptions in the derivation of the various

rate equations for isotope exchange.

Rules for the derivation of rate equations for systems at equi-
librium and for systems not at equilibrium are illustrated be-
low.

1. The Equilibrium Case: Ping Pong Bi Bi

The A<~—P portion of the Ping Pong Bi Bi system in the presence
of enzyme will be at equilibrium as soon as enzyme is added, i.e.,
there can be no net change in the concentrations of A and P. In
these experiments, A, P and enzyme are added, the system permit-
ted to equilibriate, and a tracer amount of substrate added.
Aliquots of the reaction mixture are removed at different times
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after addition of the tracer, the reaction terminated, and the
amount of tracer in the product determined.

For the Ping Pong Bi Bi mechanism:
ky ks

E + Ac > BA < =F + P. (VI-1)
ko ky

The velocity of the exchange reaction is: v* = k3 (EA*) where
the * indicates a labeled species. The k, step is not included
in the velocity expression because P is not labeled initially,
and the amount of P* returning to EA* in the initial velocity
phase of the reaction (conditions under which the isotope is
distributed in the nonradioactive pool) is essentially zero.

Next an expression is obtained for the enzyme form (E), which
reacts with the labeled substrate (A*) in terms of the enzyme
form in the velocity expression (EA*) from steady-state consid-
eration., Thus,

d (EA*)/dt = k; (E) (A*) - (k, + k3) (EA*) =0 (VI-2)
and
ki (A*) (E)
EA* = (VI-3)
(ko + kg3)

Substituting for EA* in the velocity expression gives

ki1ks3 (A*) (E)
v* = — (VI_4)

(ko + k3)

and dividing both sides of this equation by E;, total enzyme,
leads to the expression:

v* k3 (A¥) (E) WI-5)
— = VI-

Ep (k2 + kS) (Eo).

If the reaction is not to be carried out at equilibrium, the
value for the determinant for E, obtained by the KING-ALTMAN
(7) ormodified graph theory method of FROMM (8), is substituted
into Eq. (VI-5). Ej will be the sum of the determinants for E,
EA, and F if the exchange is carried out in the absence of B
and Q.

For systems at chemical equilibrium, the conservation of enzyme
expression (Ejg = E + EA + F) is obtained as a function of the
enzyme term in the numerator of Eq. (VI-5). The various equilib-
ria for the enzyme forms for the first partial reaction of the
Ping Pong Bi Bi mechanism are:
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ki (A) (E) ki k3(a) (E)
EA = ——m and F = (VI-6)
ko koky (P)
and
k,A kiksA
Eg = (E) |1 + + —_— (VI-7)
k, kok,P
and finally
v* ki1ks (A¥*)
— . (VI-8)
Ep k, (a) ki1ks3(B)
(ko + k3) |1 + +
k, koky (P)

Equation (VI-8) represents the expression for isotope exchange

at equilibrium for the A<—P exchange. This exchange could also
be measured in the presence of substrate B and product Q; how-

ever, the conservation of enzyme term would have to be expanded
to include an additional enzyme form under these conditions. It
should be remembered that the half-reactions in Ping Pong mech-
anisms are at chemical equilibrium in the absence of the other

substrate-product pair.

It can be seen from Eq. (VI-8) that the concentration of the
labeled substrate A appears in the numerator of the equation,
whereas the total concentration of A appears in the denominator.
If A is described in terms of specific activity (counts/time/
unit of concentration), it is not necessary to make a distinc-
tion between A in the numerator and denominator of Eq. (VI-8).
Under these conditions v*, the steady-state exchange velocity,

is replaced by R, the A~—P exchange rate (9). The significance
of R will be described in detail later in this chapter.

Although Eq. (VI-8) was derived by assuming that the radioactive
substrate is A, an identical expression is obtained when labeled
P is used and its rate of conversion to A determined. This re-
lationship is true for all exchanges between substrate and
product pairs for systems at equilibrium.

2. The Steady-State Case: Ordered Bi Bi (Theorell-Chance)

To further illustrate the method of deriving rate expressions

for isotope exchange, the B<—(Q exchange for the Theorell-Chance
mechanism is presented as an example. This type of exchange could
occur between the 2-hydrogen of lactate and NADH in the lactate
dehydrogenase reaction.

The B<—Q exchange velocity is

v* = kg (EQ*). (VI-9)
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It is now necessary to obtain an equation for EQ* in terms of
EA, the enzyme form that reacts with B*; i.e.,

d (EQ*) /dt = k3B *(EA) - k,P(EQ*) - k 5(EQ*) = O (VI-10)
and
k3 (B*) (EA)
EQ* = ——mM8m ™, (VI-11)
(kyP + kS)

Substituting for EQ* in Eq. (VI-9) and multiplying both sides
of the equation by E; yields

v*  ksks (B*) (EA)
A . (VI-12)
EO (kL}P + kS)EO

If the system is assumed to be at chemical equilibrium, the ex-
pression for the B~—Q exchange is

R k1k3qu5 (d) (B) (P)

Eq (k4P + kg) (k1kyAP + k,k,P + kik3AB)

(VI-13)

On the other hand, if the system is displaced from equilibrium
it will be necessary to substitute the determinant for EA in the
numerator and those for E, EA, and EQ obtained by the method of
FROMM (8) into the denominator of Eqg. (VI-12) to obtain the rate
expression for the isotope exchange rate between B and Q. This
equation is described by Eq. (VI-14).

v* k3ks (B*) (k1kyAP + kiksA + kykgPQ)

Ep (kyP + ks) (kokyP +k3ksB +kpks +ki1kyAP +kiksA + kykgPQ +k3kgBQ +kokgQ + kika?

(VI-14)

It is of interest to note that the exchange equation derived
using either assumption will be identical when the overall ex-
change for a reaction is measured, i.e., A<—Q for a bireactant
system, or if a partial exchange for a Ping Pong mechanism is
considered. In the latter instance, the system will always be
at chemical equilibrium.

In Table VI-2 are shown the usual bireactant mechanisms along
with the rate equations derived for isotope exchange at equilib-
rium in the absence of abortive ternary complex formation. Al-
though these equations show quantitatively which exchanges may
or may not be altered when the other substrate-product pair is
raised in an equilibrium ratio, the’ equations are too complex
in most instances to permit evaluation of the various kinetic
parameters.
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3. Random Bi Bi

Derivation of the various exchange rate equations at equilibrium
in the case of the Random Bi Bi mechanism in which the intercon-
version of the ternary complexes is not rate limiting is a for-
midable task. The rate equation for the mechanism described in
Scheme VI-1 is presented in Table VI-2 for the A~—Q exchange.
The derivation requires that RAC_AQ = ki1 (EQ*) + kj3(EXY¥*).

The usual steady-state equations involiving isotope are solved

to permit EQ* to be expressed as a function of EXY* or vice versa.
The labeled substrate A* may react with either E or EB; however,
the latter complex does not exist in the steady-state. A sub-
sitution is therefore made for EB in terms of E from the ex-

pression EB =-l%ll§l. The solution of the rate equation is sim-
ib
ilar at this point to mechanisms that do not involve branched

e
N XA

Scheme VI-1

4, Theorell-Chance Mechanism

It has been stated that, in the case of Ordered Bi Bi mechanism,
there will be an initial rise in the A<—Q exchange as the B-P
substrate-product pair is raised, followed by a depression of
the exchange rate. It can be seen from Table VI-2, however, that
in the case of the Theorell-Chance mechanism this may not be
true. In the absence of abortive ternary complex formation, the
A<—Q exchange will not be inhibited as B and P are increased
unless the ternary complexes, which are at low concentration

in the Theorell-Chance mechanism, become kinetically significant.
If these complexes do become important as B and P are increased,
the A— Q exchange will decrease as it does in the case of the
Ordered Bi Bi pathway.

C. Substrate Synergism

One of the interesting features of enzymes that exhibit Ping
Pong mechanisms is their ability to catalyze half-exchange re-
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actions. For example, when considering the mechanism of Scheme
I-10, it is obvious that an A~—P exchange reaction may occur in
the absence of the other substrate-product pair, and vice versa.
These partial exchange reactions are often quite slow relative

to the overall chemical reaction, and until recently, the fol-
lowing conclusions were reached on the basis of such observa-
tions: the compounds undergoing exchange were contaminated by

one or both of the other substrate-product pair, and the mechanism
is really Sequential, a contaminating enzyme was responsible for
the partial exchange, or the Ping Pong mechanism was not a signi-
ficant feature of the primary kinetic mechanism. Recently, BRIDGER
et al. (10) have suggested that such phenomena may be the result
of substrate synergism; i.e., slow partial exchanges may become
rapid in the presence of components of the nonexchanging substrate-
product pair. BRIDGER et al. (10) have proposed one criterion for
substrate synergism, and LUECK and FROMM (11) have presented an-
other. The former proposal involves comparison of the partial ex-
change reactions in the presence and absence of the substrate-prod-
uct pair not involved in the isotope exchange reaction. Ordinarily,
it would be expected that the presence of B and Q would serve to
decrease the A<—P exchange of Scheme I-10. If the A~—P exchange
increases, on the other hand, synergism is probable.

When considering the Ping Pong mechanism, it is clear that the
A<—~P exchange rate must be equal to or greater than the A«—=Q
exchange rate., Similarly, the B<—Q exchange rate must equal or
exceed the A<~—Q exchange. Often a direct comparison is made
between the partial exchange rate and the initial exchange rate,
but no direct relationship between the two exists. For the mech-
anism of Scheme I-10, the rate of the A<—P exchange is:

Eq (ky + k3)[ k; kiks 1
—_—— | — s — (VI-15)

R k1k3 k2 kqu(P) A

Clearly, this equation is not related directly to the initial
rate equation for the Ping Pong mechanism either in the pres-
ence or absence of product. It is possible to obtain the maxi-
mal velocity for the A<~—=P exchange from a plot of 1/R versus

1/A at different levels of P. The intercepts of the resulting
family of parallel lines will equal [(k, + k3)/k, - k3Ed] +

[(ka + k3)/kky (P) (Eq)], and a secondary plot of intercepts

versus 1/P will yield the intercept or reciprocal maximal exchange
VelOCity, (k2 + k3)/k2k3 (EO).

The maximal velocity from initial rate studies for the Ping
Pong mechanism, V;, is k3ikyEy/(k; + k7). From this discussion,
it is clear that the maximum velocity for the forward reaction
is not related to the maximal velocity for the partial exchange
reaction. Furthermore, depending upon whether k, is equal to,
greater than, or less than k7, the maximal exchange velocity may
be equal to, greater than, or less than the maximal initial ve-
locity. It is clear that no direct relationship exists between
these two quantities, and thus, it is not valid to use a compa-
rison of initial velocity and partial exchange velocity as a
basis of substrate synergism.
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Initial rates and exchange rates for the Ping Pong Bi Bi mecha-
nism are related as follows:

1 1 1 1
+ =— 4+ — (VI-16)

Rmax, A<—P Rmax, B<—Q Vi Vs

where V, = k2k6E0/(k2 + kG) and Rmax' B<>Q = k5k7E0/(k5 + k7).

From these considerations it is clear, as suggested by LUECK

and FROMM (11), that one must evaluate all four parameters of

Eg. (VI-16) before one can draw definitive conclusions regarding
the importance of, and explanation for, slow partial exchange re-
actions relative to initial rates.

D. Calculation of Kinetic Parameters

Determination of kinetic parameters from isotope exchange ex-
periments is not possible except in a few cases, e.g., the Ping
Pong and Rapid Equilibrium Bi Bi mechanisms. In the former case,
it will be necessary to do a series of kinetic studies on the
partial reactions. It will not be possible to obtain exact val-
ues for kinetic parameters for the random pathway, only so-called
upper and lower limits for certain kinetic constants.

1. The Ping Pong Bi Bi Mechanism

If the isotope exchange studies of the two partial reactions,
A<—P and B~—Q, are carried out, it is possible to evaluate the
following parameters: K,/Vi, Kp/Vi, Kja, Kip, Kp/Vi, Kq/vl, Kip,
and Kiq. If the maximal velocigy Vi1 is known from initial rate
experiments, the four Michaelis constants can then be calculated.
It is also possible to calculate the maximal rate of isotope ex-
change (Ryp,y) as already indicated.

When considering the A~—P exchange (see Table VI-2) in the ab-
sence of B and Q, plots of the reciprocal exchange rate versus
1/A will give a family of parallel lines at different fixed lev-
els of P. The slope of these curves will be K,/V;_and the inter-
a___ (g 4 Xap,
V1K; . p
If the factor intercept/slope is plotted against 1/P, the inter-
cept of the replots will be 1/K;, and the slope Kip/Kia° If these
experiments involved the B<—Q exchange in the absence of A and
P, the parameters Ky/Vi, Kq/Vl, Kip, and Kig could be evaluated.

cepts on the 1/exchange axis will have values of

Table VI-2 lists the exchange rate for the conversion of A to
P. The equation for the conversion of P to A is
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V, (P)
R = . (VI=-17)

P Kj,(P)
KP 1 + + —
Kip Kjip(A)
It can readily be shown that this expression is identical to
the equation for the A<—P exchange of Table VI-2, where B and

Q = 0. Equation (VI-17) allows calculation of Kp/VZ by analogy
with the procedure for determination of K,/V;.

2. The Random Bi Bi Mechanism (Rapid Equilibrium)

It can be shown from the equation for the rapid equilibrium
Random Bi Bi mechanism of Table IV-~2 that, when abortive ternary
complexes do not form,

1
R=r—i—y, (VI-18)

1 1

__.+——

Vi, VvV,

when all substrates and products are at saturating concentrations.
Thus R, or the apparent maximal exchange velocity, will represent
a lower limit for V; and for V,.

E. Experimental Protocol

Although measurements of substrate-product exchange reactions
may be conducted at or away from thermodynamic equilibrium, we
shall restrict this discussion to the techniques applying to the
former. Moreover, thHere will be no treatment of kinetic isotope
effects upon the rates of isotope exchange presented here, as

we shall assume that the radioactive substrates and products be-
have identically to the nonradioactive substrates and products.
For a discussion of such isotope effects in enzyme catalyzed re-
actions, the reader is referred to the excellent review by
RICHARDS (12) and several reports from BOYER's laboratory (13,
14) . Since any particular half-reaction catalzyed by those en-
zymes displaying Ping Pong kinetic mechanisms is also at equi-
librium whenever the substrate and product of the respective
half-reaction are present, the measurement of such exchanges
does fall into the category to be described.

The basic equation relating the rate of isotope exchange, R, to the
concentrations of the substrate-product pair can be given as (1):

R=-[1n(1 - F)] @@/t [(a) + (p)] (VI-19)

where A and P are the substrate and product of the exchange re-
action under consideration, and F is the fractional attainment
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of isotopic equilibrium determined at time t* . Because isotopic
equilibrium can be defined as the point at which the specific
radiocactivity of A is exactly equivalent to the specific radio-
activity of P, F is measured by the ratio of total radiocactivity
in P at some time t to the total radioactivity in P after attain-
ment of isotopic equilibrium5. The usual approach used to make a
measurement of R is to permit the substrates and products to in-
cubate in the presence of enzyme to ensure thorough equilibration,
to then initiate the exchange of labeled material by the addi-
tion of a small aliquot of highly radioactive substrate (A*) or
product (P*), and, finally, to quench the reaction at some time
t and determine F after separating and counting the total radio-
activity in the A and P pools. From t, F, (A), and (P), one may
then readily evaluate R, which the reader should note has units
of molarity * min~!. Although this seems relatively straight for-
ward, there are a number of factors which are implicit in Eq.
(VI-19) to be considered before such measurements are actually
undertaken. Moreover, there are a number of empirical consider-
ations which can greatly simplify the task if properly mastered.
Some of these implicit and empirical factors form the basis for
the following discussion, and they should prove to be of inter-
est to anyone attempting to carry out equilibrium exchange ki-
netic studies. It is advisable, however, for the reader to

also consult a number of the references cited in this section

to gain an appreciation of specific technical problems encoun-
tered with particular enzymic reactions. These references also
contain a wealth of information on the preparation, purifica-
tion, separation, and measurement of labeled compounds.

To conduct equilibrium exchange reactions, one must have some
knowledge of the apparent equilibrium constant, K.,, which is
often referred to as the mass action ratio. It is really this
apparent constant, and not the true thermodynamic constant, K,
that is pertinent to such studies. For many reactions, Kqq de-
pends upon the relative affinity of the substrates and products
for a particular metal ion, or, more commonly, upon the hydrogen
ion activity. For example, the hexokinase reaction equilibrium
is strongly influenced by both these factors (15), and the pH
and magnesium ion concentration should always be specified when
K is presented. For any two substrate-two product reaction,

eq
Keq is given as:
(P) (Q)
Keg = —. (VI-20)
(a) (B)

Since we must obtain an accurate value of P* and A* at isotopic
equilibrium to obtain accurate estimates of F, choosing the

* For the exchange reaction between substrate A and water, this
expression reduces to: R = - (A)|{1ln(1 - Fi]/t.

5 Although radioactive substrates and products are most general-
ly employed in such experiments, nonradioactive isotopes such as
deuterium, %0, or !°N may also be used.
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proper (P)/(A) and (Q)/(B) ratios to be used in the experiments
is quite important. In general, the experimentally adjustible
(P)/(A) ratio should fall in the range from 0.05 to 20, If the
ratio lies outside this range, it may be quite difficult to ob-
tain an accurate value of P* tjne = t/P* j50t0pic equilibrium OF the
P*/A* ratios. It is also true that the presence of contaminating
levels of P* in A* is most cruical when the (P)/(A)ratio is outside
the recommended range. One should also choose the (P)/(A) ratio
such that an accurate progress curve for the conversion of A¥*
into P* can be obtained. Obviously, it is inadvisable to choose

a ratio of 0.05 if the exchange rate were to be measured by the
addition of radioactive A*, of which only about 5% would be con-
verted into P at isotopic equilibrium. This would mean that F
will be 0.5 when only 2.5% of A* is transferred into the P pool.
It would clearly be more advantageous to arrange the experimental
conditions such that a large fraction of A* appears in this prod-
uct pool.

A compromising factor in the choice of the (P)/(A) ratio is, of
course, the (Q)/(B) ratio which must be adjusted such that the
product of these ratios satisfies Kgq. Although Q and B do not
appear in Eq. VI-19, their concentration will determine the de-
gree of saturation of the enzyme with respect to Q and B, and
thereby affect R, It is therefore important to bear in mind that
one can often alter K., as described earlier. It should be re-
cognized, however, that changing the pH will also influence the
apparent stability constants for metal-ligand complexes, which
often serve as the actual substrates in the reaction. In any
case, once the (P)/(A) and (Q)/(B) ratios are chosen, it is
advisable to mix P and A or Q and B in these ratios at concen-
trations corresponding to the highest levels to be used in the
rate experiments; this prevents errors in preparing the reac-
tion mixtures, and by properly combining these solutions and
making serial dilutions of them, one can convehiently set up an
exchange experiment with minimal delay.

Another factor of some importance is the time at which the reac-
tion is quenched. As shown in Fig. VI-3, the conversion of A¥

to P* obeys a simple first-order relationship as described by
Eq. (VI-19). To minimize the error in measuring F, one should
stop the exchange reaction when approximately 50% of the A* is
consumed. Estimates obtained in the time interval corresponding
to 0.5 to 3 times the half-life for the exchange generally give
adequate values provided that the experimental error is less
than 5%. From Fig. VI-3, it is also evident that the incubation
time must exceed a period equal to approximately 5-6 times the
reaction half-life to get accurate values of the distribution
of total radioactivity at isotopic equilibrium. It is advisable
to experimentally obtain this distribution as there are often
concentration-dependent changes in the substrate/product ratios
if a metal ion binds preferentially to one substrate or product.

At this point it may be of value to illustrate how isotope ex-
change experiments were carried out with yeast hexokinase to
establish the participation of a random kinetic mechanism. The
exchange measurements were carried out at pH 6.5 to decrease



178

(1-F)
T

Qg

Time

Fig. VI-3. Plot of (1-F) versus time after addition of isotope to a system
at chemical equilibrium

the preponderance of ADP and glucose-6-P at equilibrium. The
equilibrium constant in the presence of excess metal ion at this
PH is 400, whereas at pH 8.0 the apparent equilibrium constant
is roughly 12,700. In addition to buffer and magnesium ion, each
reaction mixture contained a variable concentration of ADP and
ATP, maintained at a constant (ADP)/(ATP) ratio of 19. Similarly,
the glucose-6-P and glucose were maintained at a (glucose-6-P)/
(glucose) ratio of 20, but their absolute concentrations were
held at a fixed level which was saturating based upon the known
values of their Michaelis constants from initial rate measure-
ments. This can be easily accomplished by combining three so-
lutions: Solution A, containing imidazole-nitrate buffer and
magnesium ion; Solution B, containing the ADP and ATP in their
proper ratio; and Solution C, containing the proper ratio of

the sugar substrate and sugar-P. By making dilutions of Solu-
tion B, one may measure the Rglucose-6-P~—glucose ©F the Rapp—aTp
as a function of the absolute levels of the nucleotides by in-
troducing labeled glucose or ATP, respectively. Before the ad-
dition of labeled substrate or product, the reaction mixtures
were permitted to fully equilibrate in the presence of yeast
hexokinase, and the exchange reaction rates were then measured
after the addition of labeled compound. The data for such an
experiment, as well as for the companion experiment in which

the levels of glucose-6-P and glucose were varied, are presented
in Fig. VI-4., Lack of a depression in the exchange rate when all
hexokinase substrates and products approach saturation excludes
the participation of an ordered kinetic mechanism. It should be
noted that the observed maximal ADP<—ATP exchange rate is ap-
proximately 50% greater than the corresponding glucose~—glucose-
6-P exchange rate; the significance of this observation has al-
ready been discussed. Suffice it to say that the rate of sub-
strate-product interconversion is not equivalent for each path-
way in the random mechanism describing the hexokinase reaction,
and this equilibrium exchange technique provides the strongest
evidence for this phenomenon.
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Fig. VI-4 a and b. (a) The effect of ATP and ADP concentrations on equilib-
rium reaction rates catalyzed by hexokinase. The reaction mixtures contained
at 25°: 57.8 mM imidazole-NO3, pH 6.5; 13 mM Mg(NO3),; 2.5 mM glucose; 38.5
mM glucose-6-phosphate; 16.8 pg (29 Kunitz-McDonald units) of yeast hexoki-
nase per ml; ATP and ADP as shown in the figure; and 0.34 mg of bovine
serum albumin per ml. (b) Effect of glucose and glucose-6-phosphate concen-
tration on equilibrium reaction rates catalyzed by hexokinase, The reaction
mixtures contained, at 25°: 57.8 mM imidazole-NO3, pH 6.5; 13 mM Mg(NO3)j;
0.99 to 2.2 mM ATP; 25.6 mM ADP, glucose, and glucose-6-phosphate as in
figure; 7.83 ug (13.5 Kunitz-McDonald units) of yeast hexokinase per ml;
and 0.624 mg of bovine serum albumin per ml

It is also possible to attempt to measure the initial rate of
equilibrium exchange reactions as described by MORRISON and
CLELAND (2). In this method, one adds a small aliquot of la-
beled substrate or product and follows the initial rate of trans-
fer from the reactant to product pool. The initial rate of ex-
change is, of course, determined by the rapidity with which the
substrate and product shuttle forth and back at equilibrium.
During the early phase of the exchange measurement, the reverse
reaction will occur, but the amount of P* formed from A* that
returns to the substrate A pool will be negligible. Ultimately,
the reverse reaction rate will become appreciable, and finally
the, distribution of label will approach isotopic equilibrium.
In this respect, initial rates of equilibrium isotope exchange
reactions are entirely analogous to kinetic studies of the net
reaction rate. This method requires A* to be of higher specific
radioactivity than the method previously described, and one now
must measure the appearance of a substantially smaller fraction
of P* such that less than 10-20% of A* is utilized. Because one
should determine F in the former method at several time inter-
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vals to insure valid measurements, both methods require about
the same amount of effort. One inherent disadvantage of the ini-
tial rate approach, however, is that the same amount of tracer
must be added to each reaction mixture; with the former method,
one need not add identical amounts of tracer provided that the
P*/A* ratio is evaluated at isotopic equilibrium, as should gen-
erally be done. An example of the use of the initial rate of
isotope exchange technique in studies of rabbit skeletal muscle
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Fig. VI-5 a and b. (a) Effect of increasing concentrations of the MgADP-
creatine pair on the initial velocity of the ATP-ADP exchange. (b) Compari-~-
son of the experimental data of Fig. VI-5(a), plotted in reciprocal form.
The theoretical values for 1/v were multiplied by 1.55 and are represented
by the solid lines. Basic reaction mixtures contained in 0.5 ml; O.1 M
triethanolamine-HCl buffer (pH 8.0), 0,01 mM EDTA, 3.85 mM ATP, 0,323 mM
ADP, 5.52 mM MgClp, 1.39 mM creatine, 0.756 mM phosphocreatine, and 1 Mg

of creatine kinase. The concentrations of MgADP~ and creatine were increased
as indicated in the figure. The exchange reaction was started by the addi-
tion of 40 ul of e _arp (0.4 uC); temperature, 30°. Exchange rate (V) is

expressed as millimicromoles per min per ug of enzyme
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creatine kinase is shown in Fig. VI-5. The data indicate that
raising the absolute concentrations of MgADP!~ and creatine de-
creases the rate of the ATP<—ADP exchange reaction as a result
of the formation of an enzyme-MgADP-creatine abortive ternary
complex. This experiment also illustrates a potential use of
isotope exchange measurements to detect kinetically important
abortive complexes.

Another means by which it may be possible to distinguish com-
pulsory ordered and random addition mechanisms was recently de-
scribed by WEDLER and BOYER (16). In this approach, the absolute
levels of all substrates and products are varied while their re-
lative concentrations are held constant. The basic idea is that,
for cumpulsory ordered binding mechanisms, inhibition of the ap-
propriate exchange rates will be observed as the absolute con-
centrations of reactants and products are increased sufficiently
high. On the other hand, competitive effects between substrates
and products observed in random mechanisms will not inhibit these
exchange rates., This approach is illustrated for the Escherichia
col? glutamine synthetase reaction in Fig. VI-6. In this case no
depression in the exchange rate was observed, and the data are
incompatible with an ordered addition of substrates.
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Fig. VI-6. The effects on equilibrium exchange rates of varying all sub-
strate concentrations simultaneously and in constant ratio. Details of the
experimental protocol may be found in Reference (16)

Finally, it was recently demonstrated that equilibrium exchange
measurements may be useful in studies of kinetic properties at
high enzyme concentrations (17). It was reasoned that the rates
of equilibrium exchange reactions which are necessarily carried
out in the presence of both reaction products may be consider-
ably slower than the rates of the net reaction., For the latter,
accurate initfal reaction rates can only be obtained by the use
of fast reaction instrumentation, generally of the stopped-flow
type. Moreover, for reactions such as those catalyzed by many
phosphotransferases, it is necessary to couple the production
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of a product to a second enzyme system involving a chromophoric
product, or to measure the rate of proton release by using a dye
such as cresol red, which may bind to the enzyme itself. These
approaches and their associated experimental difficulties are
partially obviated by the isotope-exchange technique, which only
requires a means for rapidly initiating and terminating the re-
action. For example, it was possible to demonstrate that the
maximal exchange rates of the hexokinase reaction are strictly
proportional to the concentration of the yeast enzyme up to lev-
els of 0.1 mg/ml. Furthermore, PURICH and FROMM (17) showed that
the kinetic reaction mechanism at such concentrations was still
random, The utility of this approach is further illustrated by
the data presented in Table VI-3. Here, the enzyme concentrations
tabulated represent that amount of enzyme that could be convient-
ly studied by these techniques provided that the reaction time
was 1 sec.

Table VI-3, Estimated enzyme concentrations at which isotope exchange measure-
ments could be made provided that the reaction periods were 1.0 second

Enzyme and Exchange Reaction® Estimated enzyme
Reference concentration
Number (mg/ml)
Hexokinase Glucose-Glucose-6-P 22

(3) ADP-ATP 9.8
Maltodextrin P;-Glucose-1-P 3.7

Phosphorylase Dextrin-Glucose-1-P 4.4

(18)
Creatine Kinase Creatine-Creatine~P 5.9

(2) ADP-ATP 14
Galactokinase Galactose-Galactose-1-P 40

(19) ADP-ATP 19
Malate Dehydro- Oxaloacetate-Malate 1.6

genase DPNH-DPNT 0.3

(20)
Alcohol Dehydro- Ethanol-—Acetaldehydeb 1.8

genase DPNH—DPN+, 4.0

(21)

@ For clarity, only the exchange reactions for the varied substrate~-product
pair are presented. Since the nonvaried substrate-product pair may be at
any experimentally convenient concentration, it does not generally limit
the method.

b Estimates for the alcohol dehydrogenase exchange rates were made from
the values observed in the absence of imidazole.
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F. Isotope-Trapping

In an attempt to gain insight into the mechanism of glutamine
synthetase action, MEISTER and his coworkers (22) sought to iden-
tify the nature of the substrate bound to the enzyme using pulse-
chase type experiments. They found that when !*C-glutamate and
ATP were incubated with enzyme and NH,OH and a large excess of
l12c-glutamate added simultaneously, a significant amount of label
was incorporated into the newly formed glutamine. Other combina-
tions of preincubated substrates, e.g., l!%*C-glutamate and NH,O0H,
did not permit trapping of the label. It was finally concluded
that only !“C-glutamate and ATP form a complex with glutamine
synthetase which precludes equilibration with added !2C-glutamate
when glutamine is formed.

ROSE et al. (23) in an elegant series of studies have attempted
to quantitate and formalize the isotope-trapping procedure using
hexokinase as a model. Scheme VI-2 outlines their approach to
the calculation of k,, the off constant for l%*C-glucose (G*)
binding in the hexokinase reaction.

k k3 (ATP) ks
E +G*----'\E . G*=E « G*¥ « ATP—>E + P*
X, k.,

Scheme VI-2

The rate of conversion of E « G* to E + G* is k,(E + G*). Under
the experimental conditions ATP and l2C-glucose are added and
the reaction rapidly quenched. The !“C-glucose is diluted by
12c-glucose to the extent that only a very small fraction of
ltc-glucose is carried to glucose-6-P after cold glucose addi-
tion. This small carry over could easily be accounted for by
including 3H-glucose in with the !2C-glucose and subtracting
the 3H-glucose-6-P from the l%C-glucose-6-P.

The rate of conversion of E - G* to P is equal to (E - G*)kj
(ATP)ks5/ (ky + ks) where ks/(k, + ks) represents the fraction

of E - G* « ATP which is converted to P. At a certain level of
ATP, designated K,;/,, half of the E - G* will be converted to G*
and the other half to P*, Under these conditions,

ko = kgKl/zks/(kq + ksg). (VI-21)

The fraction k3/(ky + ks) is 1/Kapp and ks is k.,¢. Equation
(VI-21) thus becomes

Ki/2 * Kcat
= (VI-22)

Ka

The terms k., and K, are determined from initial velocity ex-
periments where

Kcat = V1/Eg. (VI-23)
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In order tocalculate k;, it is necessary to determine K, ,/, from
a pulse chase experiment and Kz and kcat from initial rate ex-
periments. In their experiments with hexokinase, ROSE et al. (23)
graphed l%C-glucose trapped against the concentration of ATP.
The value of K;/, was then determined as the concentration of
ATP required for 50% trapping.

The isotope-trapping approach does have certain limitations. It
is important that the complex involving the labeled substrate

(E « G* in Scheme VI-2) have enough radioactive substrate bound
to it so as to provide enough labeled product for significant
counting. This can be accomplished with high specific activity
substrate, an enzyme that has a low dissociation constant for the
labeled substrate, and large quantities of enzyme. ROSE et al. (23),
for example, use a trypsin treated isozyme of hexokinase rather
than the native enzyme, because the treated enzyme has a greater
affinity (by approximately a factor of ten) for glucose. Intheir
determination of K;/,, the investigators used a 25 uM solution

of enzyme; however, initial rate experiments with the native en-
zyme require about 1 nM enzyme (24). Experiments of this type
are, of course, seriously compromised if the kinetic parameters
such as kqat and K, are affected by alterations in enzyme con-
centration. This problem could be circumvented by measurement

of inital rates at enzyme levels used in the isotope-trapping
experiments. A stopped-flow device could be used for this pur-
pose.
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Chapter VII

Isomerization Mechanisms and the ¢
and Haldane Relationships

A. The & Relationships

In 1957 DALZIEL (1) described certain relationships that must
be obeyed when initial rate experiments are carried out in both
directions at a single pH for kinetically reversible bireactant
systems. More recently, DALZIEL has extended this treatment to
terreactant enzymes (2). The use of these relationships, called
¢ relations, represents an important and powerful tool in enzyme
kinetics for making a choice between certain kinetic mechanisms;
however, its application requires very exact kinetic data and
experimental reversibility. Another problem, which will be al-
luded to later, is that at least one type of kinetic mechanism,
the rapid equilibrium Random Bi Bi mechanism, can in theory pro-
vide ¢ relationships consistent with all those bireactant mech-
anisms that exhibit specific and unique ¢ relationships.

In a historical context, certain experimentally unpredicted ¢
relationships led MAHLER and his coworkers to propose the exis-
tence of the so-called isomechanisms (3). This most important
contribution represents another example of serendipity that re-
sults when kinetic data do not adhere to predictable theory.

In the section below are described some of the ¢ relationships
for a variety of kinetic mechanisms for Uni reactant and Bi re-
actant systems. Many of these equations are taken fromthe studies
of DALZIEL (1).

Table I-1 relates DALZIEL's (1) and CLELAND's (4) nomenclature.
Expressing initial velocity equations in either form has certain
distinct advantages. CLELAND's nomenclature for kinetic equations
permits one to obtain a relatively large number of ways in which
Keq can be expressed in terms of kinetic parameters. On the other
hand, DALZIEL's (1) method permits one to describe clusters of
rate constants as coefficients, called ¢'s. It is possible to
gain insight into the sequence of enzyme and substrate interac-
tions and certain isomerization steps from a comparison of the
different ¢ relationships.

Equations (VII-1) and (VII-2) describe initial rate equations
for the Theorell-Chance (Mechanism I-9) and Ordered Bi Bi mech-
anisms (Mechanism I-8), respectively, in the absence of product
in terms of ¢ coefficients (1).
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Eg 1 1 1 ko 0 % dap
—_—=— 4 + + = ¢y +—+ — +
v ks k1A k3B ki1k3 (A) (B) A B (A) (B)
(VII-1)
Eg 1 1 1 (ky + ks)  kp(ky + ks)
—_—= (— +—) + + + =
v k5 k7 klA k3k5B k1k3k5(A) (B)
oa ¢p ®aB
‘I’O + — + —_—t — (VII—2)
A B (A) (B)

It can be seen that, as in the case of CLELAND's nomenclature
(4) , the initial rate equations are identical for these two mech-
anisms.

DALZIEL's ¢ relationships (1) represent a comparison between the
¢ coefficients in one direction and those in the other direction;

<I>P<I>Q dadp 1 + 1
i.e., %y and and %' and . In Eq. (VII-2) ¢y = (— 77—
r %0 @PQ 0 oap q1 1 0 ks k-
and thus for the reverse reaction ¢,' = (E— +'£:). The reader
2

is referred to Chapter III for a review of procedures for sub-
stituting reverse for forward reaction rate constants for sym-
metrical mechanisms.

Table VII-1 compares the ¢ relationships for a few bireactant
kinetic mechanisms. A serious limitation in this approach in-
volves the type of relationship to be expected for the rapid

equilibrium Random Bi Bi mechanism. The following equalities

hold for the mechanism of Scheme I-7:

1 K, Kp K;iaKp
¢g =—— , 65 =——, &g =——, dpp = —— (VII-3)
k; k, k; k,
1 Kq Kp KiqKp
q,ol = —, QQ = —, CDP = —, ‘I’PQ = — (VII—4)
ko ks ko ko
oa

1 o5 (K
If a comparison is made between ¢y} 37— | and B2 and
1 350~ (K k2 ¢aB 1Ki
o

o ) and %50 (sziq) ’
may exist. Thus certain ¢ relationships that seem to be unique
(see Table VII-1) may also apply to the Random Bi Bi mechanism.
These considerations point to the fact that one cannot use these
relationships exclusively to make a choice of mechanism for bi-
reactant systems. The procedure is obviously useful if the in-
vestigator can support a proposed mechanism which has been ar-
rived at by other means, with the ¢ relationships.

it is clear that any ¢ relationship



188

Table VII-1. ® Relationships for bireactant kinetic mechanjisms

Mechanism Relationship
opdg
Ordered Uni Bi (Mechanism I-5) oy > oo
Theorell-Chance (Mechanism I-9) 9y = ' Qo' =
opg ¢aB
opdg dpdp
Ordered Bi Bi (Mechanism I-8) Qo > , ¢0' >
®pg ®aB
Ping Pong (Mechanism I-10) None, %pp and ¢PQ equal 0.
Random Bi Bi (Mechanism I-7) Any ¢ relationship is possible.

DALZIEL (2) has presented ¢ relationships that apply to certain
terreactant systems, and the reader is referred to the original
work for additional information on this subject.

The determination of the ¢ parameters can be made by analogy to
the kinetic parameters, Kiar K3, Ky, etc., which are considered
in Chapter III. Figure VII-1 is a primary plot of Ey/v versus 1/A
and it evaluates the intercept and slope of the double recipro-
cal plots in terms of ¢ parameters and substrate B. Replots of
the intercepts and slopes as a function of 1/B are depicted in

Eo/V 3

Intercepts = Qoo P

1/A

Fig. VII-1. Plot of Ey/v versus 1/A at three different fixed concentrations
of substrate B. The values for the intercepts and slopes are shown on the
graph
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Figs. VII-2 (a) and VII-2 (b), respectively. These replots permit
calculation of the four ¢ parameters. The experimental protocol
is identical whether one determines the ¢ or CLELAND's (4) ki-
netic parameters.

(a) } (b)

Intercepts
Slopes

Slope = @y Slope = $,g

®
@, A

1/B 1/B

Fig. VII-2 a and b. (a) Secondary plot of intercepts versus 1/B from the
primary plot of Fig. VII-1., The values for the intercepts and slopes of
the secondary plot are shown on the graph. (b) Secondary plot of slopes
versus 1/B from the primary plot of Fig. VII-1. The values for the inter-
cepts and slopes of the secondary plot are shown on the graph

B. The Haldane Relationships

HALDANE (5) was the first to show that a relationship exists
between certain kinetic parameters for a kinetic mechanism and
the apparent equilibrium constant, Kege In the case of the mech-
anism depicted in Scheme I-2,

kikj
(VII-5)

Ke .
T Kk,

This equation may be expressed in terms of kinetic parameters in

the following ways,

V1Kp Kip

(VII-6)

Keq
V2Ka Kj_a

ALBERTY took advantage of these identities to extend the treat-

ment to bireactant systems (6). He showed that a choice of mech-
anism could be made between the Theorell-Chance and the Ordered

Bi Bi and rapid equilibrium Random Bi Bi mechanisms.

NORDLIE and FROMM (7) used the Haldane Relationship, as proposed
by ALBERTY (6), to rule out the Theorell-Chance mechanism for
the enzyme ribitol dehydrogenase (ribitol:NAD oxidoreQuctase;
1.1.1.c). They first determined Keq from both the NAD'  and NADH
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sides of the reaction at pH 8.0 in Tris-Chloride buffer at 28°.
Kinetic studies of both the forward and reverse reaction were
also undertaken at this pH and temperature.

In order to derive Haldane Relationships, it is necessary to
first get an expression for Keq in terms of rate constants for
a particular mechanism.

Three mechanisms, the Ordered Bi Bi, the rapid equilibrium Ran-

dom Bi Bi, and the steady-state Random Bi Bi, will be used to
indicate how the K¢y is obtained.

1. Ordered Bi Bi (Scheme I-8):

(EA) k,
E + A—EA, ——— = — (VII-T7)
(E) (B) ko
(EXY) kj
EA + B—EXYy, ——————— = — (VII-8)

(EA) (B) ky

(EQ) (P) ks

EXY==EQ + P, = (VII-9)
(EXY) kg
(E) (Q) ky
EQ;E + Q, —_—— = —— (VII—10)
(EQ) kg

The expression EXY is taken to represent the central complexes.
Multiplying the four equilibria gives

Keq = (P) (Q)/(A) (B) = kiksksky/kokykgkge (VII-11)

If the mechanisms are symmetrical and not branched, the rate con-
stants will be related to K.q in the following fashion:

product of odd numbered rate constants
Keq = . (VII-12)
product of even numbered rate constants

2. Rapid Equilibrium Random Bi Bi (Scheme I-7):

(EA) 1 (EAB) 1 (E)(Q) (EQ) (P)
= ; =—; ——— = Kjq5 —— = Kp (VII-13)
(E)(A) K;, (EA)(B) K, (EQ) (EPQ)
K; ,Kp (EAB)  K; Ky (EPQ)
E = = (VII-14)
(2) (B) (P) (Q)
(P) (Q)  KigKp(EPQ)
= = (VII-15)

Kog
(A) (B)  KjKp (EAB)
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From the expressions v; = k; (EAB), Vv,
equilibrium,

k, (EPQ), and v; = v, at

KiK; K, V1K, K. V;K, K VK, K VK K
1 1 q
Keq = 1P _ 9P Pd___1dp._ P9 (viz-1e)

sziaKb VzKiaKb VZKibKa VzKibKa VzKiaKb

3. Steady-State Random Bi Bi (Scheme V-7):

(EA)  k; (EB) ks  (EAB) ks (EAB) ky
=— — = — = = (VII-17)
(E) (&) k> (E) (B) ky (EA)(B) kg (EB)(A) kg
(EQ) ki (EP) kig (EPQ) ki, (EPQ) kyy
= H = ; = ; = (VII-18)
(E) (Q) kis (E) (P) k17 (EQ) (P) k;;  (EP) (Q) ks
(E)2(a)2(B)?2 kokykgkg (E)2(P)2(Q)?2 kii1ki3kysky7
kokykgkg (EAB) 2 kii1ky3kyskyy (EPQ) 2
E2 = = (VII_20)
kiksksk7(A)2(B)2  kiskinkigkig(P)2(Q)?
kikskskykii1k)skisky 7 (EPQ) 2 (P)(Q) ] 2
= (VII-21)
kokykekgkyokiyk; kg (EAB) 2 (n) (B)
at equilibrium kg (EAB) = k;,(EPQ) and
kg 2 EPQ 2
(—) = (—) (VII-22)
k1o EAB
kg |kikgzkskykiikigkiskiz]1/2
Keq = (VII-23)
k1o | kokykekgk)okyykigkysg

One of the significant advantages of using CLELAND's nomencla-
ture (4) is that it is capable of generating many more Haldane
Relationships than the other nomenclatures currently in vogue.
For example, using DALZIEL's ¢'s (1) only one Haldane can be
obtained for the Ordered Bi Bi mechanism (Eq. (VII-24)), where-
as with CLELAND's nomenclature two Haldanes are possible (Eq.
(VII-25)).

2pg

Keg = . (VII-24)
%aB
VK Ky (V1) 2K, K

Keq = Ll S P d (VII-25)

VoK;iaKp  (V2) 2R Kip
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According to CLELAND (4), the various kinetic parameters are re-
lated to Ke¢gq in the following manner:

(V1) K (5)K () K
Ko = p) ™ (q) ™ (x) (VII-26)

q
(V2) PR (4)K ()K (¢

where K (,) maybe K, or Kj,. It can be seen from Eq. (VII-25)
that n equals either 1 or 2 for the Ordered Bi Bi mechanism. On
the other hand, for the Theorell-Chance mechanism there are six-
teen Haldane Relationships and now n can equal -1, O, 1, 2, and
3. The Appendixz contains certain of the Haldane Relationships
along with the initial rate equations for certain kinetic mech-
anisms.

GARCES and CLELAND (8) investigated the kinetics of the yeast
nucleoside diphosphate kinase reaction and found the mechanism

to be Ping Pong Bi Bi. They also determined the equilibrium con-
stant for the reaction at pH 8.0 in 0.1 M triethanoclamine-acetate
buffer in the presence of 10 uM ethylenediaminetetraacetate and

1 mM free Mg2+ at 30°. The kinetic studies were carried out under
the same conditions, and an excellent correlation was found be-
tween the equilibrium constant and the kinetic parameters; i.e.,
the Haldane Relationship. Equation (VII-27) illustrates the Hal-
danes for the Ping Pong mechanism along with the values for the
various expressions.

K; K; V1K, K V1K K (V1) 2K K

Keq = 2 - ra S B S (VII-27)
KiaKip V2K; aKp V2K Kip (Vy) 2KaKb

1.28  1.28 1.31 1.26 1.28

GARCES and CLELAND (8) were also able to determine the equilib-
rium constants (Keq) for the two partial reactions illustrated
in Scheme I-10 for the Ping Pong Bi Bi mechanism:

MgATP + E<—F + MgADP (VII-28)
V]_Kp

Keq, = = 0.188 (VII-29)
1 VoK,

MgUDP + F—E + MgUTP (VII-30)
V]_:Kq

Keq = = 6.76 (VII-31)
Z VyKp

The Haldane relationship is a useful adjunct in studies of iso-
tope exchange at equilibrium as well as simple isotope exchange
experiments. For example, let us assume that one is interested
in measuring the P<—A exchange in the presence of B and Q and
let us further assume that the kinetic parameters are pH inde-
pendent. If a proton is either utilized or liberated in the re-
action, one may calculate the pH at which one could maximize
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the exchange being measured to obtain experimentally meaningful
results.

The Haldane expression has been used as an aid in determination
of rate constants when studies of product inhibition are made

in a single direction only (see Chapter V). If the rate constants
are determined independently, the Haldane Relationship may be
used as a check of the accuracy of these constants as illustrated
for yeast nucleoside diphosphate kinase (8).

The Haldane expression has also proven to be of value in under-
standing why one isozyme may catalyze a thermodynamically re-
versible reaction, whereas another isozyme will not. This point
may be illustrated by citing data with yeast and mammalian hexo-
kinase (9). These enzymes, although not isozymes, do catalyze
the same reaction and therefore the reactions exhibit the same
Keg. The yeast enzyme catalyzed reaction, is demonstrably re-
versible at pH values from 6.5 (10) to 7.6 (11). On the other
hand, the enzyme from bovine brain catalyzes a reaction that
can be reversed only with difficulty at acid pH (12). The Hal-
dane Relationship for either the rapid equilibrium Random Bi Bi
mechanism or the Ordered Bi Bi mechanism is

Vi1K;iqK

9P

Keq = — . (VII-32)
VoK; Ky

At pH 7.5 Kgq = 4,000 (13). In the case of the yeast system,
V1/V, is approximately 20, whereas in the case of the mammalian
enzyme, this ratio is about 25,000. This relatively large dif-
ference between the two hexokinases is primarily a result of the
fact that Kjq for glucose-6-P is about 1 uM for the brain enzyme
and about 5 mM for the yeast enzyme catalyzed system.

The specific activity of yeast hexokinase is 200-600 y moles/mg/
min, whereas the specific activity for the brain enzyme is about
80 u moles/mg/min. Thus an equivalent amount of yeast enzyme ca-
talyzes the reverse hexokinase reaction at 3,000 to 10,000 times
more rapidly than the brain enzyme. It is for this reason that
the latter phosphotransferase seems "irreversible", and one need
not be concerned that these enzymes may violate the concept of
microscopic reversibility. The physiological implications in-
volved in understanding such phenomena are obvious; not only
does the Keq affect the directionality of enzymatic reactions,
but the kinetic parameters such as the Michaelis constants, dis-
sociation constants, etc., also play an important role in this
regard.

C. Isomerization Mechanisms

PELLER and ALBERTY (14) have rigorously shown that the maximal
velocity cannot be greater than any unimolecular rate constant
involved in the direction of substrate going to product. If cal-
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culation of the rate constants for a mechanism leads to negative
values, or if the numerical value of a constant is less than the
maximal velocity (3) or if ¢,' < ¢,%5/%ap, then isomerization of
one or more stable enzyme forms may be occuring (3). An alter-
native explanation for certain of these effects is the suggestion
of MAHLER et al. (3) that an inactive binary complex may be formed
which has a lower dissociation constant than the analogous active
binary complex.

Experimental evidence has accumulated which indicates that a
large number of enzyme systems exhibit "anomalous" kinetic pa-
rameters that can best be explained by invoking the idea that
certain stable enzyme forms isomerize. ALBERTY and his coworkers
(15) compiled a list of pyridine-linked anerobic dehydrogenase
systems that quite probably undergo isomerization steps in their
kinetic mechanisms. These include heart muscle lactate dehydro-
genase and yeast alcohol dehydrogenase. Studies by WRATTEN and
CLELAND (16) suggest that liver alcohol dehydrogenase exhibits
an Iso Ordered Bi Bi mechanism, and data for muscle lactate de-
hydrogenase implicate an Iso Theorell-Chance mechanism (17).

In Chapter I it was pointed out that isomerization of stable
enzyme forms leads to alterations in rate equations when com-
pared with analogous mechanisms in which isomerizations do not
occur. On the other hand, if a central complex form isomerizes,
its effect will not be determinable from initial rate studies.
In Chapter V it was shown that, for the Uni Uni mechanisms of
Schemes I-3 and I-4, isomerization of the free enzyme affects
the product inhibition patterns. It was also shown that, if the
free enzyme isomerizes in the Ordered Bi Bi mechanism. (Scheme
V-6), there will be an alteration in the product inhibition pat-
terns relative to the simple Ordered Bi Bi mechanism. Although it is
clear that isomerization steps serve to compromise product in-
hibition studies and evaluation of rate constants from initial
rate experiments, these effects, if recognized, give additional
insight into the kinetic mechanism.

These points may be illustrated by reference to the two "Iso"
Theorell-Chance mechanisms described in Schemes VII-1 and
VII-2.

A B 0
ky| ko ks kg kg| k1o
E ks k E
EA —— EA' EQ' ——EQ
ky kg

Scheme VII-1
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»
(o]
0O

ks| ke

E 7 k7
F——FE

kg
Scheme VII-2

In the case of the mechanism of Scheme VII-1, which will be re-
ferred to as the Di-Iso Theorell-~Chance mechanism,

1 1 1 ks
0g = — + — + — +
ks k7 kg kykg

(VII-33)

(k2 + k3) (ka + kq) kqu
o = ——————; Op=——; Opp=——— (VII-34)
k1k3 ksks ki ksks

The ¢ values for the reverse reaction may be determined as sug-
gested in Chapter II, Section A-4.

1 1 1 kj opdp 1 1 1 kj
<I>O,=—+—+-——+ and = —t— +— +
k, ky kg kyky dap k, kj ky koky
(VII-35)
0,0p 2p2g
If ¢4' > then it can readily be shown that ¢4 < . On
®aB op2g oplg ?ro

. Reference to

the other hand, if ¢4 > then ¢4' <

®pg ®ap

Table VII-1 indicates that one of these relationships is not
comparable with either the Theorell-Chance or Ordered Bi Bi
mechanism,

The ¢ parameters for the mechanism described by Scheme VII-2
(Mono-Iso Theorell-Chance) are:

1 1 (k7 + kg) 1 ko (ks + kg)
q>0 =—-+———; @A = — QB = —; QAB = —
ks kv k1k7 K4 Xk 3k
(VII-36)
1 1 (k7 + kg) 1 ks(k, + kg)
¢ =—+ —; g = —————; 0p =—; dpg =T ———————
k2 ke k6k8 k|+ quske

(VII-37)
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The two ¢ relationships are:

oa%p QPQQ
and b9 >

®aB ®pg

(VII-38)

These ¢ relationships are- identical to those obtained for the
Ordered Bi Bi mechanism (Table VII-1). It is not possible to
make a choice of mechanism using the ¢ relationship as a cri-
terion; however, the product inhibition patterns for the Mono-
Iso mechanisms are unique. For the mechanisms described in
Schemes I-4 and VII-2, the substrates and products react with
different enzyme forms and are therefore not competitive inhi-
bitors. This will be true for all Mono-Iso Ordered mechanisms
when free enzyme isomerizes.

Cited below are a few additional Uni, Bi, and Terreactant Iso
mechanisms. Table VII-2 illustrates some of the features of the
Iso mechanisms that serve to distinguish them from mechanisms in
which stable enzyme forms do not isomerize,

1. Iso-Uni Bi

A p Q
kl k2 k3 k4 k5 ks
E EA ' EQ k-
EPQ F—— E
kg
Scheme VII-3
2. Mono-Iso Ping Pong Bi Bi
A P B Q
kil ko k3| ky ks| kg k7| kg
E EA F EQ ko
—_
Ge——E
kio

Scheme VII-4
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3. Di-Iso Ping Pong Bi Bi

A P B Q
ki | k2 ks | ky k7 | ks kg | k1o
E EA ks EQ
FTG H=—>E
6

Scheme VII-5

4, Mono-Iso Uni Uni Bi Bi Ping Pong

p C Q R

| S N

E EA E'—F FB (FBC) ER E
ERQ

Scheme VII-6

5. Di-Iso Bi Uni Uni Bi Ping Pong

B P c Q

R

E EA (EAB F=G GC \ ER I—E
FP EQR

Scheme VII-7

6. Tri-Iso Hexa Uni Ping Pong

I N

E EA E'=F FB G=H HC I E

Scheme VII-8
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Chapter VIII

The Effect of Temperature and pH on Enzyme
Activity

A. Effect of pH on Enzyme Kinetics *

It has long been recognized that enzyme catalysis is markedly
influenced by alterations in the hydrogen ion concentration,
MICHAELIS and DAVIDSOHN (1) in 1911 attempted to explain the
characteristic bell-shaped velocity versus pH curve obtained for
many enzyme catalyzed reactions. They proposed that the enzyme,
which was assumed to be amphoteric, could exist in its acidic,
basic or isoelectric form, and they suggested that it was this
latter state of the enzyme that was catalytically active. Sub-
sequent experimental studies of pH kinetics led MICHAELIS and
ROTHSTEIN to propose in 1920 (2) that it was the ionization
state of the enzyme substrate complex, rather than of the free
enzyme, that caused changes in the rate of catalysis as pH is
altered. However, it remained for HALDANE some ten years later
to suggest that it was the charge distribution associated with
certain functional groups on the enzyme, rather than the iso-
electric point of the enzyme, that was responsible for the ob-
served alterations in the rates of enzyme catalysis induced by
changes in hydrogen ion concentration (3).

Investigations of how enzyme activity is affected by pH have
given useful information on the mechanism of enzyme catalysis.
It is now recognized that experiments involving pH kinetics may
provide valuable insights into the nature of acidic and basic
groups on the enzyme which are associated with catalysis. Such
information may of course be obtained by a variety of more com-
plex methods. For example, WINER and SCHWERT (4) found from re-
latively simple kinetic experiments that a histidyl residue in
lactate dehydrogenase probably accepts a proton from lactate in
the course of substrate oxidation. This suggestion has recently
been supported by X-ray findings of ADAMS et al. (5). There are
clearly serious inherent problems associated with pH kinetic
studies of enzyme catalysis that limit the usefulness of this
approach. These include: our inability at present to correlate
particular pKs of free amino acids with amino acids residues as
they exist in proteins; the possibility that rate limiting steps
in a kinetic mechanism may change as the pH is altered; and fi-
nally, the possibility that a kinetically important pK may re-

* In this chapter proton dissociation steps will be described

by dissociation constants such as Ky, K%/ K;, Kg;r etc, For uni-
reactant systems S, P, Ky, and V,, will be substrate, product,
Michaelis constant, and maximal velocity, respectively.
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present a required conformational change of the enzyme rather
than interaction of a group on the enzyme with the substrate.
These limitations will be described in detail in the subsequent
discussion.

1. pH Functions

If one considers the following scheme for the interaction of
enzyme and protons, then two dissociations may be written,

+ Ki\ K_4\ E-

EHp " — EH <

Scheme VIII-1

K- = (EH) (d) / (EH,%) and K- = (E7) (H)/(EH). (VIII-1)

These expressions for the macroscopic constants, Kz and Kg, may
be substltuted into the conservation of enzyme equation (E, =
E” + EH + EH,%) to yield three Michaelis pH functions (6).

H KE

EH = E°/[1 —_ +_] (VIII-2)
K- H
a

_ H H?

E =Ey/]1 +— + (VIII-3)
Ks Ksz

EH, = ] (VIII-A4)

In Fig. VIII-1, EH of Eq. (VIII-2) is plotted against pH by
making the assumptions that Eg=1, K3 = 1076M, and Ky = 107°M.

It may be readily demonstrated that, when Kz and Kg are widely
separated, as they are in the example described by Fig. VIII-1,
the plateau region will be relatively flat. A sharp maximum will
occur when these values are close together. It can also be seen
from Egs. (VIII-3) and (VIII-4) that monovalent type titration
curves may be obtained when E and EH2+ are plotted against pH.
This results because in the acid region, the KE/H term is small

H H
A similar analogy holds in the basic pH region when considering
Eq. (VIII-3).

K3z Kg
relative to one in the factor, ———[} + ——J , in Eq. (VIII-4).

If, in the preceeding discussion, it is assumed that there are
two tautomers or isomers, rather than one for the intermediate
form EH, the following scheme is obtained (7).
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Fig. VIII-1, Plot of EH versus pH for the equation EH = Ep/(1 +(H/Kg) +
(KB/H)L Ep is taken to be unity and pK, = 6. The values 7, 8, and 9 indi-
cate the pKy, values for each curve. Table VIII-1 illustrates the pK_ and
pKy, values obtained from half-height estimations and those calculated
using the procedure of ALBERTY and MASSEY (13)

In this depiction, carboxyl and carboxylate groups are used;
however, this outline is also applicable to cases in which the
pKs are similar, but the functional groups different,
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It can r?adily be shown, that Kz = (K; + K,) and that

K =— . The microscopic constants, K;, K,, K3, and K,
1 1

K3 ' Ky

are not independent but are related by the expression K;K3=

KzKL‘_ .

In studies of pH kinetics, it is the macroscopic constants, Kz
and Kg, that are experimentally determinable and not the micro
constants. It can be seen that a knowledge of the macroscopic
constants alone will not permit calculation of the microscopic
constants, and another protocol, other than kinetic, will be re-
quired to give information on the two isomers described by Scheme
VIII-2, Nevertheless, these relationships may be useful. If, for
example, the microscopic constants are all equal, Kz = 4Kg. In
the case of fumarase, studied by FRIEDEN and ALBERTY 18), dis-
sociation constants were found to be 1.6 and 6.4 x 10 7 M sug-
gesting that the microscopic constants are identical (3.2 x10°7 M)
for two groups at the active site.

2, The Effect of pH on Unireactant Models

In an attempt to explain the alteration of enzymatic activity
as pH is varied, MICHAELIS and DAVIDSOHN (1) proposed the model
formalized in Scheme VIII-3.

E E

N

EH + S EHS == EH + P

[

EH, EH,

=
ol

=
ol

Scheme VIII-3

The rate equation for this mechanism can be derived by making
either equilibrium or steady-state assumptions, or a combination
of both. In the case of the Michaelis-Davidsohn mechanism, the
form of the equation is the same regardless of the assumption
made; however, depending upon the assumption made, Ky will either
be a dissociation constant (equilibrium) or the Michaelis con-
stant (steady-state). Shown below is the derivation assuming that
the proton addition and removal steps are in rapid equilibrium
relative to the other interconversions, which are in a steady-
state.

The expression for velocity is v = k3 (EHS), and the conservation
of enzyme equation is Ey = E + EH, + EH + EHS. What is required
now is an equation for velocity, in terms of E; and S, which
takes into account the various enzyme forms.
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It is clear from earlier considerations that
d(EHS) /dt = k;S(EH) - (k, + kj3) (EHS) = O. (VIII-5)
We now have an expression for EH in terms of EHS; i.e.,

K, (EHS)
EH = ——. (VIII-6)
s

It is now only necessary to get the other two enzyme forms, E
and EH, in terms of EH and, thus, in terms of EHS.

Remembering that we are dealing with equilibria and dissociation
constants,

E = KE(EH)/H and EH, = H(EH)/K;. (VIII-7)

Equations (VIII-6) and (VIII-7) are now substituted into the
conservation of enzyme expression to yield,
Ky H KS
Ey = EHS + — E + — + ——{](EHS). (VIII-8)
S Kz H

If it is recalled that v = k3(EHS), Eg. (VIII-8) may be divided
through by EHS, and the appropriate substitution made for ve-
locity to yield Eq. (VIII-9).

Vi
v = (VIII-9)
K H K-
1 + _EL.P + — + _21
S K- H
a

Equation (VIII-9) is the rate equation for the mechanism de-
scribed by Scheme VIII-3 where V, = kgEg. Equation (VIII-9) has
two particularly interesting facets. First, if we allow v = V./2,
we obtain an expression for K, which is pH dependent; i.e.,

H Kl_:)
Knps PH = K |1 + —+ . (VIII-10)
K; H

Second, at infinite S, v = Vp; i.e., V, is independent of pH and
a plot of V versus pH will yield a line parallel to the abscissa.
A graph of K, versus pH will give rise to a typical bell-shaped
curve,

It is also of interest to point out that in this mechanism, pro-
tonation of the free enzyme is required for catalysis, but more
specifically for substrate binding. The enzyme form, EH, may re-
present a particular proton dependent conformation required for
formation of the productive enzyme-substrate complex.
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The postulation of MICHAELIS and ROTHSTEIN (2) that the enzyme-
substrate complex, rather than the free enzyme, is amphoteric
is depicted in Scheme VIII-4.

ES
ki ks
EH + S — EHS —— EH + P
ko ky
a
EH,S

Scheme VIII-4

It is possible to invoke the rules described for the derivation
of Eqg. (VIII-9) to obtain an analogous expression for Scheme
VIII-4. The rate equation for the Michaelis-Rothstein mechanism
is

'
v = m . (VIII-11)

H K= K
D 4————-+——9] + =
K- H S
a

When S is set equal to infinity, the following pH-dependent,
maximal velocity expression is obtained,

V., pH = L . (VIII-12)

[

m H K-

It may easily be shown by using the rules to obtain Kp, that

K
K , pH = z . (VIII-13)
m
H KS
P +-———+‘——;]
K- H
a
LAIDLER (9) has pointed out that, at low substrate concentration
(i.e., where K, /S is the dominant term in Eq. (VIII-11), the ve-
locity expression will be independent of pH. It is also true
that, for this mechanism, when[Vy, pH/Ky, pH]is plotted against

PH, the resulting curve will be a straight line parallel to the
pPH axis.

In the evaluation of contemporary concepts of pH kinetics, the
details of which may be found elsewhere (10), VON EULER et al.
(11) incorporated the ideas of MICHAELIS and DAVIDSOHN (1) and
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MICHAELIS and ROTHSTEIN (2) into a single mechanism, which is
shown in Scheme VIII-5.

E ES E
KEb1l 1[KESb ][KEb
k) k3
EH + S &—= EHS = EH + P
Xy Ky
KEaJ[ J[ KEsa J[ KEa
EH, EH,S EH,

Scheme VIII-5

Equation (VIII-14) illustrates the rate expression for this mech-
anism where V, = k3E; and K, = (k, + kj3)/k;. Equations (VIII-15)

and (VIII-16) represent the pH-dependent V, and K, obtained from
Eq. (VIII-14), respectively.

vm
v = (VIII-14)
H Kesp Kp H Kep
1+ + + — 1 + — + —
Kgsa H S Kea i
Vm
V,, pH = (VIII-15)
H Kesp
1 +
KESa H
H KEb H KESb
Ky, PH = Ky 1 + — + — 1 + + (VIII-16)
KEa H KESa H

These last two equation indicate that, when either [V,, pH] or
[Ky, PH] is graphed as a function of pH, typical bell-shaped curves
will be obtained. According to Eq. (VIII-15), only one pH optimum
will be obtained when [V,, pH] is plotted against pH; however,

a number of different curves may result from a graph of [ K, pH]
versus pH for the mechanism of Scheme VIII-5, Depending upon the
magnitude of the four dissociation constants, either one or no

pH optimum may be obtained; however, when the ionization con-
stants are widely separated, the data will approximate a nonsym-
metrical bell-shaped curve with a single plateau. It is of inter-
est to note that the [V, pH] for the reverse reaction will con-
tain the same denominator term as Eq. (VIII-15). Thus the pKs

for this mechanism for the enzyme-substrate-proton complex should
be the same for both the forward and reverse reactions.

It is possible to envision reaction of E and EH; with substrate
in Scheme VIII-5. There will be no alteration in the basic rate
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equation and kinetic parameters, if these new steps equilibrate
rapidly and the complexes ES and EH,S do not form product. In-
clusion of these new pathways does not alter the conservation
of enzyme equation. LAIDLER (9) has considered mechanisms in
which steady-state conditions prevail and in which ES and EH,S
are productive complexes; however, the resulting rate expres-
sions are too complicated to be of practical value. OTTOLENGHI
(12) has indicated how certain of the complex steady-state rate
equations can be simplified under certain limiting conditions.

3. Evaluation of Ionization Constants

Figure VIII-1 illustrates a series of bell-shaped curves of the
type to be expected when some pH dependent kinetic parameter

such as V; is plotted against pH. If the pKs are widely spaced,
e.g., two or more pK units apart, the pKs of the acidic and basic
limbs of the curve may be estimated satisfactorily from the half-
heights of the curves. On the other hand, a number of well de-
fined procedures are currently in vogue for the determination

of dissociation constants associated with enzyme catalysis.

These methods involve the suggestions of ALBERTY and MASSEY

(13) and DIXON (14)6.

a) Procedure of Alberty and Massey (13)

The Alberty-Massey method for pK evaluation is an algebraic
solution of graphical data obtained from kinetic experiments.
The experimental protocol will be described in some detail
later in this chapter.

In order to illustrate the procedure, it is necessary first to
refer to Eq. (VIII-2). It is possible to obtain the hydrogen
ion concentration, Hp, at the maximum point on the curve of a
plot of EH versus pH. If one takes the first derivative of Eqg.
(VIII-2) and sets the resulting equation equal to zero, the
following relationship is obtained,

(Ho) 2 = KzKg. (VIII-17)

If Hyp from Eq. (VIII-17) is substituted for H in Egq. (VIII-2),
Eq. (VIII-18) is obtained
Eg
(EH)pax = . (VIII-18)
1+ 2 VRg/KZ

Now, substituting for E; from Eq. (VIII-18) into Eq. (VIII-2)
gives:

6 It is important to note that for any of these analytical pro-
cedures to give valid pKs,” the curves must be symmetrical.
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(EH) H KB
— |1 +—+—) = |1 + 2 /K/R- ). (VIII-19)
(EH) K- H @
max a
Under conditions where (EH) = 1/2(EH) 5% there will be two val-
ues for H, and Eq. (VIII-20) is obtained
H? + K-K- = HK- + 4HY K-K= or H? - (K- + 4H;) (H) + H2 = 0.
a'b a ab a 0
(VIII-20)

DIXON and WEBB (15) have shown that this equation has two real
roots and that their sum is equal to the factor (K- + 4H;) in
the quadratic equation. Thus a

H + H = K; + 4Hg (VIII-21)

where H, and H,, represent the hydrogen ion concentrations at
1/2(EH) p,x on the acidic and basic limbs of the bell-shaped
curve, respectively, and where H; is the hydrogen ion concen-
tration at (EH)pax. Kg may be obtained from Eq. (VIII-17) and
a knowledge of K=.

Table VIII-1 illustrates the values for pK, and pK, obtained

from Fig. VIII-1 by reading the pK values directly off the curves.
It is obvious that, the farther apart pK, and pK, are, the better
the pK estimate. It is clear from the data of Table VIII-1 that
excellent estimates of pKs which are only one unit apart can be
gotten using the protocol of ALBERTY and MASSEY (13).

Table VIII-1. Estimated and calculated pK values obtained from the data of
Fig. VIII-1,

Theoretical pKs Estimated pKs from 1/2 peak height pKs calculated ac-
cording to ALBERTY
and MASSEY (13)

PKy PKy, PK, PK}, IS PKy,
6.00  7.00 5.68 7.33 6.06 6.95
6.00  8.00 5.87 8.13 6.09 7.98
6.00  9.00 5.95 9.04 5.99 9.09

b) Procedure of Dixon (14)

Although the ALBERTY-MASSEY (13) method for determination of
acid and base dissociation constants has been in the literature
almost as long as the graphical protocol of DIXON (14), the lat-
ter method has received the widest attention. DIXON's rules have
been widely quoted and are as follows:

(a) The negative log of the kinetic parameter described by
Eq. (VIII-2) will consist of straight-line sections (if
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the pKs are sufficiently separated) joined by short
curved parts.

(b) The straight portions have integral slopes; i.e., zero,
one-unit or two-unit slopes. The latter two may be either
positive or negative.

(c) Each bend indicates the pK of an ionizing group. The
straight-line portions intersect at a pH corresponding
to the pK.

(d) Each pK produces a change of one-unit in the slope.

(e) Each pK of a group in the ES complex produces a posi-
tive slope increase. Each pK of a group in either the
free enzyme or free substrate produces a negative
slope.

(f) The curvature at the bends is such that, at the inter-
section of the straight-line segments the intersection
point is 0.3 unit above or below the graph. If two pKs
occur together, the distance is 0.48.

(g) The slope of any straight-line segment is equal numeri-
cally to the change in charge when the enzyme-substrate
complex dissociates to free enzyme and substrate.

Many of these rules can be understood by consideration of the
following relationship:

H K-
f =[1 + —'+—' . (VIII-22)
Kg H

By taking the negative log of this equation and considering
only the acid limb of the expression,

pf = - log(1 +—H-). (VIII-23)
K-
a

If g~ >> 1, then pf = pH - pK_, (VIII-24)
a
and it would be expected that a plot of pf versus pH will yield
a straight line with a slope of +1. If one were to consider the
pH in the region of Kg, the equation would be of the form, pf =
-pH + pKy, and a graph of pf versus pH gives a slope of -1. It
is important to point out that these relationships are valid
only when %i—>> 1 and-—b->> 1. If we assume that-li-or %%—must
a
be 10 times greater than 1 for these relatlonshlps to hold, then
it is clear that the tangent to the theoretical line of unit
slope must be at least one pH unit below the pK, or one pH unit
above the pKy. Unfortunately, this point is frequently over-

looked by investigators in studies of pH kinetics.

Now considering Eq. (VIII-23), as the pH increases, ;1 < 1, and

at low hydrogen ion activity pf = O, If pf = 0 is substltuted
into Eq. (VIII-24), we see that pH = pK,; i.e., the pH equals
the pK at the point of intersection of the two linear segments
(Rule C).
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Figures VIII-2 and VIII-3 depict the data of Fig. VIII-1 plotted
in p (EH) versus pH form. It can be seen from Fig. VIII-2 that,
when the pKs are widely separated (3 units apart), the horizontal
straight-line segment is almost tangent to the calculated curve.
On the other hand, when the pKs are not far apart (1 pK unit),
the horizontal segment is not at all close to the pH curve (Fig.
VIII-3). Fortunately, the position of the horizontal line can be

Fig. VIII-2, Graph of p(EH) versus pH of the data of Fig. VIII-1 for the
curve with pK, = 6 and pKy = 9. The broken linear lines represent Dixon seg-
ments with slopes of +1, O, and -1, intersection points at pH 6 and pH 9,
and a vertical distance between the intersection point of the linear seg-
ments and the curve of 0.3 units

Fig. VIII-3. Graph of p(EH) versus pH of the data of Fig. VIII-1 for the
curve with pKz = 6 and pK, = 7. The linear segments were drawn as indicated

in the legend to Fig. VIII-2

estimated accurately: the distance between the experimental
curve and the intersection of the two straight-line segments is
0.3. This can be seen by considering the acidic portion of

Eq. (VIII-2),

Ep
EH= —M—— , (VIII-25)

]

a
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If Eq9 equals 1 as illustrated in Figs. VIII-1 to VIII-3,

p(EH) = log (1 +—KH—_-). (VIII-26)
a

Remember that, where the two linear segments cross in Figs.
VIII-2 and VIII-3, pK; = pH and H = Kz. Thus, from Eq. (VIII-26),
p (EH) = log 2 = 0.3. It is clear then that, at this intersection
point, the vertical distance between the intersection point and
the pH curve must be 0.3 unit.

This discussion suggests that the graphical procedure of DIXON
(14) is a useful method for evaluation of the pKs associated

with enzymic catalysis. Unfortunately, if the pKs are not widely
separated, it becomes difficult to accurately evaluate the pKs.
Although this inherent problem may exist in plots of log V, versus
PH, it is a more likely possibility when log K, is graphed against
pPH. This can readily be appreciated when it is recognized from
Eg. (VIII-15) that the parameter Vp contains two pKs, whereas

K, is associated with four pKs (Eq. (VIII-16)). It would seem
more reasonable to plot log(K,/V,) and also log V_  against pH

to obtain the most accurate estimates of the pKs associated with
the enzymatic reaction.

It may be argued, and rightly so, that an undue emphasis has
been placed upon an accurate estimation of pKs. For example,
using Fig. VIII-3, if the horizontal line is drawn tangent to
the curve at the minimum point, a pK, of 5.8 rather than 6.0
will be obtained. Similarly, the pK, will be too high by 0.2
unit. Although these deviations are probably within experimental
error they are theoretically incorrect and in addition the error
will be compounded as the pKs approach each other.

The problems outlined in determining the two pKs for a function
of the type described by Eq. (VIII-22) are only partially rele-
vant when only one pK is involved. This effect is frequently en-
countered and may represent the case where only two, rather than
three (protonated, partially protonated, and unprotonated),
enzyme forms exist. This may be illustrated as follows:

EH + S ——= EHS —> EH + P

.

EH,

Scheme VIII-6

The expression for EH is now described by Eq. (VIII-25). If we
again set Ey = 1, at high pH, the limit of p(EH) will be zero
and will coincide with the horizontal segment of the Dixon plot.
It will still be necessary to obtain experimental data more than
one pH unit below the pK, to draw a tangent to that portion of
the curve that is essentially linear. Again, the vertical dis-
tance between the experimental curve and the intersection of

the linear drawn segments will be 0.3 unit.
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4. Bisubstrate Systems

There are very few examples in the literature of studies of pH
kinetics of bireactant systems. In these investigations, it must
be assumed that neither the kinetic mechanism nor the rate-lim-
iting step in the mechanism changes with change in pH.

The derivation of the rate equation for multireactant systems is
similar to the cases described for unireactant mechanisms. One
of the simpliest examples that might be considered is the Theo-
rell-Chance mechanism in which the assumptions regarding acidic
and basic forms of the enzyme are described in Scheme VIII-7:

E EA EQ E
K) K3 WL 1L Ks L Ky
ki (4a) kS(B) ks
EH EHA EH =
k2 ku (P) k6 (Q)
K2 Ku K6 K2
EH, EHLA EH,Q EH,

Scheme VIII-7

The rate equation for this particular mechanism is:

<__>_.<__) Q.__

KiaKb
+—" |1 +__+-—_ . (VIII-27)
(a) (B) Ko H

It can be seen from Eg. (VIII-27) that plots of certain kinetic
parameters against pH will give information on the proton asso-~
ciation and dissociation for the various enzyme forms. It can be
shown that, for the Theorell-Chance mechanism, a graph of K,/KjaKp
against pH will yield a line that is independent of pH, provided
that the rate constants k; and k3 remain in a constant ratio.

This will not be true for other mechanisms; e.g., the rapid
equilibrium Random Bi Bi,

Presentation of rate equations for the usual bireactant systems
does not seem warranted. These expressions may be simply derived
if the assumption is made that the various protonated forms of
the enzyme equilibrate rapidly relative to the other steps in
the reaction sequence. It should be pointed out that, for the
mechanisms presented thus far, it was assumed that only one
enzyme-substrate complex form is enzymatically productive; how-~
ever, a priori, there is no reason for this assumption to be
correct.
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5. Cooperative Proton Binding

The phenomenon of cooperative binding usually associated with
substrate, product, and modifier binding to proteins may also
occur with protons. A number of pathways may account for co-

operative proton binding, and one example is listed in Scheme

VIII-8:

EH + SH==ESH,—EH + PH

<] e

E ES

Scheme VIII-8

The rate expression and [V, pH] for the pathway shown in Scheme
VIII-8 are described by Egs. (VIII-28) and (VIII-29), respective-

ly.

v = (VIII-28)
Kg Kp Kﬁ
1T +— )+ —[1 + —
H2 SH H
Vm
Vp/PH = —r (VIII-29)
Kp
1 +—
HZ

In order to evaluate cooperative proton binding, a plot of Egqg.

(VIII-29) was made in which[Vy,, pH ] is graphed as a function of
pH. The solid curve in Fig. VIII-4 represents cooperative bind-
ing where Kz = 1078 M2.The expression for normal proton binding
was also included on the graph. This latter (broken line) curve

030 35 40 45 50
pH

Fig. VIII-4,Plots offvm, pHlversus pH for a cooperative binding system (solid
line) and a noncooperative system (broken line). The cooperative curve was
fit to the equation[V ,pH]= Ep/(1 + (KB/Hz)), PKp = 8. The noncooperative
binding equation was,[Vy,pH]= Eq/(1 + (KB/H))' pKy, = 4. Eg was taken to be
unity in both equations
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was generated from an expression analogous to Eg. (VIII-22), but
for the basic limb of the titration curve assuming Kg = 10=4 M.

It can be seen from Fig. VIII-4 that both curves give an appar-
ent pK of 4; however; the two curves differ in some significant
respects. At one unit below its pK, the noncooperative species
is 91% undissociated, whereas the cooperative species is 99% un-
dissociated at 1 pK unit below its apparent pK. The distinction
between these two cases can be seen even more clearly from Dixon
plots. The cooperative two proton case will give a slope of two,
whereas the noncooperative acid will exhibit a unit slope.

When considering Eq. (VIII-29), under conditions where 1 << KB/HZ,
p (V,, pPH)= 2pH - pXK when V, = unity. At the so-called pK,

Kg = H?, and the vertical distance between the experimental curve
and the linear and horizontal segments of the Dixon plot will be
0.3. The cooperative nature of the data, once recognized, permits
calculation of the true pkK.

SHUKUYA and SCHWERT (16) have presented spectral data for gluta-
mate decarboxylase, which is strongly suggestive of cooperative
binding according to the equation, EH,==4H' + E7%.

6. Identification of Amino Acid Residues from Studies of pH
Kinetics

The ultimate aim of kinetic studies of pH effects is the identi-
fication of the groups at the active site of the enzyme. Table
VIII-2 lists the pKs of a number of functional groups in small
molecules and proteins.

Table VIII-2, Acid pKs of functional groups in small molecules
and proteins

Group Small molecule & Protein P
a-Carboxyl 3.6 3.0-3.2
B~ or y-Carboxyl 4.6 3.0-4.7
Imidazole 6.0 5.6-7.0
o—amino 7.9 7.6-8.4
Sul fhydryl 9.2 8.3-8.6 €
Phenolic hydroxyl 9.8 9.8-10.4
€—amino < 10.5 9.4-10.6
guanidino < 14 11.6-12.6

@ GURD and WILCOX (17)
b COHN and EDSALL (18)
C BENESCH and BENESCH (19)
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Unfortunately, in practice it is difficult to correlate the ex-
perimentally determined pK with a particular amino acid residue
in the enzyme molecule. The rationale behind this problem is
associated with two factors; the environment of the functional
group and the effect of hydrogen bonding.

It is well established that, in most protein molecules there
are regions of both hydrophobicity and hydrophilicity. In the
former, neutral groups such as the carboxyl function will tend
not to dissociate as readily as they might in a hydrophilic en-
vironment because of the relatively lower dielectric constant
of the apolar environment. On the other hand, the pK of charged
groups will not be greatly affected by alterations in the di-
electric constant of the medium, e.g., R - NH;==R-NH, +H .

Hydrogen bonding of the potentially free proton of an acidic
group, such as the carboxyl, will serve to raise the pK of the
acid. Alternatively, there will be a decrease in the acidic pK
of a basic group, if its free electron pair is involved in hydro-
gen bonding.

These effects point out the dangers inherent in ascribing a
particular amino acid residue in a protein to an experimentally
determined pK.

There are numerous examples in the literature of what might be
called anomalous pK values of amino acid functions in proteins
(20-24) . One of the best examples of these concerns the pK of
the ¢ amino group of lysine at the active site of acetoacetate
decarboxylase (25). Investigations of JENCKS (26) suggest that
the first step in the decarboxylation reaction is the formation
of a Schiff base between an unprotonated e amino lysyl residue
on the enzyme and the keto function of the substrate. Plots of
Vm and Vy/Kp versus pH indicate that a functional group on the
enzyme with a pK in the range 5-7 is involved in the decarboxyl-
ation reaction (27). SCHMIDT and WESTHEIMER (25) used 2,4 dinitro-
phenyl propionate to acylate the amino groups of the decarboxyl-
ase and found that the rate of acylation is very similar to the
rate of enzyme inactivation. Furthermore, they observed that the
pH-rate profile for the acylation process is characterized by a
monovalent type titration curve (Eq. (VIII-23)) with a pK; = 5.9.
They also demonstrated that the acylation reaction did not occur
with enzyme inhibited by compounds that react with a lysyl res-
idue at the active site on the decarboxylase. SCHMIDT and WEST-
HEIMER (25) concluded from these experiments that the ¢ amino
group of lysine at the active site is more acidic, by 4 pK units,
than usual € amino lysine residues found in proteins. This con-
tention is also supported by studies of FREY and WESTHEIMER (28)
in which they found that the environment of the active site, as
measured with a "reporter group", is capable of lowering the pK
of the ¢ amino function of the essential lysyl residue to 5.9.
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7. Some Limitations in the Study of pH Kinetics

a) Changes in the Mechanism

One of the assumptions tacitly made in studies of pH kinetics

is that the mechanism governing the conversion of substrate to
product is invariant. Some examples are currently available in
the literature in which the reaction mechanism changes with al-
terations in the pH. Probably the best known example is the dif-
ference in mechanisms for the acid and base catalyzed hydrolysis
of esters. With certain enzyme systems, the mechanism may also
change, e.g., it may go from Random Bi Bi to Ordered Bi Bi. An
alteration of this sort would obviously lead to erroneous con-
clusions regarding the pKs of functional groups involved in the
catalytic process. The obvious method to use to circumvent, or
at least recognize, this problem would be to study the kinetic
mechanism of the system at a variety of pH values to insure that
the mechanism is not pH dependent. In this context, SCHIMERLIK
and CLELAND (29) have shown that the creatine kinase mechanism
changes with pH alteration.

b) Changes in the Rate Limiting Step with pH Change

JENCKS (26) has cited numerous examples in nonenzymic systems
where changes in pH change the nature of the rate limiting step.
There is certainly evidence that similar effects may occur with
enzyme systems (30). When this occurs, certain complications
may arise in the determination of the pKs associated with the
catalytic process. For example, when considering the Theorell-
Chance mechanism illustrated in Scheme VIII-7, if the k3 step
becomes rate limiting such that the other steps equilibrate
rapidly relative to it, it is possible that the first term in
Eq. (VIII-27) will be absent. Another source of error in the
determination of pKs can be seen to occur if the rate limiting
step in the mechanism of Scheme VIII-9 changes.

E ES EP E
KEb KESb KEPb KEb
k1 ks ks
EH + § ——— EHS —— EHP —— EH + P
ko ky kg
KEa KHS KESa KEPa KEa KHP
EH, SH EH,S EH,P EH, PH

Scheme VIII-9

The V, for this pathway is described by Eq. (VIII-30).
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Ey
Vo PH = . (VIII-30)

1 H K (ky +ksg) H K
— |1+ + EP%) + 1 + +—£8k
ks K. H Ksks K, H

Now, if the rate limiting step of the mechanism should change
such that ks >> kg3,k;, the first term in the denominator of

Eq. (VIII-30) may drop out. To carry this point one step further:
if k3 becomes rate limiting to the extent that the preceding
steps equilibrate rapidly relative to it, then,

Ey
V,,pH = . (VIII-31)

1 H K
—(1 + + _ESb
ks K H

ESa

Thus the pKs will seem to change as the pH changes.

CLELAND (31) has indicated how alterations in the rate limiting
step may also lead to erroneous pK evaluations in pH kinetic
studies, If the [V ,pH] for a particular mechanism assumes the
form described by Eq. (VIII-32)

Vp/PH = (VIII-32)

ki <} 4-——{> + ko

Kg may be calculated by the uspal methods when k, << k;. If k;
becomes rate limiting because the k; step requires protonation
of the enzyme, then k; may be much greater than k;. When k, =
100k;, the pKp will be displaced too high by a factor of log
100 or 2 pH units.

¢) Ionization of the Substrate with Change of pH

It has been assumed in the preceding discussion that ionization
of the substrate with change of pH does not occur. In most cases
the pKs for acidic or basic groups on the substrate are either
known or can be determined with certainty. It is absolutely es-
sential that the state of ionization of the substrate be known
before pH kinetic experiments are undertaken. In many studies,

it will be possible for the investigator to work in a pH range
where the state of substrate protonation does not change with pH;
e.g., with the amino acid glycine as substrate, the zwitter ion
form of the amino acid will prevail in the pH range 3.5 - 9.5.

It is unfortunate that there are so many examples in the litera-
ture in which v (initial velocity), not V,, is plotted as a func-
tion of pH in the range where the substrate exists in more than
one state of ionization. Complications may arise because only
one substrate form may be active, but the possibility cannot be
discounted that the nonactive substrate form may in fact act
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as an inhibitor of the enzyme. This situation is illustrated
in Scheme VIII-10.

ki, k3
E + SH ESH E + PH

ko
Ksn [KE

S —— ES

KES

Scheme VIII-10

The [V,,pH] and [Ky,pH] for this mechanism are:

Vm
Vi rPH = (VIII-33)
K=
1+ 2
H
K
(%)
K_,pH = - (VIII-34)
1+
H

It is of interest that the [Vp,pH] will be pH dependent. Obviously,
saturation of the enzyme with substrate will not obviate this
complication.

Now if we turn our attention to the situation in which the form
of the substrate in the enzyme~substrate complex is unprotonated,
a change in the ionization state of the substrate will not af-
fect the[Vy,,pH]. For example, in the pathway described in Scheme
VIII-11.

k) k3
E+S——ES —EG+P
ko
Ksn

SH

Scheme VIII-11

The rate equation is

H
Ka Q P B
Vo o, Ksn (VITI-35)

—=1

v So
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In Eq. (VIII-35), only the [K,,pH] will be affected by pH, and the
PK determined from kinetic studies will be identical to the val-
ue one would obtain using any nonkinetic procedure. In this con-
text then, the effect of pH on the mechanism outlined in Scheme
VIII-11 can be placed in proper perspective.

8. Choosing a Buffer for Kinetic Experiments

An important decision must be made when choosing a buffer for
kinetic studies. It is critical that the buffer does not inhibit
or activate the system being studied. Ideally, then, its role
should be that of a spectator substance. Because buffers are
made up of anions or cations, substances that can bind to pro-
teins, it is unrealistic to think in terms of an innocuous
buffer. Thus a buffer that seems ideal at one pH or concentra-
tion may exhibit adverse effects when these parameters are
altered.

In most studies of pH kinetics, the hydrogen ion concentration
is varied 4 or 5 pH units. The usual effective buffer range for
a monovalent buffer is 2 pH units - 1 unit above and 1 unit below
the pK of the buffer., It will therefore be necessary to use a
mixture of two buffers or, alternatively, a single buffer for

a particular pH range and then another buffer -in the region of
its pK. In the latter case, the experimentalist will usually
duplicate the kinetic studies by using the two different buf-
fers in the same pH range to demonstrate that changing buffers
does not effect the kinetic results. It is often useful to do a
series of kinetic experiments with a variety of buffers in a
particular range of pH to evaluate the effects of inhibition and
activation. It will also be necessary to vary the amount of buf-
fer to obtain a concentration range in which the system is not
under the influence of buffer effects. For example, a particular
buffer may exhibit adverse effects at 200 mM, but it may be per-
fectly innocuous at 25 mM. Finally, it must be remembered that,
as the pH of the buffer is changed, there is a concomitant al-
teration in ionic strength, and it may be necessary to compen-
sate for this change by the addition of some salt that does not
influence the kinetics of the system under investigation. In
this context, ALBERTY (32) has indicated how changes in ionic
strength may alter the kinetic parameters for the enzyme fumar-
ase. In enzyme reactions in which substrate concentration is in
the millimolar range, and in which the substrates act as acids
or bases, it will be necessary to make certain that the pH of
the buffer is in fact the pH of the assay mixture. Thus, it may
be necessary to compensate for ionic strength changes caused by
the substrates themselves. This latter point is, of course, ap-
plicable to any system in which variation of substrate concen-
tration leads to ionic strength effects that influence the kinet-
ics of the system.
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9. The pH Kinetics of the Fumarase Reaction

If one considers the mechanism outlined in Scheme VIII-5, it can
readily be shown that the pKs determined from the V, for the for-
ward and reverse reactions must be the same. This follows from
the fact that the only enzyme form associated with the V, is EHS.
In the study of fumarase by ALBERTY and his coworkers, the Vp and
pKs were clearly different in the forward and reverse reactions
(8) . This point can readily be appreciated when considering the
data for fumarase as shown in Figs. VIII-5 and VIII-6, FRIEDEN

Fumarate
10 mM Acetate

pH

Fig, VIII-5, Plot of the maximal initial velocity for fumarase (Vf) as a
function of pH with fumarate as substrate taken from the data of FRIEDEN

and ALBERTY (8). The buffer was Tris-acetate, 10 mM, and the temperature 25°.
The points are experimental and the solid line is a theoretical curve based

upon Eq. (VIII~15)

| -Malate
10 mM Acetate

[e]

pH

Fig. VIII-6., Plot of the maximal initial velocity for fumarase (Vy) as a
function of pH with malate as substrate taken from the data of FRIEDEN and
ALBERTY (8). Other conditions as outlined in the legend to Fig. VIII-5
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and ALBERTY (8) assumed the mechanism shown in Scheme VIII-9 for
fumarase on the basis of these findings. The data they obtained
for the Vys and K;s could be fit to equations that are analogous
to Egs. (VIII-15) and (VIII-16) by replacing the Kgzg, and Kggp

in Egs. (VIII-15) and (VIII-16) with the apparent ionization
constants Kggss Kigpr Kgpa @nd Kgpp. As pointed out by ALBERTY
(10) , the relationships between the apparent ionization constants
obtained from kinetic data and the dissociation constants describ-
ed in Scheme VIII-9 are:

(kg + ky + kj)
(VIII-36)

ESa

(ky, + k&) k
L s’ 3

KESa KEPa

(ky + ks)K + k3K
Kl = ESb EPD (VIII-37)
(k3 + ky + kg)

(ko + k3 + ky)
Képa = (VIII-38)
(kz + k3) Ky
+
KEPa KESa
(k, + k3)K + kK
KL, = EPb ESDb (VIII-39)
(ko + k3 + ky)

It can be seen from Egs. (VIII-36) to (VIII-39) that the apparent
dissociation constants lie somewhere between the ionization con-
stants for the enzyme-fumarate and enzyme-malate complexes. It
is not possible from these kinetic studies to evaluate the true
ionization constants described in Scheme VIII-9; i.e., Eq. (VIII-36)
is a single equation with two unknowns, Kggs and Kgps. Using the
graphical procedure of ALBERTY and MASSEY (13), FRIEDEN and AL-
BERTY (8) calculated the four apparent ionization constants de-
scribed in Egs. (VIII-36) to (VIII-39) from the data of Figs.
VIII-5 and VIII-6. It should be noted that the curves in these
two figures were theoretical lines based upon the experimentally
determined dissociation constants and Eq. (VIII-15).

It can be shown that, for the mechanism described by Scheme VIII-S,
H K H
1 + ———-f—J2{> <f-+ t)
K H K
Ea
K, pH = Ky HS (VIII-40)
H K!
1 +
1
KESa H

for both the forward and reverse reactions and determined Ky, and Kgy
from the resulting bell-shaped curves. This procedure was not

+ ESb
Knowing Kgs and Kgp, FRIEDEN and ALBERTY (8) graphed[Vy,pH/Kp,pH]
completely straight-forward and involved the use of the Haldane
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Equation as well as a knowledge of the equilibrium constant for
the reaction (K.y) and the ionization constants for fumaric (Kyg)
and malic (Kgp) acids.

It can be shown that the following relationships are valid for
fumarase:

(VIII-41)

K =— =K

(Malate) <,1 + Rg_ V_K
HB/ _ f M
app e
(Fumarate) 4 1+ H ) VuKe
Kys

where V¢, Ky, VM, and K¢, represent maximal velocity forward re-
action, Michaelis constant from the malate side of the reaction,
maximal velocity reverse reaction, and Michaelis constant for-
ward reaction. Taking K., to be 4.4, FRIEDEN and ALBERTY (8)
plotted Vg (1 + H/KHS)/4.2 K¢ and Vy (1 + H/Kgp) Ky versus pH. The
results of these studies, which are shown in Fig. VIII-7, per-
mitted evaluation of Kg, and Kg,. This can be recognized when
one divides Eq. (VIII-15) by Eq. (VIII-16).

015

010
X&Uhﬁﬂ
KM Kum

0.05

Fig. VIII-7. Plot of V¢ (1 + (H/Kgp)/4.4 Kp éo) and Vy (1 + (H/Kgy) /Ky) (O)
versus pH in 10 mM Tris-acetate buffer at 25 compared to the theoretical
curve (solid line) calculated from Eq. (VIII-15) divided by Eq. (VIII-16).
The graph is taken from the data of FRIEDEN and ALBERTY (8)

The variation of the kinetic parameters of fumarase as a func-
tion of pH in Tris-acetate buffer, at an ionic strength of 0.01,
and at a number of temperatures, was reinvestigated by BRANT et
al. (33). Table VIII-3 illustrates the results obtained at 21°
by these investigators. If it is assumed that the more acidic
group involved in the fumarase reaction is a carboxyl and the
relatively more basic group, imidazole (34), some interesting
conclusions can be obtained from the pKs shown in Table VIII-3.
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It appears that when malate binds to fumarase, there is a four-
fold decrease in the proton binding strength of the carboxyl
group, whereas when fumarate binds, there is an eight-fold in-
crease in the proton binding strength. On the other hand, malate
decreases the proton binding strength of the imidazole function
by a factor of one hundred, whereas the acid-base properties of
histidine at the active site are not altered when fumarate binds
to fumarase. It is possible to conclude from these results that
malate prevents ionization and that fumarate may in fact promote
ionization of the more acidic group on the enzyme.

Table VIII-3. pKs for enzyme (E), enzyme ° malate (EM), and enzyme °
fumarate (EF) at 21° in 0.01 M Tris-acetate buffer (33).

PKEa PKgp PKEMa PKEMb PKEFa PKEFb

5.8 7.1 6.4 9.1 4.9 7.0

B. The Effect of Temperature on Enzyme Catalyzed Reactions

The fact that enzyme catalyzed reactions are markedly temperature
dependent has been long recognized (35). When inital reaction
velocity is graphed against temperature, a bell-shaped curve of
the type described in Fig., VIII-8, is obtained. It is now recog-
nized that at least two factors control the shape of this curve:
the effect of temperature on the rate constants of the reaction,
and the effect of temperature on the enzyme’. As might be expect-
ed, increasing temperature increases the rate of the reaction;
however, there is a concomitant inactivation of the enzyme which

velocity

temperature

Fig. VIII-8., Plot of initial velocity vVersus temperature for an enzyme
catalyzed reaction

7 The assay method is important in this regard as the descending
limb of the curve represents an irreversible change and is time
dependent,



225

serves to decrease the initial velocity. These two opposing ef-
fects are largely responsible for the initial velocity-tempera-
ture profile shown in Fig. VIII-8. In general the temperature
coefficient for the chemical reaction is less than the tempera-
ture coefficient for enzyme inactivation.

The basic purpose of undertaking experiments on the effect of
temperature on enzyme kinetics is to provide a pictorial model
of the interactions of the enzyme and substrate at the various
kinetically significant steps in the enzymic reaction. Because
the rate-temperature data cannot be unequivocally interpreted,
the model arrived at is more qualitative than quantitative. This
point which cannot be over-emphasized has led to many unwarranted
conclusions on the mechanism of enzyme catalysis.

In order to indicate how one may build a pictorial model from
studies of temperature effects on enzyme catalysis, it is nec-
essary to briefly review certain of the concepts of classical
thermodynamics and of absolute rate theory.

1. Collision Theory and the Arrhenius Equation

ARRHENIUS was among the first to attempt a quantitative formula-
tion of the dependence of the rate constant for a chemical re-
action on temperature. The Arrhenius equation, which was ar-
rived at empirically, is:

k = Ae Ea/RT (VIII-42)

The constants A and Ea are referred to as the frequency factor
and the activation energy, respectively. These constants may be
evaluated from a graph of log k versus 1/T in which the slope of
the resulting straight line is -Ea/2.303R where R is the uni-
versal gas constant, 8.31Jmole”!K™!. The frequency factor may
be determined from the log k axis intercept.

An appreciation of Ea may be obtained from the energy level-re-

action coordinate diagram of Fig. VIII-9 when it is remembered
that

3 (EAY*

enthalpy

reaction coordinate

Fig, VIII-9, Plot of the enthalpy versus the extent of reaction for the
system: E + A = EA
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Ea = AH* + RT. (VIII-43)

For the chemical reaction, E + A = EA, it is possible to deter-
mine AHC from a Van't Hoff plot; i.e., from the equation

AHO

1
2.303R T *C (VITI-44)

log Kia =

where K;j, is the dissociation constant for the reaction under
consideration. AHC, which is the enthalpy of the reaction when
all components of the system are at unit activity, is obtained
graphically analogously to Ea. In Fig. VIII-9, the reaction as
indicated is exothermic (i.e., heat is liberated), whereas the
reverse reaction is endothemic (AHC is +). In Fig. VIII-9,
(EA)* is the transition state, and AH* is the potential energy
that the reactants must possess in order to achieve the transi-
tion state,

In order for molecules to react chemically, they must collide,
and it is apparent that only a small fraction of molecules that
collide react. Thus, the rate of a chemical reaction is equal
to the collision frequency multiplied by the fraction of the
molecules that possess enough energy to react. If this latter
constraint were not placed upon colliding molecules, all reac-
tions would approximate the rates of diffusion controlled pro-
cesses. The concept of reaction rates in terms of collision
theory is

rate = (collision frequency) (probability of (VIII-45)
effective collision).

For a bimolecular reaction the rate may be expressed as

o~Ea/RT (VIII-46)

k =12
where k is the bimolecular rate constant, and Z the number of
collisions per second in 1 c.c. between the substrate molecules.

In Eq. (VIII-46), the factor e_Ea/RT represents the probability
that a collision will be effective. Equation (VIII-46) has been
found to be reasonably valid for reactions of atoms and small
molecules in the gas phase; however, this equation is not in har-
mony with data obtained with large molecules, ions and dipolar
molecules. The basic inconsistency between experimental findings
for gas reactions and Eq. (VIII-46) is a result of the fact that
the collision theory model does not consider the orientation of
the colliding reactants to be a factor in the reaction rate. This
problem has been partially corrected by introducing a steric fac-
tor, P, which is taken to represent the fraction of effective
co}lisionsfronlthe standpoint of proper molecular orientation

(9 H ioeo,

-Ea/RT

k = PZe (VIII-47)
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LAIDLER (9) has pointed out that marked deviations from collision
theory are to be expected when electrostatic forces exist between
reacting molecules in aqueous solution. For example, not only
will the collision frequency be reduced by mutual repulsion of
like charged molecules, but the resulting complex, once formed,
will be of greater charge than the individual molecules. Water
would be expected to be more strongly bound to the complex than
to the individual molecules. LAIDLER (9) refers to this effect

as "electroconstriction" and indicates that it will serve to de-
crease the frequency factor, which is equivalent to PZ in Eq.
(VIII-47). On the other hand, A is expected to increase when

two oppositely charged ions shed their water of hydration when
they form a complex.

2. Transition-State Theory

Although attempts have been made at various times to modify the
kinetic theory of reaction rates and thus circumvent many of

its inherent inadequacies, these efforts have largely been aban-
doned in recent years. The studies of PELZER and WIGNER (36)

and EYRING and his coworkers (37-39) have led to the transition-
state or absolute reaction rate theory, which is currently the
simplest and most widely used hypothesis for explaining rates of
chemical reactions. The theory assumes that, in going from sub-
strates to products, the reactants assume an intermediate con-
figuration called the transition state.

Transition-state theory is explained by considering, as an
example, the reaction,

A-B+C==A -C + B. (VIII-48)

If it is assumed that the atoms are on a straight line, the po-
sition of each atom can be expressed in terms of two coordinates;
i.e., the A-B distance (Rag) and the A-C distance (Rpc). It is
then possible to plot the potential energy as a function of the
two coordinates, or a contour map can be made. Fig. VIII-10 il-
lustrates a "typical" contour surface diagram for this system.

In going from reactants to products in Eq. (VIII-48), a pathway
called the "reaction coordinate" is followed. The valleys fol-
lowed by the reaction coordinate join at a "pass" or "saddle
point", which is the so-called transition state. The valleys

seen in Fig. VIII-10 do not join because, as C approaches A-B

and as B approaches A-C, B and C repel each other and there is

an increase in potential energy. If this repulsion did not occur,
reactions would be essentially diffusion controlled. In the tran-
sition state or activated complex, all the characteristics of a
normal molecule have been preserved except one; i.e., a vibra-
tional degree of freedom has been transformed into a transla-
tion along the reaction coordinate leading to product.
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Fig. VIII-10, Variation of the potential energy surface for the reaction
A-B+C=A-C + B. The contour diagram indicates the energy surface.
The valleys represent the initial and final states and meet at (#%), which
is the saddle point or transition state. The broken line with arrows re-
presents the reaction coordinate. Points "a" and "c" are potential energy
minima whereas "b" is a maximum

Figure VIII-11 shows how the potential energy varies as a func-
tion of the reaction coordinate assuming that the lowest energy
requirement is followed. Chemical reactions do not necessarily

transition slate
*

A-B+C

Potential energy

c
A-C+B

Reaction coordinate

Fig., VIII-11, Plot of potential energy as a function of the reaction coordi-
nate. The symbols, "a", $, and "c" are defined in the legend to Fig, VIII-10
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follow the lowest energy pathway, as illustrated in Figs. VIII-10
and VIII-11, but may in fact zigzag; however, for the purposes

of this discussion, the outline provided is reasonably consistent
with current transition-state theory. A more exact and detailed
description of this concept may be found in the book by FROST

and PEARSON (40).

In some hydrogen transfer reactions, the hydrogen may tunnel
through a narrow potential barrier rather than pass over it (41).
This effect is often used to explain the marked differences in
primary isotope effects, which cannot be explained simply ondif-
ferences in zero point energies between hydrogen and deuterium.

In terms of transition-state theory, the reaction rate is equal
to the concentration of molecules in the transition-state multi-
plied by the rate at which they pass over the energy barrier re-
quired to reach product. If it is assumed that the molecules in
the activated complex are in equilibrium (really a pseudoequilib-
rium) with nonactivated molecules, it is relatively simple to
calculate the concentration of molecules in the former energy
state. For the reaction,

ky k,
A + B— (AB) * —— products (VIII-49)
K* = (AB)*/(A) (B). (VIII-50)

According to transition-state theory,

v = (AB)* (rate of transversing barrier) (VIII-51)
and thus,

v = K* (A) (B) (rate of transversing barrier). (VIII-52)

The rate at which molecules pass over the activated complex
barrier and decompose to products is KgT/h, where Kz, T, and h
equal the Boltzmann constant, absolute temperature, and Planck's
constant, respectively. From these considerations,

v = K*(A) (B)KgT/h = k; (A) (B) (VIII-53)
and finally,
k; = K*KgT/h. (VIII-54)

To be precise, the right-hand portion of Eq. (VIII-54) should be
divided by the transmission coefficient, which predicts whether
the activated complex will form products or dissociate back

into reactants. In most cases the transmission coefficient will
approximate unity.

It has been assumed that the activated complex is a normal,
stable molecule in equilibrium with reactants, and thus thermo-
dynamic laws may be applied to the initial and final (transi-
tion) states; e.g.,
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AG* = —=RT&nK*, (VIII-55)
AG* is taken to be in its standard state of unit concentration.

It is possible to get the rate constant for a reaction in terms
of the free energy of activation (AG¥*), the entropy of activa-
tion (AS*), and the enthalpy of activation (AH*) as follows:
KBT e—AG*/RT - KBT

h h

K, = o-AH¥/RT | AS*/R (VIII-56)

The relationship between the energy of activation, Ea, and AH¥*
in solution is provided by Eg. (VIII-43). It is possible, there-
fore, by studying the effect of temperature on k for a reaction,
to use an Arrhenius plot to determine Ea and then to obtain the
activation parameters AG* and AS* from Eq. (VIII-56).

The usual thermodynamic parameters are only indirectly related
to the activation parameters. Figure VIII-12 illustrates one
such relationship. This diagram illustrates why a highly exer-
gonic reaction may occur slowly, if at all, in a kinetic sense.
The equilibrium portion of the reaction may be very favorable
in terms of product to substrate concentrations; however, the
AG* may be high enough to preclude the reaction from taking
place in a measurable time frame. The function of the enzyme,
or indeed of any catalyst, is to lower the energy of activation,
or raise the AS*, or both.

[EAY*

Free energy

Reaction coordinate

Fig. VIII-12, Plot of the free energy versus the extent of the reaction
for the system: E + A = EA

3. Significance of Activation Enthalpy and Activation Entropy

Enzymes exhibit turnover numbers (number of moles substrate con-
verted to product/min/active site) in the range 102 to 10%. These
extremely high catalytic efficiencies have been attributed to
activation entropy (AS*) effects. The significance of AS* is that
it gives information on the nature of the transition state. Data
of this type are obviously necessary for an understanding of en-
zyme catalysis. Because AS* is, among other things, a measure of
the orientation of substrates in the transition state relative to
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unassociated substrate molecules, a knowledge of AS* sometimes
permits the investigator to make an educated guess regarding the
nature of the catalytic mechanism. A number of other factors that
are known to affect AS* are: unmixing of solvent and substrates, loss
of translational entropy (i.e., freezing of the substrate when it
binds the enzyme), relative orientation of solvent molecules on
the substrate and the enzyme-substrate complex, simple order of
the reaction (i.e., a bimolecular reaction forms a complex that
acts as a single molecule), and conformational changes in the
enzyme itself. Entropy increases are suggestive of disordering

of structure, whereas a decrease in entropy is indicative of
systems being more ordered in going from the initial to the final
state. Unfortunately, any measured AS* is a composite of many
effects and the resulting activation entropy cannot usually be
attributed to a single factor or even a small number of factors.

When the substrate in solution (1M) is brought in contact with an
enzyme, there is a loss of a solute species in the transition
state and the AS* for this process is -7 to -8 e.u. This effect
is sometimes referred to as the entropy of unmixing (9). If the
enzyme and substrate are hydrophobic or form hydrogen bonds with
each other, the AS* may be positive.

When a substrate is bound to an enzyme and an activated complex
is formed, there is a loss of rotational and translational degrees
of freedom. This effect of "bond freezing" may represent approxi-
mately 6 e.u. per bond (42, 43).

LAIDLER (9) has considered the AS* for ionic interactions which
he refers to as electrostatic interactions. He has shown that
when two charged ions, ZA and ZB, form a complex,

* = - -
AS 1OZAZBe.u. (VIII-57)

In the case of Zy = + 2 and Zg = -1, ZpZp would equal -2 and
AS* = 20 e.u. If both ions are positive, AS* = -20 e.u. LAIDLER

has pointed out that very serious deviations from Eq. (VIII-57)
may arise based upon salt effects, the assumption that the sol-
vent is a continuous dielectric, the assumption that the complex
formed is a double-sphere structure, and.the assumption of the
size of the activated complex.

Reaction of neutral molecules with other neutral molecules should
lead to AS* values near zero; however, the activated complex may
bind water strongly leading to negative entropies.

Another important type of entropy effect involves the enzyme it-
self, It is now well recognized that when enzymes bind substrates,
conformational changes may result in the enzyme. If the enzyme
structure is loosened, the activation entropy will be positive
whereas a more compact structure will give a negative AS*. Unfor-
tunately, one cannot know what effect substrate interaction with
the enzyme will have on AS*,

It should be clear from this discussion that very many phenomena
give rise to the value of AS* which is arrived at experimentally.
It becomes very difficult then, to fish out an effect or effects
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that lead to a particular value for AS*,., A number of other lim-
itations come to mind when attempting studies of this type.
Some of these will be immediately obvious experimentally, where-
as others will be quite subtle. If either the kinetic mechanism
or the rate limiting step should change with temperature, the
results may be impossible to interpret. Furthermore, Arrhenius
plots may show discontinuities and this effect may arise from
changes in the heat capacity of the solvent or sharp tempera-
ture dependent changes in the enzyme. The pH of the reaction
mixtures may also be expected to change with temperature, if
ionization of the buffer varies appreciably with temperature.

Although it is clearly difficult to interpret activation entropy
effects, it is currently believed that entropy effects are of
primary importance in enzyme catalysis. WESTHEIMER (44) looks
upon the enzyme as being an entropy trap. He argues that the
enzyme uses electrostatic and van der Waals forces to compensate
for translational entropy when the substrate binds. This pro-
cess is then reversed when the product is lost - all with a

net reduction in the energy of activation.

LINDERSTRPM-LANG and SCHELLMAN (45) have suggested that the en-
zyme raises the AS* by having the catalytic groups on a single
molecule simultaneously, as opposed to having them on separate
molecules. They consider the case of three molecules of 0.1 M
concentration (two catalytic molecules and one substrate) and
calculate that the unmixing activation entropy is about -25 e.u.
In addition they suggest that the AS* will be lowered by an ad-
ditional 10-15 e.u. because of orientation effects. It can read-
ily be seen that for an enzyme, two of the molecules are com-
bined into a single entity, thereby increasing AS*.

These calculations seem to ignore two factors. If the enzyme and
substrate can shed their bound water when forming the enzyme-
substrate complex (Es-«<OH, + A--:+-H,0 -+ EA + 2H,0), the entropy
change may be positive. In addition, hydrophobic regions of the
enzyme and substrate cause water to assume an ice-like structure
around them which is highly ordered. Complex formation lowers the
exposed surface and frees this water to become less ordered. The
entropy change in this case may also be positive.

HAMMES has suggested that enzymes may enhance reaction rates by
decreasing the energy of activation in a rather interesting man-
ner (46). He shows that when a chemical bond is broken, and this
bond breaking is coupled to bond formation, there is a decrease
in Ea relative to bond breaking alone. He refers to this effect
as "energy compensation". To cite one of many examples, in the
reaction, H,—>2H, Ea = 418 KJ/mole, whereas in the reaction

H, + I,—>2HI, Ea = 170 KJ/mole. HAMMES suggests that bonds on
the enzyme, but not at the active site, may play this role of
energy compensation. Finally, he proposes that although there is
an energy requirement for this enzyme-substrate bond formation,
the overall activation energy for the reaction is lowered by this
process of energy compensation. HAMMES suggests that compensation
effects may also be important in entropic considerations.
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4. Application of Transition-State Theory to the a-Chymotrypsin
Reaction

BENDER and his coworkers have studied the thermodynamic and ac-
tivation parameters of the a-chymotrypsin reaction extensively
(47) . The kinetic model for the reaction which is Uni Bi and
involves an acyl-enzyme intermediate (EQ) is as follows:

Kia ko k3
EA >EQ >E + Q. (VIII-58)
+ P

E+ A

BENDER et al. (47) studied the deacylation of the enzyme as a
function of temperature. By using a variety of different cova-
lently bound substrates, at a pH in which the pK for the deacyl-
ation reaction was pH independent, these workers were able to
determine the activation parameters for the various reactions.
The tabulated activation parameters are shown in Table VIII-4.
The enzyme-substrate compounds are listed in decreasing order

of specificity. This kinetic specificity is clearly not a func-
tion of AH* which does not vary with the various acyl-enzyme de-
rivatives. On the other hand, the AG* increases as the specifi-
city decreases, and this effect is essentially entropic in na-
ture.

Table VIII-4, The activation parameters of the deacylation of some
acyl-o-chymotrypsins &

acyl-enzyme AG* AH* As*
KJ/mole KJ/mole e.u.
N-acetyl-L-tyrosyl- 59.8 43.1 -13.4
N-acetyl-L-tryptophanyl- 74.8 50.2 -19.8
trans-cinnamoyl- 84.0 46.8 -29.6
acetyl- 85.3 40.5 -35.9

4 From BENDER et al. (47).

BENDER et al. (47) have suggested that in highly specific struc-
tures such as N-acetyl-L-tyrosyl-o-chymotrypsin, the ground state
is very similar in configuration to the transition state, where-
as with non-specific substrates, e.g., acetyl-a-chymotrypsin,
the substrate has more degrees of freedom of association on the
enzyme before reaching the transition state. On the basis of
these suggestions, it would follow that there would be a greater
loss of rotational entropy when the non-specific acyl substrate
assumes the transition state than in-*the case of the specific
substrate. BENDER and his coworkers (47) suggest that the dif-
ference in the AS* between acetyl and N-acetyl-L-tyrosyl-a-
chymotrypsin, some 23 e.u., may be due to the freezing of ro-
tation of four bonds in the ground state of the latter compound
relative to N-acetyl-o-chymotrypsin. They do not, however, ex-
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clude the possibility that conformational changes in the enzyme
with the various acyl derivatives might account for the differ-
ent entropic effects.

Another explanation for these observations is that the tyrosyl
and tryptophanyl complexes have a greater hydrophobic exposure
and when they fit into specific pockets, which are filled with
organized water, there is a release of some structured water.
This possibility would also result in a more positive AS*,

It was possible, using the rate expression for the mechanism

of Eq. (VIII-58) to evaluate Kij, k; and k3 as a function of
temperature. With this information in hand, BENDER and his as-
sociates were able to plot AG* as a function of the reaction co-
ordinate for different covalent substrates of oa-chymotrypsin.
The reader is referred to this work and to studies of WESTLEY
(48), LUMRY (49), LINDERSTR@M-LANG and SCHELLMAN (45), and
LAIDLER (9) for a comprehensive review of this area of research.
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Chapter IX

Cooperativity and Allostery

The problem of enzyme regulation and control has commanded a
great deal of attention in recent years. There are many facets

to this general area of enzymology; however, this discussion

will be limited to two regulatory phenomena: allostery and co-
operativity. A certain amount of confusion has arisen regarding
the relationship between enzyme cooperativity and allostery. Suf-
fice it to say, cooperativity and allostery are separate events;
however, a given enzyme system may exhibit either one or both
phenomena.

The purpose of cooperativity seems to be twofold. First, it
permits an enzyme to remain inactive even in the presence of
substrate, thus preventing the accumulation of unwanted metab-
olic products. Second, when the enzyme does respond to substrate,
the response occurs (relative to noncooperative enzymes) over a
narrow range of substrate.

By definition, enzymes which are allosteric have, in addition
to the active catalytic site, which is common to all enzymes, a
second and topologically distinct or allosteric site. These en-
zymes may be either monomeric or oligomeric, and when certain
modulators or effectors bind at the allosteric site, the cata-
lytic properties at the active site are altered. These effects
may be manifested as alterations in the Michaelis constants (or
dissociation constants) of substrates and products (called K
systems), the maximal velocity (called V systems), or both.

It is often stated that, for an enzyme to exhibit cooperativity,
it must be oligomeric; however, this is not true. A number of
kinetic models have been presented which show that cooperative
kinetics may be obtained with monomeric enzyme systems. Bovine
serum albumin is an example of a monomeric protein that exhibits
cooperative ligand binding. In the case of oligomeric systems,
the subunits interact in some manner when substrate or effector
binding occurs. If the presence of one substrate molecule on the
enzyme facilitates binding of the next substrate molecule, the
effect is positive cooperativity. On the other hand, if substrate
binding inhibits association of additional substrate and enzyme,
the effect is negative cooperativity. It should be pointed out
that in this discussion reference is made to substrates of the
same species. Interactions between similar ligands are referred
to as homotropic interactions and between different ligands as
heterotropic interactions.

In studies of cooperativity and allostery, attempts are often
made to correlate experimental ligand binding and kinetic data
with equations for particular models by the procedure of curve
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fitting., It is often observed, however, that good fits of the
experimental data are obtained for a variety of models because
of the large number of independent variables present in many of
the equations used to describe the postulated models. Investi-
gators are sometimes able to circumvent this problem by corre-
lating physical and chemical changes that accompany ligand bind-
ing with particular models of allostery and cooperativity.

The purpose of Chapter IX is to summarize the state of allostery
and cooperativity as viewed by this writer. It is difficult to
obtain a clear picture of these processes because the various
models depend, to a large degree, on states of protein struc-
ture that are reasonably well understood in only a few cases.
This limitation will obviously be eliminated in the future, and
a more exact treatment of allostery and cooperativity will be
possible. The attainment of this end will provide both the pro-
tein chemist and the kineticist with an enormous challenge.

A. Cooperativity

1. The Hill Equation

In 1910 A.V. HILL (1) attempted to explain oxygen binding to
hemoglobin with the aid of a mathematical model. Figure IX-1
represents the type of data obtained when binding of oxygen
100~
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60—
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Fig. IX-1. Oxygen-hemoglobin saturation curve. Plot of % saturation versus
the partial pressure of Ojp (POZ) in mm Hg

by hemoglobin is plotted as a function of the partial pressure
of oxygen. HILL assumed that the protein exists either free or
totally associated with ligand as suggested by Eq. (IX-1)

E + nA = EAp., (IX-1)

The dissociation constant, K, for this reaction is



238

(E) (A)"
K=——7—m (IX-2)

EA |

Implicit in this treatment is the assumption that there are no
intermediates.

Eo = E + EA, (IX-3)
Substitution of Eq. (IX-3) into Eq. (IX-2) yields

_ EA, aAn
v = = - (IX—4)

Ey K + AR

Inspection of Eq. (IX-4) reveals that, when A = O, EA,/Eq = O,
and that, when A + «, EA /E; = 1. The slope of the curve de-
scribed by Eg. (IX-4) is dv/dA = nKA™"!/(K + A")2, and the co~

ordinates of the single point of inflection are (¥ KEE;];,(2;1)).

It can be seen that, at finite values of A, the slope of the
curve changes continuously, and it is therefore difficult to
evaluate n and K. Equation (IX-4) may be expressed in linear
form as shown in Eq. (IX-5). It is possible to evaluate n, the
Hill coefficient, from the graph shown in Fig. IX-2 as well as
the dissociation constant, K.

v
log——— =nlog A - log K (IX-5)
(1 = v)

As already stated, in the derivation of the Hill equation, it
is assumed that the intermediates EA;, EAs, ......, EA,_; do not

,JT
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-log K

—

log A

Fig. IX-2. A Hill plot of log v/(l - V) versus log A. The Hill coefficient
n for n > 1 (positive cooperativity), n = 1 (noncooperativity), and n < 1
(negative cooperativity) is obtained from the slope of the straight line
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exist. This concept is difficult to accept in a chemical sense
and suggests that the system is 100% cooperative.

It is important to point out at this time that Hill plots (log
v/ (1 = V)versus log A) can be made of models other than that de-
scribed by the Hill equation. When n > 1, the system exhibits
positive cooperativity. For n < 1 the system displays negative
cooperativity, whereas if n = 1, the system follows a normal
binding isotherm. These points are illustrated in Fig. IX-2.

It has been suggested (2) that, if Hill plots are made as il-
lustrated in Fig. IX-3, it is possible to calculate the average
interaction energy involved in cooperative binding. WEBER (3)
has shown that the interaction energy may be determined from
the differences in free energies of ligand binding and that
Hill plots are not required for this determination.

’ e
2 Y

e 0
/

log p

Fig. IX-3. A Hill plot of the oxygen. equilibrium of sheep hemoglobin ac-
cording to the method of WYMAN (2). The perpendicular (arrows) to the linear
lines is used to calculate the interaction energy

MONOD et al. (4) have shown that it is possible to convert Eq.
(IX-5) into one involving kinetic rather than thermodynamic
parameters by assuming the involvement of a quasi-equilibrium.
Equation (IX-4) defines v as v = EA,/Eg. If the numerator and
denominator of Eg. (IX-4) are multiplied by the rate constant k

involved in the reaction

E + nA = EAn——E——+E + product (IX-6)

then
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;- = =, (Ix_7)

Equation (IX-4), which was derived for experiments involving
binding measurements, may now be used as suggested by MONOD et
al. (4) for initial rate studies.

log (VT!:—;T =n log A - log K. (IX-8)
PURICH and FROMM (5) have pointed out that, although the veloci-
ty form of the Hill equation (Eq. (IX-8)) may be used for one-
substrate systems, its use must be attended with caution when
studying multisubstrate systems. Consider, for example, the
simple ordered binding model presented in Scheme IX-1.

E + A =EA, K

ia
EA + B = EAB, Kj
EAB + A = EA»B, K,

EA2B-——§?+E + Products
Scheme IX-1
According to Eq. (IX-9)
EA + EAB + 2EA,B

Va = (Ix—g)
Eg

where

s
=
t
-

_ moles of ligand bound to protein i
v = = 5 jIX—10)
total moles of protein L ) EA;
1 =
By analogy with the substitution made in Eq. (IX~7), if a simi-
lar manipulation is made for Eq. (IX-9),

+

_ k[EA + EAB + 2EA,B] v
v, = =— (IX-11)
kE Vi

The kinetic expression for the mechanism described by Scheme IX-1,
assuming all steps equilibrate rapidly relative to the breakdown
of the quarternary complex, is

Vi
v = (IX-12)
Ka KaKb KiaKaKp
1+ + +
A (a) (B) (R)2(B)

where V; = kEg.
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Equation (IX-11) may now be transformed as follows:

v1[1-+§% (1 + zéA)ﬂ
v = b a
Ki'a B A * (IX-13)
[1+——=+— (1 +—1]
A Ky K,

It is clear that the velocity expression for Eq. (IX-13) is not
equivalent to the analogous initial rate equation for the mech-
anism of Scheme IX-1, i.e., Eqg. (IX-12).

Even when B is saturating, the two expressions differ, and it is
thus reasonable to conclude that, although it may be valid to
make the substitution described by Eq. (IX-7) for one substrate
systems, similar manipulations may not be valid when considering
multisubstrate systems.

With all its limitations, the virtue of the Hill equation when
used properly is that it does give the experimentalist some in-
sight into the question of whether the system is cooperative or
noncooperative,

2. The Adair Equation

Although the Hill equation gave a reasonably good fit to the
oxygen saturation curve of hemoglobin, the results were explained
more satisfactorily by ADAIR's thermodynamic description of mul-
tiple equilibria (6). The Adair equation for tetrameric hemo-
globin does not identify binding sites but rather binding steps
as follows:
E + A = EA, K,
EA + A = EA,, K,
EA, + A = EAj3, Kj
EA3 + A = EA,, K,
Scheme IX-2

In Scheme IX-2, E, A, and K are taken to be hemoglobin, oxygen,
and an equilibrium constant, respectively.

In the derivation of the Adair equation, the four equilibria of
Scheme IX-2 are expressed in terms of unliganded enzyme, E, and
substituted into Eq. (IX-10).

EA = (E)X;(A); EA, = (E)X;K,(A)2; EA; = (E)K;K,K3(A)3;

EA, = K;K,K;K, ()" (IX-14)
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_ K1(A) + 2 K1K2(A)? + 3K1K,K3(A) 3 + 4K,K,K3K, ()"
v o= — — — — . (IX-15)
1 + K1(A) + K1Kp(A)?2 + K1KpK3(A) 3 + K1KyK3K, (A) ¢

In the general case of an n-mer, the Adair equation is

_ I_(-I(A) + 2?1?2(1\)2 + e + nf(-lk-z"""in(A)n
VvV o= — — — _ . (IX—16)
1T+ Kj(A) + KjKp(A)2 + «ceeee + K)Kpeer oK _(A)D

The Adair equation generates sigmoidal data when v is plotted

as a function of A only if K increases as n increases. Inspec-
tion of Eq. (IX-16) reveals that, when A = 0, v = 0 and that,

as A > », v = n. If binding of additional substrate molecules

to the enzyme is enhanced by substrate_already bound, binding

is .positively cooperative; i.e., K; < K, < K3 < K,. Negative co-
operativity occurs when the reverse relationship pertains®, Fi-
nally, it is not unreasonable to expect that both positive and
negative cooperativity may occur for a particular system; i.e.,
K; <K; <R3 > K.

In the discussion of positive and negative cooperativity, it is
assumed that the sites are equivalent in the absence of ligand.
For example, titration of an amino acid where the amino and
carboxyl groups are intrinsically different is not an example
of negative cooperativity, whereas titration of carbonic acid
is.

If the ligand binding sites on a protein are identical and do
not affect each other when ligand is bound, the various binding
constants are related by a single equilibrium constant as shown
in Eq. (IX-17).

_ K(n - i+ 1)
i

It should be pointed out that it is not essential that the sites
be identical, but rather that the thermodynamic macroscopic con-
stants be the same. In Eq. (IX-17) the binding constants are
assumed to be identical (K), and n and K; refer to be the total
number of ligand binding sites and the binding constant for the
i-th ligand bound, respectively.

When Eg. (IX-17) is substituted into Eq. (IX-16) (i.e., whehn
the binding constants of Scheme IX-2 are taken to be identical),
the following expression is obtained, where K is a dissociation
constant,

nkK(A) _ n(a) (1X-18)

VETF¥R®A) X+aA°

8 The differences between the binding constants must be greater
than the statistical differences predicted by Eq. (IX-17).
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It can be seen from Eg. (IX-18) that plots of v versus A are
hyperbolic and not sigmoidal. Thus, it is clear that the sig-
moidal nature of the Adair equation results from the fact that
the thermodynamic constants that describe ligand binding differ
for each site. The binding constants themselves tell very little
about the binding mechanism, and other procedures are required
to obtain information on how the processes of positive and neg-
ative cooperativity occur.

Equation (IX-16) is one of the most general models for sigmoid-
icity. FERDINAND (7) and LAIDLER and BUNTING (8) have shown that
sigmoidal binding will result in the case of a dimer described
by Eg. (IX-19).

- _ i(d) + 3(A)?

Ve X T (A Fm(a)? (IX-19)
if

ki

ks i (IX-20)

It can be seen that this limitation is satisfied by the Hill
equation where i = & = O,

It is of interest to note that for a dimeric system that can be
described by the Hill equation, a plot of log (v/1 - V) versus
log (A) would not be expected to be linear. This can be seen
from Eq. (IX-21).

<]

log ———— = log (IX-21)

Equation (IX-21) may be reduced to the Hill equation by as-
suming Ky (A) >> 1 and 1 >> K;K,(A)2.

It is important to note that, although a model may seem to con-
form to Eq. (IX-19), a plot of v or vversus A will not be sig-
moidal if the relationship described by Eq. (IX-20) is not valid.
Thus in the case of two different enzymes, E; and E, catalyzing
the same reaction (9),

VA vV,'a
Vo = V) + Vo = + (IX-22)
Ky + A Kl' + A

_ElKl, + VLK @) + [V +vy,] (a)2
o KKy, + [K; + Klﬂ (A) + (A)2 |

(I1X-23)

v

It can readily be shown that, although Eq. (IX-23) resembles

the general Adair expression (Eq. (IX-19)), the condition de-
scribed by Eq. (IX-20) is not satisfied. A plot of v, versus A
will not be sigmoidal. Also note that when K; > K, (negative
cooperativity) for a dimer, sigmoidicity is not predicted by the
Adair equation.
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3. The Scatchard Plot

Binding data are frequently expressed in terms of a Scatchard
plot of v/A wversus v (10). The Scatchard equation is obtained
by rearranging Eq. (IX-18) into the following form:

—————, (IX-24)

Figure IX-4 illustrates how the Scatchard plot may be used to
evaluate both n and K where Eq. (IX-24) is obeyed (curve a). A
straight line is obtained only when the ligand binding sites

are identical and noninteracting. When cooperativity is either
positve or negative, the Scatchard plots are nonlinear, and it

is not possible to accurately determine values for n and K. If
the Adair equation is rearranged into the form shown by Eq. (IX-24),
it can be seen that both the intercepts and slopes are functions
of the ligand A, and the resulting Scatchard plots are nonlinear.
An example of positive and negative cooperativity data as de-
scribed by KOSHLAND (11) is shown in Fig. IX-4.

v/Ab

Fig., IX-4. A Scatchard plot of GVA versus v for (a) a noncooperative system
and systems which exhibit negative (b) and positive (c) cooperativity

B. Molecular Models

Even though mathematical models such as the Adair equation are
capable of describing sigmoidal binding and, in some cases, ve-
locity data with certain enzymes reasonably well, this treatment
does not provide a conceptual understanding of the processes
that cause the effects observed. A number of molecular models
have been presented in recent years in an attempt to explain co-
operativity and allostery. Some of these have received a large
degree of acceptance and will be outlined very briefly.
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1. The Monod Model (MWC) (12)

The molecular model proposed by MONOD et al. (MWC) (12) to ex-
plain cooperativity and allostery is based upon a number of
postulates. They include the following assumptions:

a) The enzymes are oligomeric, and the oligomers are made up
of identical protomers or subunits,

b) The oligomers exist in two or more different conformational
states (R and T), which are in equilibrium with each other and
related by the equilibrium constant L.

c) The various conformations differ in their affinity for ligands.

d) An alteration in the conformation of any subunit of an oligo-
mer alters the conformation of all the subunits within either
the R or T state; i.e., the conformation changes are concerted.
In other words, the molecular symmetry of the entire oligomer

is maintained and hybrid states do not exist.

The Monod model may be formulated as follows where F is taken
to be a ligand:

L

Ry —= Ty
Rop + F— R;, Krj To + F = T1, Kr;
Ry + F== Ry, Kgr2 Ty + F = T2, Kp2
lg'zn—l + F‘Fﬁanr Kgrn Tn—l + F :iETn: Kpp

Scheme IX-3

Let us consider first how an expression may be obtained which
relates the saturation function, v, to the ligand concentration
for the model depicted in Scheme IX-3 in the case of a tetramer.
v may be expressed in terms of R and T as follows, if it is as-
sumed that ligand binding is exclusive to the R state of the
protein.

_ R; + 2R, + 3R3 + 4Ry
S - ) (IX-25)
Rog + R; + R, + R + Ry + Ty

The Monod model assumes that the binding constants are all equal
for ligand binding to a particular protein conformation. Thus,
by using the equilibrium expression in Scheme IX-3 along with
Eq. (IX=-17), the following identities are obtained.

R; = RoK; (F) = 4R(K, (F) (IX-26)
R, = RoK;K, (F)? = 6Ro (R,)2(F)?2 (1X-27)
R; = RoK1K,K3(F)3 = 4R (K.)3(F)3 (IX-28)
Ry, = RgK;K,K3K, (F)* = Ro(RKp) H(F) (I1X~-29)
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Substituting Egs. (IX-26) to (IX-29) into Eq. (IX-25), but using
dissociation rather than association constants, gives
4F/K, [1 + 3F/K, + 3(F)2/(Kp) 2 + (F)3/(K,) 3]
[i + 4F/K, + 6(F)2/(K,) 2 + 4(F)3/(K)3 + (F)*/(K )" + To/ﬁz

4F/Ky (1 + F/K )3

. (IX-30)
(1 + F/R.) " + Ty/Ry

Equation (IX-30) may be expressed in more general terms,
no(1 + o)}

v o= (IX-31)
(1 + o) + L

where n = number of sites, o = F/K,, and L, the allosteric con-
stant (so defined by MONOD et al. (12)) equals T /Ry.

It is also possible to obtain an expression that describes the
fraction of sites bound by ligand. This expression, the satura-

<

tion function Y, is defined as, Yp = =~ = fraction of sites bound
by ligand F.

=]

Equation (IX-31) was derived assuming essentially exclusive
ligand binding to the R conformer; however, Egq. (IX-32)describes
the case in which the ligand binds to both the R and T states,
but with different affinities (Scheme IX-4). In this representa-
tion the protomers of one state are shown as squares and of the
other state as circles.

1 1

a1 + )™ ~ + LCa(1 + Ca)™ ~
e = (IX-32)
(1 + o) + L(1 + Ca)n

In the derivation, C = K,/Kg where Ky is the dissociation con-
stant for ligand binding to T.

MONOD et al. (12) have presented theoretical plots of Y versus o
for different values of L and C. Figure IX-5 indicates the ef-
fect of the allosteric constant L on the cooperativity of a sys-
tem in which C = O, Figure IX-6 shows how C affects the cooper-
ative response of a system to changes in o at a large fixed
value for L.

In these figures, the homotropic effect of F is clearly a func-
tion of the allosteric constant L and the ratio of the dissocia-
tion constants for ligand binding to the R and T conformers. Ac-
cording to the MWC model (12), heterotropic effects are due to
displacement of the equilibrium between the R and T states. In
Fig., IX-5 where C = 0, Kp >> Ky and ligand binding is said to

be exclusive. Nevertheless, sigmoidicity is observed at values
of L in excess of L = 1.

Examination of Eq. (IX-32) reveals that, when ligand binding
is not exclusive (i.e., when C # 0), the MWC equation takes the
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Fig. IX-5. Theoretical curves of the saturation function Y drawn to various
values of the constants L and C, with n = 4 (12) according to Eg. (IX-32)

form of the Michaelis-Menten equation under certain conditions.
These include the cases where L = O and where C = 1,

It is important to note that, for the MWC model, the binding
constants are identical, and thus negative cooperativity is not
a feature of this mechanism.
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Fig. IX-6. Theoretical curves of the saturation function Y drawn to various
values of the constants L and c, withn = 4 (12) according to Eg. (IX-32)

2, The Adair-Koshland Model (13)

KOSHLAND and his coworkers have attempted to explain coopera-
tivity and allostery in molecular terms by using the Adair model
of multiple equilibria (13). According to the Adair-Koshland (AK)
model, enzymes exist as oligomers. Ligand binding induces a con-
formational change in the subunit to which it is bound, and this
in turn causes alterations in the subunit-subunit interactions.
The AK model is similar to the MWC model in that the enzyme is
thought to exist in two conformational states. On the other hand,
the AK model assumes that the microscopic constants describing
ligand binding are different. The AK model, like the original
Adair approach, provides for negative cooperativity, a feature
missing in the MWC model. In addition, the AK model requires

the existence of hybrid protein conformational states. Scheme
IX-5 illustrates the square system (13) of the AK model. Other
molecular models such as the linear, tetragonal, and concerted
model (similar to the MWC model) have been suggested (13).

BB

Scheme IX-5

v
nln
[ @]

The following symbols are used in the derivation of the AK
model for a dimer,

E = m; ES; = E]O orO@; ES, = (IX-33)

The sequence of events leading to ES, is then
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. Lo 1 Lo
Dissociation step:(:>(:)———A 2<:>, Kan ézh:xgizgggg ggnztgzzsgéA
ciation constant and is
set to unity)

(IX-34)
Conformational transition:(Z);::ﬁ[:], Kean (IX-35)
Binding: D+ S:, Kgp (IX-36)

Subunit interaction: +O;—‘@O, Kap (IX-37)

ES, 2K¢asKspKan
Sum of the four steps: OO + S—.\:‘, = =K

(E) (S) Kaa
The factor 2 in the equation for K; arises statistically from
the fact that the ligand can bind to either subunit. The second

ligand adds to the dimer in a similar fashion; however, statis-
tically it can add to only one of the subunits.

Dissociation step: s1O=[s] +O, o (1x-38)
Conformational transition: () e=[ |, Kean (IX-39)
Binding: []+s=[s], kes (IX-40)
Subunit interaction: 2 [s]=[s][s]" ®es (IX-41)

Sum of the last four steps: [:](:)+ S;==£[:][:], EEE————— =

(ES;) (8)

KeapKseXen
Kas

The terms ES; and ES, are now substituted into the equation for Y:

_ v Vv KiapKspKap(S) + Kiap? Kgp? Kpp(S)2
7 = = —= . (IX-42)
n 2 1 + 2KapKgpKap(S) + Keap? Kgp? Kpp(S)2

Cooperativity will either be positive or negative depending upon
the ratio of KtABKSBKAB:KtAB2 ngz Kgp. If this ratio is less
than 1, cooperativity will be positive. If cooperativity is neg-
ative, the ratio will be greater than 1,

In the derivation of Eq. (IX-42), only homotropic interactions
of enzymes and ligands are considered. KOSHLAND (11) has dis-
cussed in detail how heterotropic effects may be expressed with-
in the context of the AK model. The heterotropic effectors pre-
sumably induce conformational changes in the subunits of the
oligomer, which may enhance or inhibit formation of the subunit
structure to which the substrate binds. The effector may there-
fore either facilitate substrate binding and therefore catalysis,

1
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or alternatively, in the case of a negative modulator, an op-
posite effect will be achieved.

It should be noted that Eq. (IX-42) like the original Adair
equation will reduce to the case that provides for a hyperbolic,
rather than a sigmoidal, response to ligand when certain as-
sumptions are made regarding the various binding constants (14).

The enzyme glyceraldehyde-3-P dehydrogenase (D-glyceraldehyde-3-
phosphate: NAD oxidoreductase (phosphorylating), (EC 1.2.1.12)
catalyzes the simultaneous oxidation and phosphorylation of gly-
ceraldehyde-3-P to 1, 3 diphosphoglycerate with the concom-
itant reduction of NAD' to NADH. The rabbit muscle enzyme is
kown to be a tetramer with four identical subunits (15). The
dehydrogenase seems to exhibit normal Michaelis-Menten kinetics
(16, 17); however, a large body of evidence shows that NAD' bind-
ing is cooperative, CONWAY and KOSHLAND (18) have demonstrated
that glyceraldehyde-3-P dehydrogenase exhibits negative cooper-
ative binding of NAD'; i.e., the binding of each molecule of
NAD' makes it more difficult for binding of the next molecule.
These workers observed that protein conformational changes as
measured by sulfhydryl group reactivity and viscosity measure-
ments attend binding of at least one mole of NAD' per mole of
enzyme, Temperature-jump experiments (19) and low angle X-ray
scattering studies (20) support the proposal of alterations in
the enzyme conformation as NAD" becomes associated with the pro-
tein. All these observations are best reconciled with the Adair-
Koshland model of cooperativity. The MWC model is excluded be-
cause it makes no provision for negative cooperativity.

The observation that glyceraldehyde-3-P dehydrogenases displays
normal initial rate kinetics and negative cooperativity for NAD
binding may indicate that, in the presence of all substrates,
the enzyme is locked into a conformation (or conformations) that
permits all active sites to act identically and independently.

3. Subunit-Subunit Polymerization

One of the proposals suggested to explain sigmodicity involves
molecular models that provide for subunit polymerization and
depolymerization. NICOL et al. (21) and FRIEDEN (22) have de-
scribed examples of subunit association and dissociation that
give rise to equations that are very similar in form to those
described by the MWC model.

Consider, for example, the reaction described by Scheme IX-6,

which involves a rapid equilibrium between a dimeric and tetra-
meric form of an enzyme. :

zooégg
E E,

Scheme IX-6
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The following equilibria are to be expected if ligand binds to
each subunit.

E + L =EL, Kg; EL + L = EL,, Kgp, (IX-43)

E2 + L = E2L, KEzL; E2L + L = E2L2’ KEQLZ;

_ _ (IX-44)

E2L2 + L = E2L3, KE2L3; E2L3 + L = E2L]+, KE2L|+

_ EL + 2EL, + E,L + 2E,L, + 3E,L; + 4E,L,

v = . (IX-45)
E + EL + EL, + E, + E,L + E,L, + E,Lj + E,L,

Substituting from Eq. (IX-44) into Eg. (IX-45) gives

Rpp,(B) (L) + 2K Kep) (E) (L)2 + Ke,1(Ep) (L) + 2Rg 1R 1, (Ep) (1) 2

+ 3Kg 1K K (E,) (L) 3 + 4K, .K K R (E,) (L) *
; _ E2L E2L2 EZLS 2 EZL E2L2 E2L3 E2LI+ 2
(E) [1 + g (L) + KELKELZ(L)Z]
(E,) |:1+E (L) + Rg K ()2 + Rp <K i3 (L) 3
2 E2L E2L E2L2 E2L E2L2 E2L3

EER"}E(L)ﬂ
EZL E2L2 E2L3 EZLH

+

+

(IX-46)

If it is assumed that the ligand binding sites on the dimer are
independent and noninteracting and that the same condition pre-
vails for the tetramer,

__Few 1+ RE‘Ll] * AR@Rp @) |1+ iEz(Lﬂa. (1X-47)
E + —KE(LZI + K(E) E + REZ(LUH

It is of interest to note that Eq. (IX-47) is similar in form
to Eq. (IX-32), which was derived for the MWC model involving
nonexclusive binding.

The basis for the cooperativity phenomenon of the subunit-sub-
unit polymerization model is the equilibrium between the two
different -oligomers. If only one protein form existed, ligand
binding would not be sigmoidal. The equilibrium described by
Scheme IX-6 could be shifted by dilution and by a number of
different perturbants such as changes in temperature, pH, ionic
strength, and homotropic and heterotropic effectors.

A situation that involves exclusive binding to one of the pro-
tein forms is illustrated in the case of lamprey hemoglobin,
which exists predominantly as monomers when oxygenated and as
oligomers when deoxygenated (23). This characterization of
lamprey hemoglobin may be described according to Egs. (IX-48)
and (IX-49) where E, E,, EA, and A represent monomer, dimer,
oxygenated monomer, and oxygen, respectively.

2E=—E,, Kg (1X-48)



252

E + A=EA, Kj, (IX-49)
If
Ey =E + 2E, + EA (IX-50)
and
v =y = EA/Eg (IX~51)
then
YEo 2?2 E,
- =, (IX-52)
Kia(A) | Kg

If one finds as BRIEHL did with lamprey hemoglobin that E, >> E,
then

|2 m0-D s

Kjia(A) | 2KRg

EquationﬁéIX—53) may be plotted in modified Hill form; i.e.,
log (T—:X?Tzwrsus log A. For this particular model, n = 2, and

the apparent dissociation constant (%Ein Eq. (IX-53)) will vary
with protein concentration as determined from the modified Hill
plot. This effect is not to be expected in systems in which the
protein does not dissociate into subunits because of factors such
as dilution or ligand binding.

Ligand binding to a protein or enzyme may induce either poly-

merization or depolymerization, which in turn may give rise to
sigmoidicity. This possibility is illustrated in Egs. (IX-54)

and (IX-55).

E + A = EA;, Kga (IX-54)
2EA; = EjA,, ?EzAz (IX-55)

The binding expression for this mechanism is a function of en-
zyme concentration.

_ Kga(d) + 2(Kga)?Kg a (E)(B)2
S = 272 (IX-56)

1 + Kga(B) + (EEA)ZRE?_AZ(E)(A)2

4. Protein Isomerization

In 1965 WEBER (24) proposed that, if proteins tautomerize and
ligand can bind to the tautomers, cooperativity may be in evi-
dence. WEBER's model, which assumes that all the protein tau-
tomers are in rapid equilibrium, is shown in Scheme IX-7.
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K3 Ko
EA,
ko ky ko
E"—_—AE'AV_ E'A,
Ky Ky

Scheme IX-7
According to Eqg. (IX-10),
EA + E'A + 2E3A2 + E'Ay]

v = . (1X-57)
E+E' +EA+E'A+ EA, + E'A,

Equation (IX-57) may be expressed in terms of equilibrium con-
stants and the isomerization constant k; as follows:

[El + kO—R-l '] (A) + 2 [R]_Ez + koil 'EZ I] (A) 2
E + k0]+ E(-l + koiﬂ] (A) + [-I-(_I-Izz + kOKIIEZJ (A)2
Equation (IX-58) is similar in form to the Adair equation for a

dimer (Eg. (IX-16)), and the mechanism outlined in Scheme IX-7
may give rise to cooperative ligand binding.

\Y

. (IX-58)

WEBER has recently described ligand binding to proteins and ligand
interactions after binding in terms of free energy changes (3).
In the case of Scheme IX-7, two apparent equilibrium constants
may be written for dissociation of A from the different protein
tautomers,

(E + E') (A)
K (1) = (IX~59)
app (EA + E'A)
and
(EA + E'A) (A)
Kapp(2) = . (IX-60)

(EA, + E'Az)

It is possible to describe the various enzyme expressions in

Egs. (IX-59) and (IX-60) in terms of dissociation constants
depicted in Scheme IX-7. WEBER (3) finally relates the apparent
dissociation constants to apparent free energies of binding. This
treatment has also been extended to heterotropic ligand binding
and subunit interactions that result from ligand binding.

The apparent free energy of binding of a ligand will include

the free energy involved in the conformation change of the pro-
tein. A similar determination may be made with a different ligand
species and finally with both ligands together. The difference
between the apparent free energy of binding of both ligands and
the sum of the apparent free energies of binding of each ligand
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alone is referred to as the free energy of coupling. The free

energy of coupling has been found to be very small (e.g., 4.18 -
6.27 KJ/mole), and is related to cooperativity. When the coup-

ling free energy between the ligands is negative, cooperativity
is positive, whereas negative cooperativity is observed when the
coupling free energy is positive. When the free energy coupling
is zero, the system does not exhibit cooperativity. WEBER's de-
scription includes treatment of the binding of allosteric modi-
fiers and the effect of ligands on subunit-subunit interactions.

C. Kinetic Models

A relatively large number of kinetic models have been proposed

in recent years to account for cooperativity. These models may

be divided into two classes; those that assume subunit-subunit
interaction and those that assume alternative pathways for enzyme-
substrate interaction. Although many of these models seem to ac-
count adequately for sigmoidal kinetics, some of them seem to be
unrealistic in a chemical sense.

1. Kinetic Models Involving Subunit-Subunit Interaction

Probably the simplest kinetic model that assumes some type of
subunit-subunit interaction is one analogous to the Adair model.
Consider for example a pathway of the type depicted in Scheme
IX-2, but for a dimer. If it is assumed that both the EA and EA,
complexes are capable of product formation, the initial rate
equation is,

vy X, (a) + ()21
v = . (IX-61)

K;K, + Ky (A) + (A)?2

In Eq. (IX-61) the K's are dissociation constants and the max-
imal velocity, V;, is equal to k(E;) where k is the unimolecular
rate constant for the breakdown of EA and EA, to products.

If only the ternary complex gives rise to product, the kinetic
equation is

V,(a)2
v = . (IX-62)
KKy + Ky (A) + (A)?2

Equations (IX-61) and (IX-62) were derived assuming that all
steps in the kinetic mechanism equilibrate rapidly relative to
the decay of the productive binary and ternary complexes.

Equations (IX-61) and (IX-62) give rise to sigmoidal kinetics
within the constraints implied by Eq. (IX-20). It should be
noted that only when it is assumed that both EA and EA, form
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product does the kinetic equation (Eq. (IX-61)) resemble the
Adair expression (Eq. (IX-19)).

Equation (IX-4) can be plotted in double reciprocal form as
shown in Fig. IX-7. The slopes of the plots described by Fig.
IX-7 have been analyzed in detail by DALZIEL and ENGEL (25).

1/ Velocity
w =~

N

| L | |
0 1 2 3 4 5

1/[Substrate]

Fig. IX-7. Double reciprocal plot of 1/velocity versus 1/substrate concen-
tration for the Hill equation. V] and K are taken to be 1, and n = 0.5, 1,

and 2 (11)

It is possible to treat the mechanism for a dimer by using
steady-state rather than equilibrium assumptions. Consider the
mechanism described by Scheme IX-7 in this context.

k; ks
E + A——=FA >E + P
ko

ks ke
EA + A<==——>FA, >EA + P
ky

Scheme IX-8

The kinetic equation for this mechanism, Eq. (IX-63), is similar in
form to Eq. (IX-61)

[kiks(ky + kg) (A) + kikszke (B)2]E,
V=
@2+kg@u+kd+[hku+hk6+hkgm + k1k3 (B)?

If the binary complex shown in Scheme IX-8 does not form product
(i.e., k5 = 0), the initial rate expression becomes

. (IX-63)

k1kske (R) 2Eq (£x-64)

v=
ko (ky + kg) + [kKiky + kikg + kskeJ(A) + kjks(A)?2
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Equation (IX-64) is very similar in form to the analogous ki-
netic equation (Eg. (IX-62)) derived with equilibrium assump-
tions. Equations (IX-63) and (IX-64) will yield sigmoidal ki-
netics provided the various rate constants support the rela-
tionship described by Eq. (IX-20).

WORCEL et al. (26) have found that reduced nicotinamide adenine
dinucleotide oxidase exhibits positive cooperative kinetics when
1/velocity is plotted as a function of 1/NADH concentrations.
Furthermore, good fits to the initial rate data were obtained
with Eq. (IX-64).

FRIEDEN (27) has suggested mechanisms that may give rise to
sigmoidal kinetics in which the substrate may bind to two dif-
ferent loci on the enzyme. One such mechanism is illustrated
in Scheme IX-9,.

k

E + A = EA, K; EA—>1 sE + P
E + A = AE, K, AE—X2 5 + p
EA + A = EA,, Kj EAz—k3—>EA+P
AE + A = EA,, K, EA,— 53 JAE + P

Scheme IX-9

If it is assumed that all steps in Mechanism IX-9 equilibrate
rapidly relative to the breakdown of the active binary and
ternary complexes to product, Egqg. (IX-65) is obtained:

[(k1K3 + k2Ky) (A) + k3(B)2]E,
v = . (IX-65)
K1K3 + (K3 + Ky) (A) + (A)?

Although Eq. (IX-65) is of the same form as the Adair equation,
the relationships described by Eq. (IX-20) must apply if this
equation is to exhibit sigmoidal kinetics.

2. Kinetic Models Involving Alternative Pathways of Substrate
Addition and Enzyme Isomerization

A number of kinetic mechanisms have been proposed in an attempt
to explain cooperativity in terms of alternative pathways of
substrate addition to enzymes. Only a few representative models
will be presented to provide some insight into the type of mech-
anism that may lead to sigmoidicity.

The steady-state Random Bi Bi mechanism gives rise to a rate
expression (Eqg. (V-37)) of the type that will give sigmoidal
kinetics within certain limits (Eq. (IX-20)). If the concentra-
tion of one of the substrates is held constant, Eq. (V-37) will
take the form of Eg. (IX-19). An extensive analysis of this
equation has been provided by FERDINAND (7), DALZIEL and ENGEL
(25), and LAIDLER and BUNTING (8). It should be noted that the
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kinetic equation for the steady-state Random Bi Bi mechanism is
identical with the Adair equation, and whereas the Adair and
Koshland models are based upon unireactant mechanisms, this
equation is applicable to bireactant systems.

a) Enzyme Isomerization Mechanisms

WEBER (24) has suggested that cooperativity may occur if pro-
teins can isomerize and reach equilibrium slowly compared to
equilibration of the ligand with the various isomeric protein
species. An extension of this suggestion is the proposal of
RABIN who has presented a kinetic model to explain cooperativ-
ity based upon a substrate induced enzyme isomerization (28).
Rabin's mechanism is presented in Scheme IX-10 along with the
applicable rate equation (Eg. (IX-66)).

k1 ks ks
E + A———EA YEA'——>E' + P
ko
kg
EA'—/——E' + A
kg
kg
E'—>E

Scheme IX-10
k7lks (A) + k¢ (a)2]Eq/ (ks + k7)

kg (k, + kj) kg kg kg (B)2

_+ 1 +—+ — | (a) + ——

k1k3 k3 (k5 + k7) (k5 + k7)
(IX-66)

When the k3 step is made reversible «28), there is no change in
the form of the resulting rate equation.

It was pointed out in Chapter VII that isomerization of enzyme-
substrate complexes is not at all unusual. It is this type of
reaction that provides the basis for the mechanism of Scheme
IX-10.

HATFIELD et al. (29, 30), FRIEDEN (22), and AINSLIE et al. (31) have
shown that, if the isomerization of enzyme forms is relatively
slow compared with substrate binding and catalysis, lags and
bursts in product production with time may be observed. The lag,
or hysteretic effect described in Fig. III-3 is very probably

a consequence of the slow enzyme isomerization as first pro-
posed by WEBER (24). FRIEDEN (22) describes hysteretic enzymes

as those that respond slowly to rapid changes in ligand concen-
trations.

The studies of AINSLIE et al. (31) will be used as an example
of a system that may exhibit both hysteresis and cooperativity.
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Scheme IX-11 describes a very simple mechanism that may give
rise to these phenomena.

EP
k
kl/\s
ki
E =< :EA

bV

ks

kg |l k10 ky Jtks

) ki1 Jb
E'A
ki
k7 N\Fe K6 ks
E'P

The initial rate equation for this mechanism is in the form de-
scribed by Eq. (IX-61), and thus sigmoidicity may result when
velocity is plotted as a function of substrate concentration.
AINSLIE et al. (31) have used the digital computer to evaluate
cooperativity for the mechanism of Scheme IX-11. They have found,
for example, that the steps governed by the rate constants k3,
ky, kg, and k;g must be slow relative to other steps for cooper-
ativity to occur. Although these slow isomerization steps are
required for cooperativity, normal kinetics may be observed
under other conditions; i.e., if the substrate binding steps
(k1/kp or kji/k;,) are at equilibrium. It should be pointed

out that both positive and negative cooperativity may be ac-
counted for with the model described in Scheme IX-11,

El

Scheme IX-11

The model of Scheme IX-11 also predicts both lags and bursts

in product formation with time under certain conditions. In

order to understand how such events may occur, it is necessary
to obtain kinetic expressions for the steady-state and pre-steady-
state velocity; i.e., velocity where time (t) = 0,

Examination of the mechanism of Scheme IX-11 reveals that it is
composed of two catalytic cycles joined together by two differ-
ent steps involving slow isomerizations, The velocity for this
model is
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L2 = v = k7 (E'P) + kyu (EP). (1X-67)
If the two cycles produce product at different rates, a shift
with time in going from the rapid cycle to the slow cycle will
produce a velocity burst. The reverse effect will result in a
lag in product formation in going from the pre-steady-state to
the steady-state.

In order to derive equations that account for hysteretic and
burst phenomena, three simplifying assumptions are made (31):

a) That each cycle reaches an internal steady-state before a
steady-state is reached between the two cycles;

b) Product inhibition does not occur; and
c) Substrate concentration does not change.
The concentrations of the two cycles (C; and C,) are related

to each other and to the various enzyme forms in the following
way:

Cog =C; + Cy (IX-68)
C, =E+EA +EP and C, = E' + E'A + E'P (IX-69)
dc,

F= kg(E') + ku (E'A) - klO(E) - k3(EA). (IX-70)

The enzyme forms E', E'A, E and EA may be expressed in terms of
C, and C, as follows:

dac;  [ko(E") + ky(E'A)]Ccy,  [kio(B) + k3(ER)]C,

. (IX-71)
dt Co C

The determinants for the various enzyme species may be obtained
as suggested in Chapter II. Equation (IX-71) may be gotten into
a form that is amenable to integration by using the relation-
ship of Eg. (IX-68).

dcC;

= hCy - Cy(h + i). (IX-72)
dt

The coefficients h and i are defined by AINSLIE et al. (31) and
consist of rate constants and substrate terms, and Eq. (IX-72)
may be integrated between the limits t = O and t. In order to
eliminate the constant of integration, C; ; the relationship
C,/C, = kg/k;o is used and the expression'for C; obtained,

h h kg _ .
c, = co[ - - e (h l)t] . (IX-73)
(h + i) h + i kg +k10
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It is possible to evaluate C, with a knowledge of C; from Eqg.
(IX-68). The velocity for the reaction of Eq. (IX-67) can be
described in another way, e.qg.,

dP  k7(E'P)C, kyy (EP)C,

= . -74)
at [E' + E'A + E'D] * [E + EA + EP] (x

When values for the determinants of the various enzyme forms,
along with the identities for C; and C, (Egs. (IX-68) and (IX-73))
are substituted into Eq. (IX-74), the expression for the product-
time relationship for the model described by Scheme IX-11 is ob-
tained. This expression will take the form

dp h h kg _ .
—= aCqg +Cg(b-a) - ( = ) e (h+l)t]
dt (h +1) (h + 1) (kg +kig)

(IX-75)

where a and b represent the coefficients associated with C, and
C;, respectively, of Eq. (IX-74).

The coefficient of t in Eqg. (IX-75) represents the rate constant
for the transition in going from C; to C,. The half-time of the
transition is (31)

_ _0.693 _
t1/2 = 75y - (I1X-76)

It can be shown that in Eg. (IX-75) when t becomes large, the
exponential term is eliminated, and this expression becomes
identical in form to Eq. (IX-61) (31). Equation (IX-61) repre-
sents the steady-state velocity phase of the reaction described
by the model of Scheme IX-11; i.e., where all steps in the re-
action have reached a steady-state. Figure IX-8 describes a
plot of product formation as a function of t/t1/2 for a vari-
ety of computer simulated conditions for the model of Scheme
IX-11. This graph indicates that the model does indeed accomo-
date both burst and lag phenomena.

FRIEDEN (22) has presented a number of models that explain
hysteresis. They are based on mechanisms of the type shown in
Scheme IX-12.

Kia kj Kiar
E + Ax SEA =—— E'A < » E' + A
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P + E———E' + P
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Scheme IX-12
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Fig. IX~-8. Progress curves (product versus time) of the slow isomerization
mechanism (Scheme IX-11). Different enzyme concentrations and rate con-
stants were used by AINSLIE et al. (31) to generate the simulations shown
on the graph

In the mechanism described in Scheme IX-12, the substrate bind-
ing steps equilibrate rapidly relative to the slow intercon-
version of the different enzyme species. The product-time re-
lationship for this mechanism is the same as Eg. (IX-75), but
is expressed by FRIEDEN (22) as

€§}= ve = vg + (vg - vf)e—at. (IX=-77)

In Eq. (IX-77), Vier Vg, and vy represent velocity at time t,
velocity at t— =, and velocity at t = O, respectively. The
complex constant a is defined as:

KiA + kgKy, koA + kKt
a = + . (IX-78)

Ki, + A Ki,' + A

When Eg. (IX-77) is integrated, an expression for P is obtained
Py = vgt = (vg = vo) (1 =~ e—at)/a. (IX-79)

This last expression indicates that the amount of product pro-
duced in the hysteretic system is equal to the amount of product
expected in the absence of the lag phase vit, minus the amount
of product not produced because of the lag phase of the reaction.
The last term in Eq. (IX-79) represents the magnitude of the lag
phase in terms of product.

FRIEDEN (22) has presented evidence, indicating that frog phos-
phorylase a exhibits a hysteretic response after addition of
substrate, which is in accord with Eq. (IX-77).
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b) Altermative Pathway Mechanisms

WONG and HANES (32) were the first to propose that alternative
pathway mechanisms lead to rate equations that give rise to sig-
moidal kinetics. The hypothetical mechanism for hexokinase out-
lined in Scheme IX-13 incorporates the features of a Random Bi
Bi Sequential mechanism and a Ping Pong Bi Bi mechanism. The
initial rate expression according to WONG and HANES is of the
form described by Eq. (IX-19)

Glucose E-Gl ATP E-ADP ADP

Gl-6-P

\t;;7// Gl—6 P \\\\\\
E+«Gl<-ATP ——E+G1-6-P-ADP
k>\\\\\‘ ,///g:;cose ADP /////4:

E-ATP E:Gl-6-P

\\\\\:E;:\\\\\ E_P

Scheme IX-13

Glucose

SWEENY and FISHER (33) and GRIFFIN and BRAND (34) have presented
a number of different models involving alternative pathways that
give rise to sigmoidal kinetics. These mechanisms will not be
considered here, and the reader is referred to the original
articles for additional information on this subject.

c) Half-Site Reactivity and Negative Cooperativity

A large number of enzymes studied recently seem to exhibit neg-
ative cooperativity as determined from ligand binding experiments
and, at the same time, show normal Michaelis-Menten kinetics (35).
These enzymes include alkaline phosphatase, malate dehydrogenase,
glyceraldehyde-3-P dehydrogenase, horse liver alcohol dehydrogen-
ase, E. coli CTP synthetase, and liver glutamate dehydrogenase.

An interesting common feature of these enzymes is that they are
proteins with identical subunits. LAZDUNSKI and associates used
the term Flip-Flop mechanism in an attempt to explain the very
interesting but anomalous behavior of these enzymes (36). A

brief summary of experiments with calf intestine alkaline phos-
phatase serves to illustrate the Flip-Flop mechanism (37).

The catalytic mechanism of alkaline phosphatase is known to
involve the participation of a phosphoryl enzyme intermediate.
Ligand binding experiments with inorganic orthophosphate (Pj)
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reveal two nonequivalent binding sites. One binds P; strongly
and the other, loosely at pH 8.0 with the characteristics of
negative cooperativity. Stopped-flow experiments reveal that
substrates phosphorylate both sites at different rates at acid
PH, whereas only one site is phosphorylated at pH 8.0. At alka-
line pH only half of the sites are reactive at any time. These
observations are summarized in the mechanism shown in Scheme
IX-14.

II
E E-A E-P E - Q\\\\\E - P
+A—»| —> +A —» —»
O N®) ® ®
E E E E - A E - P

'\\\\\\‘iBQE_,,,////// +ROH

1@
Scheme IX-14

In Scheme IX-14, A is taken to represent the substrate and E - A,
a Michaelis complex, whereas E - P represents covalently bound
P;. The details of the mechanism are as follows:

1. Binding of substrate at step (:) precludes additional sub-
strate binding.

2. Phosphorylation of a seryl residue occurs at the active site
with desorption of the alcohol portion of the substrate,

3. The phosphoryl enzyme next allows binding of a second sub-
strate molecule.

4, This hybrid enzyme form, which contains both a Michaglis

complex and phosphoryl enzyme, may either liberate P; or
form the diphosphoryl enzyme intermediate C) plus_the alcohol
product. In the first instance substrate binding is coupled

to enzyme dephosphorylation () . The authors refer to this as
a Flip-Flop mechanism (37). Alternatively, enzyme phosphoryla-
tion may be coupled with dephosphorylation .

It can be seen from the alkaline phosphatase model of Scheme
IX-14 that if mechanism I is followed,only step C) appears in
the pre-steady-state, whereas steps Cj , and are part of the
steady-state. By analogy, in the case of mechanism II, the pre-
steady-state steps are and C) and the steady-state steps
are é ’ (5 ’ @ . Step @ is not a part of mechanism I, nor

is step (’ a part of mechanism II. Either of these mechanisms
leads to Michaelis-Menten kinetics.
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The idea that horse liver alcohol dehydrogenase exhibits half-
site reactivity (37a) has been challenged (37b). BERNHARD et

al. (37a), using a rapid-mixing stopped-flow spectrophotometer,
observed a transient accumulation of product when aromatic al-
dehydes were reduced by NADH that was equivalent to one half the
enzyme site concentration; however, site equivalence was found
with acetaldehyde as substrate (37c). TATEMOTO (37b) found that
transient formation of enzyme-NAD' from NADH and benzaldehyde
corresponded to the total site concentration when a rapid-mixing
stopped-flow spectrophotometer or fluorimeter was used. In the
reverse reaction TATEMOTO observed less than full-site reactiv-
ity; however, he attributed this finding to formation of a sig-
nificant amount of nonfluorescent productive ternary complex.

It is not at all clear at this time what advantage, if any,
half-site reactivity provides to the cell in the context of
regulation. On the other hand, the various conformational changes
involved in Flip-Flop mechanisms may serve to facilitate catal-
ysis.

d) Pseudocooperativity in Transphosphorylase Enzymes

It was pointed out in Chapter III that sigmoidal kinetic may
arise in transphosphorylase systems, if an incorrect calculation
is made for the concentration of the metal-substrate complex.
This usually occurs when the assumption is made that the con-
centration of the metal binding species represents the true sub-
strate concentration. It must be born in mind that in virtually
all cases studied,the active substrate is the metal-substrate
complex, rather than the free substrate. Figure IX-9 represents
theoretical data obtained for the mechanism illustrated in
Scheme IX-15 under three different conditions (5).

K
A+ M DIA MP
E EMA E

Scheme IX-15

For example, the theoretical velocity-response curves presented
in Fig. IX-9 show how the normal hyperbolic dependence (curve A)
can give sigmoidal substrate-saturation curves (curves B and C).
For curve A, the stability constant for_the complex is assumed
to be sufficiently great so that [Atotal is equivalent to the
concentration of the metal-substrate complex. Alternatively, one
may assume that the stability constant is lower but that there
is a sufficient concentration of free metal ion to force the
substrate into combination with the metal ion. The responses in
curves B and C were computed assuming a stability constant of
10000 M~!., For curve B it is assumed that the free uncomplexed
substrate is noninhibitory, whereas for curve C it is assumed
that free substrate acts as a competitive inhibitor.
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Fig. IX-9. Plot of v/Vpax Versus the millimolar concentration of total sub-
strate for a model one-substrate enzyme (5). The concentrations of Afree and
the metal-A complex were estimated assuming a stability constant of 10000 ML,
The Ky and Ky for metal metal-A complex and Afyee, respectively, were as-—
sumed to be 0.5 mM. The ratio v/Vp,x was calculated from the rate expression
for a simple one-substrate enzyme obeying Michaelis-Menten kinetics. Curve

A (V) represents the case where total [substrate] = [metal-A complex];
curve B (O) is where the velocity is strictly a function of the metal-A
complex concentration, as determined by using the stability constant; curve
C (&) is where velocity is dependent upon metal-A complex concentration as
in curve B, but also accounts for competitive inhibition by Afyee relative
to the metal-A complex. The total metal ion to total substrate ratio was
maintained at 1.0

In the derivation of the equations used to calculate the data
shown in Fig. IX-9, the kinetic model of Scheme IX-15 gives the
following velocity-substrate relationships,

Vi (MA)
vom— (IX-80)

Kmya + MA
The concentration of MA may be calculated as follows:
M+ A=MA (IX-81)

MA MA
(IX-82)

R = = )
(M) () [Mp - MA] [Ao - MA]

Equation (IX-82) is expanded and the quadratic equation solved
for MA:

MA = . (IX-83)
2
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Note that K (Eq. (IX-82)) is a formation constant, whereas K
(Eq. (IX-83)) is a dissociation constant.

Equation (IX-83) permits calculation of the true substrate (MA)
concentration.

Curve C of Fig. IX-9 was calculated assuming that free uncom-
plexed substrate (A) is a competitive inhibitor of MA; i.e.,

Vv, (MA)
v = 2 . (IX-84)
KMA[1 + 'E]‘f' MA
I

It should be noted that the conditions described give rise to
sigmoidicity, and in addition, this effect is magnified if the
uncomplexed substrate acts as a competitive inhibitor of the
system. A more complete analysis of these effects can be found
in an article by PURICH and FROMM (5).

D. Allostery

Some enzymes contain, in addition to the active site, a topol-
ogically distinct second, or allosteric site. Although the al-
losteric site is devoid of catalytic activity, it is capable of
affecting catalysis at the active site. Like the active site,

the allosteric site exhibits varying degrees of specificity.

In this discussion, allostery will be restricted to physiologic-
al effectors. It is clear that buffer ions and protons not direct-
ly involved in catalysis will fit the definition of allosteric
effectors.

The most widely accepted explanation of allostery holds that,
when certain ligands bind at the allosteric site, a conforma-
tional change occurs that either enhances or inhibits catalysis.
These effects are manifested through alterations in the kinetic
parameters for the enzyme; i.e,, the Michaelis constants (K sys-
tems) or the maximal velocity (V systems). In the case of sys-
tems that exhibit cooperative kinetics, sigmoidicity may either
be exaserbated or eliminated. Enzymes that display normal Micha-
elis-Menten kinetics may exhibit sigmoidicity, inhibition, or
activation in the presence of the allosteric effector.

There are many examples in the literature of oligomeric allo-
steric enzymes and a few well-documented cases of allostery as-
sociated with monomeric enzymes. In the former cases, the allo-
steric site may be on the same subunit as the active site, or
alternatively, on a separate subunit.

By definition, heterotropic effects will describe interactions
between different ligands, whereas homotropic effects will de-
scribe interactions between similar ligands (12).
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1. Nonsigmoidal Systems

a) Noncompetitive Inhibition

Probably the simplest example of allostery is the case of non-
competitive inhibition in a unireactant system (Scheme IV-2). By
definition, the noncompetitive inhibitor (negative modifier or
effector) binds at a site other than the active site (the allo-
steric site) and alters the properties of the active site.

b) Partial Competitive Inhibition

Another example of enzyme inhibition or activation that may be
accomplished with heterotropic effectors involves partial com-
petitive inhibition (Chapter IV, Scheme IV-2). The difference
between noncompetitive inhibition and partial competitive inhi-
bition is associated with the fate of the enzyme-substrate-modi-
fier complex and the affinity of the enzyme for the substrate
and modifier. The former type of inhibition assumes the ternary
complex is inactive, whereas in partial competitive inhibition
(or activation) this complex is active. A more complete treat-
ment of this facet of allostery is provided in Chapter IV and
by the theoretical treatment of FRIEDEN (27).

e) Mutually Exclusive Binding

Competitive inhibition of enzyme action (Scheme IV-1) is some-
times described as an inhibitor-modulated increase in the Micha-
elis constant for the substrate. An analogous effect by inorganic
orthophosphate (P;) is believed to occur in the case of bovine
brain hexokinase. Here, however, the modulator serves to acti-
vate the enzyme by causing dissociation of the inhibitor.

It is now well established that the kinetic mechanism of bovine
brain hexokinase action is approximated by the rapid equilibrium
Random Bi Bi mechanism (38-41). The enzyme is markedly inhibited
by its products, ADP, and glucose-6-P. Inhibition by ADP is non-
competitive with respect to either substrate, and available ex-
perimental evidence suggests that ADP binds at an allosteric
site as well as at the active site (39). The rationale behind
this suggestion was made on the basis that ADP is not a linear
noncompetitive inhibitor of the hexokinase reaction (Fig. IX-10).

Inhibition by glucose-6-P is well recognized to be linear-com-
petitive with respect to ATP and linear-noncompetitive relative
to glucose (42, 43). It has been long recognized that P; reverses
the inhibitory effect of glucose-6-P (44); however, P; has no
effect on the kinetic parameters of the hexokinase reaction in
the absence of glucose-6-P (45). Both ATP and P;j are competitive
with respect to glucose-6-P in kinetic and binding experiments;
however, ATP and P; do not compete with each other for the same
site on hexokinase (46, 47). The mechanism shown in Scheme IX-16
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was proposed to account for these and other findings (46, 47)
based upon reports that the enzyme is monomeric (48, 49).

(1/V)«10-6

{ADP).10% M
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)

(1/ADP) - 10™!

Fig. IX-10. Plot of the reciprocal of the initial forward reaction velocity

versus the reciprocal of the concentration of ADP (39). In the inset 1/v is

plotted against ADP, ATP and glucose were maintained at K5 and 2K, respect>-
ively

The mechanism of deinhibition of glucose-6-P inhibited hexoki-
nase assumes that the enzyme may exist either as the P; associ-
ated enzyme or as the free enzyme.
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These two enzyme conformations are proposed to be in rapid equi-
librium with each other. When P; is bound to hexokinase, the dis-
sociation constant for glucose-6-P is markedly elevated and de-
inhibition occurs. Equation (IX-85) describes the initial rate
expression which seems to account for the currently available
binding and kinetic data for the model depicted in Scheme IX-16.

V]_ KG KATPl— G6P _l KiATP.KGl G6P
— =1+ + 1+ + 1+
v (Glucose) (ATP)L_ KL'f'(Pid (ATP) (Glucose) KLf (Pi)
(IX-85)
K + Pj K + P;

where f'(P;) = and f(P;) = ——  and

Ky ' K,

K + (Py) K + (Py)
Ky' Ky

Ky,' and Ky' are the constants for glucose-6-P dissociation from
E-glucose+*glucose-6~P and E+P;-glucose-glucose-6-P, respectively.
Brain hexokinase seems, then, to be an example of an allosteric
enzyme that does not display cooperative kinetics and does not
involve subunit interaction.

2. The Monod Model (12)

Another feature of the MWC model is that it is capable of ex-
plaining heterotropic effects. Consider, for example, a system
capable of binding three different ligands at three topological-
ly distinct sites. If one of these ligands is the substrate (S),
which binds almost exclusively to the R state, and the other two
ligands are: a) an inhibitor (I), which binds to the T state,
and b) an activator (A), which binds to the R state, an expres-
sion analogous to Eq. (IX-31) may be derived, which accounts

for binding of the various ligands. Equation (IX-86) describes
these effects when using the MWC model where Y  is the satura-
tion function for the substrate.

a(1l + a)n—l

‘?S = - (IX—86)
M.‘. n
a+ypn - (e
In Eq. (IX-86), Band y represent I/K; and A/Kp, respectively,
where K; and K, are the microscopic dissociation constants for

binding of A and I.

It can be seen from Eq. (IX-86) that, when g and y approach zero,
Eq. (IX-31) is obtained. Figure IX-11 shows how B and y affect the
homotropic interactions of the substrate. Activation serves to
eliminate the homotropic interactions of the substrate, whereas
the heterotropic inhibitor serves to increase substrate cooper-
activity. All the ligands, S, A, and I exhibit cooperative homo-
tropic effects.
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Fig, IX-11. Theoretical curves showing the heterotropic effects of an
allosteric activator (y) or inhibitor (B) upon the shape of the saturation
function for substrate (@) based upon Eg. (IX-86) according to MONOD et
al. (12)
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