Annual Review of Pharmacology and Toxicology
Volume 43, 2003

Table of Contents

INDUCTION OF DRUG-METABOLIZING ENZYMES: A Path to the Discovery of
Multiple Cytochromes P450
Allan H. Conney - 1-30

PROTEIN FLEXIBILITY AND COMPUTER-AIDED DRUG DESIGN
Chung F. Wong, J. Andrew McCammon - 31-45

RETINOID RECEPTORS AND THEIR COREGULATORS
Li-Na Wei - 47-72

NOVEL PHARMACOLOGICAL APPROACHES TO MANAGE INTERSTITIAL LUNG
FIBROSIS IN THE TWENTY-FIRST CENTURY
Shri N. Giri - 73-95

NITRIC OXIDERELEASING DRUGS
Claudio Napoli, Louis J. Ignarro - 97-123

2,5-HEXANEDIONE-INDUCED TESTICULAR INJURY

Kim Boekelheide, Shawna L. Fleming, Theresa Allio, Michelle E. Embree-Ku,
Susan J. Hall, Kamin J. Johnson, Eun Ji Kwon, Sutchin R. Patel,

Reza J. Rasoulpour, Heidi A. Schoenfeld, Stephanie Thompson - 125-147

HUMAN EXTRAHEPATIC CYTOCHROMES P450: Function in Xenobiotic Metabolism and
Tissue-Selective Chemical Toxicity in the Respiratory and Gastrointestinal Tracts
Xinxin Ding, Laurence S. Kaminsky - 149-173

HORMESIS: The Dose-Response Revolution
Edward J. Calabrese, Linda A. Baldwin - 175-197

SIGNAL TRANSDUCTIONDIRECTED CANCER TREATMENTS
Edward A. Sausville, Yusri Elsayed, Manish Monga, George Kim - 199-231

REGULATORY MECHANISMS CONTROLLING GENE EXPRESSION MEDIATED BY
THE ANTIOXIDANT RESPONSE ELEMENT
Truyen Nguyen, Philip J. Sherratt, Cecil B. Pickett - 233-260

MONOAMINE TRANSPORTERS: From Genes to Behavior
Raul R. Gainetdinov, Marc G. Caron - 261-284

GENETIC POLYMORPHISMS OF THE HUMAN MDR1 DRUG TRANSPORTER
Matthias Schwab, Michel Eichelbaum, Martin F. Fromm - 285-307

ACTIVATION OF THE ARYL HYDROCARBON RECEPTOR BY STRUCTURALLY
DIVERSE EXOGENOUS AND ENDOGENOUS CHEMICALS
Michael S. Denison, Scott R. Nagy - 309-334



TRAFFICKING OF NMDA RECEPTORS
Robert J. Wenthold, Kate Prybylowski, Steve Standley, Nathalie Sans,
Ronald S. Petralia - 335-358

TELOMERE INHIBITION AND TELOMERE DISRUPTION AS PROCESSES
FOR DRUG TARGETING
Evonne M. Rezler, David J. Bearss, Laurence H. Hurley - 359-379

PHARMACOLOGY AND PHYSIOLOGY OF HUMAN ADRENERGIC RECEPTOR
POLYMORPHISMS
Kersten M. Small, Dennis W. McGraw, Stephen B. Liggett - 381-411

GENE THERAPY WITH VIRAL VECTORS
Neeltje A. Kootstra, Inder M. Verma - 413-439

K+ CHANNEL STRUCTURE-ACTIVITY RELATIONSHIPS AND MECHANISMS
OF DRUG-INDUCED QT PROLONGATION

Colleen E. Clancy, Junko Kurokawa, Michihiro Tateyama, Xander H.T. Wehrens,
Robert S. Kass - 441-461

COMPLEMENTARY AND ALTERNATIVE THERAPEUTICS: Rigorous Research is Needed
to Support Claims
Jane F. Kinsel, Stephen E. Straus - 463-484

CHALLENGING DOGMA: Thresholds for Genotoxic Carcinogens?
The Case of Vinyl Acetate
J.G. Hengstler, M.S. Bogdanffy, H.M. Bolt, F. Oesch - 485-520

THE CAENORHABDITIS ELEGANS DOPAMINERGIC SYSTEM:
Opportunities for Insights into Dopamine Transport and Neurodegeneration
Richard Nass, Randy D. Blakely - 521-544

ALZHEIMER'S DISEASE: Molecular Understanding Predicts Amyloid-Based Therapeutics
Dennis J. Selkoe, Dale Schenk - 545-584

PROGRESS TOWARD CLINICAL APPLICATION OF THE NITRIC
OXIDERELEASING DIAZENIUMDIOLATES
Larry K. Keefer - 585-607

INNATE IMMUNE RESPONSES TO MICROBIAL POISONS: Discovery and Function of
the Toll-Like Receptors
Bruce Beutler - 609-628

THE ROLE OF DRUG TRANSPORTERS AT THE BLOOD-BRAIN BARRIER
A.G. de Boer, I.C.J. van der Sandt, P.J. Gaillard - 629-656



WH.W



Annu. Rev. Pharmacol. Toxicol. 2003. 43:1-30
doi: 10.1146/annurev.pharmtox.43.100901.135754
Copyright(®© 2003 by Annual Reviews. All rights reserved

INDUCTION OF DRUG-METABOLIZING ENZYMES:
A Path to the Discovery of Multiple
Cytochromes P450™

Allan H. Conney

Susan Lehman Cullman Laboratory for Cancer Research, Department of Chemical
Biology, Ernest Mario School of Pharmacy, Rutgers, The State University of

New Jersey, 164 Frelinghuysen Road, Piscataway, New Jersey 08854;

email: aconney@rci.rutgers.edu

Key Words environmental regulation of xenobiotic metabolism, microsomal
enzyme induction, activation of microsomal enzymes, drug-drug interactions,
diet-drug interactions

m Abstract This article provides a personal account of the discovery of the in-

duced synthesis of drug-metabolizing enzymes and of subsequent research that led

to the discovery of multiple cytochromes P450 with different catalytic activities. The

manuscript also emphasizes the role of environmental factors (in addition to genetic
polymorphisms) in explaining person-to-person and day-to-day differences in rates

and pathways of drug metabolism that occur in the human population.

EARLY DAYS

| was a depression baby born in 1930 in Chicago where my father was a pharma-
cist managing a Liggett’s drugstore. In 1937, my father opened an independent
pharmacy in Winnetka, lllinois, and we moved into a small house on the less ex-
pensive west side of Winnetka where my next door neighbor was Donald Rumsfeld
(current Secretary of Defense). My early childhood was marked by much good
fortune—loving and hardworking parents with strong ethical values, a pharmacy
named Conney’s Pharmacy (which still retains the name today) that was a center
of our family life, and an outstanding school system that was (and still is) among
the bestin our nation. Graduates from Winnetka’s New Trier High School included
such notables as Jack Steinberger (Nobel Laureate, physics), Bruce Alberts (Presi-
dent, National Academy of Sciences, U.S.A.), Donald Rumsfeld (Secretary of

Defense), Ralph Bellamy (actor), and Archibald McLeish (poet).

*This manuscript is dedicated to the memory of my graduate school mentors James A.

Miller and Elizabeth C. Miller and to the memory of my friends and former colleagues
Alvito Alvares, James Gillette, and Shu-jing (Caroline) Wei.

0362-1642/03/0210-0001$14.00 1



2 CONNEY

| started working in my father's pharmacy at age 10 for 10 cents an hour and
all the ice cream that | could eat. | enjoyed my interactions with the people that
came into the store, and | learned much from my father about the use of drugs for
the treatment of diseases. My early years were marked by a love of my academic
studies, music (both jazz and classical), and competitive sports (table tennis and
baseball). | played flute and piccolo in a number of concert bands and orchestras
during my early years and also later in college where | was a member of the concert
band and the marching band that performed at football games.

COLLEGE DAYS

In 1948, | entered the School of Pharmacy at the University of Wisconsin-Madison
with the intention of pursuing a career in pharmacy. The School of Pharmacy
and the basic science departments at the University had an exceptionally strong
research-oriented faculty, and they provided me with a strong education in the
basic sciences and the practice of pharmacy (including instructions on how to
make suppositories during the heat of summer). The faculty in the School of
Pharmacy provided their students with opportunities for doing research, and |
took a part-time job as a research assistant helping Professor Louis Busse in studies
on the properties of powders that would be helpful in preparing tablets. My first
“independent” research project was with Professor Takeru Higuchi who was a
leader in physical pharmacy. He had me work on the development of a silica gel
chromatography system that would allow the specific analysis of chloramphenicol.
After completion of pharmacy school, | passed the Pharmacy State Board Ex-
amination in lllinois and became a registered pharmacist. Although | could have
started a career in pharmacy in my father’'s drugstore, | chose to pursue further
education in preparation for a career in research after also considering the pos-
sibility of entering medical school. | inquired about opportunities as a graduate
student in a number of biochemistry-oriented departments on the Madison cam-
pus. Again, | had good fortune in meeting with Dr. Harold Rusch, director of the
McArdle Laboratory for Cancer Research. Dr. Rusch spent a great deal of time
with me describing the oncology graduate program and the many interesting re-
search projects that were ongoing at McArdle. After this meeting, | was convinced
that | wanted to enter the oncology Ph.D. program at McArdle, and Dr. Rusch
introduced me to Drs. James and Elizabeth Miller who discussed their research
on chemical carcinogenesis and carcinogen metabolism with me and accepted me
as their graduate student. There were no laboratory rotations in the early 1950s,
and a simple introduction by Dr. Rusch and an agreement between the student and
professor was all that was needed to start the graduate student-mentor relationship.

MY FAILURE AS A SYNTHETIC CHEMIST
| joined the Miller laboratory in September, 1952, and my first project was to

synthesize 1-hydroxy-2-aminonaphthalene, a suspected carcinogenic metabolite
of g-naphthylamine (a bladder carcinogen). After many attempts to synthesize
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and purify theg-naphthylamine derivative during a two-month period failed to
yield pure product and also resulted in two explosions, the Millers realized that |
did not have much future as a synthetic chemist; | believe they were also worried
about the destruction of their laboratory. These concerns led to a change in my
research project. My failure as a synthetic chemist was extremely fortunate because
it led me into a new field—the induced synthesis of microsomal drug-metabolizing
enzymes—which was to become my major area of research for the next several
decades.

THE JOYS OF DISCOVERY: ENZYME INDUCTION BY
POLYCYCLIC AROMATIC HYDROCARBONS

After my failure as a synthetic chemist, the Millers and | discussed earlier re-
search by H.L. Richardson and his colleagues indicating that administration of
3-methylcholanthrene inhibited the hepatocarcinogenic activity -ofiethyl-4-
dimethylaminoazobenzene in rats (1). We discussed the possibility that treatment
of rats with the protective hydrocarbon might alter the metabolism of carcinogenic
aminoazo dyes, andin late 1952 or early 1953 | started studies on the effects of treat-
ing rats with 3-methylcholanthrene and other polycyclic aromatic hydrocarbons on
the hepatic N-demethylation and azo-link reduction of aminoazo dyes—metabolic
pathways that resulted in noncarcinogenic products. Almost immediately, | expe-
rienced the joys of discovery by finding that treatment of rats with a single i.p.
injection of 3-methylcholanthrene caused a rapid and many-fold increase in azo
dye N-demethylase activity [M.S. thesis (2)]. A stimulatory effect of dietary 3-
methylcholanthrene on azo dye N-demethylase activity was also observed during
these early studies (2). While | was studying the effects of 3-methylcholanthrene
on hepatic azo dye N-demethylase activity in rats, Raymond Brown (another Miller
graduate student) found that livers from mice fed a Friskies dog chow diet for two
weeks had about twice as much hepatic azo dye N-demethylase activity as the liv-
ers of mice fed a purified diet (3). Brown then focused his attention on constituents
in the crude diet that could increase azo dye N-demethylase activity when fed in
the purified diet (3).

My first full-length publication provided strong evidence that treatment of rats
with a single i.p. injection of 3-methylcholanthrene induced the synthesis of hep-
atic aminoazo dye N-demethylase and azo-link reductase (4). The induction of
hepatic azo dye N-demethylase and azo-link reductase activities by 3-methylcho-
lanthrene is shown in Figure 1. These studies on the induced synthesis of azo dye-
metabolizing enzymes were early examples of enzyme induction in mammals.
Curiously, my first full-length publication started on page 45Cahcer Research
(\Vol. 16) (4). The coincidence of this paper starting on page 450 and the later
development of the field of multiple cytochromes P450 was striking. Our early
research indicated that polycyclic aromatic hydrocarbons that inhibited aminoazo
dye-induced liver cancer (1,5) were potent inducers of azo dye N-demethylase
activity (2, 4), whereas other polycyclic hydrocarbons that did not influence azo
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Figure 1 Induction of hepatic aminoazo dye N-demethylase and reductase activ-
ities. Rats (50 g) were injected once with 1 mg of 3-methylcholanthrene (3-MC).
N-Demethylase activity was determined in fortified liver homogenates by mea-
suring the metabolism of 3-methyl-4-monomethylaminoazobenzene to 3-methyl-4-
aminoazobenzene (3-methyl-AB). Reductase activity was determined by measuring
the reduction of the azo linkage of 4-dimethylaminoazobenzene (DAB). Demethylase
activity is expressed agg of 3-methyl-AB formed per 50 mg of liver per 30 min.
Reductase activity is expressed.agof DAB reduced per 30 mg of liver per 30 min.
Each point is the average of the activities for two or three rats. Taken from Ref. (4).

dye-induced carcinogenesis (5) had little or no effect on azo dye metabolism (2, 4).
Our research on the induction of azo dye-metabolizing enzymes provided a mech-
anistic explanation for the inhibitory effects of polycyclic hydrocarbons on azo
dye carcinogenesis and was an early example of mechanisms of cancer chemo-
prevention. These studies also placed into perspective the meaning of safety and
benefit/risk ratio for the fields of pharmacology and cancer chemoprevention. If
| were a rat in an environment of carcinogenic aminoazo dyes that would with
great certainty cause liver cancer and all that was available for protection was
3-methylcholanthrene (a poor carcinogen when administered orally), | would in-
gest the hydrocarbon because it would save my life. Clearly, safer chemopreven-
tive agents would be more desirable, and having a mechanistic understanding of
chemoprevention led to a search for safer and more effective chemopreventive
agents.

In 1955, the Millers and | initiated research to determine whether polycyclic
aromatic hydrocarbons that stimulated azo dye N-demethylase activity could also
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stimulate their own metabolism. In 1957, we reported that treatment of rats with
benzo[a]pyrene (BP), 3-methylcholanthrene, or several other polycyclic hydrocar-
bons induced the synthesis of hepatic BP hydroxylase (6). In later studies after
leaving Madison, my colleagues and | found that induction of BP hydroxylase was
paralleled by increased in vivo metabolism of BP and other polycyclic aromatic
hydrocarbons. The increased level of BP hydroxylase activity in BP-pretreated rats
was reflected in vivo by decreased blood and tissue concentrations of this carcino-
gen and enhanced biliary excretion of its metabolites (7, 8). The stimulatory effect
of BP on its own metabolism was illustrated by a decreased tissue concentration
of this compound that occurred when it was administered chronically. At 24 h
after a single oral dose of 1 mg oi]BP to adult rats, the concentration of the
hydrocarbon in fat was 249 ng/g, whereas 24 h after seven daily dos#$BP[

its concentration in fat was only 24 ng/g (7).

In 1966-1967, we demonstrated that treatment of rats with certain polycyclic
hydrocarbons or aromatic azo derivatives stimulated the in vitro and in vivo
metabolism of 7,12-dimethylbenz[a]anthracene (9, 10), which provided a mecha-
nistic explanation for earlier research indicating an inhibitory effect of these com-
pounds on 7,12-dimethylbenz[a]anthracene-induced mammary cancer and adrenal
toxicity in rats (11-15). These early studies on mechanisms of inhibition of azo
dye and polycyclic hydrocarbon carcinogenesis as well as subsequent studies sug-
gested that induction of carcinogen detoxifying enzymes may be a useful strategy
for cancer chemoprevention [reviewed in Refs. (16-18)].

ENZYME INDUCTION BY DRUGS

After receiving my Ph.D. degree, | worked in my father’s drug store for a few
months as a pharmacist before pursuing a full-time career in research. | was in-
trigued by the possibility that polycyclic aromatic hydrocarbons may induce the
synthesis of drug-metabolizing enzymes and also by the possibility that drugs
might induce the synthesis of drug-metabolizing enzymes. The last experiment
that | did before leaving Madison in 1956 indicated that treatment of rats with
aminopyrine (an analgesic drug metabolized by N-demethylation) stimulated hep-
atic aminoazo dye N-demethylase activity. This study (which was never published)
was an early indication of a stimulatory effect of a therapeutically useful drug on
hepatic drug metabolism. In 1957, | met with Dr. Bernard Brodie, whose Labo-
ratory of Chemical Pharmacology in the Heart Institute at the National Institutes
of Health was at the forefront of drug metabolism research in the 1950s, and |
discussed with him the possibility that drugs may induce increased levels of mi-
crosomal drug-metabolizing enzymes. | wanted to obtain a postdoctoral position
in Brodie’s laboratory to study the pharmacological significance of microsomal
enzyme induction. Although Brodie was not able to take me into his laboratory, he
introduced me to Dr. John Burns who was interested in the stimulatory effects of
drugs on ascorbic acid synthesis, and we wondered whether the drugs that stim-
ulated ascorbic acid synthesis would also enhance drug metabolism. John Burns
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obtained a $6000/year fellowship stipend from McNeil Laboratories for me to
study the fate of zoxazolamine (Flexin) and chlorzoxazone (Paraflex), which were
muscle relaxant drugs produced by McNeil Laboratories.

In 1957, I moved with my wife and infant son from the drugstore in Winnetka to
Bethesda, Maryland, and started working with John Burns at the National Institutes
of Health. | isolated and identified metabolites of zoxazolamine and chlorzoxa-
zone from my urine (19, 20), and | also studied microsomal enzyme induction part
time. We found that treatment of rats with several drugs and polycyclic aromatic
hydrocarbons stimulated both ascorbic acid synthesis and hepatic aminoazo dye
N-demethylase activity (21). The reasons for this intriguing relationship and the
mechanisms responsible for the stimulatory effect of drugs on ascorbic acid syn-
thesis are still unknown. We then found that treatment of rats with phenobarbital,
barbital, aminopyrine, phenylbutazone, orphenadrine, or benzo[a]pyrene caused a
marked increase in the activity of liver microsomal enzymes that metabolized sev-
eral drugs (22). Evidence was presented in our early studies that administration of
phenobarbital induced the synthesis of drug-metabolizing enzymes and also stimu-
lated liver microsomal protein synthesis (22, 23). A young Alfred Gilman provided
considerable help with these studies during a summer internship prior to his inter-
est in G proteins (23). Administration of several drugs individually enhanced the
ability of liver microsomes to metabolize the same or a closely related compound.
Thus, treatment of rats with phenylbutazone, aminopyrine, benzo[a]pyrene, or phe-
nobarbital increased the ability of liver microsomes to metabolize the compound
administered or a closely related compound (22). At the time we were studying the
effects of drugs and polycyclic aromatic hydrocarbons as inducers of microsomal
monooxygenases at the National Institutes of Health, Drs. Herbert Remmer and
Ryuichi Kato, working independently, also demonstrated a stimulatory effect of
barbiturates and other drugs on drug metabolism (24-27).

SELECTIVE ENZYME INDUCTION BY
BENZO[A]PYRENE: EVIDENCE FOR MULTIPLE
DRUG-METABOLIZING ENZYMES

In 1959, we reported that treatment of rats with benzo[a]pyrene had a selective
stimulatory effect on the hydroxylation and N-demethylation of some foreign com-
pounds but not others. Treatment of rats with benzo[a]pyrene had a large stimula-
tory effect on the hydroxylation of benzo[a]pyrene, acetanilide, and zoxazolamine,
but there was little or no effect on the hydroxylation of chlorzoxazone (Table 1)
(28). Similarly, treatment of rats with benzo[a]pyrene markedly stimulated the
N-demethylation of 3-methyl-4-monomethylaminoazobenzene (3-Me-MAB) but
had a much smaller stimulatory effect on the N-demethylation of N-methyl-aniline,
and this treatment inhibited the N-demethylation of diphenhydramine (Beffadryl
and meperidine (Table 1) (28). These studies suggested a family of monooxyge-
nases with individual members that were under separate regulatory control. In
additional studies, we found that treatment of rats with benzo[a]pyrene stimulated



ENVIRONMENTAL CONTROL OF MULTIPLE P450s 7

TABLE 1 Selective induction of liver microsomal monooxygenase activities by
benzo[a]pyrene

Metabolism
(nmol per gm liver/hr)

Reaction Substrate Control  Benzo[a]pyrene  Activity ratio

Hydroxylation Benzo[a]pyrene 0.42 5.1 12.0
Acetanilide 0.48 3.1 6.5
Zoxazolamine 1.3 4.9 3.8
Quinoline 0.20 0.41 2.0
Chlorzoxazone 2.2 3.0 14

N-Demethylation  3-Me-MAB 1.9 10.0 5.3
N-Methyl-aniline  0.41 0.82 2.0
Benadryl 0.46 0.32 0.70
Meperidine 0.38 0.12 0.32

Immature male rats were injected once with corn oil or with 1 mg of benzo[a]pyrene in corn oil, and the animals
were sacrificed 24 h later. 3-Me-MAB is 3-methyl-4-monomethylaminoazobenzene. Taken from Ref. (28).

the hydroxylation of the muscle relaxant drug zoxazolamine to an inactive product,
stimulated the in vivo metabolism of zoxazolamine, and shortened its duration of
action from 730 min to 17 min (22). In contrast to these observations, treatment
of rats with benzo[a]pyrene did not stimulate the liver microsomal metabolism of
hexobarbital or shorten its duration of action (22). Although benzo[a]pyrene had
a selective stimulatory effect on the metabolism of only certain drugs, administra-
tion of phenobarbital or the administration of several other drugs stimulated the
metabolism of many drugs (22). Selectivity for enzyme induction by polycyclic
aromatic hydrocarbons such as benzo[a]pyrene and 3-methylcholanthrene and the
broadness of inducing activity for phenobarbital towards many substrates gave
rise to the notion during the 1960s of two kinds of enzyme inducers for xenobi-
otic metabolism—polycyclic aromatic hydrocarbons (such as benzo[a]pyrene and
3-methylcholanthrene) that were selective inducers and phenobarbital-like drugs
that stimulated the metabolism of many drugs.

In 1970, | visited Hans Selye in Montreal to give a Claude Bernard Lecture,
and we discussed Selye’s observation that treatment of rats with certain steroids
inhibited the toxicity of a large number of foreign chemicals. Pregnenolone-
16x-carbonitrile was one of Selye’s most active compounds, and | suggested
the possibility that this steroid was an inducer of microsomal detoxifying en-
zymes. In 1972, we identified pregnenoloneridrbonitrile as a new type of in-
ducer of xenobiotic-metabolizing enzymes in liver microsomes (29). Treatment of
rats with pregnenolone-t6carbonitrile induced a different profile of xenobiotic-
metabolizing enzymes than occurred after treatment of rats with either pheno-
barbital or 3-methylcholanthrene (29). The cytochrome(s) that were induced by
pregnenolone-16-carbonitrile were later identified as members of the CYP3A
family, amajor cytochrome P450 family in human liver. Later studies indicated that
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treatment of rats with 3-methylcholanthrene, phenobarbital, pregnenolene-16
carbonitrile, ethanol, dioxin, polychlorinated biphenyls, isosafrole, or clofibrate
each induced a different profile of xenobiotic metabolism and a different profile
of cytochromes P450. In additional studies, Takemori & Mannering showed that
addition of 10° M SKF 525-A to a mouse liver 900& g supernatant fraction
inhibited the demethylation of morphine and codeine by about 50%, but the N-
demethylation of 3-methyl-4-monomethylaminoazobenzene was unaffected (30).
The selective effects of microsomal enzyme inducers and inhibitors on the ox-
idative metabolism of several drugs suggested multiple enzyme systems for the
metabolism of these compounds, and stronger evidence for this concept would
come from studies on factors that regulated the metabolism of a single substrate
that was hydroxylated in multiple positions.

SPECIFICITY IN THE REGULATION OF 68-, 7a-, AND
16a-HYDROXYLATION OF TESTOSTERONE: FURTHER
EVIDENCE FOR MULTIPLE MONOOXYGENASES

In early studies, we found that treatment of rats with phenobarbital or certain other
inducers of xenobiotic metabolism also increased the level of liver microsom-
al enzymes that metabolized testosterdhe;androstene-3,17-dione, estradiol,
estrone, progesterone, and deoxycorticosterone, and this treatment decreased the
action of these steroids (31-35). During the course of this research, we devel-
oped paper chromatography methods that allowed us to measure the metabolism
of 1C-labeled testosterone t@§ 7a-, and 1&-hydroxytestosterone and to study
factors that regulated these reactions. We found that the three hydroxylation re-
actions were selectively modulated during the development of rats with age (first
13 weeks of life), during enzyme induction, after castration, during the storage of
frozen microsomes, and after the addition of chlorthion or carbon monoxide (CO)
(36).

Different patterns for the development of the-67«-, and 1&-hydroxylation
of testosterone were observed during the first 13 weeks of life in male rats (Figure 2)
(36). The 1@&-hydroxylation of testosterone was low at birth and remained low for
four weeks, but increased markedly during the next several weeks. In contrast to
the 16x-hydroxylation activity, @-hydroxylation activity increased during the first
week of life, remained relatively constant during the next six weeks, and increased
moderately during the next three weeks. Thehgdroxylation of testosterone
was low at birth and increased by one week. This activity remained constant for
an additional three weeks and then decreased during the following three weeks.

Storage of frozen rat liver microsomes for 20 or 48 days B5°C resulted in
a progressive decrease in enzyme activity for the &d 1&-hydroxylation of
testosterone, butwZhydroxylation activity was stable (36). The in vitro addition
of 10~*M chlorthion almost completely inhibited thedéydroxylation of testos-
terone by rat liver microsomes but only inhibited the-&nd #&-hydroxylation
reaction by 31 and 14 percent, respectively (36, 37).
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Figure 2 Effect of age on the 6, 7«-, and 1&-hydroxylation of testosterone by

rat liver microsomes. Liver microsomes equivalent to 333 mg of wet-weight liver
from male rats were incubated with 700umoles of testosterone-4€in a final
volume of 5.7 ml for 7.5 min at 3T in the presence of an NADPH-generating system.
Formation of @-hydroxytestosterone 6OH), 7«x-hydroxytestosterone #OH), and
16x-hydroxytestosterone (#0H) was measured. Each value represents the average
+ SE of three to six values where each value was obtained with the pooled livers from
three to six rats. Taken from Ref. (36).

Treatment of immature male rats with phenobarbital for three days increased
the 63-, 7a-, and 1&-hydroxylation of testosterone by liver microsomes to dif-
ferent degrees (36). The d8ydroxylation reaction was stimulated several-fold,
whereas the §- and #&-hydroxylations were stimulated to a smaller extent. In
contrast to these results, the administration of 3-methylcholanthrene had little or
no stimulatory effect on the® or 16x-hydroxylation of testosterone by liver
microsomes but caused a significant increase in éhaytiroxylation reaction.

Early studies by Klingenberg (38), Garfinkel (39), and Omura & Sato (40, 41)
demonstrated the presence of a unique liver microsomal pigment with a carbon
monoxide difference spectrum with a peak at 450 nm (after reduction of the hemo-
protein with dithionite). This hemoprotein was named cytochrome P450 by Omura
& Sato (40,41). In 1963 and 1965, Estabrook, Cooper, Rosenthal, and their col-
leagues demonstrated the functional role of cytochrome P450 for the oxidative
metabolism of steroids and drugs—a key discovery (42, 43), and there was consid-
erable debate during the middle to late 1960s about the number of liver microsom-
al cytochromes P450 that participated in the oxidative metabolism of drugs and
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steroids. Some thought there was only a single cytochrome P450 that could exist
in multiple interchangeable forms, whereas our laboratory favored the concept of
multiple cytochromes P450 that were under separate regulatory control. Alvares
and his colleagues in my laboratory presented evidence for the presence of at least
two CO-binding cytochromes in liver microsomes (44—-46). Whereas treatment of
rats with phenobarbital increased the concentration of a CO-binding pigment with
a reduced CO difference spectrum maximum at 450 nm, treatment of rats with 3-
methylcholanthrene increased the concentration of a CO-binding pigment with a
reduced CO difference spectrum maximum at 448 nm (44—46). Because this effect
of 3-methylcholanthrene on the reduced CO difference spectrum maximum was
prevented by treating the rats with ethionine or actinomycin D, we believed that it
represented the synthesis of a previously unidentified cytochrome P450 (44-46).
Other spectral evidence for the induction of different microsomal cytochromes by
phenobarbital and 3-methylcholanthrene was presented by Sladek & Mannering
(47).

Carbon monoxide inhibited thes6, 7«-, and 1&-hydroxylation of testosterone
by rat liver microsomes to different extents. A CQ/@tio of 0.5 inhibited the
Ta-, 68-, and 1&-hydroxylation reactions by 14%, 25%, and 36%, respectively,
and the ratio of CO/@needed for 50% inhibition of testosterone hydroxylation
in the 1@x-, 68-, and #&-positions was 0.93, 1.54, and 2.36, respectively (36, 48).
Studies on the photochemical action spectrum revealed that CO inhibition of the
three hydroxylation reactions was maximally reversed by monochromatic light at
450 nm, but there were differences in the shape of the photochemical reactiva-
tion spectra for the 8-, 7a-, and 1&-hydroxylation reactions (36, 48). The data
from our laboratory summarized above and at the First International Symposium
on Microsomes and Drug Oxidation in 1968 pointed to multiple cytochromes
P450 with different catalytic activities that were under separate regulatory control
(36, 45, 46), and we indicated that the actual number of cytochromes that partic-
ipate in the multiple hydroxylation reactions must await the solubilization and
purification of the microsomal system (36). The use of different inducers of liver
microsomal monooxygenases caused selective increases in the concentration of
specific cytochromes P450 in liver microsomes that greatly facilitated the isola-
tion and purification of these hemoproteins.

SOLUBILIZATION AND PURIFICATION OF
MULTTPLE CYTOCHROMES P450

In 1957, we reported on the use of the detergent deoxycholate for the solubilization
of aminoazo dye N-demethylase, and we also reported an inhibitory effect of
CO on aminoazo dye N-demethylase activity (49). In a key study in 1968, Lu &
Coon described the deoxycholate-dependent solubilization and resolution of aliver
microsomal fatty acidy-hydroxylation system into three components by column
chromatography, and they were able to reconstitute catalytic activity by combining
the three fractions (50). The three fractions were identified as cytochrome P450,
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NADPH cytochrome P450 reductase, and a lipid fraction or phosphatidylcholine
(51, 52). The reconstituted hydroxylation system was then shown to metabolize a
large number of drugs, carcinogens, and steroid hormones. These studies paved the
way for subsequent studies on the purification and characterization of cytochrome
P450.

In 1970, Anthony Lu joined my laboratory and we initiated studies on the purifi-
cation and catalytic activities of cytochrome P450 obtained from liver microsomes
of control rats, phenobarbital-treated rats, and 3-methylcholanthrene-treated rats.
We anticipated finding different cytochromes P450 with different catalytic activi-
ties in liver microsomes from animals treated with the different inducers, and we
found that the reconstituted hydroxylation enzyme system from rats treated with
phenobarbital exhibited high catalytic activity for benzphetamine N-demethylation
in vitro but had very low activity for benzo[a]pyrene hydroxylation (Table 2, Ex-
periment 1) (53). Replacement of the cytochrome P450 fraction by the cytochrome
P448 fraction from rats treated with 3-methylcholanthrene resulted in a marked de-
crease in benzphetamine N-demethylation and a large increase in benzo[a]pyrene
hydroxylation (Table 2, Experiment 1) (53). Conversely, the reconstituted system
from 3-methylcholanthrene-treated rats showed high benzo[a]pyrene hydroxylase

TABLE 2 Effect of different P450 fractions on drug metabolism
in reconsitituted systems

Experiment 1

PB P450 3-MC P448
Substrate nmoles metabolized
Benzo[a]pyrene  0.07 1.13
Benzphetamine  3.23 0.97

Experiment 2

Control P450 PB P450 3-MC P448
Substrate nmole metabolite formed
Pentobarbital 0.10 1.00 0.06
Benzo[a]pyrene  0.33 0.23 1.29
Chlorcyclizine 1.02 2.26 1.58

Rats were treated with vehicle (control), phenobarbital (PB), or 3-methylcholanthrene
(3-MC). Cytochrome P450, lipid, and reductase fractions were prepared and
reconstituted. The reductase and lipid fractions were prepared from PB-treated rats. No
hydroxylation activity was detected when hemoprotein was omitted from the reaction
mixture. In Experiment 1, benzo[a]pyrene metabolism was measured by formation of
fluorescent phenolic metabolites, and benzphetamine metabolism was measured by the
rate of benzphetamine-dependent NADPH oxidation. In Experiment 2, the metabolism
of pentobarbital, benzo[a]pyrene, and chlorcyclizine was measured by product forma-
tion. Experiment 1 was taken from Ref. (53) and Experiment 2 was taken from Ref. (55).
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activity, which was greatly decreased when the cytochrome P448 fraction was
replaced by the cytochrome P450 fraction from rats treated with phenobarbital
(Table 2, Experiment 1) (53). The reductase and lipid fractions obtained from
phenobarbital- or 3-methylcholanthrene-treated rats were interchangeable in sup-
porting benzo[a]pyrene and benzphetamine metabolism. This study and subse-
quent studies in our laboratory indicated that the substrate specificity for the hy-
droxylation of drugs and steroids resided in the cytochrome P450 or P448 fractions
rather than in the other components (53, 54). In additional studies, we found that the
cytochrome P450 fraction from liver microsomes of control, phenobarbital-treated,
or 3-methylcholanthrene-treated rats each had its own distinct substrate specificity
when reconstituted with reductase and lipid (Table 2, Experiment 2) (55). These
studies confirmed our prediction of the presence of multiple cytochromes P450
with different catalytic activities in rat liver microsomes. Work on the purification
and properties of the multiple cytochromes P450 in rabbit liver by Minor Coon
and Eric Johnson; in rat and human liver by Fred Guengerich; and in rat liver by
Anthony Lu, Wayne Levin, and Ronald Kuntzman continued for the next several
years and greatly advanced our understanding of the properties of these enzymes.
The use of phenobarbital, 3-methylcholanthrene, pregnenolomesdonitrile

(or dexamethasone), polychlorinated biphenyls, dioxin, isosafrole, isoniazid (or
ethanol), and clofibrate as selective inducers to increase the levels of different liver
microsomal cytochromes P450 greatly facilitated their purification, isolation, and
characterization.

In 1978, Anthony Lu left my laboratory to head a drug metabolism group at
Merck, and Wayne Levin and his colleagues continued studies on the purification
and characterization of the multiple cytochromes P450 in rat liver microsomes.
Levin and his colleagues purified to homogeneity 11 different cytochromes P450
from rat liver microsomes (56-61), and they characterized these proteins with
respect to their minimum molecular weights, electrophoretic properties, spec-
tral properties, chromatographic properties, immunological properties, primary
structures, and catalytic activity profiles with a large number of xenobiotic and
steroid substrates. In 1979, Levin and his colleagues demonstrated different partial
amino acid sequences for different forms of cytochrome P450 (cytochromes P450a,
P450b, and P450c; CYP2A1, CYP2B1, and CYP1A1, respectively) (62). This re-
port on the partial structures of three purified cytochromes P450 demonstrated that
different forms of cytochrome P450 possessed different primary structures and
that these different forms of cytochrome P450 were separate gene products. In an
additional early study, Haugen & Coon showed different amino acid compositions
and a different COOH-terminal amino acid for cytochromes Pg¢band P450y4
from rabbit liver microsomes (63).

Paul Thomas, Wayne Levin, and their colleagues utilized their highly purified
cytochromes P450 to pioneer in the development and use of monospecific an-
tibodies (polyclonal and monoclonal) for studies on the structure, function, and
regulation of multiple cytochromes P450. This research provided early reports on
the immunoquantitation of specific cytochrome P450 isozymes and early reports
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on the effects of age, sex, and inducers on the levels of these proteins in micro-
somes (64—-66). By 1980, the presence of multiple liver microsomal cytochromes
P450 as separate gene products that were under separate regulatory control was
well established (67).

MULTIPLE MONOOXYGENASES IN HUMAN LIVER:
STUDIES WITH ACTIVATOR FLAVONOIDS

An approach for determining the presence of multiple monooxygenases in rat liver
microsomes was the use of chemicals that selectively affected certain monooxyge-
nase activities but not others. For example, 7,8-benzoflawomahthoflavone)
markedly inhibited the hydroxylation of benzo[a]pyrene by liver microsomes from
3-methylcholanthrene treated rats or by a cytochrome P448-dependent reconsti-
tuted enzyme system (68, 69), but there was no effect or only a small stimulatory
effect of 7,8-benzoflavone on benzo[a]pyrene metabolism in livers from untreated
rats (68).

In the mid-1970s, we initiated studies with 7,8-benzoflavone to determine
whether there were multiple monooxygenases that metabolize xenobiotics in hu-
man liver and also to determine whether livers from different individuals had differ-
entprofiles of the monooxygenases. Although we expected to find inhibitory effects
of 7,8-benzoflavone on xenobiotic metabolism by human liver, we were surprised
to observe a dramatic stimulatory effect of added 7,8-benzoflavone (5@-MPO0
on the hydroxylation of benzo[a]pyrene by human liver homogenates or micro-
somes (up to an 11-fold increase in catalytic activity) (70). 7,8-Benzoflavone also
increased the rates of hydroxylation of zoxazolamine and antipyrine by human liver
(70) and stimulated the metabolic activation of benzo[a]pyrene 7,8-dihydrodiol
and aflatoxin Bto mutagens (71, 72). In contrast to these results, addition of 7,8-
benzoflavone to homogenates of human liver had little or no effect on the rates of
oxidative metabolism of 7-ethoxycoumarin, coumarin, or hexobarbital (70). The
selective stimulatory effect of 7,8-benzoflavone on the metabolism of some sub-
strates but not others indicated the presence of multiple monooxygenases in human
liver. Marked individuality for the activating effects of 7,8-benzoflavone was ob-
served in different liver samples, and we pointed out that individuality for activation
may result both from the presence of multiple monooxygenases in varying amounts
and proportions in the different liver samples and from a selective effect of 7,8-
benzoflavone on certain of the monooxygenases (70). Although 7,8-benzoflavone
is a synthetic flavonoid, examples of naturally occurring flavonoids that are activa-
tors of monooxygenases in human liver include flavone, tangeretin, and nobiletin
(72). Several-fold activation of benzo[a]pyrene metabolism by 7,8-benzoflavone
was observed in liver microsomes from rabbits, hamsters, and humans, but little
or no activation was observed in liver microsomes from rats or guinea pigs (73).

In mechanistic studies with cholate-solubilized human or rabbit liver micro-
somes, 7,8-benzoflavone decreased the Km for cytochrome P450 reductase,
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increased the Vmax for benzo[a]pyrene hydroxylation, and stimulated the NADPH-
dependent reduction of cytochrome P450 either in the presence or absence of
benzo[a]pyrene (73). The results suggested that 7,8-benzoflavone stimulated the
hydroxylation of benzo[a]pyrene in liver microsomes at least in part by enhanc-
ing the interaction between cytochrome P450 and cytochrome P450 reductase
(73).

In two partially purified cytochrome P450 fractions (isolated by column chro-
matography) from rabbit liver microsomes, flavone had a specific stimulatory effect
on one of the reconstituted partially purified cytochrome P450 systems, but an in-
hibitory effect on the other reconstituted cytochrome P450 system (73). In studies
with highly purified cytochrome P450 isozymes from rabbit liver, benzo[a]pyrene
metabolism was stimulated more than fivefold by the addition of flavone to a
reconstituted monooxygenase system containing cytochromes 3450 cy-
tochrome P45Qy4 (74). In contrast, an inhibitory effect of flavone was observed
when cytochromes P45, P45Q wap, or P45Q\s Was used in the reconstituted
system (74). Addition of 7,8-benzoflavone (50-1001) had a strong stimula-
tory effect on cytochrome P45{:.-mediated benzo[a]pyrene hydroxylation, but
P45Q we-mediated benzo[a]pyrene hydroxylation was strongly inhibited (74). Our
results demonstrated that the activating and inhibiting effects of 7,8-benzoflavone
on benzo[a]pyrene metabolism depended on the type of cytochrome P450 used in
the reconstituted monooxygenase system (74). Later studies demonstrated that the
activator flavonoids were potent activators of human CYP3A4 (75, 76). Other ex-
amples of activation of CYP3A4-dependent reactions included 7,8-benzoflavone-
mediated stimulation of the® and 1&-hydroxylation of progesterone, the 10,11-
epoxidation of carbamazepine, and tHéngdroxylation of midazolam (77-79).
Studies on the activation of xenobiotic metabolism by flavonoids were recently
reviewed (80).

IN VIVO ACTIVATION OF DRUG METABOLISM

We investigated whether the activator flavonoids could activate the metabolism of
drugs in vivo. In preparation for in vivo activation studies, we evaluated the ef-
fects of several naturally occurring and synthetic flavonoids on the metabolism of
zoxazolamine to 6-hydroxyzoxazolamine in a five-day-old rat model. Flavone, no-
biletin, tangeretin, and 7,8-benzoflavone (50—-280) stimulated the hydroxyla-

tion of zoxazolamine by liver microsomes obtained from five-day-old rats (81, 82).
Evidence was obtained indicating that flavone decreased the apparent Km for zox-
azolamine at high but not at low substrate concentrations, and the Vmax value for
zoxazolamine hydroxylation was increased (82). The i.p. injection ofi®| of
flavone together with or 90 min after gi@nol dose of zoxazolamine immediately
stimulated the total body metabolism of zoxazolamine to 6-hydroxyzoxazolamine
in five-day-old rats (81, 82). Although an i.p. injection gfithol of flavone caused

an immediate three- to fivefold stimulation in the in vivo metabolism of 740—
3000 nmol of zoxazolamine, flavone had little or no stimulatory effect when a
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Figure 3 In vivo activation of zoxazolamine metabolism by flavone. Neonatal rats
were injected with 3umol of [4,6-H]zoxazolamine followed 90 min later with an
injection of 5umol of flavone or vehicle. Total body homogenates were made at the
indicated times, an@H,O was measured and expressed as 6-hydroxyzoxazolamine
formed. Each point represents the average&E from four animals. Taken from Ref.
(82).

much lower 74 nmol dose of zoxazolamine was administered (82). The immediate
activating effect of flavone on the in vivo metabolism of zoxazolamine is shown
in Figure 3.

A second example of in vivo activation of drug metabolism was recently re-
ported by Wei Tang and his associates (83). The in vitro addition of quinidine to
monkey liver microsomes or hepatocytes stimulated the cytochrome P450 3A4-
mediated metabolism of diclofenac to 5-hydroxydiclofenac (83). Although quini-
dine had little or no effect on the Km for diclofenac metabolism by monkey
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liver microsomes, the Vmax was increased 2.5-fold in the presence of quinidine.
The intravenous infusion of diclofenac alone or together with quinidine in rhesus
monkeys indicated that quinidine rapidly stimulated the clearance of diclofenac
presumably by the activation of cytochrome P450 3A4 (83). There are now many
examples of drugs that activate xenobiotic metabolism in vitro, and possible mech-
anisms have been described (73, 80, 82). However, the possibility of in vivo activa-
tion of foreign compound metabolism by these drugs has not been well explored.
Enzyme induction and enzyme inhibition are well-recognized major mechanisms
of drug-drug interactions in humans. The possibility of drug-induced activation of
drug-metabolizing enzymes in humans is another potential mechanism of drug-
drug interactions that is worthy of further investigation.

INDUCTION AND INHIBITION OF DRUG
METABOLISM IN HUMANS

Effects of Drugs on Drug Metabolism

Many drugs are selective inducers of drug metabolism in humans and examples in-
clude phenobarbital (inducer of the CYP2B and 3A families), rifampicin (inducer
of the CYP3A and 2C families), clotrimazole (inducer of CYP3A4), omeprazole
(inducer of the CYP1A family), phenytoin (inducer of the CYP2C family), and
ethanol (inducer of CYP2E1). Recent reports indicate that self-medication with
the herbal antidepressant St. John’s wort enhances the metabolism of the HIV
protease inhibitor indinavir, the immunosuppressant cyclosporin, and oral con-
traceptives that are metabolized by CYP3A4 (84—-88). The stimulatory effect of
St. John’s wort on drug metabolism explains the rejection of heart transplants
in two patients treated with cyclosporin who also self-medicated with St. John’s
wort (88). Treatment of primary human hepatocytes with an extract of St. John’s
wort or with hyperforin (a major antidepressant constituent of St. John’s wort)
induces the expression of CYP3A4 (89). Hyperforin was shown to stimulate drug
metabolism by functioning as a ligand for the pregnane X receptor (PXR) that
regulates the expression of CYP3A4 (89). These studies with St. John’s wort point
out potential hazards of interactions between herbal remedies and prescription
drugs.

Examples of drugs that inhibit drug metabolism in humans include bishydroxy-
coumarin, chloramphenicol, phenyramidol, sulfaphenazole (inhibitor of CYP2C9),
cimetidine (inhibitor of several P450s), ketoconazole (inhibitor of the CYP3A
family), itraconazole (inhibitor of the CYP3A family), and quinidine (inhibitor of
CYP2D6). The antihypertensive drug mibefradil (potent inhibitor of the CYP3A
family) is an example of a drug that was removed from the market shortly af-
ter its introduction because of serious interactions with statins and other drugs.
Drug-drug interactions and interactions between drugs and herbal remedies are
important problems during drug therapy and many clinically important examples
have been described.
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Effects of Cigarette Smoking on Drug Metabolism

Polycyclic aromatic hydrocarbons are selective inducers of cytochromes P4501A1
and 1A2 in the rat, and these hydrocarbons are ubiquitous environmental contami-
nants formed as products of incomplete combustion (90) that very likely con-
tribute to interindividual differences in the metabolism of xenobiotics in humans.
Because cigarette smoke contains substantial amounts of polycyclic aromatic hy-
drocarbons, we studied the effects of cigarette smoking on xenobiotic metabolism
in experimental animals and humans. Investigations on the effects of cigarette
smoking on the oxidative metabolism of drugs, carcinogens, and steroid hormones
in human placenta at full term revealed that cigarette smoking markedly stimu-
lated benzo[a]pyrene hydroxylase, aminoazo dye N-demethylase, zoxazolamine
hydroxylase, and estradiol &Ehydroxylase activities (91-94), and CYP1A1 lev-

els were also elevated (95). Cigarette smoking had a smaller stimulatory effect
on the O-dealkylation of 7-ethoxycoumarin (96) and did not change the hydrox-
ylation of estradiol in the 2-position (94) or the oxidative aromatizatiom 6f
androstene-3,17-dione to estradiol and estrone (97). These results indicated the
presence in human placenta of several monoxygenases that are under different
regulatory control. Among the subjects who smoked 15 to 20 cigarettes per day,
placental benzo[a]pyrene hydroxylase activity varied over a 70-fold range (97).
The expression and regulation of drug metabolism in human placenta was recently
reviewed (98).

Studies in rats identified pyridine and acetone as major constituents of cigarette
smoke that synergistically induce hepatic and extrahepatic xenobiotic metabolism
and increase the levels of CYP1A1 and CYP1A2 in liver and CYP1Al in the lung
(99). Research with human lung explants revealed induction of CYP1A transcripts
by pyridine, 2-hydroxypyridine (a metabolite of pyridine), and acetone in some
but not all samples (100). Additional studies on the relative inducing activities of
polycyclic aromatic hydrocarbons, pyridine, and acetone alone or in combination
are needed. It is likely that the stimulatory effect of cigarette smoking on human
drug metabolism results from exposure to a complex mixture ofinducers in tobacco
smoke.

Because the metabolism of phenacetin to its major metabolite, acetaminophen,
occurs by a polycyclic aromatic hydrocarbon-inducible enzyme system in rat liver
and intestine (CYP1A family) (101), we investigated the effect of cigarette smoking
on the in vivo metabolism of phenacetin in humans. We found that cigarette smok-
ing lowered the plasma levels of orally administered phenacetin without changing
its plasma half-life or the plasma levels of total acetaminophen (102, 103). The ra-
tio of the concentration of total acetaminophen in plasma to that of phenacetin
in plasma was markedly increased in cigarette smokers, which suggests that
cigarette smoking stimulated the metabolism of phenacetin to acetaminophen
in the gastrointestinal tract and/or during its first pass through the liver. Al-
though cigarette smoking stimulated the metabolism of phenacetin in most subjects
studied, some cigarette smokers did not have enhanced phenacetin metabolism.
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Additional studies revealed that cigarette smokers have shorter plasma half-lives
of antipyrine (104), theophylline (105), and caffeine (106) than do nhonsmokers,
but cigarette smoking did not stimulate the metabolism of phenytoin, meperi-
dine, or nortriptyline, indicating selective effects of smoking on the induction of
some but not other monooxygenases. The clinical significance of the effects of
cigarette smoking on the metabolism and action of drugs was recently reviewed
(107, 108).

Effects of Diet on Drug Metabolism

Studies in collaboration with Drs. Attallah Kappas, Alvito Alvares, and Karl
Anderson at Rockefeller University and with Dr. Eugene Pantuck at Columbia
University showed that several dietary factors influenced the metabolism of drugs
in humans. Charcoal-broiled beef, a food that contains high concentrations of
polycyclic aromatic hydrocarbons, is eaten by large numbers of people. Feeding a
charcoal-broiled beef diet for several days enhanced the CYP1A1- and CYP1A2-
dependent oxidative metabolism of phenacetin, theophylline, and antipyrine, but
the conjugation of acetaminophen was not altered (109-111). In these studies,
feeding charcoal-broiled beef for four days markedly lowered the plasma lev-
els of orally administered phenacetin and increased the ratio of acetaminophen
to phenacetin in the plasma. Marked interindividual differences occurred in the
plasma concentrations of phenacetin among the nine subjects who had been fed the
control diet, and there were also large individual differences in the responsiveness
of the subjects to the charcoal-broiled beef diet. Switching from the control diet
to a charcoal-broiled beef diet resulted in a decreased area under the plasma con-
centration of phenacetin versus time curve for seven of the nine subjects. The two
subjects who did not respond to charcoal-broiled beef feeding had very low plasma
concentrations of phenacetin while on the control diet. The reason(s) for these low
plasma concentrations in two of the subjects throughout the study is unknown,
but a low concentration of phenacetin in plasma may have resulted from genetic
and/or environmental factors. One of the two subjects worked as a carpenter and
may have been exposed to volatile oil inducers of drug metabolism that are present
in certain soft woods.

Increasing the ratio of protein to carbohydrate in the diet stimulated the oxida-
tive metabolism of antipyrine and theophylline in humans, but changing the ratio of
fat to carbohydrate had no effect (112—114). Although the average half-lives of an-
tipyrine and theophylline increased 63% and 46%, respectively, when six subjects
were shifted from a high-protein, low-carbohydrate diet to an isocaloric high-
carbohydrate, low-protein diet, there was considerable individuality in response to
this alteration. The increase in antipyrine half-lives among the six subjects studied
ranged from no change in one subject to 111% in another subject. The increase in
theophylline half-lives ranged from 14% to 71% in the different subjects. Other
studies have shown that switching people from their home diet to a semisyn-
thetic diet caused a 57% decrease in the cytochrome P450-dependent oxidative
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dealkylation of 7-ethoxycoumarin in the intestinal mucosa, but NADPH-cyto-
chrome c reductase and 1-naphthol glucuronyltransferase activities were not af-
fected (115). These results indicate that certain cytochrome P450-dependent oxi-
dations in the intestinal mucosa are very sensitive to dietary changes.

Ingestion of cabbage and brussels sprouts for 10 days enhanced the oxidative
metabolism of phenacetin and antipyrine and stimulated the glucuronidation of ac-
etaminophen in humans (116, 117). The glucuronidation of oxazapam, however,
was not enhanced (117), indicating selectivity of cabbage and brussels sprouts ad-
ministration for the induction of glucuronidation of different drugs. In an additional
study, feeding a brussels sprouts and broccoli—containing diet for 12 days enhanced
the metabolism of caffeine (CYP1A2 probe) and decreased the urinary excre-
tion of unchanged 2-amino-3,8-dimethylimidazo(4,5-f)quinoxaline (MelQx) and
2-amino-1-methyl-6-phenylimidazo-(4,5b)-pyridine (PhIP) ingested in a cooked
meat meal, suggesting that the vegetable diet may have enhanced the metabolism
of these heterocyclic amines (118).

Ingestion of watercress, which contains high levels of phenethylisothiocyanate,
increased the urinary levels of 4-(methylnitrosamino)-4-(3-pyridyl)-1-butanol
(NNAL) and its O-glucuronide [metabolically inactivated metabolites of 4-
(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK)] in smokers (119). This
treatment also increased the glucuronidation of cotinine #mads3'-hy-
droxycotinine in smokers, and the glucuronidationtrains-3'-hydroxycotinine
correlated with the glucuronidation of NNAL (120). In other studies, ingestion
of watercress inhibited the oxidative metabolism of acetaminophen and chlor-
zoxazone, suggesting an inhibitory effect on the activity of CYP2E1 (121, 122).
Watercress administration, however, had no effect on acetaminophen glucuronida-
tion (121). These results indicate that ingestion of watercress has a selective stim-
ulatory effect on some but not all UDP-glucuronosyltransferase enzymes and that
ingestion of watercress also inhibits CYP2EL. Itis apparent from these studies that
the effects of watercress ingestion on xenobiotic metabolism are complex.

A single glass of grapefruit juice increased the oral bioavailability of felodipine,
nifedipine, and several other drugs that are metabolized by CYP3A4 presumably
by inhibiting the first pass metabolism of these drugs in the gastrointestinal tract
and/or liver (123, 124). It was shown that administration of grapefruit juice three
times a day for six days increased the area under the plasma concentration-time
curve for felodipine and caused a 62% decrease in the concentration of CYP3A4
in the small bowel epithelium without influencing the concentration of CYP1A1
or CYP2D6 in the small bowel or the hepatic CYP3A4 activity as measured by
the [**C-N-methyl] erythromycin breath test (124).

Alcoholics, when sober, show a tolerance for drugs to which they are highly
sensitive when inebriated. The tolerance to drugs that is observed in alcoholics
when they are sober may be explained in part by an induction of CYP2E1 and
other cytochromes P450 in human liver after chronic ingestion of ethanol and by the
enhanced rates of drug metabolism measured in vivo in alcoholics (125). In contrast
to the stimulatory effect of chronic ingestion of alcohol on drug metabolism, the
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administration of large amounts of ethanol immediately before administration of
meprobamate or pentobarbital increased the plasma half-lives of these two drugs
by two- to four-fold (125). This inhibitory effect of acute ethanol administration

on human drug metabolism in vivo helps explain the dangerous and synergistic
central depression that has been observed when ethanol and a sedative or hypnotic
drug are ingested together.

The results of our studies on enzyme induction in humans indicated marked
person-to-person differences in the response of individuals to enzyme-inducing
substances. Some individuals were markedly induced whereas others were refrac-
tory. In addition, the extent of activation of xenobiotic metabolism in human liver
by 7,8-benzoflavone was also variable and depended on the liver sample studied.
Studies in twins indicated that the magnitude of the stimulatory effect of pheno-
barbital administration on the in vivo metabolism of antipyrine varied in different
twin pairs, but much greater concordance was observed among monozygotic twins
than among dizygotic twins (126), indicating that variability for induction of drug
metabolism in different individuals is under genetic control. Examples and possi-
ble explanations for variability in the induction and inhibition of drug metabolism
was recently reviewed by Lin & Lu (127).

INTRAINDIVIDUAL VARIABILITY IN
DRUG METABOLISM

Both genetic and environmental factors control the rates and pathways of xenobi-
otic metabolism in humans. Early studies indicated that interindividual variations
in the oxidative metabolism of certain drugs in the absence of known inducers
or inhibitors are greater in dizygotic than in monozygotic twins (128-130). The
importance of genetic factors in the regulation of human drug metabolism has
also been emphasized by molecular genetics studies. There are now many studies
demonstrating polymorphisms in genes that code for specific drug-metabolizing
enzymes, and mutations in these genes can lead to impaired drug metabolism and
altered drug action in patients (131). In addition, there are examples of gene du-
plication or multiple copies of a gene that codes for a drug-metabolizing enzyme,
and these individuals metabolize the drug more rapidly than the general popu-
lation (131). Although studies in subjects with genetic mutations and multiple
gene copies help explain person-to-person differences in drug metabolism, envi-
ronmental factors also have an important impact in explaining person-to-person
differences in rates of drug metabolism.

Variability in the in vivo metabolism of a prototype drug that occurs when it
is given to an individual on several occasions is an approach that we have used
for assessing the influence of environment and life style on the metabolism of
xenobiotics in humans (132, 133). In these studies, we found that the amount
of day-to-day variation in the oxidative metabolism of three prototype drugs
(phenylbutazone, antipyrine, and phenacetin) by seven healthy volunteers who
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TABLE 3 Intraindividual variations in the metabolism of phenacetin as measured by
AUC values

Area under phenacetin plasma concentration-time

curve, 0—7 h, AUC (ug - min - ml7})
% Difference
Subject  10/21  12/2 1/13  2/24  4/6 Mean AUC  min—max

A 250 174 156 261 115 191 127
B 40 19 31 122 19 46 542
Cc 266 421 768 358 234 409 228
D 480 267 414 457 1110 546 316
E 390 71 515 610 257 369 759
F 35 41 122 237 124 112 577
G 461 501 336 250 160 342 213

Phenacetin (900 mg) was administered orally between 8 and 9 a.m. to seven healthy volunteers on five occasions at
approximately six week intervals. Breakfast was withheld for 2 h after each dose of drug. Plasma concentrations of
phenacetin were measured, and areas under the plasma concentration-time curves (AUCs) were determined. Taken
from Ref. (133).

*The percent difference between the maximum and minimum AUC of each subj@& — 1 x 100,

were not taking any medications but who were allowed to pursue their normal life
styles and to eat unrestricted diets depended on both the drug and the subject studied
(132, 133). Substantial intraindividual variations in the areas under the phenacetin
plasma concentration—time curves (AUCs) were observed in subjects given an oral
900 mg dose of phenacetin—a drug that undergoes extensive first pass metabolism
(Table 3). When phenacetin was administered to seven individuals before breakfast
on five occasions at approximately six week intervals, the percent difference in the
areas under the plasma concentration of phenacetin-time curves (from the mini-
mum to the maximum AUC) on the five occasions varied over a 127% range for
subject A and over a 759% range for subject E (Table 3). Intraindividual differences
for the metabolism of caffeine and dextromethorphan were recently evaluated and
some individuals exhibited substantial intraindividual differences when they were
studied on several occasions (134, 135). Kalow has also emphasized the use of
studies on intraindividual variations in drug metabolism as an approach for assess-
ing the role of environmental and life style factors in regulating drug metabolism
(136-138).

It is important to point out that the use of intraindividual differences in drug
metabolism as an approach for studies on the role of environment on drug metabo-
lism tends to underestimate the role of environment in regulating human drug
metabolism because the presence of a potent environmental modifier of drug
metabolism would remain undetected unless the degree of exposure to the mod-
ifier changed during the study. Many of us lead a rather routine life, eat similar
foods from day-to-day, and don’t vary our life-styles dramatically from day to
day. Others, however, may have a more variable life style that could influence the
metabolism and therapeutic or toxic action of drugs during therapy. Environmental
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factors that influence the metabolism of xenobiotics include ingestion of medicinal
agents or herbal remedies, cigarette smoking, alcohol ingestion, dietary factors,
viral infections, and exposure to environmental chemicals that influence the levels
and activities of the multiple cytochrome P450 enzymes.

CONCLUDING REMARKS

Our studies started 50 years ago by asking why 3-methylcholanthrene adminis-
tration inhibited the formation of liver cancer by carcinogenic aminoazo dyes in
rats? In answering that question, we found that 3-methylcholanthrene induced the
synthesis of liver microsomal enzymes that metabolized the dyes to noncarcino-
genic products. These studies then led to further research indicating that polycyclic
aromatic hydrocarbons had selective inducing effects on the oxidative metabolism
of some foreign compounds but not others, indicating a family of xenobiotic-
metabolizing monooxygenases with members that were under different regulatory
control. In addition, treatment of animals with different microsomal enzyme in-
ducers resulted in different profiles of catalytic activity for the metabolism of
foreign compounds. Selective modulation of the liver microsongal 8x-, and
16x-hydroxylation of testosterone was observed during the development of the
animals with age and by the use of enzyme inducers and CO as an inhibitor.
These results and the selective induction of liver microsomal CO-binding hemo-
proteins with different spectral properties in animals treated with phenobarbital
or 3-methylcholanthrene indicated that multiple cytochromes P450 catalyzed the
hydroxylation of testosterone in theg§ 7«-, and 1&-positions. Treatment of
animals with different inducers of the monooxygenases selectively increased the
levels of certain cytochromes P450 that facilitated their purification and char-
acterization. Solubilization, purification, and characterization of the microsomal
monooxygenase system confirmed the presence of multiple cytochromes P450
with different amino acid sequences and different but often overlapping substrate
specificities. The number of cytochromes P450 identified in rats and humans has
grown markedly in recent years and is now estimated to approach 60 in each
species. The pharmacological significance of the induction of cytochromes P450
for the action of drugs and other foreign compounds depends on which ones are
induced and the action and profile of metabolites that are produced by the induced
cytochromes P450.

Modulation of the cytochrome P450 enzymes at the portals of entry of chemi-
cals into the body (gastrointestinal tract, lung, and skin) and in extrahepatic target
cells at or near drug receptors are particularly important areas for further research.
Changes in the level or activity of a drug-metabolizing enzyme in the gastrointesti-
nal tract may influence the amount of drug that reaches the systemic circulation.
Changes in the level or activity of a drug-metabolizing enzyme at or near a receptor
may change the drug’s pharmacological activity without a corresponding change
in the blood level.
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m Abstract Although computational techniques are increasingly being used in
computer-aided drug design, the effects due to protein flexibility are still ignored in
many applications. This review revisits rigorous statistical mechanical methods for
predicting binding affinity, discusses some recent developments for improving their
speed and reliability, and examines faster approximate models for facilitating virtual
screening and lead optimization.

INTRODUCTION

The rapid advance of computer technology and the development of new modeling
software have made computer-aided drug design an increasingly useful tool. This
review focuses on addressing the role of protein flexibility in drug discovery, as
this remains one of the most challenging problems in computer-assisted drug de-
velopment and many modeling efforts still assume proteins to be rigid. The first
molecular dynamics simulation of a protein, bovine pancreatic trypsin inhibitor (1),
revealed in atomic details large structural fluctuations that were previously unex-
pected. The possible significance of these effects on determining protein functions
and molecular recognition was quickly recognized and has triggered the devel-
opment of methods for including receptor flexibility in modeling protein-ligand
interactions. For example, rigorous simulation methods for calculating binding
free energy were introduced in the early 1980s (2—8). Although these simulations
were limited to several tens of picoseconds in the early stages, they moved a step
beyond the fixed-conformation picture that dominated many scientists’ thinking at
the time. Despite this advance, an issue rapidly came up concerning the length of
simulations required to generate representative ensembles for reliable predictions.
Although the simulation length required to gain good statistics depends on the
specific problem at hand, many applications of practical interest demand a large
amount of computer time, preventing these modeling techniques from being used
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routinely in day-to-day drug discovery. However, progress has been made in devel-
oping new algorithms to accelerate these calculations, in employing implicit rather
than explicit solvent models to facilitate solute conformational samplings, and in
introducing approximate methods to screen many derivatives of a drug lead more
efficiently. Here, we briefly review some earlier work and then discuss various
encouraging recent developments.

FREE ENERGY CALCULATIONS

In 1984 (2), the thermodynamic cycle-perturbation method was introduced to help
compare the binding affinity of a group of similar inhibitors. This method is based
on constructing a thermodynamic cycle relating two binding processes:

P+L —» P.L AGpL
AGL1; AGprL-s>p1
P+L —» P:L' AGpp

Because free energy is a state function,
AAG = AGp — AGp, 1.

which compares the binding affinity of two ligands, L andto a protein P, can
also be obtained from

AAG = AGPL—)PL’ — AGL_>|_/. 2.

This trick converts the difficult problem of calculatidgGp- and AGp| into eval-

uating AG, ., and AGp| ,pp’. AGpr and AGp are usually more difficult to
calculate directly because they involve simulating the displacement of a large num-
ber of water molecules before the binding between P atid tan occurAGpy

and AGp, are often much easier to calculate, especially when the two ligands
are similar, because they involve relatively small changes in chemical functional
groups. One can use special simulation methods, such as Zwanzig's perturbation
theory (9), to calculate the free energy difference§, _,,» and AGp_,p.. FOr

the Helmholtz free energy, Zwanzig’'s perturbation theory reads

AA = —RTIn (exp AH/RT)),, 3.

whereRT s the gas constant times the absolute temperature = Hp — H; in
which H, andH, are the classical Hamiltonians of the perturbed and reference
systems respectively, aid .); represents an ensemble average over the reference
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state. (The quantitieAG and AA are virtually the same in many cases.) This
formula is exact, although it is hard to obtain a reliable estimata Afwhen

the difference between the reference and perturbed system is large. One way to
alleviate this problem is to change the reference system into the perturbed one in
N steps, rather than in one single step, and use the perturbation formula N times
to estimateA A from

N
AA = —RT ) In(exp (AH /RT));. 4.
i=1
wherei = 1 refers to the reference staites N + 1 corresponds to the final state,
andAH; = Hj.; — Hi. These calculations can be very expensive to do when large
modifications are made because many windows are required. Consequently, these
calculations are usually only practical to use at the late-stage refinement of an
already good lead. However, methods to further speed up free energy calculations
are constantly being introduced and some recent developments are discussed here

Locally Enhanced Sampling

Protein side chains or ligand functional groups can adopt multiple conformations,
and the barriers separating these conformations may be rather high such that the
transitions among them are difficult. Thus, it may require a long simulation to
reliably estimate a free energy change if more than one conformation contributes
significantly to binding. To improve the sampling of these conformations in free
energy calculations, Verkhivker et al. (10) utilized the locally enhanced sampling
(LES) method (11). The essence of this method is to replace a side chain or a
functional group by N copies that do not interact with each other, and each copy
only interacts with itself and its surrounding withN™ of the original strength.

The use of multiple copies and the reduction of the interaction potentials can
significantly enhance the sampling of the conformations of the side chain or the
functional group. This requires two additional perturbation calculations: one in
changing from the single-copy representation of the reference state to the multiple-
copy representation and the other in going from the multiple-copy representation
of the perturbed state into the single-copy representation. But Verkhivker et al.
(10) demonstrated that the benefits of adopting a multiple-copy representation
outweighed the additional costs of introducing two more perturbation calculations.
More recently, Simmerling et al. (12) applied this method to studyothe S
anomerization of glucose and found that the free energy calculations converged
an order of magnitude faster than with the single-copy method.

A Dynamics Method

Thex dynamics method (13, 14) is another technique introduced to speed up free
energy calculations. In this method, multiple ligands are placed in the binding

site of their receptor at once with the interaction potential of each ligand reduced
from its full strength. The fraction,?, of the interaction potential of each ligand



34

WONG = MCCAMMON

is determined dynamically during a simulation, withtreated as a particle with

a fictitious mass. Because the interaction potential of each ligand is reduced, the
barriers for conformational transitions are lower. The reduced barriers can enable
a ligand to explore different orientations and conformations more easily. Also,
the ranking of the ligands can emerge quickly during the simulatioh?asan
increase rapidly for the winners at the expense of the losers. The identification of
the strong binders can therefore be much quicker than by doing many free energy
perturbation calculations including only one ligand at a time. This method was
able to quickly distinguish strong benzamidine inhibitors of trypsin from weaker
ones (15).

Systematic Sensitivity Analysis

One does not always need to aim for highly accurate binding constants to be
productive in drug design. It is already useful to generate rules or constraints
from computational studies to guide the design of chemical libraries for high-
throughput screening and to direct the optimization of a drug lead. To this end,
one does not necessarily make physical modifications, but nonphysical ones that
probe the relative significance of different features of functional groups in affecting
binding. For example, by sequentially turning off the atomic partial charge or dipole
moment of every relevant functional group in a lead compound, one can determine
which charges or dipole moments are important to keep in optimizing a drug lead
and which charges or dipole moments should be turned off to improve binding
affinity. For this more modest goal, one can use mathematical tricks to carry out
many free energy difference calculations simultaneously.

One way to do this is to adopt an approach that has been used by engineers for a
long time (16, 17) and has recently been applied to study molecular and biomolec-
ular systems (18-28). In order to identify the key model parameters determining
system properties, engineers calculate the derivat@{és, of a propertyQ, of
the system with respect to the model paramefgss o measure the sensitivity of
the observable to parameter changes. (The dimensionless logarithmic derivatives
Lp2 = 12 &sare also often calculated to facilitate comparison among differ-
ent types of parameters.) Parameters that do not affect system properties yield
negllglble =S, On the other hand, important parameters would yield Ig%be
Analytical expressmns can be worked out for calculating these derivatives based
on the dynamical behavior of a single reference system. Because the calculation
of the derivatives of a number of observables with respect to all the parameters of
a model only adds a small fraction to the costs of doing dynamical simulations on
the reference system, it is not difficult to systematically compare the role of all
the parameters in a model so that no important parameters are overlooked. This
idea can be generalized to include higher-order derivatives so that a Taylor’s series
expansion,

90
AO =Y —Z AN+ > ANAL] + ..., 5.
Z ' Z i a)\, A4
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can be used to predict the influence of larger parameter changes on system prop-
erties. The Taylor’s series expansion also permits the effects of many different
combinations of parameter changes to be examined. However, it is more difficult
to calculate higher-order derivatives, and the convergence of the Taylor’s series can
be slow, if it converges at all, when parameter modifications are large. Different
strategies have been introduced to deal with somewhat larger perturbations.

One-Step Application of Zwanzig’s Perturbation Theory

The single-window Zwanzig perturbation theory (9) described above can provide
quick estimates of free energy changes when parameter perturbations are suffi-
ciently small. In fact, this strategy was used in earlier free energy calculations
when computers were much less powerful. For example, an early free energy
perturbation study focuses on examining the effects of making conservative mod-
ifications on free energy changes (3). In one case, benzamidine was modified
into parafluorobenzamidine and the effects on trypsin binding were examined. In
this calculation, only simulations on the reference systems, benzamidine and the
trypsin-benzamidine complex, were performed, and the single-window Zwanzig
perturbation formula was used to calcul&6, _,,- andAGp,_,p.’ directly.

By focusing on small perturbations, a single-window Zwanzig formula (9) can
be used to provide initial estimates of the effects of making many physical or non-
physical changes on binding affinity, without carrying out expensive molecular
dynamics simulations for all the perturbed systems. Only simulations of the refer-
ence system are needed. This technique, or its close cousin in which the Helmholtz
free energy change is obtained by expandi#yin terms of AH and keeping up
to second-order term,

1
AA = (AH), + ﬁ«AH—(AH)r)Z)r, 6.
has been used to examine the effects of adding or removing protons (29, 30) or of
changing molecular charge distribution on free energy changes (31). In drug design
applications, focusing on a small chemical subspace for which a single-window
perturbation formula can be used to study many modifications should already be
useful for finding better derivatives of a drug lead. One can then use a few of
the promising derivatives for further single-window perturbation calculations to
enlarge the chemical subspace for identifying other drug candidates. Although this
full-blown molecular dynamics—based method has not yet been applied extensively
to drug-design applications, an implicit solvent model has already been used in
pilot studies on protein kinases to develop pharmacophore models for mining new
drug leads from small-molecule libraries, to generate constraints for designing
focused chemical libraries for specific targets, and to produce guiding principles
for optimizing a drug lead (32, 33).

The range of application of this idea can be extended by using soft-core po-
tentials in reference simulations (34). A single perturbation formula does not
work well when larger atoms or atomic groups are added or deleted because the
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reference simulation does not adequately sample the configuration states relevant
to the modified systems. If a large atom or atomic group is going to be deleted,
the reference simulation may not have sampled well the space, allowing the sur-
rounding solute or solvent atoms to get closer. If a large atom or atomic group is
going to be created, the reference simulations may have many configurations that
create unfavorable steric clashes at the modified sites. To alleviate this problem,
Liu et al. (34) utilized soft-core potentials. For example, a modified Lennard-Jones
potential of the form

o o
V(ri,—) = 48ij — 7.

6 62 6 6
(C(O'” + I’IJ) ao.lj + rIj

can be used at selected sites in a reference simulation so as to create more space
where atoms are going to be added and to allow atoms to get closer to sites
where atoms are going to be deleted. In the above equatjoands;; are the
Lennard-Jones parameters between ai@ndj, r;; is the distance between the two
atoms, andx is a softening parameter that prevents the potential from diverging
asri; — 0. This approach was able to predict well the free energy differences
among a number of para-substituted phenols in water solvent (34). There is a limit
to which this approach works well. Mordasini & McCammon (35) later examined
the range of applicability of this single-reference approximation by introducing
increasingly larger modifications. They found that this model could still yield
reasonable qualitative scoring when functional groups involving up to three atoms
were deleted.

Combining Explicit and Implicit Solvent Models

Recently, explicit and implicit solvent models have been combined to facilitate
free energy calculations (36—40). This approach uses explicit solvent molecular
dynamics simulations to relax crystal structures to solution ones, and then uses the
simulated solution structures in implicit-solvent calculations to obtain free energy.
Using implicit-solvent models eliminates the extensive simulation time required
for sampling solvent configurations. This approach assumes that the free energy of
a system can be obtained by averaging the potential of mean force, obtained from
an implicit solvent model, of dynamics snapshots generated from explicit-solvent
models. Entropy contributions of the solute can be estimated from the harmonic
or quasiharmonic model. These approximations appear to work well. Vorobjev
et al. (36) used one such approach successfully in distinguishing correctly folded
protein conformations from misfolded ones. In their study, Vorobjev et al. (36) ran

a quick molecular dynamics simulation of a protein for approximately 50-100 ps
and used an implicit-solvent model to calculate the free energy of the correctly and
incorrectly folded protein. The free energy was found to be lower for the correctly
folded protein. The implicit solvent model included contributions from the gas-
phase energy of the solute, the energy of cavity formation, the solute-solvent
interaction energy, and the solvent electrostatic polarization energy. The energy of
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cavity formation was assumed to be proportional to the solvent accessible surface
area of the solute. The solvent electrostatic polarization energy was obtained by
solving the Poisson-Boltzmann equation and the other terms were obtained from
a molecular mechanics force field.

A similar MM/PBSA (molecular mechanics/Poisson-Boltzmann-surface area)
approach was used to study protein-ligand interactions. For example, Kuhn &
Kollman (38) obtained encouraging results by applying this method to predict
the binding affinity of seven ligands to avidin and streptavidin. They obtained a
correlation coefficient of 0.92 between the calculated and the experimental binding
affinities. The root-mean-square difference between calculated and experimental
results, which covered a range of approximately 16 kcal/mol, was on the order of
1.7 kcal/mol. Inthese calculations, the length of the molecular dynamics simulation
used for the averaging was 300 ps. No simulations on the separated protein and
ligands were done. Instead, the protein and ligands were assumed to adopt the same
conformation as that in the molecular dynamics simulations of the complexes.
They also used the harmonic approximation to calculate the entropy change upon
binding using six quenched dynamics snapshots. This approximation introduced a
relatively large uncertainty in calculating entropy changes; the discrepancy among
results from the six snapshots could amount to 5 kcal/mol in the worst case that
they studied. So the solute entropy contributions remain a challenge to calculate.

To further speed up this approach, one can replace the expensive explicit-solvent
simulations with implicit ones. Statistical mechanical theory gives the Helmholtz
free energyA, apart from the scaling constant of the classical partition function
that cancels out in binding energy calculations, as

A=—RTIn // exp AH(u, v))du dy, 8.

where R is the gas constanfl is the absolute temperaturg, = Y7, and
H (u, v) is the classical Hamiltonian expressed in terms of the solute coordinates
u and the solvent coordinatgsintegrating over the solvent coordinates gives

A = —RTlIn fexp =BW(u))du, 9.

whereW(u) is the potential of mean force of the solute with conformation defined
by u and the kinetic energy term for the solute is ignored because it cancels out
in binding energy calculationd)\(u) can be estimated by a continuum solvent
model as in the previous examples. If one can calculate the atomic forces resulting
from W(u), one can carry out a molecular dynamics simulation to generate an
ensemble of structures for calculating the Helmholtz free energy according to
Equation 9, although it is known to be difficult to obtain a free energy from this
equation directly. If one adopts similar approximations as in previous MD/PBSA
calculations, one can calculate the internal en&gy a system via

E = (W(u)), 10.
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where (...) represents an ensemble average over snapshots obtained from an
implicit solvent simulation and the Helmholtz free energy can be obtained from

A=E-TS 11.

Again, one can use the harmonic or quasiharmonic approximation to estimate
the entropy term, although a more realistic implicit solvent model can be used
here. Most of the previous MM/PBSA calculations employed more approximate

distance-dependent dielectric models.

Several methods have already been introduced to use the relatively sophisti-
cated Poisson-Boltzmann model to calculate electrostatic forces during molecular
dynamics simulations (41, 42). A method for calculating forces resulting from
solvent accessible surface area—dependent hydrophobic term have also been devel-
oped (43). However, it is still expensive to evaluate Poisson-Boltzmann forces on
the fly during molecular dynamics simulations. An alternative is to use the signifi-
cantly cheaper generalized Born model. Dominy & Brooks (44) have parametrized
the generalized Born model by Qui et al. (45) for the CHARMM force field (45a)
and found that the model performed quite well in reproducing molecular solva-
tion energy and conformational free energy. And using this model in molecular
dynamics simulations of a 56-residue protein yielded results agreeing well with
corresponding explicit-solvent simulations. These results are encouraging as they
demonstrate that this type of model can make it much easier to include protein
flexibility, via molecular simulations, in modeling protein-drug interactions. This
model has also been incorporated into the UHBD program (46, 47) to use together
with constrained Brownian dynamics simulations (48). The constrained Brownian
dynamics simulation algorithm can use a larger time step than molecular dynamics
simulation algorithms to speed up the conformational sampling of small molecules.
This is useful for improving the calculation of the free energy of floppy ligands in
solution. As mentioned before, many earlier MM/PBSA simulations assumed the
ligand conformational distribution in solution to be the same as that in a protein-
ligand complex. This approximation may not serve well for floppy ligands and
for ligands that adopt very different conformations in the bound and unbound
states.

Chemical-Scanning Computational Experiments

The explicit/implicit solvent approach just described requires doing at least one
simulation for each protein-ligand complex. Therefore, it is still difficult to exam-

ine the binding of a large number of compounds to a receptor. However, if one
focuses on a small subset of chemical space around a lead compound, one can
adopt the same approximations as described earlier in free energy calculations
so that simulations on the reference systems alone can be used to predict the ef-
fects of making many modifications on a lead compound. In these calculations,
no molecular dynamics simulation needs to be performed on the derivatives of
a lead compound. Instead, snapshots of the reference simulations are modified
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to change different functional groups of the lead compound into new ones. For
example, Kuhn & Kollman (49) were able to predict a derivative that binds stronger
than biotin to avidin by changing different C—H groups of biotin into C—F groups.
This approach has also been applied to cases where larger modifications are made.
For example, Massova & Kollman (50) performed a computational alanine scan-
ning experiment and were still able to obtain qualitative agreement with experi-
ments when studying protein-protein interactions even though the chemical mod-
ifications were rather large (they involved changing non-alanine amino acids into
alanines).

Semi-Empirical Linear Response Theory

Another way to facilitate the comparison of the binding affinity among a number
of rather different ligands is the semi-empirical linear response approach (51-56).
This method assumes the binding affiniyG, between a ligand-receptor pair to

be approximated by the relation

_ Bound Unbound Bound Unbound
AG = O5(<Uelectrostati - ( electrostati ) + IB((ULennard—Jone - (ULennard—Jone
Boun Unboun
+y ([R5 — (@Ureend), 12
where (UB2und. Unbound is the averaged ligand-surrounding electrostatic in-

teraction energy(U2ound. Unbound g the averaged ligand-surrounding Lennard-
Jones interaction energy, ar@Bound Unbound, s the averaged solvent-accessible
surface area of the complex or the uncomplexed molecute(g).andy are em-
pirical parameters determined by a least-square fit of the experimental binding free
energy of a number of inhibitors to the ensemble averaged quantities of Equation
12 obtained from molecular simulations. Onees, andy are determined, they

can be used to predict the binding affinity of inhibitors whose binding affinity has
not been measured. Encouraging results have appeared in a number of applica-
tions. For example, a recent application of this approach to study the binding of
the tetrahydroimidazo[4,5,1-jk][1,4]benzodiazepine-2(1H)-thione and -one class
of compounds to HIV reverse transcriptase (55) yielded a root-mean-square devi-
ations of less than 1 kcal/mol from experimental results when the observed range
of binding affinity was~4 kcal/mol. TheAqvist group did not use the solvent-
accessible surface area term in their semi-empirical model but still obtained good
correlation with experimental data in a number of applications (57).

Dynamic Pharmacophore Method

Most receptor-based pharmacophore models have been developed by using one
crystal, NMR, or model structure. Pharmacophore models based on a single re-
ceptor structure could fail to identify inhibitors that bind to structures that are
somewhat different from the experimental or model structure but that are still read-
ily accessible at physiological temperatures. To address this issue, Carlson et al.
(58-60) developed a dynamic pharmacophore model in which a number of
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snapshots from molecular dynamics simulations were used to construct the model.
For each snapshot, they determined components of a pharmacophore model by
identifying favorable binding sites of chemical functional groups using the multi-
unit search for interacting conformers (MUSIC) program available in the BOSS
program (61). The MUSIC procedure identifies favorable binding sites of probe
molecules by simultaneously energy refining a large number of probe molecules,
which do not interact with other, in the potential field of a drug target. Strong
binding sites tend to cluster many probe molecules in well-defined orientations
and locations. By carrying out MUSIC calculations on a number of dynamic snap-
shots, one can identify strong binding sites consistently appearing in many rather
than only one or a few snapshots. These sites can form important components
in a pharmacophore model. This approach can also uncover useful binding sites
that are not presented by the initial starting structure. By using methanol as probe
molecules, Carlson et al. (58—60) developed dynamic pharmacophore models that
perform better than the single conformation model in identifying potent inhibitors
of HIV-1 integrase. Unfortunately, the dynamic model also increased the number
of false positives.

Relaxed Complex Methods

Recently, another computational approach has been described to discover ligands
that may bind with “induced fit” of their target molecules (62, 62a). The new meth-
ods, which are called “relaxed complex methods,” are inspired by two successful
experimental methods for rapid discovery of ligands that bind strongly to a recep-
tor, namely the “SAR by NMR” method (63) and the “tether method” (64). These
methods recognize that ligands may bind to conformations that occur only rarely
in the dynamics of the receptor, and that strong binding often reflects multivalent
attachment of the ligand to the receptor. The new computational approach includes
a single ligand method and a double ligand method.

The basic element of these new methods is the automated docking of small li-
braries of compounds to a diverse selection of target conformations. The first phase
of the approach involves generating the target conformations. This might make use
of a long molecular dynamics simulation of the unliganded target molecule, an en-
semble of short molecular dynamics simulations, or some other way of generating
target conformations. The second phase involves the rapid docking of mini-libraries
of candidate inhibitors to the conformational snapshots of the target. In this phase,
a relatively simple scoring algorithm is used to allow fast docking. The third phase
attempts to improve the scoring of the best complexes found in the docking calcu-
lations by use of a slower but more accurate algorithm for estimating the standard
free energies of binding.

The scheme described above represents the single-ligand method. The double-
ligand variant recognizes that two ligands with relatively low binding affinities to
the target can be linked to form a high-affinity ligand. Because the binding of the
first ligand could introduce unfavorable interactions for the binding of the second
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ligand, the combination of the best-ranked ligands for respective binding sites
does not necessarily produce the best composite compound. Continuing from the
previous single-ligand studies, the first ligand is therefore treated as part of target,
and the docking simulations of the second ligand are repeated in a limited search
space, based on the allowable lengths of linkers. Again, the binding of the second
ligand is subsequently rescored by other more accurate approaches.

The first applications of the relaxed complex methods have focused on an exper-
imentally well-characterized system, FKBP (FK506 binding protein) (62, 62a). A
long molecular dynamics calculation was used to sample the FKBP conformations
and the AutoDock software (65—-67) was used for the initial docking. The rescor-
ing was done using the MM/PBSA routines from the Amber software (68) and
APBS evaluation of the electrostatic energies (69). The results to date encourage
the further development and application of these methods.

CONCLUSIONS

Although protein flexibility can play an important role in determining molecular
recognition and drug design, most modeling efforts ignore these effects because
they are costly to include. However, with the rapid advance of computer technol-
ogy and algorithmic development, it should become feasible to take these effects
into account more frequently in practical drug discovery applications. More ex-
pensive but rigorous free energy calculations can be used in the later stage of alead
optimization process. Approximate but faster methods relying on single-reference
states, such as sensitivity analysis and chemical scanning, can be used to quickly
identify productive and nonproductive features of a lead compound in molecular
recognition. The identification of these features can help decide how a lead com-
pound should be modified to improve binding affinity, by pointing out features
that are profitably kept and those that should be modified. These features can also
help to construct pharmacophore models for mining new drug leads from small-
molecule libraries and generate constraints for designing combinatorial chemical
libraries targeted towards the desired receptors. Intermediate between these two
extremes are methods such as MM/PBSA and semi-empirical linear response ap-
proach that can further screen out less promising compounds suggested by the
single-reference-state models before more rigorous free energy calculations are
carried out. Sophisticated implicit solvent models may also play an important role
in speeding up conformational sampling so that the effects of protein flexibility
can be accounted for in the earlier stages of a drug design process.
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m Abstract Retinoids regulate gene transcription by binding to the nuclear recep-
tors, the retinoic acid (RA) receptors (RARs), and the retinoid X receptors (RXRs).
RARs and RXRs are ligand-activated transcription factors for the regulation of RA-
responsive genes. The actions of RARs and RXRs on gene transcription require a
highly coordinated interaction with a large number of coactivators and corepressors.
This review focuses on our current understanding of these coregulators known to act in
concert with RARs and RXRs. The mechanisms of action of these coregulators are be-
ginning to be uncovered and include the modification of chromatin and the recruitment
of basal transcription factors. Challenges remain to understand the specificity of action
of RARs and RXRs and the formation of specific transcription complexes consisting of
the receptors, coregulators, and other unknown factors.

INTRODUCTION

Retinoids, a group of small lipophilic molecules, are essential for a variety of
biological processes. The indispensability of retinoids in animals was first demon-
strated in a controlled study by Hale (1), which showed that deficiency in vita-
min A (retinol) induced congenital malformations in pigs. Following this pio-
neering work, Warkany's group demonstrated congenital abnormalities in vitamin
A-deficient (VAD) rat dams, such as those affecting the eyes, myocardium, aorti-
copulmonary septum, diaphragm, and the respiratory and urogenital systems (2).
Subsequent studies showed that vitamin A was also indispensable in postnatal
life for survival, reproduction, vision, and maintenance of epithelial tissues (3, 4).
The first indication that retinoic acid (RA) was the active ingredient of vitamin
A came from the observation that RA could repair most of the defects caused by
VAD, except defects in the visual system, which specifically required retinaldehyde
(4,5).

Inthe late 1980s, the cloning of the nuclear RA recept®ARw) (6, 7) opened
an avenue for the dissection of the RA signaling pathways. Subsequently, the de-
tection of endogenous RA in animals substantiated the notion that RA could be
the physiologically active component of vitamin A (4). This was further supported
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by two studies that showed the rescue of VAD embryos by RA at specific stages
of embryogenesis (5) and the teratogenic effects of pharmacological doses of
RA during embryogenesis (4). It was then proposed that RA could play an es-
sential role in many aspects of life, such as development, growth, reproduction,
vision, and cancer prevention. With the help of molecular genetic tools, a direct
role for RA in many of these biological processes was unambiguously demon-
strated in mutant animals that were deficient in specific functional receptors (8—10).
These studies have provided the ultimate proof that RA (specificaltyaaitand

9-cis RA) constitutes the active ingredient of vitamin A and its nuclear receptors
are ligand-activated transcription factors responsible for regulating the expression
of RA-responsive genes. However, it remains highly challenging to dissect the
complex RA signaling pathways because the specificity of the actions of retinoids
in different gene systems cannot be accounted for by the actions of the receptors
alone. This puzzle began to unravel through the discovery of a large number of
receptor coregulators (11-15) that are now known to act in concert with the re-
ceptors. Identification of these coregulators marked the beginning of a new era for
the dissection of the complicated mechanisms underlying specific actions of RA
in different gene systems.

This review focuses on our current understanding of coregulators of the nuclear
RA receptors, as well as the working mechanisms underlying their actions. | begin
with a summary of the features and functions of these receptors followed by a
review of the identification and the properties of their coregulators (coactivators
and corepressors). Finally, a discussion is provided on the problems that challenge
future studies of the action of vitamin A, their receptors, and their coregulators.

NUCLEAR RECEPTORS FOR RA AND
THE PRINCIPLE OF THEIR ACTIONS

Cloning of Nuclear Receptors for RA

It was a long-standing and challenging task to address the pleiotropic effects of
a group of structurally simple molecules like retinoids. Biochemical and ligand-
binding studies, as well as the demonstration of genome-wide changes triggered by
these small molecules, suggested the existence of intracellular receptors for these
retinoids (16, 17). It was the discovery and cloning of the RAFRM the groups
of Chambon (6) and Evans (7) that marked the beginning of an era of molecular
biology leading to our understanding of hormone nuclear receptors. Itis now known
that RARs and retinoid X receptors (RXRs) belong to the superfamily of nuclear
receptors that transduce signals to the gene transcription machinery, resulting in
changes of gene expression (8, 18-20).

The RA receptor family consists of RAR RARS, RARy, RXRu, RXRgS,
and RXRy, as well as their isoforms. RARs bind to athns and 9¢is RA,
whereas RXRs bind specifically toc®s RA. From molecular and genetic studies,
it has become clear that the actions of RA are closely tied to the functions of
these receptors. The most convincing evidence comes from combinatorial genetic
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studies where mutant animals were made defective in the function of one or two of
these receptors. These mutant animals essentially recapitulated the entire spectrum
of VAD (10). Single mutant mice lacking the function of a single RAR or RXR
gene were viable and displayed one or some of the many aspects of postnatal
VAD syndrome. However, double mutants defective in a pair of isotypes such
as RARB/RARy, RARx/RARSB, and RARY/RARy (10) all died in utero or at

birth, suggesting essential roles for these receptors in animal survival and some
functional redundancy of RARs. The physiological functions of RXRs were less
conclusive based upon these genetic studies. However, it seemed thatiRsR

the most critical receptor, whereas REBnd RXRy appeared to be dispensable. In
vitro structural studies as well as molecular biological approaches all suggested an
RAR/RXR heterodimer as the physiologically functional unit (21-25). This notion
was supported by the genetic studies of compound mutants that were defective in
one RXR and one RAR (4, 10).

The complexity of vitamin A signaling pathways was suggested from studies
that detected many types and isoforms of these receptors, as well as the discovery of
many similar yet distinct RA response elements (RARES) present in the regulatory
regions of RA target genes (20, 26). Most studies have supported the notion that
the functional unit of these receptors is a dimer consisting of one RAR and one
RXR. Therefore, a large reservoir of distinct receptor dimers can potentially be
generated from the different receptor types and theirisoforms. The dimeric receptor
pair binds to a specific RARE located in the proximity of a gene promoter’s
regulatory regions. As a result, the activity of vitamin A target genes can be
dictated by a combination of various receptor pairs that bind to different RAREs
in the context of specific promoters. Questions remain as to what determines the
specificity of these receptor dimers for these very similar RAREs of different
genes and how the structurally similar molecular entities (receptor dimers) are
able to elicit variable actions on different gene promoters. The recent discovery
of “coregulators” for RAR and RXR provides a clue for another level of control
that can potentially contribute to the diverse actions of these dimeric receptor
units.

Domain Features of RARs and RXRs

All the nuclear receptors, including RARs and RXRs, share common modular
domains (A to F) (27-29) that can be interchanged without loss of function
(Figure 1). The N-terminal A/B domains are the least conserved and contain an au-
tonomous activation function, named AF-1. The C domain is the most highly con-
served domain and contains two zinc finger modules responsible for DNA binding,
and is thus named the DNA-binding domain (DBD). This domain spans approx-
imately 60—70 amino acid residues among which 8 of the 9 conserved cysteines
tetrahedrally coordinate two zinc ions, resulting in the formation of two compact
finger-like structures that bind DNA. The region at the base of the first finger is
named the D box and is responsible for discriminating the DNA sequence, whereas
the region at the base of the second finger participates in receptor dimerization.
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Figure 1 Major functional domains of RAR and RXR. The N-termiéB segment
encodes the activation function-1 (AF-1) domain. Theegment encodes the DNA-
binding domain (DBD). Th® segment encodes a flexible hinge region. Elsegment
encodes the ligand-binding domain (LBD) and the activation function-2 (AF-2) do-
main. The C-terminal tail- domain, is present in some, but not all, of the receptors.

The D domain, or hinge region, is variable and connects the zinc finger DBD to
the variable E region, which encompasses the ligand-binding domain (LBD). It
is also known that the hinge region contains a nuclear localization signal and is
probably responsible for the interaction with certain nuclear receptor coregulators
(30, 31). Our recent studies using fluorescence correlation spectroscopy showed a
dramatically reduced diffusion rate of a hinge region dissected from orphan recep-
tor TR2, indicating potentially extensive protein interaction involving this region
(L.-N. Wei, unpublished observations).

The LBD is a multifunctional domain that is responsible for ligand binding,
receptor dimerization, and interaction with other proteins such as coactivators.
Crystallization studies have shown a canonical structure for the LBD of all nuclear
receptors, including RARs and RXRs (28, 29). This structure is formed by folding
12 conserved-helical regions named H1 to H12, with a conseryetlrn con-
necting H5 and H6. These helices are folded into a three-layer antiparallel helical
sandwich in which a pocket is created for ligand binding. The cognate agonist
makes a stereospecific, high-affinity interaction with the pocket of the LBD, in-
ducing a conformational change in the receptor. The most C-terminal F domain
is found in certain members and participates in the action of a second activation
domain named AF-2. The AF-2 is composed of an amphipathielix that is
also highly conserved and is responsible for the agonist-induced conformational
change of receptors. Upon agonist binding, the receptor undergoes a conforma-
tional change and the structure becomes much more compact. This conformational
change results in changes in protein interaction and stimulates the recruitment of
coactivators, leading to the activation of gene transcription (see details in the
section on Coregulators of RARs and RXRs). It has become apparent that these
receptors can also be activated by signals other than the retinoid ligands, such
as those involving protein kinases and metabolic products (32, 33). Presumably,
modification of receptors by these enzymes also induces a conformational change
resulting in the recruitment of coactivators. Evidence has been provided that ex-
tracellular signals are able to modulate the activity of nuclear receptors in certain
pathways (34-37).
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Receptor Dimerization

A large number of studies have demonstrated heterodimerization of one RAR with
one RXR (21-25, 38), and it is suggested that the functional receptor unit is a het-
erodimer. Dimerization is mediated primarily by the interacting surface of the LBD
on each receptor. It is believed, at least in the in vitro situation, that receptors are
present in oligomeric states and ligand binding induces dissociation of receptor
oligomers and facilitates the formation of heterodimers (39-42). It is the het-
erodimeric receptors that bind a specific RARE with a high affinity. Additionally,
occupancy of either receptor by an agonist is sufficient to induce a conforma-
tional change of the AF2 domain in the dimeric receptor unit, thereby recruiting
associate proteins and leading to the activation of the transcription machinery. The
combinations of receptor pairs, as a result of pairing different RAR and RXR types
and isoforms, provide a rich reservoir of potential functional receptor dimers. The
specificity of transcriptional activation of a gene in a particular cell or tissue type

is partially dictated by the action of different receptor pairs that are cell specific.
Furthermore, the specific sequence of an RARE and the context of a specific gene
regulatory region, i.e., the sequences adjacent to the RARE, can also contribute to
specificity of receptor action. Recently, it has become apparent that the regulatory
mechanism orchestrated by RAR/RXR is further complicated by the recruitment
of receptor associate proteins (coregulators) expressed in specific cells.

COREGULATORS OF RARs AND RXRs

The cloning of numerous proteins that interact with RARs and/or RXRs suggested
the existence of a large number of coregulatory proteins for RARs and RXRs.
It has become increasingly clear that these associate proteins of RAR and RXR
play important roles in the ultimate control of the activity of a gene promoter
regulated by RA. Currently, various working models are proposed to address the
complexity and specificity of the actions of RA, which are based upon the principle
of cofactor recruitment by receptors, i.e., corepressor recruitment by apo-receptors
(gene silencing in the absence of hormones) and coactivator recruitment by holo-
receptors (gene activation in the presence of hormones) (9, 43-47) (Figure 2).
Several coregulators (both coactivators and corepressors) are known to bind to an
overlapping surface on the LBD of the receptors. Mutational and structural studies
have suggested that in the absence of ligands, or upon binding by antagonists, the
receptors recruit corepressors to a hydrophobic surface groove formed by helices
3,4, 5, and 6 of the LBD. In the presence of an agonist, the AF-2 domain at the
C-terminal tail of the receptor changes its position, releasing corepressors and,
together with helices 3, 4, and 5, forms a cleft that recruits coactivators onto
the receptor pairs. Recent studies have attempted to map the cofactor-interacting
surface of the receptors, and have proposed a leucine-rich “LXXLL" signature
motif for the p160 coactivator families (48, 49) and a related “L/IXXI/VI" motif for
certain corepressors such as N-CoR and SMRT (50-52). It is proposed that these
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Figure 2 A model for RAR/RXR acting in concert with coactivator or corepres-

sor complex for gene activation or silencing. In the presence of liganBa\}, the
holo-receptor pair binds to the RA response element (RARE) and recruits coactiva-
tor complex, which encodes histone acetyl transferase (HAT) activity. HAT acetylates
histone proteins, opens up the chromatin, and allows the transcription machinery to
act on the promoter for active gene transcription. In the absence of ligarRi&)(

the apo-receptor pair binds to the RARE and recruits corepressor that encodes histone
deacetylase (HDAC) activity, inducing histone deacetylation, chromatin condensation,
and gene silencing.

complexes occupy an overlapping hydrophobic groove on the receptor surface.
Although this seemingly simple change in receptor conformation is able to explain
the mutually exclusive nature of receptor interaction with either coactivators or
corepressors, it is not sufficient to account for the complexity of gene regulation,
such as the variable level of induction and silencing, or the combinatorial control
of gene expression by many signals acting in concert. As such, it is tempting to
speculate that further highly specific mechanisms are adopted by different cells for
the same hormonal signals to be variably transduced in awide variety of tissue/gene
systems, most likely through orchestrating extensive protein-protein interactions
and multiprotein complex formation in a very specific manner.
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An increasing number of coregulators of transcription factors, including that
of nuclear receptors, are being identified. Several of these coregulators are shared
by a large number of transcription factors and some are highly specific to certain
members. By a strict definition, some of these coregulators do not fall into the
category of either coactivator or corepressor. For the sake of simplicity, the coreg-
ulators reviewed here are categorized as coactivators or corepressors according to
the outcome of their actions on the RAR- and RXR-systems.

Coactivators of RARs and RXRs

The ultimate target of RA is the genome of the cells, and the principle of its ac-
tion is to induce a conformational change of the receptor pairs that interact with
the transcription machinery, resulting in altered gene transcription rates. As such,
components of the transcription machinery, including the enzymes and the sub-
strates, can all potentially be involved in the interaction with RARs and RXRs.
Broadly speaking, coactivators of a transcription factor can be divided into two
major classes: adapters that recruit transcriptional apparatus and components that
are involved in chromatin-remodeling or modification. Although some of the coac-
tivators of RARs and RXRs are known for their apparent functions, the roles of
many remain to be determined or are complicated by their presence in overlapping
complexes. By definition, a coactivator must fulfill several criteria: an agonist-
dependent direct interaction with holo-receptors and the ability to interact with the
components of the basal transcription machinery and enhance the basal transcrip-
tional activity. Because of the ambiguity of several members that participate in
gene activation by RARs and RXRs, the coactivators are not categorized by using
this stringent definition. Rather, the coactivators of RAR and RXR, as reviewed
here, are grouped based upon their effects on RAR- and RXR-mediated gene
expression and the most commonly adopted nomenclature and/or their apparent
molecular features.

SRC1/p160, CBP/p300, AND p/CAF COMPLEXES The steroid receptor coactivator
(SRC) family consists of three subfamilies, i.e., SRC-1, TIFII/GRIP1/p160, and
RAC3/ACTR/pCIP/AIB-1 (49) (Figure B). SRC-1 was first cloned in a yeast
two-hybrid screening with the progesterone receptor (PR) as the bait (53), and
was demonstrated as a common coactivator for all steroid receptors tested. It
was later shown to encode a new member of the basic helix-loop-helix-PAS
domain family and interact with the RARs and the p300/Phospho-CREB bind-
ing protein (CBP)/p300/CBP-associated factor (P/CAF) complex, as discussed
later. A coactivator complex containing SRC-1/p300/CBP/PCAF was then pro-
posed as a component that mediates the activating function of RARs (54). Subse-
guently, evidence was presented that SRC-1 contained intrinsic histone acetyltrans-
ferase (HAT) activity specific to H3 and H4 histones, an activity encoded by the
C-terminal region of SRC-1 (55). This provided the first evidence for a role of a
hormone nuclear receptor’s coactivator in modifying chromatin by facilitating the
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acetylation of histone proteins, thereby opening the chromatin and enhancing the
formation of a stable preinitiation complex.

p300 was first identified as a 300-kDa nuclear protein and a cellular target for
the adenovirus E1A oncoprotein transcription factor (56). It was shown to be re-
sponsible for a variety of the effects of E1A in host cells (57). The CBP was found
to interact with th@rans-activating domain of CREB and to mediate its activating
function in response to cAMP (58, 59). It was also shown that CBP interacted with
the basal transcription factor TFIIB and RNA polymerase Il itself, and also pos-
sessed HAT activity (60), further supporting its role as a coactivator (59). Because
of their interchangeable properties in many aspects, p300 and CBP are considered
functional homologues. Their connection to the nuclear receptors was first demon-
strated in a study where the LBDs of multiple nuclear receptors, including RARS,
were shown to interact directly with p300/CBP, which also interacted with the
SRC-1/p160 family. In addition, numerous transcription factors were also known
to interact with p300/CBP. Structurally, p300/CBP contains discrete domains re-
sponsible for their diverse functions, including a bromodomain, a HAT domain,
an SRC1 domain, and a receptor interacting domain at the N terminus (FBjure 3
Thus, it was proposed that p300/CBP could play a role in coordinating many sig-
naling pathways and serve as a platform for the actions of different transcription
factors including nuclear receptors (61-63).

P/CAF was identified that competed with E1A for interaction with p300/CBP.
It was also demonstrated that P/CAF possessed intrinsic HAT activity (64). Later,
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P/CAF was found to interact directly with liganded RAR/RXR dimer at the LBDs

of these receptors (65) and was also found in a complex consisting of more than 20
polypeptides that include TATA-binding protein (TBP)-associated factors (TAFsS)
and some of the TFIID components. As the binding of P/CAF to RAR/RXR is
independent of the interaction of RAR/RXR with p300/CBP, it is suggested that
P/CAF and p300/CBP represent two independent activating pathways for nuclear
receptors (65), both involving HAT activity to modify the chromatin. The iden-
tification of gene-specific coactivator complexes remains a challenge for future
studies.

GRIP1/TIF2/p160  With the LBD of glucocorticoid receptor (GR) as the bait, a GR
interacting protein (GRIP1) was cloned from a mouse embryo cDNA library and
shown to act as a transcription coactivator (66). A 160-kDa human nuclear protein
called transcriptional mediators/intermediary factor Il (TIFII) was later isolated
that appeared to be the homologue of GRIP1 and exhibited typical coactivator
properties such as agonist-dependent interaction with receptors and an autonomous
transcription activation activity (67). The family of GRIP1/TIFI2/p160 exhibits

a partial sequence homology to SRC-1 and possesses a single nuclear receptor-
interacting domain thatis composed of three LXXLL-containing segments, as well
as two autonomous activation domains (AD1 at the N terminus and AD2 at the

C terminus). The activity of the AD1 appeared to be mediated by its interaction
with the CBP complex, whereas the activity of the AD2 was CBP-independent
(68). It was later found that the AD2 of GRIP1/TIFIl/p160 acted on the AF-1

of androgen receptor (AR), but the principle of its activation function remains to

be determined. Thus, GRIP1/TIFII/p160 can potentially mediate both of the two
signal outputs of nuclear receptors, the AF-1 and AF-2.

ACTR/RAC3 AND p/CIP A receptor-associated cofactor 3 (RAC3) was cloned as a
coactivator for the liganded receptor LBD (69) and found to be identical to another
coactivator named ACTR, which was known to possess intrinsic HAT activity (70).
Sequence comparison revealed a homology to the SRC-1 and TIFIl members (69);
therefore, it was also categorized in the SRC family. A closely related coactivator,
the p300/CBP cointegrator associated protein (p/CIP), was found to interact with
CBP and was required for the actions of CBP-dependent transcription factors (71).
These members represent the third SRC family that functions as coactivators for
RARs and RXRs, and possesses HAT activity.

TIF1 The mouse transcriptional intermediary factor I (TIFI) was originally found

to interact with RAR/RXR in a ligand-dependent manner and was able to enhance
AF-2 mediated activation of receptors (72). A structurally and functionally related
protein was later isolated and named HFTIFI appeared to also interact with
heterochromatin protein 1 (HP1) (73), suggesting that the coactivating function of
TIF1 was related to its effects on chromatin structure.
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TRAP220 The thyroid hormone receptor (TR) associated protein 220 (TRAP220)
was identified in immunopurified complexes from thyroid hormone—treated cells
and later shown to also interact with many hormone receptors including RARs and
RXRs (74). Later, in an RXR/PPARheterodimer system, TRAP220 was shown

to be selectively recruited by holo-PPARwhereas p160 was selectively recruited

by holo-RXR, suggesting that cooperative effects of PRPARd RXR could be

due to selective coactivator recruitment by each receptor of the heterodimer (75).
TRAP220 also contains multiple LXXLL motifs that mediate its interaction with
the LBDs of holo-receptors and is known to stimulate thyroid hormone—activated
gene transcription (76).

TRIP1/SUG1  The human TR interacting protein | (TRIP1) was originally cloned in
yeast two-hybrid screening experiments with TR and RXR as the baits. TRIP1is a
homologue of a component of yeast transcription mediator, SUG1, which interacts
with transcription factor TBP and TFIIB (77). Mouse SUG1 was subsequently
isolated with RAR as the bait and was shown to interact with hormone receptors
including RAR, RXR, vitamin D receptor (VDR), estrogen receptor (ER), and
TR in a ligand-dependent manner. This interaction involved the AF-2 domain of
nuclear receptors (78). It was shown that this transcription mediator was able to
confer an eightfold greater activity in basal transcription and a 12-fold greater
efficiency of phosphorylation of RNA polymerase Il (79). Human TRIP1 was also
shown to be able to functionally substitute for yeast SUG1. Thus, TRIP1/SUG1
functions as a coactivator for the RAR/RXR heterodimer by facilitating interaction
with the basal transcription machinery.

SW1/SNF  The yeast SWI/SNF genes were shown to be involved in positive tran-
scriptional regulation of thélO and theSUC2genes (80, 81). A connection of
nuclear receptors to these gene products was first demonstrated for GR (82). In
this study, it was found that activation by GR required its interaction with SWI
proteins at an early step, prior to the formation of the initiation complex. Later,
the human homologue, hSWI/SNF, was shown to mediate the ATP-dependent dis-
ruption of nucleosomes (83). A direct ligand-dependent interaction of hormone
receptors with SWI2/SNF2 was later demonstrated (84). Therefore, the SWI/SNF
coactivators, upon interacting with holo-receptors, remodel chromatin structure to
facilitate the binding of transcription factors.

Ada3 A family of transcription factor coregulators, named alteration/deficiency
in activation (Ada), was first identified in yeast. In yeast, Ada3 mutation resulted
in slower growth and temperature sensitivity. In addition, selection of initiation
sites by general transcription machinery in vitro was altered in this mutant, sug-
gesting that Ada3 was a component of the general transcription machinery (85).
Later, it was found that the Ada proteins were a part of the yeast Spt-Ada-Gcn5-
Acetyltransferase (SAGA) activator complex and that Ada3 protein interacted
with the LBDs of RXR and ER in yeast, resulting in holo-receptor activation
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(86). Using yeast genetics, a trimeric transcriptional complex consisting of holo-
TR/p160/GCN5 was shown to interact with the Ada/SAGA adaptor complex and
to mediate activation of target genes by thyroid hormones (87).

PGC-1 A tissue-specific coactivator for PPARnamed peroxisome proliferator-
activated receptor-gamma coactivator-1 (PGC-1) (88), also appeared to be a coac-
tivator for other hormone receptors. PGC-1 was shown to interact with a number of
hormone receptors including T3R, RAR, RXR, ER, and GR in a ligand-dependent
manner (89, 90), which required the LXXLL motif-containing sequence of PGC-1.

A number of studies have suggested a physiological function of PGC-1 in gluco-
neogenesis by augmenting the activity of phosphoenolpyruvate carboxylase and
glucose-6-phosphatase via coactivation of GR and transcription factor INF-4
(91). Recently, it was demonstrated that PGC-1 and TIF2 synergistically activated
RXRa-mediated reporter gene activity (90). It is suggested that PGC-1 plays a
role in a wide range of physiological processes that involve nuclear receptors
using RXR as the obligate partner.

NsD1 The mouse NR-binding SET-domain-containing protein 1 (NSD1) was
isolated in yeast two-hybrid screening experiments and found to encode several
distinct domains, including a SET domain and multiple PHD fingers (92). This
protein was found to interact with both apo- and holo-forms of many nuclear recep-
tors including RAR and RXR. Interestingly, NSD contains separate activation and
repression domains, which may define a new class of bifunctional transcriptional
intermediary factors (93). Distinct roles in the presence and absence of hormones
were proposed for this protein. Recent genetic studies have identified a gene fu-
sion of theNSD1gene to theNUP98gene in childhood acute myeloid leukemia
(94) and amplification of the NSD gene in human breast cancer cell lines (95),
implicating a potential role for NSD1 in human malignancy.

FKHR The human FKHR, a forkhead homologue in rhabdomyosarcoma, was
cloned from a tamoxifen-resistant MCF-7 cDNA library by using the LBD of
ER as the bait (96). This gene belongs to the hepatocyte nuclear factor 3/fork-
head homeotic gene family, and the protein was found to interact with ER ligand
dependently but with RAR and TR ligand independently. In transient transfection
assays, FKHR stimulated RAR- and TR-mediated gene activation, but it repressed
ER-mediated transcription. Therefore, FKHR also appears as a bifunctional in-
termediary protein that can either activate or repress hormone receptor-mediated
gene transcription, depending upon the receptors involved.

PNRC Two proline-rich nuclear receptor coregulatory proteins (PNRC1 and
PNRC2) were cloned from a mammary gland cDNA library (97, 98). These pro-
teins are relatively small, with molecular weights of 16 kDa and 35 kDa, re-
spectively. Both PNRCs interacted with hormone receptors in a ligand-dependent
manner, mediated by an activation function domain that contains an NR box-like
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sequence (LKTLL) and an SH3 domain binding motif (SEPPSPS). These pro-

teins enhanced transcriptional activation of both hormone receptors and orphan
receptors, and their interaction with nuclear receptors required a functional AF2

domain in the nuclear receptors. The exact mechanism of their activation functions
remains undetermined.

craBPll  Two forms of cellular retinoic acid binding proteins (CRABPS) have
been identified, CRABPI and CRABPII. These are cytosolic binding proteins for
RA and are primarily involved in the synthesis and degradation of RA, thereby
controlling RA homeostasis (3). Recently, CRABPII was shown to be directly
involved in RAR/RXR-mediated gene activation (99—102). CRABPII was able to
enter the nuclus and interact directly with RAR/RXR in a ligand-independent man-
ner (99, 101). Activation of RA-responsive reporter was enhanced by CRABPII;
thus, CRABPII can act as a specific coactivator for the RAR/RXR families. It is
suggested that CRABPII interaction with RAR/RXR facilitates the formation of
holo-receptors, thus enhancing transcriptional activity (100).

AsC-2 The activating signal cointegrator-2 (ASC2) was isolated with the LBD
of RXR as the bait and was shown to interact with many nuclear receptors in a
ligand-dependent manner (103). In addition, it also interacted with a number of
other nuclear factors, such as basal transcription factors TFIIA and TBP, coactiva-
tors CBP/p300 and SRC-1 (103), serum response factor (SRF), activating protein-1
(AP-1), and nuclear factor-B (NF « B) (104). ASC2, either alone or in conjunc-
tion with CBP/p300 and SRC-1, was able to stimulate ligand-dependent activation
of nuclear receptors; the AF-2 domain of nuclear receptor was required for this ac-
tivation. Its interaction with nuclear receptors involved its two NR boxes, whereas
its interaction with CBP involved two of its three activation domains. Its acti-
vation function was blocked by E1A, a CBP-neutralizing factor. It is proposed
that ASC-2 acts by binding to nuclear receptors and recruiting CBP for nuclear
receptor-mediated gene activation (105).

p120 pl20 encodes 920 amino acids with a molecular mass of 120 kDa. The
cDNA of p120 was originally isolated as a cofactor for TR, and its T3-dependent
interaction was shown to require the AF-2 domain of TR (106). Recently, p120
was also shown to enhance PPARXR-mediated transactivation in the presence
of either PPAR- or RXR-specific ligands, but the interaction appeared to be
mediated by RXR. It is proposed that p120 can be a specific coactivator for RXR
in PPAR/RXR-activated pathways (107).

cARM1 CARM1 (coactivator-associated arginine methyl-transferase 1) was
shown to methylate nucleosomes and potentiate transcriptional activation by RAR/
RXR (108). However, CARM1 was also able to methylate CBP/p300, which
blocked CREB activation by disabling the interaction between CBP/p300 and
CREB. Therefore, it appears that CARM1 can be a coactivator for hormone
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receptors and at the same time a corepressor for transcription factors transduc-
ing CAMP signals.

Corepressors of RARs and RXRs

Activation of gene expression by hormones has been the central dogma of a long-
standing view on hormonal control of gene regulation. Hormone receptors were
believed to function only in the presence of hormones. However, the discovery that
basal transcription of a gene could be further repressed in the absence of hormones
motivated the field to re-examine the potential roles of hormone receptors in the
absence of ligands. A negative role for nuclear receptors in gene expression was
firstimplicated in two early studies of thyroid response element (TRE)-containing
promoters. In one study, the v-erb-A oncoprotein abolished thyroid hormone re-
sponses of a TRE in the Moloney murine leukemia virus long terminal repeat (109).
Another study showed that apo-TR was able to repress the activation of a TRE re-
sponsive to RAR-epsilon (110). These observations initially suggested a “passive”
repression mechanism, where the apo-receptors repress transcription by compet-
ing for DNA binding. Later, a potentially “active” repression, or silencing activity,

of receptors was suggested because both RAR and TR were found to contain a
transferable, functional silencing domain at the C terminus of the receptor (111).
Based upon these observations, the hypothesis was proposed that nuclear receptors
could recruit corepressors to actively silence genes. Three major criteria for a core-
pressor are interaction with apo-receptors and dissociation from receptors upon
the binding of agonists, potentiation of repression by receptors, and possession
of intrinsic repressor activity. The first two bona fide corepressors were identified
in 1995 (112, 113). A number of corepressors were later cloned that were shown
to facilitate gene repression and were classified as corepressors (114). However,
some of these members were found to interact with both liganded and unliganded
receptors. Furthermore, several coregulators function as either a coactivator or a
corepressor, depending upon the receptors involved. Studies of the working mecha-
nisms of these dichotomous coregulators are being actively pursued. For the sake of
simplicity, the coregulators shown to exert suppressive activities on the RAR/RXR
system are categorized here as corepressors of RARs and RXRs.

SMRT AND N-CoR The nuclear receptor corepressor (N-CoR) was identified as
a bona fide corepressor of RAR and TR (112). At the same time, another bona
fide corepressor was cloned, named silencing mediator for retinoid and thyroid-
hormone receptors (SMRT) (113). It was later found that N-CoR and SMRT are
related in terms of function, domain structure, and primary sequence (Figure 4
Both N-CoR and SMRT contain multiple repressive domains and receptor interact-
ing domains and they interact with the same components of other nuclear factors
such as TFIIB and Sin3 [reviewed in (114-116)].

Their repressive activity was attributed to two mechanisms. One mechanism
involved their direct interaction with the corepressor mSin3, originally identified
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Figure 4 Domain features of N-CoR/SMRT and RIP140 corepress#isAlign-

ment of N-CoR and SMRT, with three repressive domains (RD1, RD2, and RD3) and
two receptor interacting domains (RID1 and RID2) depict&).Nine LXXLL (LX)
sequences scattered throughout the entire RIP140 molecule. The histone deacetylase-
interacting domain (HDID) is present at the N-terminal portion and a novel LYYML-
containing ligand-dependent receptor interacting domain (RID) is present at the C-
terminal portion, which is devoid of a canonical LXXLL sequence.

for Mad-Max and Mxi-Max transcription repressors (117, 118). The formation of
complexes containing N-CoR/SMRT, mSin3, and HDAC was later demonstrated
(119-121). Amodel was proposed where N-CoR and SMRT served as the platform
adapters to recruit Sin3-HDAC complex as well as other Sin3-associated proteins
to form a repressive complex, which was then recruited by the apo-receptors to
the DNA (116, 122). However, recently it was found that both SMRT and N-CoR
could directly interact with the class Il HDACs (123), suggesting that a Sin3-
independent recruiting pathway could also be adopted by N-CoR and SMRT.
For both Sin3-dependent and Sin3-independent pathways, recruitment of histone
modifying enzymes appears to be one common underlying mechanism for the
corepressive activity of N-CoR and SMRT.

The second mechanism of repression was postulated to be mediated by their
direct interaction with certain basal transcription factors, thereby precluding the
formation of the basal transcription complex. Before the identification of corepres-
sors, an early study had in fact demonstrated an inhibitory effect of unliganded
TR on preinitiation complex assembly (124). Later, unliganded TR was found
to directly contact TBP (125). Recently, a direct contact of N-CoR and SMRT
with transcription factors such as TFIIB (126, 127), TAFII32, and TAFII70 (127)
was demonstrated. Although a growing number of reports have supported the
mechanism involving direct or indirect chromatin modification by these repres-
sive complexes, the exact identities of the components present in these complexes
remain to be established in more rigorous reconstitution experiments.
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RIP140 The human receptor interacting protein 140 (RIP140, or newly renamed
as NRIP1) (128) was first cloned with the LBD of ER as the bait (129) and was
reported to act as a coactivator for ER functions. Mouse RIP140 was cloned from
a testis cDNA library with the LBD of orphan receptor TR2 as the bait (130)
and found to function as a corepressor. Most recent studies have shown a repres-
sive role for RIP140 in many other gene systems, including those regulated by
nuclear receptors and other transcription factors. For instance, RIP140 was re-
ported as a corepressor for Pit-1, TR, ER (131), PPAR/RXR (132), GR (133), and
RAR/RXR (134). In contrast to the first study proposing that the LXXLL motif

of RIP140 mediated its ligand-dependent interaction with receptors (135), recent
studies demonstrated that ligand-dependent interaction of RIP140 with receptors
could be mediated by a region devoid of the LXXLL motifs (136, 137). Further-
more, RIP140 could directly interact with histone deacetylases (HDACs) (138), and
tetramolecular complexes consisting of RAR/RXR/RIP140/HDAC were formed
in the presence of RA, resulting in the suppression of reporter gene expression in
the presence of RA (136). In the presence of RIP140, the RAR/RXR-targeted pro-
moter region was highly deacetylated and the expression of the reporter was also
repressed. We have proposed a model where hormone target genes can be selec
tively suppressed by complexes consisting of ligand-bound RAR/RXR, RIP140,
and HDACs. RIP140 was also found to interact with the carboxyl terminal binding
protein (CtBP) and to be acetylated by p300/CBP (139), raising the possibility
that HDAC recruitment by RIP140 could modify RIP140 itself. Like the studies

of many coregulators, the biological activity of RIP140 was examined by either
transient transfection of mammalian cells or by yeast reporter assays, where com-
plication by unknown nuclear factors from the mammalian or yeast cells cannot
be prevented. Direct evidence for the activity of RIP140 and many coregulators
should ensue from studies of in vitro reconstituted systems where defined compo-
nents are provided in the reactions. We have begun to address the biological activity
of RIP140 in RA regulation of its target genes by using assembled chromatin of
the reporter as the template for in vitro transcription. Our preliminary results have
demonstrated that in the presence of RIP140, RA-induced transcription was in-
hibited. Furthermore, the inhibition was likely to be a result of the competition of
RIP140 with coactivators, like P/CAF, in the binding to holo-receptors (L.-N.Wei,
unpublished). We have further employed a quantitative method to obtain kinetic
data on these molecular interactions, based upon plasmon surface analyses on a
BlAcore machine. In these studies, the real-time kinetic analysis of molecular in-
teraction between RIP140 and liganded RAR/RXR was conducted using highly
purified proteins. These kinetic data showed a substantial competition between
P/CAF and RIP140 for binding to the RAR/RXR heterodimer, further substantiat-
ing the strong competitive nature of RIP140 with other coactivators, such as P/CAF,
for interacting with receptors. One indication of this result is the significance of
dynamic interactions among these nuclear factors that act in concert to ultimately
control specific gene expression. This presents one of the most challenging issues
to be addressed in future studies.
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Therefore, both in vivo and in vitro transcription studies have supported a
corepressor role for RIP140 in nuclear receptor-mediated gene expression.
The underlying mechanisms could be its competition with coactivators for bind-
ing to holo-receptors and/or its ability to directly recruit HDAC to the gene
promoter.

SUN-CoR A small (16 kDa) nuclear protein, small unique nuclear receptor core-
pressor (SUN-CoR), was isolated by using the unliganded LBD of TR as the bait
(140). This protein was found to function as a corepressor for nuclear receptors,
including RAR, and to interact with N-CoR and SMRT in vitro. It is suggested
that SUN-CoR may be a component of the N-CoR/SMRT complexes. However,
the exact mechanism of its repressive activity remains undetermined.

TRUP In a yeast two-hybrid screening experiment, a protein named thyroid hor-
mone receptor uncoupling protein (TRUP) was identified with the bait prepared
from the unliganded LBD of TR (141). TRUP was later found to interact with both
TR and RAR, but not ER, in a hormone-independent manner through the hinge
and N-terminal portions of their LBDs. Its repressive activity is attributed to its
interference with DNA binding of TR and RAR.

CALRETICULIN Two studies independently reported that a calcium-binding pro-
tein, calreticulin, interacts directly with the DBD of many nuclear receptors includ-
ing RAR/RXR (142, 143). Although calreticulin was found primarily in the endo-
plasmic reticulum, itwas also found in the nucleus (142). Expression of calreticulin
inhibited the activation of RAR and AR by their hormones (143). However,
it remains to be determined if blocking receptors’ DNA binding via interacting
with their DBD is the principal mechanism of the regulatory action of
calreticun.

PSF A polypyrimidine tract-binding protein-associated splicing factor (PSF) was
isolated by using a biochemical approach to identify proteins interacting with apo-
receptors (144). PSF was found to interact with the DBD of apo-receptors and
to recruit SIN3A/HDAC complexes. It is suggested that PSF acts as a corepressor
through a Sin3A-mediated pathway.

CONCLUSION AND FUTURE DIRECTIONS

The discovery of numerous associate proteins for nuclear receptors, including
those for RARs and RXRs, suggests that a complicated regulatory network gov-
erns the actions of nuclear receptors. Because many of these associate proteins
interact with an overlapping spectrum of target proteins that can be nuclear recep-
tors or other transcription factors, it is likely that different cells have evolved to
utilize a rich reservoir of coregulators in order to achieve a high level of cellular
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specificity at the transcriptional control of gene expression. Alternatively, some of
these coregulators may have been retained, despite their redundant nature, in order
to achieve a homeostatic control of a variety of essential physiological processes.
As coregulators of nuclear receptors continue to be discovered, a number of issues
will have to be addressed in the future.

The first challenge is to address the specificity of these coregulators. To this end,
the tissue-, cell-, and stage-specific expression patterns of these coregulators have
to be examined and compared to that of RARs and RXRs. Subsequently, the relative
affinity of each coregulator to the receptors has to be determined. Theoretically, a
high-affinity coregulator would be considered more efficient in terms of its ability
toregulate gene transcription. However, these coregulators very often actin concert
with other proteins. Therefore, itis tempting to speculate that the ultimate control of
transcription would lie in the unigue combination of components in a transcription
complex consisting of nuclear receptors, coregulators, and other proteins. As such,
it would also be critical to determine the exact contents of a specific transcription
complex and how a coregulator may affect the formation of a particular complex
in the context of a specific gene’s regulatory region.

The second challenge is to delineate the pathways and to determine the mech-
anisms of action of these coregulators. Currently, most of the known actions of
coactivators are related to their roles in histone acetylation, and most corepres-
sors are shown to recruit histone deacetylases. However, studies have been pre-
sented that reveal substrates of these enzymes, including not only DNA, but also
transcription factors themselves. Thus, acetylation/deacetylation of transcription
factors could also contribute to the activity of coregulators. More recently, the ac-
tion of coregulators in another form of covalent DNA modification, methylation,
has also been demonstrated (108). However, it remains to be seen whether this is
common to different coregulators. Another proposed mechanism of coregulator’s
action is the sequestration of transcription factors. In theory, this can be com-
monly adopted by various coregulators. Our recent study of RIP140 competition
with P/CAF for interaction with holo-RAR/RXR would support such a hypothesis.

To effectively adopt such a mechanism of action, the transcription complexes or
subcomplexes are probably more likely to be formed in solution before they are
recruited to the target DNA. However, studies to address transcription complexes
formed either in solution or on target DNA are scarce. Furthermore, evidence has
yet to address this issue in the context of chromatin for many of these coregulators.
Toward this end, one is presented with a challenging technical problem that has
been vigorously tackled in the field, i.e., the use of appropriate chromatin template
for the analysis. Ideally, one would use the chromatin of a natural gene, at least
in terms of the nucleosomal organization of the regulatory region of the gene, for
the analysis of DNA-protein interaction in order to examine the recruitment of
transcription complexes to their targets. However, it is not a simple task to deter-
mine the nucleosomal structure of a natural gene, not to mention reconstituting a
piece of chromatin that mimics, biochemically and thermodynamically, a natural
gene.
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The third problem is the ambiguity of ligand-dependency in terms of coregu-
lator interaction with holo-receptors. Although it is demonstrated, in most cases,
that coactivators interact with hormone receptors ligand dependently, recently ev-
idence has suggested a complication in the nature of ligand-dependency for the
interaction of the coregulators with the receptors. The rule of LXXLL-motif as a
ligand-dependent NR signature has been challenged recently by studies of several
coactivators and corepressors. For instance, RIP140 was initially demonstrated as
a ligand-dependent coactivator and the receptor interaction motif was mapped to
the LXXLL-containing regions (134). However, we have demonstrated a suppres-
sive role for RIP140 in genes regulated by the RAR/RXR, and numerous later
studies have also shown suppressive effects of RIP140 in many other gene sys-
tems. Moreover, we have recently discovered an LYYML motif in the carboxyl
terminus of RIP140, which turns out to be a strong ligand-dependent receptor
interaction motif for interacting with RAR and RXR (133, 135). This combina-
tion of a suppressive role for RIP140 and its ligand-enhanced interaction with
RAR/RXR has suggested an unusal but testable hypothesis that retinoid hormones
can directly act as a negative signal for the transcription of certain genes, and that
it involves negative coregulators such as RIP140. This hypothesis challenges the
current dogma of hormonal action. If this hypothesis is substantiated, one impor-
tant question will be to address the physiological implication of positive versus
negative gene regulation that is directly triggered by the hormones. Furthermore,
the concept of the LXXLL-motif as a required ligand-dependent NR signature mo-
tif has also been challenged during the re-examination of RIP140 interaction with
RAR and RXR using different methods. Similar problems have been encountered
in the study of other coregulators such as PGC-1, which was initially shown to be
a ligand-dependent coactivator for the PBA@S8, 89) and later demonstrated to
interact with receptors in a ligand-independent manner. Therefore, it is tempting
to speculate that the effect of ligands, either agonists or antagonists, on receptors’
interaction with coregulators may not be as simple as once thought. Currently,
most studies rely on assays where complications from unknown cellular factors
cannot be avoided. In the future, structural data, as well as interaction studies using
more stringent methods like the BIAcore method to allow real-time kinetics to be
determined in a highly purified system, will be required to address this issue.

Insummary, the cloning of RARs and RXRs has allowed the signaling pathways
underlying the action of retinoids to be dissected. The recent discovery and cloning
of numerous receptor coregulators, including coactivators and corepressors, has
marked the beginning of a new era in the studies of the action of retinoids. In
future studies, the specificity of gene expression regulated by the retinoid, which
requires highly coordinated protein-protein interaction and variegated complex
formation, will present one of the most challenging subjects in this field. The direct
connection of the action of these RAR and RXR coregulators to the components of
the transcription machinery, including the substrate (chromatin) and the enzymes
(transcription complexes), will provide ample opportunities to address the issue of
the pleiotropic effects of retinoids.
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m Abstract Pharmacological agents currently in use to treat interstitial lung fibrosis
are either ineffective or too toxic in humans. This review addresses mechanistically
based novel approaches that have the potential to minimize the accumulation of collagen
in the lung, a hallmark of lung fibrosis. These approaches include maintaining the
intracellular levels of NAD and ATP, blocking the biological activities of TGFand
integrins, evaluating the effectiveness of PAF-receptor antagonists and NOS inhibitors,
and developing a new generation of cysteine pro-drugs with an adequate degree of
bioavailabilty. A critical analysis of each approach as it relates to management of IPF
in humans is presented.

INTRODUCTION

Interstitial lung fibrosis (ILF) is the end stage of a heterogenous group of disor-
ders characterized by the excessive and deranged accumulation of extracellular
matrix (ECM) proteins in the lungs. It is a potentially lethal and chronic response
of the lung to injury resulting from a wide range of causes (1). The known causes
of ILF encompass a wide variety of systemic, iatrogenic, occupational, and life-
style—related diseases (2), including bacterial infection, inhalation of organic and
inorganic dusts, radiation, trauma, and drugs (3). However, there are a number of
diseases in which the causes of lung fibrosis remain elusive, as in idiopathic pul-
monary fibrosis (IPF, also known as cryptogenic fibrosing alvealitis), eosinophilic
granuloma, and sarcoidosis and some diseases affecting multiple-organ systems
such as rheumatoid arthritis and systemic sclerosis. Regardless of the origin, ILF is
invariably associated with fibrosing alveolitis characterized by inflammation and
an overexuberant repair process preceded by an excess number of fibroblasts (4),
an absolute increase in lung collagen content, and abnormality in the ultrastruc-
tural appearance and spatial distribution of collagen types (5, 6). Accumulation
of collagen-rich ECM in the lung interstitium and peripheral air spaces causes a
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derangement of the alveolar wall and loss of functional capillary units. IPF, the
most common interstitial lung disease in humans, typically affects individuals aged
40 through 70, with slight male predominance, and shares some of the histological
and biochemical features of ILF of known etiological origins, as described above.
Until recently, it was thought that IPF affects only 5/100,000 persons in the United
States per year. However, more recent data indicate that the rate of incidence is
much higher (7).

During the past 25 years, the use of a diverse range of animal models for lung
fibrosis has enhanced our understanding of the pathogenic mechanisms of this dis-
ease. Itis now widely accepted that an initial and potentially reversible inflamma-
tory phase leads to an irreversible fibrotic phase of the lung in response to injurious
agent. The inflammatory event results in the generation of proteinaceous and cellu-
lar infiltrate in the distal airways, followed by the release of soluble mediators from
the activated inflammatory cells and from the injured resident cells. These media-
tors then activate either fibroblasts/myofibroblasts or local resident cells within the
alveolar wall to secrete mediators that induce fibroblasts to migrate, proliferate, and
subsequently produce an excess amount of collagen. The earliest events, detected
by electron microscopy of the lung from patients at the early stages of IPF, include
endothelial and epithelial injury and regeneration, followed by edema, inflamma-
tion, and fibrosis (8). The damaged and regenerating endothelial and epithelial
cells and infiltrating cells such as neutrophils, macrophages, lymphocytes, mono-
cytes, and eosinophils release a number of mediators that modulate the fibroblast
function in favor of increased production and excess deposition of collagen in the
lung interstitium. Clinically, a patient with IPF will present with dyspnea on exer-
tion, fatigue, and cough; patients with advanced IPF usually have a rapid shallow
breathing pattern as compared with normal (9). In the advanced stages of IPF,
there is also a reduction in lung volumes, lung compliance, and diffusion capacity
(9). There may be hypoxemia at rest and frequently during exercise. The natural
history of IPF generally involves gradual progression of the disease, usually cul-
minating in corpulmonale and respiratory failure; death occurs within three to six
years after onset. The standard treatment of IPF includes corticosteroids with or
without cytotoxic agents such as colchicine, cyclophosphamide, or azothioprine.
Treatment with corticosteroids results in objective improvement in only 10%-20%
of patients, probably reflecting both the advanced stage of fibrosis at which the
patients are brought to medical attention and the inability of corticosteroids to alter
the noninflammatory phase of the fibrotic processes (10). The combined treatment
with corticosteroid and cytotoxic agents failed to affect the survival rate and ap-
pears to be invariably associated with overt systemic toxicity. Therefore, it is of
utmostimportance to develop new drugs that can be safely used for management of
ILF. Rather than attempting an exhaustive survey of the voluminous literature on
lung fibrosis in experimental models, this review briefly discusses existing drugs
developed based on their ability to interfere with collagen biosynthesis at various
steps, highlights recent advances in the molecular-based mechanisms for the gen-
esis of lung fibrosis, and discusses emerging, mechanistically based strategies for
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pharmacological interventions to manage lung fibrosis. The rationale, critical eval-
uation, and potential applicability to IPF in humans for each emerging therapeutic
modality is provided from the perspective of an investigator in pulmonary research.

COMPOUNDS INTERFERING WITH
COLLAGEN BIOSYNTHESIS

Because an excess accumulation of collagen is a hallmark of ILF, various strategies
have been developed to interfere with the synthesis and degradation of collagen in
the lungs. The biochemical pathways of collagen synthesis and degradation have
been extensively reviewed (11, 12). A variety of compounds have been developed
that interfere with collagen synthesis at the transcriptional, translational, and post-

translational levels and with its degradation. The effectiveness of these compounds
in experimental models of lung fibrosis has been reviewed elsewhere (13). Most of

these compounds were considered either ineffective or too toxic for use in humans
with IPF.

MOLECULAR-BASED MECHANISMS AND
PHARMACOLOGICAL INTERVENTIONS

Bleomycin-Promoted Lung Injury: An Experimental
Model of ILF

Our understanding of the pathogenesis of ILF has been enhanced considerably
by the widespread use of a rodent lung fibrosis model that involves treatment
with bleomycin (BL). This model, which has enabled investigators to study the
underlying cellular and biochemical mechanisms for the pathogenesis of lung
fibrosis, induces morphological and biochemical changes of the animals’ lungs
that resemble those observed in human IPF [reviewed in (13)]. This review focuses
first on the cellular biochemical mechanisms responsible for BL-induced lung
injury that eventually culminates in lung fibrosis. Next, the various strategies that
interfere with those mechanisms and abrogate the development of lung fibrosis are
discussed. Overall, use of an animal model in which fibrosis is chemically induced
has provided excellent basic information regarding the pathogenic mechanisms
responsible for fibrosis. In addition, this approach has had some limited success
in developing novel drugs of potentially therapeutic significance to treat patients
with IPF, even though the animal model of lung fibrosis does not always accurately
reflect IPF morphologically.

The processes governing the development of BL-induced lung fibrosis fall into
three categories: acute injury including cell death; inflammatory response of vary-
ing degrees depending on dose and route of administration, characterized by di-
rect injury to capillary endothelium, basement membrane, and pneumocyte type |
epithelial cells; and chronic response featured by hypercellularity and increased
deposition of ECM proteins (14). Infiltration of the lungs by neutrophils is an
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early event in BL-induced lung fibrosis in animal models (15). After adhering to
endothelial cells, neutrophils migrate into tissue and release a variety of mediators,
including reactive oxygen species (ROS), that can have potent deleterious effects
on the lung (16-18). In addition, neutrophils contain the enzyme, myeloperoxi-
dase, which oxidizes halides CIBr—, or I~ to their corresponding hypohalous
acid in areaction involving kD, (18). The biocidal property of hypochlorous acid
(HOCI) in oxidizing various vital constituents of cells and its ability to deplete
cellular NAD™ and ATP are well established (19). Furthermore, BL generates
ROS under aerobic conditions after binding to intracellular DNA artd E20).

This complex functions as a minienzyme, catalytically reducing molecular oxy-
gen leading to the generation of various types of ROS that cause prominent DNA
strand scission (21). Various agents that damage DNA ultimately result in strand
breakage, which induces nuclear enzyme, poly (ADP-ribose) polymerase (PAP)
activity. In fact, broken double-strand DNA stimulates PAP activity directly (22).
PAP uses NAD as a substrate for modification of nuclear proteins at free carboxyl
groups by polymerization of ADP-ribose moieties (23). This response may facili-
tate repair of DNA damage or cause acute cell injury by NARpletion (24, 25).

A number of drugs and chemicals have been found to activate PAP activity sec-
ondary to DNA damage, subsequently leading to intracellular depletion of NAD
levels (26—28). This is consistent with the observations that the intratracheal (i.t.)
administration of a fibrogenic dose of BL in hamsters increases the activity of
lung PAP concomitantly with intracellular depletion of NADevels (26). The
activation of PAP activity and intracellular depletion of NADevels have been
well-documented following exposure to other DNA-damaging agents including
dimethyl sulfate, HO, (27, 28), and alkylating and ionizing radiation (29). The
intracellular depletion of NAD precedes the ATP loss (27, 28), which if extensive,
may lead to cell death. These two processes may not have to be coupled together
(28). Hyot & Lazo found a significant NADdepletion by direct exposure of lung
slices to BL from BL-sensitive C57#6N mice (30). Although ATP depletion may

be a prerequisite for oxidant-induced cell death, it is not the sole determinant (31).
Thus, depletion of NAD will compromise the cell’s viability since NADplays a
specific role in the maintenance of cell integrity independently of its energy status
(30), and depletion of ATP will likely lead ultimately to a perturbation in cel-
lular energy-requiring processes. The disruption of normal epithelium-fibroblast
interaction resulting from necrosis of epithelial cells and a delay in the repair of
epithelial cells due to inadequate availability of NABnd ATP may be a stimulus
sufficient to promote fibroblast growth and deposition of excess collagen (32). This
suggestion is based on the hypothesis that proliferation of fibroblasts in the lung is
normally hampered by intact epithelial cells because, under normal conditions, the
lung injury is repaired (33); however, if the injured epithelial cells do not repair,
fibroblast proliferation would be triggered, leading to an excess synthesis and de-
position of collagen in the lung (34, 35). This process is consistent with the results
that niacin (nicotinic acid), a B vitamin and an established precursor of N
NADP (36), prevents cytotoxicity and DNA damage by maintaining the NAD
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level of cells (37). This property explains the protective effects of niacin against
BL-induced lung fibrosis (38). Furthermore, daily treatment with niacin not only
replenishes the BL-induced depletion of NARNnd ATP, it also significantly at-
tenuates the development of lung fibrosis at 10 and 14 days after i.t. instillation of
BL in hamsters (39).

Taurine, a naturally occurring sulfur-containing amino acid, traps HOCI (40)
and possesses antioxidant and membrane-stabilizing properties. Because of these
beneficial properties, taurine has been used successfully against lipid peroxidation
(41), ozone-induced lung injury (42), and BL-induced lung fibrosis (43). Because
taurine and niacin produce their antifibrotic effects by different mechanisms, it
was hypothesized that the combined treatment with these two compounds would
be more effective against lung fibrosis than treatment with either compound alone.
In fact, this indeed turned out to be the case. Combined treatment with taurine and
niacin completely ameliorated the BL-induced lung fibrosis in hamsters (44). This
treatment decreased the BL-induced increases in collagen accumulation in lungs
as measured by hydroxyproline content. In addition, the combined treatment also
decreased BL-induced increases in lung lipid peroxidation, and superoxide dis-
mutase, PAP, and prolyl hydroxylase activities and raised the lung content of NAD
over the group treated with BL alone (44). The beneficial effects of the combined
treatment with taurine and niacin at the biochemical level was complemented by
morphological and morphometric studies that show the presence of fewer inflam-
matory cells in bronchoalveolar lavage fluid (BALF) and lung interstitium, less
epithelial necrosis, decreased pulmonary vascular permeability, increased lung
volume, and reduced fibrotic lung lesions (45).

Transforming Growth Factor-3

Many alterations in lung structure and function associated with chronic interstitial
lung diseases are considered to be a consequence of the activation and persistence
of inflammatory cells within the lower respiratory tract (46). The presence of
macrophages in the areas of chronically inflamed lung is thought to play a central
role in orchestrating the fibrotic response. Treatment with BL using a regimen that
produces lung fibrosis stimulates alveolar macrophages to release growth factors
(cytokines), which are believed to promote fibrosis by stimulating chemotaxis,
fibroblast proliferation, and synthesis of ECM proteins (47). Results from a wide
body of work indicate that the underlying mechanism for fibroproliferative diseases
involves dysregulation and overproduction of certain cytokines (48-50). Among a
number of cytokines investigated, a continued overproduction of B@ppears to

be atthe heart of the molecular mechanismin the genesis of lung fib@) SIS E-8

is a potent modulator of a number of genes involved in organogenesis, tissue regen-
eration, and fibrosis, including genes for the ECM (5b); TGF-8 increases the
production and/or activity of connective tissue growth factor (52) and it stimulates
biosynthesis of type | collagen (53, 54), fibronectin (53), and proteoglycans (55);
(c) TGF-8 inhibits the expression of ECM protease; adii TGF-8 promotes the
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expression of tissue inhibitor of metalloproteinase (56). These actions ofT GF-
on the metabolism of ECM result in an excess accumulation of ECM proteins, a
hallmark of fibrosis. The role of TGB-in fibrosis is supported by a humber of
studies. For instance, significant elevations in T&Fene expression preceded
the perturbations in the expression of genes of ECM proteins in two different mod-
els of BL-induced lung fibrosis (57, 58). More importantly, the elevated levels of
TGF-8 gene expression were coordinately regulated with increased mitogenesis
and DNA synthesis in hamster lungs (57). These findings in animal models of
lung fibrosis are consistent with the findings reported in humans with IPF with
respect to an abundant expression of T&RRNA in alveolar macrophages (59)
and a marked and consistent increase in T&3sroduction in epithelial cells and
macrophages in lung sections from patients with advanced IPF (60). Besides the
lungs, the role of TGFB has also been demonstrated in other organs undergoing
fibrotic changes (61). Despite a growing body of evidence suggesting thaTGF-
is a cytokine vital to tissue repair, TG#-induced deposition of ECM proteins at
the site of injury invariably leads to scarring and fibrosis that could be fatal if the
scarring is confined within lungs. Furthermore, the ability of T&E6 induce its

own production may be the key to the scarring and fibrosis that develop in chronic
and progressive conditions, leading to obliteration of the normal architecture (62).
The pleiotropic actions of TGIB-and its ability to regulate the production of other
cytokines in a paracrine fashion (63, 51), combined with its profound influence on
ECM protein metabolism, put TGB-on the target list for therapeutic interven-
tion. The following strategies have been developed to minimize the BL-induced
lung fibrosis that is predominantly mediated by an excess release offTliGthe

lung.

TAURINE AND NIACIN A multifaceted approach has been launched to blunt the
fibrogenic effects of TGFB in the BL-rodent models of lung fibrosis as a preclin-
ical assessment of possible therapeutic benefits against lung fibrosis in humans.
Combined treatment with taurine and niacin against BL-induced lung fibrosis also
depends for its antifibrotic effect on the ability of this combination to downregulate
the BL-induced overexpression of both type | and type Il procollagen mRNAs
(64). Inview of the findings that increases in the levels of T&precede increases
intype l and type Il procollagen mRNAs in BL-induced lung fibrosis, it was found
that taurine and niacin treatment also blocked the BL-induced overexpression of
TGF-81 mRNA. This blockade was the result of decreased TzKene tran-
scription, as ascertained by nuclear run-off assays (65). The down-regulation of
TGF-8 mRNA correlated with decreases in T@Hprotein in the BALF and de-
creases in the lung collagen content in BL-treated hamsters receiving taurine and
niacin (65). The experimental evidence indicates that combined treatment with
taurine and niacin ameliorates BL-induced lung fibrosis by down-regulating the
BL-induced overexpression of TGFr mRNA at the transcriptional level.

The expression of fibrogenic cytokine genes including T&6ecurs in re-
sponse to activation and translocation of nuclear fac®r{NF-«B) into the
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nucleus where this transcription factor binds to the promoter region of cytokine
genes containing the NEB motif, thereby stimulating their expression (66, 67).
According to prevailing theory, NkB is an oxidant-sensitive transcription factor
(68) that is activated in some cell lines in response to elevated levels of reactive
oxygen species (ROS) (69). Because BL causes oxidative damage by generating
ROS, it is highly likely that it activates NkB and thus stimulates the expres-
sion of fibrogenic cytokine genes, including T@FRecent findings showed that

i.t. instillation of BL in mice progressively increased the activation of Ag-in

lung, followed by expression of the TNk+IL-1«, and TGF$ genes, and corre-
spondingly elevated levels of these cytokines in the BALF (67). Treatment with
taurine and niacin minimized the BL-induced lung fibrosis by suppressing BL-
induced increased activation of lung NB, followed by downregulation of the
above cytokine genes and their gene products in the BALF (67). This was not
surprising since taurine, like other compounds with antioxidant properties, blocks
the ROS-induced activation of NEB and thus minimizes the tissue damage in
response to oxidants (67, 70). Even though taurine and niacin are proven to be
safe and are used therapeutically in humans, their use in combination has unfor-
tunately not been emphasized by pulmonologists for the management of patients
with IPF.

PIRFENIDONE Pirfenidone is an investigational drug synthesized by Marnac, Inc.,
(Dallas, TX), registered under the trademark De®kiarthe United States. The
antifibrotic effect of pirfenidone has been demonstrated in several animal models
of fibrosis for different organs. For example, the dietary intake of pirfenidone ame-
liorated BL- and cyclophosphamide-induced lung fibrosis in hamsters and mice
(71-73). Subsequently, it was reported that dietary intake of pirfenidone starting
after the second dose in a three-dose bleomycin model also minimized the lung
fibrosis in hamsters (72). This finding has therapeutic significance since treatment
with pirfenidone not only prevents but also can retard the progression of the lung fi-
brosis once it has started. The beneficial effects of pirfenidone against BL-induced
lung fibrosis were demonstrated not only at the biochemical level but also at the
functional level by a significant improvement in the quasistatic compliance and
total, vital, and inspiratory capacities of the lungs (74). Interestingly, Raghu et al.
reported the beneficial effects of pirfenidone against IPF in an open clinical trial
in humans at advanced and end stages of fibrosis (75). A recent editorial comment
in Lancetproposed, “Pirfenidone thus seems to be a promising new drug that de-
serves a well-designed and randomized controlled trial to establish its efficacy and
safety” (76). The clinical efficacy of pirfenidone in IPF patients is being evaluated
in double-blind and randomized control trials in Japan and Mexico, with plans
underway to conduct similar clinical trials in this country.

In a series of studies, several molecular mechanisms for antifibrotic effects
of pirfenidone have been established. As discussed earlier, BL induces oxidative
damage in lungs by stimulating the generation of ROS (20), which are responsible
for various stages of the inflammation and lipid peroxidation followed by fibrosis.
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The beneficial effect of pirfenidone against BL-induced oxidative damage of the
lung is corroborated by the following findings: First, it has been demonstrated
both in vitro (77) and in vivo (78) that pirfenidone directly scavenges ROS in-
cluding 02—, H,O,, and'OH, resulting in the inhibition of lipid peroxidation in

a dose-dependent manner. Second, pirfenidone has anti-inflammatory effects in
the BL-hamster model of acute lung inflammation (79). Third, pirfenidone sup-
presses the production of fibrogenic cytokines such as @N&3), TGF8 (81),

and platelet-derived growth factor (PDGF) (82). In fact, an exaggerated release
of PDGF by alveolar macrophages from patients with IPF is a characteristic fea-
ture of this disease, as demonstrated by Martinet et al. (83). Since pirfenidone is
an effective scavenger of ROS, this compound very likely blocks the activation
of NF-«B resulting from BL-generated ROS in a manner similar to that of other
compounds with antioxidant properties. The inhibition of NB-activation by pir-
fenidone explains the ability of this compound to down-regulate the BL-induced
overexpression of TGB-mRNA in the lungs and TGIB (81) and PDGF (82)
proteins in the BALF. Collagen accumulation in the lungs is subsequently reduced
by downregulation of BL-induced overexpression of the procollagen mRNAs
(84).

NF-«B ANTISENSE OLIGONUCLEOTIDES The role of NF«B in the pathogenesis of
BL-induced lung fibrosis was further confirmed by the finding that treatment with
antisense oligonucleotides to this transcription factor attenuated BL-induced lung
fibrosis in mice (85). These findings indicate that NB-is required for maxi-

mal transcription of many proinflammatory cytokines including T&Bnd any
strategies that block the activation of this transcription factor would have potential
therapeutic benefits in many lung diseases including IPF. However, the drawbacks
to antisense oligonucleotide therapy include limited stability due to rapid degra-
dation by intracellular endonucleases, need for parenteral route of delivery, and
systemic toxicity.

INTERFERON GAMMA Interferon gamma (INF+) is a potentially attractive target
molecule for therapeutic control of fibrosis because of its ability to regulate the
functions of both macrophages and fibroblasts. [N&iminishes the expression of
insulin-like growth factor, a profibrogenic growth factor produced by macrophages,
and mast cells. In addition, it also inhibits fibroblast growth factors and a variety
of neutrophil-derived cytokines, thereby suppressing fibroblast proliferation and
collagen synthesis (86, 87). The antifibrotic effects of If*Nd+ inducers of inter-
feron in BL-rodent models of lung fibrosis have been well documented (88, 89).
Recently, the mechanistic basis for the antifibrotic effect of l-Bi-the molecular

level has been established by the finding that it downregulates BL-induced overex-
pression of TGFB8 and procollagen genes in the lung (90). The beneficial effects of
IFN-y in combination with a low dose of prednisolone on pulmonary function and
oxygenation were recently demonstrated in a randomized and double-blind trial
of 20 patients with IPF, compared with patients treated with prednisolone alone
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who showed deterioration (91). However, the findings reported in this trial are
controversial [discussed by Baughman & Alabi (92)]. Although a multicenter trial

is currently underway to establish the clinical efficacy of I IPF patients, this

drug is unlikely to be therapeutically desirable for a long-term treatment. There is
a possibility of inducing chronic obstructive pulmonary disease with progressive
emphysema, enhanced lung volumes, and macrophage and neutrophilic inflamma-
tion of the lung, as was found in the transgenic mice overexpressing |FiNhe

lung (93). Second, the drug must be administered either intramuscularly or subcu-
taneously, which will influence patient compliance. Third, a flu-like syndrome is

a common side effect of administration of IFN-

ANTI-TGF-§ ANTIBODY, TGF-§ SOLUBLE RECEPTOR, AND DECORIN Experimental
approaches that block the biological activities of T@Rttenuate the degree of
fibrosis in BL-rodent models of lung fibrosis. For example, antibodies to BGF-
significantly reduced the experimental lung and kidney fibrosis (94, 95) and a re-
ceptor antagonist to this cytokine also decreased accumulation of lung collagen
induced by BL (96). Repeated i.t. instillation of TGFsoluble receptor starting
after the second BL or third BL dose in a three-dose BL model of lung fibrosis
in hamsters also significantly reduced the BL-induced lung fibrosis, as evaluated
by both biochemical and histopathological endpoints (97). These findings indicate
the beneficial effects of even delayed treatment with T&5$6luble receptor in
attenuating the progression of ongoing fibrotic process and suggest its potential
therapeutic application in the management of lung fibrosis in humans, once an ac-
ceptable delivery system for this protein in the distal airways has been worked out.
Although treatment with antibody to TGF-and its soluble receptor minimized

the lung fibrosis in animal models, the therapeutic efficacy for long-term treatment
is limited in controlling a progressively advancing chronic disease such as fibrosis.
The body may develop its own immune reaction against the antibodies; and sec-
ond, extreme reductions in the T@Hevel may lead to auto-immune-like illness,
such as that seen in TG#Fr-gene knockout mice that die soon after birth (98). To
circumvent these problems, the antifibrotic potential of decorin in the BL-hamster
model of lung fibrosis was evaluated. Decorin is a small proteoglycan that binds
and reduces biological activities of all isoforms of TEK99, 100). Repeated i.t.
instillation of decorin minimized the BL-induced lung fibrosis as evaluated by
biochemical, histopathological, immunohistochemical, and morphometric studies
(101). The antifibrotic effect of decorin was confirmed later by a transient over-
expression of the decorin gene in a murine model of lung fibrosis induced by
overexpression of TGB-gene (102). Although the i.t. instillation route for drug
delivery is the least desirable, this route has nevertheless uncovered a potentially
novel antifibrotic compound. The use of decorin may have clinical application
provided that the drug can be delivered in an aerosol form. In addition, decorin is
a natural human compound that can be produced as a recombinant molecule and
used for treatment of fibrotic conditions of any organs with little risk of initiating
adverse immunological reactions, unlike T@Rntibodies.
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ANTAGONIST OF TGF-8-MEDIATED SIGNALS Recent studies have identified the
signal-transduction events involved in T@Fmediated biological effects. TGB-
signals from membrane to nucleus using somitabun mothers against decapenta-
plegic Smagd proteins (103, 104). The activated T@Feceptors induce phos-
phorylation ofSmad2andSmad3which form hetero-oligomeric complexes with
Smad4 These complexes then translocate to the nucleus and regulate transcrip-
tional responses (103-106). Recer8lypadhas been shown to act as an intracel-
lular antagonist of TGF signaling and an inhibitor of TGB-induced transcrip-
tional response$Smad7associates with activated TGFreceptors and interferes
with the activation ofSmad2and Smad3y preventing their receptor interaction
and phosphorylation (107). These findings led Nakao et al. (108) to examine the ef-
fect of exogenouSmad7introduced by a recombinant human type 5 adenovirus
vector into the lung, on BL-induced lung fibrosis in mice. These investigators
clearly demonstrated the antifibrotic effect®fad7in BL-treated mice, as re-
flected by suppression of type | procollagen mRNA, reduced hydroxyproline con-
tent, and lack of fibrotic lung lesions as compared with BL-treated mice receiving
adenovirus carryingmad6DNA. However, this approach is not of clinical sig-
nificance because of low efficiency of gene transfer, adenovirus vector-mediated
inflammatory and immunological responses of the lungs (109), and undesirable
consequences resulting from long-term elimination of the biological effects of
TGF-8.

Anti-Integrin Antibodies

The traffic and state of activation of leukocytes are modulated by various surface
proteins such as the integrins. Cell-cell interactions as well as cell-ECM interac-
tions are critical for the pathogenesis of pulmonary fibrosis. A consistent finding
both in patients with active pulmonary fibrosis and in animal models of fibrotic lung
diseases is the accumulation of increased numbers of immune and inflammatory
cells in areas undergoing fibrosis (110). Teintegrin subunit CD49d associates
with either theg1 (CD29) org7 subunit to form the integrin heterodimers called
very late antigen (VLA)-4 ¢481; CD49d/CD29) andk4B87 (111). Thea4 in-
tegrins are heterodimeric leukocyte cell surface molecules with cell and matrix
adhesive properties. In addition, integsins6 activates latent TGIB-in lung and

skin, and this is involved in acute lung injury (112). Studies in vivo using blocking
mAbs have established a role for CD49d in leukocyte recruitment in a range of
inflammatory and immune disorders, and it appears to play an important role in
inflammatory cell recruitment particularly in allergic disorders (113). Evidence
for a central role for the integring481 anda4B7 in leukocyte pathophysiol-

ogy is accumulating rapidly. mAbs specific for the leukocytic integrins CD-11a
or CD-11b has been shown to prevent lung fibrosis in a BL-mouse model (114).
Recently, Wang et al. (115) demonstrated the antifibrotic effect of integrizn-
tibody against BL-induced lung fibrosis in mice. This finding suggests that the
integrin molecules are critical in both the normal physiology and pathology of the
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lung diseases and that the use of their antibodies offers a therapeutic potential for
management of lung diseases including IPF in humans.

Platelet-Activating Factor Receptor Antagonists

Platelet-activating factor (PAF) is a membrane-derived phospholipid involved in a
range of inflammatory conditions of lungs including bronchopulmonary dysplasia
resulting from chronic lung injury that gradually progresses to airway obstruc-
tion and interstitial fibrosis (116). Interaction of PAF with specific PAF receptors
activates heterotrimeric GTP-binding proteins, and this triggers the activation of
various protein kinases, leading to mobilization of intracellular free calcium (117).
Signal transduction initiated by PAF mediates diverse cellular effects including ac-
tivation of monocytes/macrophages to produce inflammatory mediators, such as
eicosanoids, TN, IL-1, and IL-6 and upregulation of adhesion molecules on
neutrophils (118). According to a number of studies, PAF appears to play a signif-
icant role in acute and chronic lung injury (118). PAF receptors are upregulated in
rat alveolar macrophages by ozone inhalation (119), which produces lung fibrosis
after chronic exposure (120). The findings that the PAF-receptor antagonist, WEB
2086, attenuated both BL- and amiodarone-induced lung fibrosis suggested the
involvement of PAF in the pathogenesis of lung fibrosis (121, 122). These findings
were later corroborated by studies showing an upregulation of functional PAF-
receptors in alveolar macrophages from hamsters developing fibrosis in response
to BL treatment (123). Since intracellular £amobilization acts as a second
messenger of PAF-induced signal transduction in PAF-responsive cells and the
mobilization of C&* is responsible for PAF-induced stimulation of cytokine pro-
duction, it is highly likely that the upregulation of functional PAF-receptors in
alveolar macrophages after BL treatment might stimulate these cells to produce
excess amounts of various fibrogenic cytokines in response to endogenous PAF.
This hypothesis may explain why alveolar macrophages from BL-treated hamster
lungs were more sensitive to the Laeleasing effect of PAF than those from
saline-treated control lungs (123). Therefore, any strategy, including the use of
PAF-receptor antagonists, that interferes with the mobilization of free calcium
from the internal calcium pools may have therapeutic significance in IPF patients.
Unfortunately, this line of research has received little attention despite the avail-
ability of a host of new-generation PAF-receptor antagonists. These agents warrant
further investigation.

Nitric Oxide Synthase Inhibitors

The cellular injury in lung fibrosis is initially mediated by ROS produced by
infiltrating inflammatory cells. Activated macrophages produce both nitric oxide
(NO) and peroxynitrite (124). The latter is a potent oxidant that is produced rapidly
in a reaction of NO with superoxide radicals (125). Neutrophil- and macrophage-
derived nitrogen free radicals are suggested to play an important role in cytotoxicity
and in the pathogenesis of many lung diseases. For example, increased levels
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of exhaled NO are associated with fibrosing alveolitis (126), asthma (127), and
bronchiectasis (128). Furthermore, increased production of NO is also linked with
hepatic fibrosis (129).

As discussed earlier, BL-induced lung fibrosis results initially from an inflam-
matory reaction of the lungs mediated, in part, by neutrophils and macrophages
that generate ROS such as hydroxy radicals, superoxide ions, and hydrogen per-
oxide. The ROS are believed to damage the lung parenchyma, and this damage
subsequently progresses to lung fibrosis. In addition, BL itself is capable of gen-
erating hydroxy radicals and superoxide ions. Thus, the ability of BL to generate
superoxide radicals in vivo increases the possibility of an enhanced production
of peroxynitrite, a potent oxidant involved in inflammatory diseases of the lungs
including IPF (130). Recently, we have demonstrated an increased level of NO in
the BALF and overexpression of inducible nitric oxide synthase (iNOS) mRNA
and NOS protein in the lungs during the course of the development of BL-induced
pulmonary fibrosis in mice (131). This is not surprising since iINOS gene is tran-
scriptionally regulated by NEkB (132), which is activated in the lungs in the
experimental model of BL-induced lung fibrosis (67). The inducible activation of
NF-«B stimulates the transcription of the INOS gene leading to an increase in NO
production (132). The combined treatment with taurine and niacin that attenuated
BL-induced pulmonary fibrosis also blocked the BL-induced increased production
of NO in the BALF, as well as overexpression of INOS mRNA and NOS protein
(131). These findings are in agreement with recently reported data showing that NO
produced via INOS also plays a critical role in ozone-induced lung inflammation
(133), and an excess production of NO was linked with lung injury leading to fibro-
sis. This led us to hypothesize that any strategy that minimizes the production of
unphysiological levels of NO will have beneficial effects against BL-induced lung
fibrosis. This turned out to be the case since aminoguanidine, a specific inhibitor
of INOS (134), abrogated BL-induced lung fibrosis in mice without producing any
systemic toxicity (135). This is a significant finding because it provides the impe-
tus for exploring and developing this class of compounds into novel antifibrotic
drugs of potential clinical significance for managing patients with IPF.

Eicosanoids and Gamma-Linolenic Acid

Extensive research has focused on defining the role of eicosanoids in the patho-
genesis of lung fibrosis. Important findings from this line of investigation include
the stimulatory effects of arachidonic acid metabolites on collagen synthesis in
general, with the exception of prostaglandin E (PGE). For instance, leukotrienes
have been reported to directly stimulate proliferation of mesenchymal cells and
fibroblasts and collagen synthesis (136). This is consistent with the finding of
a constitutive activation of 5-lipoxygenase responsible for generating LTB4 and
peptido LTC4 from arachidonic acid in the lungs of patients with IPF (137). In
fact, the lung homogenate from these patients contained 15-fold more LTB4 than
homogenate from nonfibrotic lungs. Conversely, PGE is a potent inhibitor of fi-
broblast proliferation (138) and collagen synthesis (139). It is normally present
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in the lung at much higher concentrations than in plasma (140) and may play an
important role in maintaining normal lung ECM homeostasis. The role of PGE as
an endogenous antifibrotic agent was further confirmed by two additional experi-
ments. Cyclooxygenase-2 (COX-2) deficiency resulted in aloss of antiproliferative
response to TGIE-in vitro arising from inadequate production of PGE2 in fibrob-
lasts derived from fibrotic as compared to nonfibrotic human lungs. Mice deficient
in COX-2 exhibited a greater fibrogenic response to BL than the wild-type mice
(141). This supports an earlier finding that the cultured lung fibroblasts isolated
from IPF patients had diminished ability to synthesize PGE2 and express COX-2
(142). Furthermore, PGE levels in the epithelial lining fluid (ELF) of individuals
with pulmonary fibrosis were 50% lower than those of normal individuals (143).
Attempts have been made to increase the PGEL1 levels in the ELF by intravenous
infusion of PGE. Although this treatment decreased early neutrophil traffic to
the airways and reduced injury to the lung permeability barrier in the BL-hamster
model of lung fibrosis, it failed to significantly alter the course of development
of fibrosis (144). However, dietary intake of gamma-linolenic acid (GLA) con-
tained in evening primrose oil (EPO) increased the synthesis of antiproliferative
eicosanoid, PGE decreased the synthesis of proinflammatory eicosanoid, LTB4,
in lungs and attenuated BL-induced lung fibrosis in hamsters (145). The rationale
for this novel strategy was that dietary GLA is elongated by elongase present in the
lungs to dihomo gamma linolenic acid (DGLA), which in turn is metabolized by
cyclooxygenase into PGE1 and by 15-lipoxygenase into 15-hydroxyeicosatrienoic
(15-HETYE) acid. Both metabolites are antiinflammatory and antiproliferative, and
15-HETYE also inhibits 5-lipoxygenase and reduces the synthesis of a proinflam-
matory eicosanoid, LTB4 (146, 147). The beneficial effects of dietary intake of
GLA-containing oil against BL-induced lung fibrosis correlated well with the in-
creased tissue levels of DGLA, PgEnd 15-HETrE acid and decreased level

of LTB4in BL + EPO group as compared to control BLCO (corn oil) group
(145). The findings reported in this paper agree with the beneficial effects of GLA-
containing oils (EPO and borage) against other inflammatory conditions such as
endotoxin-induced acute lung injury in pigs (148) and rheumatoid arthritis in hu-
mans (149, 150). The dietary intake of highly purified GLA-containing oils or
sufficient intake of constituent polyunsaturated fatty acid of these oils may very
likely be useful in alleviating inflammation and excess accumulation of collagen in
the lungs of IPF patients. The important biological activity of GLA combined with
the fact that this agent has negligible side effects support the need for additional
clinical studies.

Cysteine Pro-Drugs

Alveolar lining fluid contains higher concentrations of glutathione (GSH) than
found in most extracellular fluids (151). The concentration of GSH in BALF from
patients with IPF is 23% of normal (152). Depletion of GSH may place the alve-
olar space at increased risk of additional injury caused by ROS generated by the
influx of inflammatory cells during the inflammatory phase of the development
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of lung fibrosis. Therefore, increasing the tissue levels of non-protein sulfhydryl
(NPSH), particularly GSH, has been suggested as a potential strategy to protect
lungs and other organs against free radical-induced injury (153, 154). Since exoge-
nous administration of GSH is relatively ineffective against chemically-induced
organ toxicity owing to the inability of the intact tripeptide to enter the cells and
rapid hydrolysis (155), cysteine pro-drugs have been used to achieve the same ob-
jective. Cysteine pro-drugs are thought to be resistant to hydolysis and to provide
a constant source of cysteine for intracellular synthesis of GSH. In this context,
N-acetyt -cysteine (NAC), which promotes the production of GSH by furnish-
ing L-cysteine (156), was found to protect the lung against polymorphonuclear
leukocyte-mediated cytotoxicity (157). Many reports support the ability of NAC

to sustain the tissue levels of GSH (153, 154), a finding that has led to clinical
uses of NAC in acetaminophen poisoning (158) associated with the depletion of
hepatic GSH (154), followed by death. The effects of NAC against BL-induced
lung fibrosis are not without controversy. Although i.t. instillation of NAC was ef-
fective (159), subcutaneous and intraperitoneal (i.p.) routes of NAC administration
were not effective in preventing BL-induced lung fibrosis in experimental models
(160, 161). This discrepancy was attributed to a difference in the bioavailabilty of
cysteine after different routes of administration. The observation that i.p. admin-
istration of cysteine pro-drug 22196 (2RS, 4R-2-methylthiazolidine carboxylic
acid), which allowed a greater bioavailability of cysteine than other cysteine pro-
drugs, attenuated BL-induced lung fibrosis (162) supports the significance of the
bioavailability of cysteine in offering protection against chemically induced tox-
icity of organs. The recent finding that the administration of aerosolized NAC
attenuated BL-induced lung fibrosis in mice provides additional support (163),
and this result was attributed to an optimal level of NAC bioavailability at the
site of injury. Although studies of therapeutic efficacy of NAC in IPF patients are
currently underway, there is an urgent need to design and develop a new generation
of cysteine pro-drugs that can be administered orally and that will make cysteine
readily bioavailable at the site of injury in an adequate amount to elicit desirable
therapeutic effects.

CONCLUSIONS

Interstitial lung fibrosis of known or unknown etiology is a crippling disease that
has defied any therapeutic modality to date. Generally, the standard treatment
for IPF includes synthetic glucocorticoids with or without cytotoxic drugs like
colchicine, cyclophosphamide, or azothioprine. This line of therapy has failed to
improve the survival rate and appears to be invariably associated with overt sys-
temic toxicity. A number of compounds developed over several decades, based
on their ability to interfere with the synthesis of collagen at the strategic sites of
transcription, translation, posttranslation, secretion, and cross-link formation in
the experimental models of lung fibrosis, have proven to be either ineffective or
too toxic for use in humans. Our understanding of the molecular mechanisms for
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the pathogenesis of lung fibrosis has improved considerably with the use of the
BL-rodent model of lung fibrosis. This model has opened up an unprecedented
range of mechanistically based possibilities for novel pharmacological interven-

tions to manage IPF. These include maintenance of intracellular levels of NAD

and ATP; evaluation of various strategies to interfere with the biological activities
of TGF-8 and integrins; evaluation of a new generation of PAF-receptor antago-
nists; evaluation of nitric oxide synthase inhibitors; evaluation of a polyunsaturated
fatty acid, such as gamma-linolenic acid; and the development and evaluation of a
new generation of cysteine pro-drugs. Basic research conducted by investigators
worldwide using experimental models of lung fibrosis has substantially advanced
our knowledge of mechanisms of inflammation and fibrosis in the lung. It is hoped
that this knowledge can be translated into treatment for patients with inflamma-
tory and fibrotic lung diseases. Effective therapy for management of IPF in the

twenty-first century is a realistic prospect.
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m Abstract Pharmacological compounds that release nitric oxide (NO) have been
useful tools for evaluating the broad role of NO in physiology and therapeutics. NO
deficiency has been implicated in the genesis and evolution of several disease states.
Both medical needs and commercial opportunities have fostered attempts to modulate
NO in the human body for therapeutic gain. Strategies for NO modulation encom-
pass antiinflammatory, sexual dysfunction, and cardiovascular indications. Apart from
newly developed drugs, several commonly used cardiovascular drugs exert their bene-
ficial action, at least in part, by modulating the NO pathway. This review discusses the
fundamental pharmacological properties and mechanisms of action of NO-releasing
drugs. Some of these compounds may enter in the clinical arena providing important
therapeutic benefits in human diseases.

INTRODUCTION

A gaseous nitrogen monoxide radical, nitric oxide (NO), is a ubiquitous signaling
molecule able to diffuse readily across cell membranes, modulating a plethora of
physiological responses including gene regulation, cytostasis, apoptosis, platelet
function, vascular smooth muscle cell (VSMC) relaxation and proliferation, neu-
rotransmission, memory, and immune stimulation [reviewed in (1-3)]. Since the
discovery of NO, an increasing number of studies have attempted to address its
chemistry and its connection with the biology of this unique mediator. Unlike
other biological molecules, the chemistry of NO determines its biological proper-
ties. NO is produced by the basic semiessential aminoLaeigjinine (2-amino-
5-guanidinovaleric acid) in a reaction catalyzed by a family of nitric oxide syn-
thases (NOSs) (1-3). The classical physiological role of NO generally reflects
direct activation of guanylate cyclase to generate cGMP, followed by kinase-
mediated signal transduction (1-3). However, several other NO-related activities
are cGMP-independent. NO-derived reactive nitrogen oxide species (RNOS) can
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modify bioactivity of certain molecules such as proteins, lipids carbohydrates, and
nucleic acids (4). Indeed, oxygen radicals can enhance the bioreactivity of NO
through RNOS formation (1-4). However, reaction of NO with superoxide radi-
cal, although antioxidant in the sense that a superoxide radical is removed from
the system, can damage cell membranes and cell function by producing peroxy-
nitrite, a highly oxidizing agent capable of perturbing bioactivity, or by consuming
regulatory NO (1-4). Detailed consideration of general NO biology and chemistry
is obviated by recent presentations elsewhere (1-3, 5). Therefore, appreciation of
this “double-edged sword” aspect of NO under conditions supporting mammalian
life plays a pivotal role to any attempts at therapeutic NO modulation. Distinction
between a beneficial and an adverse body response to NO at the physiological
level could be related to tissue redox status, tissue NO concentration, tissue NOS
activity, presence of oxygen radicals, formation of RNOS, site of exogenous NO
production or scavenging, autooxidation of NO, and interaction of NO with cellu-
lar constituents. Moreover, the nature of a given biological response to NO need
not influence its ultimate therapeutic gain. Indeed, NO can limit cell proliferation
by acting as reversible cytostatic agent (pro-apoptotic effect) or as a nonspecific
rank cytotoxin (6).

NO-releasing drugs are pharmacologically active compounds that, in vivo or
in vitro, release NO. For a detailed overview of the general role of NO-donors
(e.g., direct NO-donors, NO-donors requiring metabolism, and bifunctional NO-
donors), the reader is referred elsewhere (7). There are some diseases that result
from quantitative or functional NO deficiency. A NO insufficiency may be char-
acterized by a net tissue NO deficit, enhanced NO inactivation, impaired NO
availability, or altered NOS catalysis. In all these states, a NO deficiency would
limit NO-dependent signal transduction pathways to the detriment of normal cel-
lular function. For example, dysfunction of the normally protective endothelium is
found in several cardiovascular diseases, including atherosclerosis, hypertension,
heart failure (HF), coronary heart disease (CHD), arterial thrombotic disorders,
and stroke (1, 2, 8). Endothelial dysfunction leads to NO deficiency (1, 2, 8), which
has been implicated in the underying pathobiology of many of these disorders. In
the case of the gastrointestinal tract, NO is a critical mediator of mucosal defense
and repair (9). Finally, NO is an essential mediator of penile erection, which is
fundamentally a hemodynamic process (10).

Pro-inflammatory effects of NO include vasodilation, edema, cytotoxicity, and
the mediation of cytokine-dependent processes that can lead to tissue destruction
[reviewed in (11)]. Conversely, the production of NO by endothelial cells may
serve a protective, or antiinflammatory, function by preventing the adhesion and
release of oxidants by activated neutrophils in the microvasculature (11). In light
of this multifaceted pathophysiological scenario, replacement or augmentation of
endogenous NO by exogenously administered NO-releasing drugs has provided
the foundation for a broad field of pharmacotherapeutics.

Here, we review our current understanding of NO-releasing drugs and of com-
monly used cardiovascular drugs that modulate the bioactivity of NO.
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SODIUM NITROPRUSSIDE

In sodium nitroprusside (SNP), NO is coordinated as a nitrosyl group liganded to
iron in a square bipyramidal complex (12, 13) and is released spontaneously at
physiological pH from the parent compound. SNP remains an effective, reliable,
and commonly used drug for the rapid reduction of significant arterial hypertension
regardless of the etiology, for afterload reduction when blood volume is normal
or increased, and for intraoperative-induced alterations of blood pressure (12, 13).
SNP has been used effectively for decades for the treatment of hypertension and HF
(12, 13). The use of SNP is limited by the need to administer it parenterally, toler-
ance, and the potential for the development of thiocyanate toxicity with prolonged
administration (in rhodanase-deficient individuals). Careful attention to infusion
rates, particularly in patients at risk for depleted thiosulfate stores, is mandatory,
and the use of other drugs in conjunction with or instead of SNP should always
be considered. Despite its toxicity, SNP is popular because it is often the most
effective drug in some difficult clinical circumstances.

Mutagenic effects of some NO donors have also been demonstrated. Birnboim
& Privora, using a very sensitive detection system, showed that glyceryl trinitrate
and SNP appear to promote mutagenesis in a glutathione-dependent manner; in this
study, N-acetylcysteine and oxothiazolidine-4-carboxylate paradoxically reduced
mutagenicity of the NO donors (14).

NITROVASODILATORS: ORGANIC
NITRATE AND NITRITE ESTERS

The classic nitrovasodilators, organic nitrate and nitrite esters, including nitro-
glycerin, amyl nitrite, isosorbide dinitrate, isosorbide 5-mononitrate, and nico-
randil, have been used for many years in the treatment of cardiovascular diseases
(15-17). Indeed, the organic nitrates are a safe and effective choice for the man-
agement of ischemic syndromes related to coronary heart disease (CHD). Their
principal action is vasorelaxation, mediated by guanylyl cyclase activation and by
direct inhibition of nonspecific cation channels in VSMCs. As such, these agents
represent the prototypical form of NO-replacement therapy. In addition to their
well-established venodilative activity, nitrates are now known to cause vasorelax-
ation of coronary arteries, coronary stenoses, and coronary collateral vessels and
to prevent episodic coronary constriction. A direct antiplatelet effect has also been
investigated. Notwithstanding these shortcomings, a careful and controlled use of
these agents represents the mainstay of therapy for patients with CHD. The first
reports of the clinical use of organic nitrates and nitrite esters was derived from the
seminal work of Brunton in 1857 showing the clear benefits of these compounds
in the treatment of angina pectoris (18). The rapid- but short-acting nitrate prepa-
rations are useful in arresting and preventing acute attacks of angina pectoris,
whereas longer-acting oral and transdermal formulations are indicated for the
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relief of chronic symptomatic and asymptomatic ischemia (15). The intermittent
nitrate dosing regimens introduced in recent years have reduced the likelihood of
tolerance, which greatly limited the usefulness of long-acting nitrates in the past.
Intravenous infusion of nitroglycerin is particularly appropriate for the manage-
ment of unstable angina and the early complications of myocardial infarction (MI)
(15). In patients with acute MI, intravenous nitroglycerin lowers left ventricular
(LV) filling pressure and systemic vascular resistance. At lower infusion rates (less
than 50rg/min) nitroglycerin is principally a venodilator, whereas at higher infu-
sion rates more balanced venous and arterial dilating effects are seen. Patients with
HF demonstrate increased or maintained stroke volumes, whereas patients without
HF show a decrease in stroke volume (15). Longer-term infusions (24—48 hours)
have resulted in myocardial preservation and positive effects on remodeling, as
assessed by global and regional LV function and laboratory indices of infarct size.
Comparison of intravenous nitroglycerin and SNP reveals increased intercoronary
collateral flow with nitroglycerin, in contrast to a decrease with SNP, compatible
with a “coronary steal” (15). Short-term administration of intravenous nitroglyc-
erin with or without chronic administration of long-acting nitrates has been found
both to reduce short-term mortality and to have long-term beneficial effects on LV
remodeling in patients with anterior transmural Ml (15). Current clinical practice
would utilize intravenous nitroglycerin as initial therapy for patients receiving in-
travenous thrombolytic therapy and/or acute percutaneous transluminal coronary
angioplasty within four to six hours of the onset of symptoms of acute M, in order
to optimize intercoronary collateral flow until reperfusion can be accomplished.
Patients reaching the hospital more than 6 hours but less than 14 hours after
symptom onset can still benefit from intravenous nitroglycerin administered for
24-48 hours.

The limitations of this class of agents are well known and include poten-
tially adverse hemodynamic effects, drug tolerance, lack of selectivity, and limited
bioavailability. All of the organic nitrate esters are prodrugs requiring enzymatic
metabolism to generate bioactive NO. The major enzyme system involved is lo-
cated within microsomal membranes, has an estimated apparent molecular mass
of 160 kDa, and manifests enhanced activity in the presence of reducing equiv-
alents (19). Although the enzyme has not been more specifically characterized,
growing evidence suggests that the cytochrome P450 system is required for the
linked metabolic processes of denitration and reduction of organic nitrate esters
to authentic NO (16, 20-23). Importantly, thiols potentiate the action of organic
nitrate esters (16, 20-24).

Tolerance limits the clinical use of organic nitrite and nitrate esters; it is as-
sociated with increased angiotensin Il (ANGII)-dependent vascular production of
superoxide radical from NAD(P)H oxidase and endothelial NOS (eNOS) (25, 26).
The superoxide radical generated by these enzymes reacts with NO derived from
the NO-donor to form peroxynitrite, as indicated by the finding of increased uri-
nary 3-nitrotyrosine in nitrate-tolerant patients (27). Importantly, nitrate tolerance
is also associated with cross-tolerance to endothelium-derived NO (28), both by
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the oxidative inactivation of this endogenous NO to peroxynitrite and by “uncou-
pling” of eNOS activity (29). Low-molecular-weight thiols, ascorbatarginine,
tetrahydrobiopterin, hydralazine, angiotensin converting enzyme (ACE) inhibitors,
and folate have been successfully used to reverse or prevent nitrate tolerance
(30).

S-NITROSOTHIOLS

Early studies have demonstrated that S-nitrosothiols represent a source of circu-
lating endogenous NO, and may have potential as donors of NO, distinct from
currently used agents (16, 21-23). Their stability is influenced by the properties
of the R group, heat, light, the presence of transition metal ions (in particular
copper), and the presence of other thiols. S-nitrosothiols participate in transnitro-
sation reactions in which the NO group is transferred to another thiol to form a
more stable compound (16, 21-23). Thus, the stability of these compounds in vivo
is difficult to predict. Potential interactions of S-nitrosothiols include that with
ascorbic acid (vitamin C), which enhances the ability of copper to catalyze the
degradation of S-nitrosothiols. S-nitrosothiols, offer advantages over the existing
drugs because they do not share the drawbacks of organic nitrates and SNP, includ-
ing a limited capacity for inducing oxidant stress and tolerance in vascular cells
(31). Initial small clinical studies suggest that they may be of benefit in a variety
of cardiovascular disorders (32). S-nitrosothiols are a class of naturally occurring
NO-donating compounds that spontaneously release NO and nitrosoniuh);(NO
they may also gain access to the intracellular compartment by the catalytic action
of plasma membrane-bound protein disulfide isomerase and associated transnitro-
sation reactions (33). However, the action of these compounds is linked to NO
because NO does not activate guanylate cyclase (21-23). Members of this class
of agents include S-nitroso-glutathione, S-nitroso-N-acetylpenicillamine, and
S-nitroso-albumin (34) (Figure 1). Investigators have chosen to modify existing
pharmacological agents with these functional groups in an effort to exploit some

A O

S-NO-N-acetyHL-cysteine S-NO-glutathione S-NO-diclofenac

Figure 1 Structures of selected S-nitrosothiols.
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of the beneficial effects of NO without limiting the pharmacological effect of the
parent compound. Early work with S-nitroso-captopril represents one such effort
(35, 36). A theoretical role of S-nitrosothiols has been suggested in the treatment
of asthma and in their potential to be used as agents to treat infectious diseases
ranging from the common cold to immunodeficiency diseases.

NONSTEROIDAL ANTIINFLAMMATORY DRUGS
(NSAIDS) AND THE DEVELOPMENT OF NO-NSAIDS

Nonsteroidal antiinflammatory drugs (NSAIDs) are among the most commonly
used medications. They are prescribed largely for their antiinflammatory, anti-
pyretic, and analgesic properties. Moreover, low-dose aspirin is increasingly used
on a long-term basis for its well-documented antithrombotic effects (37, 38). The
major limitation for the use of NSAIDs is their ability to cause gastrointestinal
toxicity. Indeed, even low-dose aspirin maintains its ability to damage the gastric
mucosa by inducing bleeding ulcers and/or erosions (38, 39). The efficacy and
toxicity of NSAIDs appears to be closely related to cyclooxygenase (COX) activity
inhibition. The discovery of a second inducible isoform of COX (COX-2) has
given a new boost to NSAID research in the attempts to develop COX-2 selective
inhibitors. These drugs have been developed in an effort to improve gastrointestinal
tolerability and efficacy. However, questions remain about the effectiveness and
safety of this new class of drugs (40). Because some biological effects are mainly
driven by COX-1 products, as in thrombosis (41), COX-2 inhibitors cannot replace
aspirin in antithrombotic therapy because by definition they do not inhibit COX-1,
the constitutive form of the enzyme, present in platelets.

Prostaglandins and NO are thought to play a major role in maintaining mucosal
integrity. Indeed, NO has cytoprotective properties that derive from its ability to in-
crease local blood flow and to scavenge highly reactive free radicals in the stomach
and other organs (42—-45). In particular, NO exhibits many of the same actions in the
stomach as prostaglandins, such as stimulation of mucus secretion (46) and main-
tenance of mucosal blood flow (47). These overlapping physiological properties at
the gastric level have prompted efforts to design an aspirin-like compound that can
release NO, counterbalancing the negative effect due to prostaglandin inhibition
at this level. Indeed, local delivery of NO could be a surrogate for prostaglandin
effect, restoring the imbalance between destructive and protective factors caused
by COX-1 inhibition in the gastrointestinal tract. In addition, because NO plays
an important role in pathophysiological conditions where platelets, endothelial,
and other blood cells are actively involved and in the inflammatory process, these
compounds also have an intense antiinflammatory effect.

New classes of NSAIDs that release NO, called NO-NSAIDs, have been dis-
covered and early clinical evidences suggests that these compounds could be safe
and effective alternatives to conventional NSAIDs. These agents comprise two
classes of compounds, one that contains a nitrate ester functionality (48) and one
that contains an S-nitrosothiol functionality (49).
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NO-RELEASING ASPIRINS

NO-releasing aspirins are nitrate-ester compounds and include 2-acetoxyben-
zoate 2-(2-nitroxy-methyl)-phenyl ester (NCX-4016) and 2-acetoxybenzoate
2-(2-nitroxy)-butyl ester (NCX-4215) (Figure 2). NCX-4016 is a stable compound
that requires enzymatic hydrolysis to liberate NO, and the kinetics of this metabolic
processing leads to durable production of NO released at a constant rate (48). Fol-
lowing intragastric administration of NCX-4016, levels of NO are elevated both
in gastric content and plasma (48). NO generation by NCX-4215 has also been
evaluated by using human platelets and measuring NO generation by chemilumi-
nescence (48). To establish whether NCX-4215 could spontaneously liberate NO,
the compound was incubated in the absence or presence of platelets. A significant
release of NO was observed only in presence of platelets. The biological activity of
NCX-4016 has been evaluated in a variety of experimental models to characterize
its antiinflammatory and antithrombotic effects (48).

The antiplatelet activity of nitroaspirins NCX-4215 and NCX-4016 was com-
pared in vitro to aspirin with comparable results for maximal inhibition of arachi-
donic acid-stimulated platelet aggregation (50). Furthermore, NCX-4016 was more
efficient in inhibiting platelet activation induced by thrombin (48, 50). This was
reversed by oxyhemoglobin and methylene blue acid, further supporting the NO-
related inhibitory effect. NCX-4016 was shown to possess greater antiinflam-
matory and analgesic activity (51, 52). The antithrombotic activity of NCX-
4016 was also present in vivo (53) and reduced pulmonary thromboembolism

O/\/\/ONoz

NCX4215

o CH,ONO;

OCOCH;
NCX4016

Figure 2 Structures of nitro-aspirin derivatives.
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in several platelet dependent and -independent animal models (54). The com-
pound also has greater protective activity than aspirin in focal cerebral ischemia in
the rat (55). NCX-4016 and diethylenetriamine/NO, a NO-donor, raised myocar-
dial production of prostacyclin and thromboxane during Ml (56). Interestingly,
NCX-4016 also reduces infarct size after myocardial reperfusion injury (57, 58).

Inhibitory effects on caspases 1 and 3 (59, 60), T lymphocyte activation (60), cy-
tokine release (60), stimulation of apoptosis (60), and Il3Bnverting enzyme
(61) have been described for NCX-4016. In very recent studies, NCX-4016 reduces
the degree of restenosis after arterial injury in low-density lipoprotein-receptor-
deficient mice (62) and in aging rats (63). This protective effect was associated with
reduced VSMC proliferation and macrophage deposition at the site of injury. This
response appears to agree very well with the potent inhibitory properties on VSMC
proliferation possessed by NCX-4016 (64). Thus, a NO-releasing—aspirin deriva-
tive could be an effective drug in reducing restenosis following PTCA, especially
in the presence of hypercholesterolemia or advancing age.

Another therapeutic goal of NO-aspirin was to achieve lower gastrointestinal
toxicity in comparison to aspirin (48). NCX-4215 does not produce macroscopi-
cally visible or histological damages in the rat stomach when administered up to
300 mg/kg, whereas 100 mg/kg aspirin produces widespread hemorrhagic damage
(65, 66). These protective effects were also seen in the stomach of aged rats treated
with NCX-4016 (63). NCX-4016 produced an equipotent inhibition of mucosal
PGE generation in the stomach as compared with aspirin (67), suggesting that
gastrointestinal damage is not linked to a lack of effect on COX enzymes.

Leukocyte adherence is not affected by pretreament with NCX-4016, whereas
aspirin causes a fivefold increase in neutrophil adherence (68). Furthermore,
whereas aspirin has no effect on human umbilical vascular endothelial cell (HU-
VEC) apoptosis induced by TNE NCX-4016 causes a concentration-dependent
inhibition of TNFx-induced apoptosis (59). The hypothesis that nitroaspirin is
also able to positively modulate change in gastrointestinal damage was challenged
by testing the ability of NCX-4016 to prevent gastric damage in a rat model of
shock (68). Oral administration of NCX-4016 or glyceryl trinitrate or depletion of
circulating neutrophils with antineutrophil serum significantly reduced the extent
of gastric damage induced by hemorrhagic shock, whereas aspirin had no effect.
Recent data also showed the lack of gastric toxicity of NCX-4016, but not aspirin,
in the stomach of diabetic rats (69).

The effects of NCX-4016 and aspirin on the release of thromboxane; TNF-
«a; interleukin-6; and expression and activity of tissue factor (TF) in stimulated,
adherent human monocytes were recently investigated (70). These data showed
that NCX-4016 inhibits thromboxane generation, cytokine release, and TF activ-
ity in human monocytes via NO-dependent mechanisms. Moreover, NCX-4016
also reduces blood pressure in hypertensive rats, not simply through the direct va-
sodilatory actions of the NO released by this compound, but also through possible
interference with endogenous pressor compounds (71). These properties, added
to its antithrombotic effects, suggest that NCX-4016 may be a safer alternative to
aspirin for use by hypertensive patients.



NO-RELEASING DRUGS 105

S-NITROSO-NSAIDS

S-nitroso-diclofenac (Figure 1), as a prototype of the S-nitrosoester class of
NSAIDs that release NO, possesses peculiar properties (49). This agent is orally
bioavailable as a prodrug, producing significant levels of diclofenac in plasma
within 15 min after oral administration to mice. In addition, S-nitroso-diclofenac
has equipotent antiinflammatory and analgesic properties as diclofenac, but is
gastric-sparing compared with the parent NSAID. Thus, S-nitrosothiol esters
of diclofenac and other NSAIDs [reviewed in (72)] comprise a novel class of
NO-donating compounds with antiinflammatory and analgesic properties but a
markedly enhanced gastric safety profile. The use of NO-NSAIDs for general
analgesic and antiinflammatory purposes or for primary or secondary cardiovas-
cular prevention awaits the results of ongoing long-term clinical trials.

NO-DELIVERY SYSTEMS

There has been considerable long-term interest in developing NO delivery systems
that can be used to target drug action and modulate the kinetics of drug release.
Drug-eluting vascular stents with a variety of coatings, including fibrin, heparin,
and multiple polymers that contain NO-donors, have been tested with variable
effects (73, 74). NO-containing crosslinked polyetheleneimine microspheres that
release NO (half-life of 51 hours) have been applied to vascular grafts (75) in order
to prevent thrombosis and restenosis. Similarly, the [N(O)NO] group has been
incorporated into polymeric matrices synthesized to modulate the time-course of
NO release (76). This approach shows potent antiplatelet activity in baboons (76).

Bovine serum albumin (BSA) can be modified covalently to bear multiple
S-NO groups, which possess vasodilatory and antiplatelet properties (77). Poly-
S-nitrosated BSA applied locally to a site of vascular injury reduced resteno-
sis in a rabbit model (78). Local delivery of poly-S-nitrosated BSA induced a
50%-—70% reduction in platelet attachment and surface activation, together with a
40% reduction in neointimal area when compared to BSA (79). The advantages to
the use of this agent include the avidity of the subendothelial matrix for albumin;
its long half-life in vivo; and its ability to serve as a local depot of NO, requir-
ing trans-S-nitrosation reactions (thiol-S-nitrosothiol exchange) to deliver NO via
low-molecular-weight S-nitrosothiol intermediates (80).

CARDIOVASCULAR AGENTS MODULATING
THE NO-PATHWAY

Calcium Channel Blockers

1,4-Dihydropyridine calcium channel blockers (CCBs) have been used for many
yearsinthe treatment of angina pectoris and hypertension (81). Their mechanism of
action is based on inhibition of the smooth musekype calcium current, thereby
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decreasing intracellular calcium concentration and inducing smooth muscular re-
laxation. 1,4-Dihydropyridine CCBs (nifedipine, nitrendipine, and lacidipine) can
alsoinduce the release of NO from the vascular endothelium (81). CCBs counteract
the effects of ANG Il and endothelin-1 at the level of vascular smooth muscle by
reducing C&" inflow and facilitating the vasodilator effects of NO. Indeed, these
compounds can reverse impaired endothelium-dependent vasodilation in different
vascular beds, including the subcutaneous, epicardial, and peripheral arteries of
the forearm circulation. In the forearm circulation, nifedipine and lacidipine can
improve endothelial dysfunction by restoring NO availability (81). Furthermore,

in several experimental preparations, including micro- and macrovascular studies,
the sensitivity of the vasorelaxing effect of the 1,4-dihydropyridines to inhibitors
of NOS, such as-NC-nitroarginine orL-N-nitro-argininemethylester, has been
clearly demonstrated. These studies show that the NO-releasing effect is not unique
to nitrendipine butis a class phenomenon shared by 1,4-dihydropyridine CCBs and
several nondihydropyridine CCBs (81). More importantly, 1,4-dihydropyridine
CCBs also have a potent antioxidant activity in vivo (82). Thus, the above effects
on NO could also be due to this property. Indeed, the underlying mechanism of
NO release evoked by these drugs is not entirely clear but may also involve mod-
ulating endothelial membrane potential via a myo-endothelial interaction (83),
upregulating eNOS expression (84), increasing activity of endothelial superoxide
dismutase(s) (85), and enhancing flow-mediated release of endothelial NO via
VSMC relaxation and vasodilation. These dual modes of action, i.e., the direct re-
laxing effect of inhibiting smooth muscletype calcium current and the indirect
relaxing effect of releasing NO from vascular endothelium, may help explain the
beneficial antihypertensive effect of the 1,4-dihydropyridine CCB class.

Ace-Inhibitors and ANGII Type 1 Receptor Antagonists

ANGII and bradykinin levels within the vascular wall are controlled by ACE (86).
ACE degrades bradykinin (87) and generates ANGII; in turn, bradykinin stimu-
lates the endothelium to release vasodilating substances, in particular, NO. Thus,
by potentiating bradykinin, ACE-inhibitors may promote the release of endothelial
NO (88). Indeed, ACE-inhibitors exert some of their beneficial pharmacological
effects by increasing vascular NO activity (86, 89, 90). Moreover, due to the signifi-
cant constitutive expression of NOS in the juxtaglomerular apparatus, NO appears
to act as a tonic enhancer of renin secretion via cGMP-dependent inhibition of
cAMP degradation [reviewed in (91)]. This effect may also revert to an inhibitory
effect compatible with the inhibition of renin secretion by cGMP-dependent ki-
nase(s). Moreover, ANGII can stimulate superoxide production, which reduces the
bioavailability of NO (92), an event that can be blocked by ACE inhibitors.

In patients with high cardiovascular risk, chronic ACE inhibition improves
endothelial function (86, 88). This may explain why patients treated with ACE
inhibitors experience a greater cardiovascular benefit than is attributable to the
decrease in blood pressure. Indeed, ACE inhibitors improve endothelial function
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in the subcutaneous, epicardial, and renal circulation, but are ineffective at po-
tentiating the blunted response to acetylcholine in the forearm of patients with
essential hypertension [reviewed in (86)]. In addition, ANGII type 1 (AT-1) recep-
tor antagonists can restore endothelium-dependent vasodilation to acetylcholine
in the subcutaneous tissue, but not in the forearm microcirculation (90). Treatment
with an AT-1 antagonist can improve basal NO release and decrease the vasocon-
strictor effect of endogenous endothelin-1 (90). Thus, drugs interfering with the
renin-angiotensin-aldosterone pathway may affect NO signaling by several mech-
anisms; however, the molecular mechanisms involved in the relationship between
ACE inhibitors and the NO-pathway via bradykinin are still unclear (93).

There is mounting evidence thah)(ACE efficiently catabolizes kinins;
(b) ANG-derivatives such as ANG-(1-7) exert kinin-like effects) kallikrein
probably serves as a prorenin-activating enzymgthe protective effects of ACE
inhibitors are at least partly mediated by a direct potentiation of kinin receptor
response on bradykinin stimulation; arg) studies on AT-1 antagonists, which
do not directly influence kinin degradation, and studies on ANG-receptor trans-
genic mice have revealed additional autocrine interactions among the NO, kinins,
prostaglandins, cyclic GMP, and ANGII receptor effects. The beneficial effects
of ACE inhibitors or AT-1 antagonists are reportedly mediated by NO in HF. It
was recently hypothesized that in the absence of eNOS, both LV dysfunction and
myocardial remodeling would be more severe after Ml, and the cardioprotective
effect of ACE inhibitors or AT-1 antagonists would be diminished or absent in mice
with HF after Ml (94). eNOS knockout mice and wild-type C57BL/6J mice were
subjected to Ml by ligating the left coronary artery. One month after Ml, each strain
was treated with vehicle, enalapril or valsartan, for five months (94). ACE inhibitors
improved cardiac function and remodeling in wild-type mice, as evidenced by in-
creased LV ejection fraction and LV shortening fraction, and decreased diastolic LV
dimension, mass, myocyte cross-sectional area, and interstitial collagen fraction,
but these benefits were absent or diminished in eNOS knockout mice. Interestingly,
AT-1 antagonists had benefits similar to those of ACE-inhibitors. These interesting
data suggest that the absence of NO does not alter the development of HF after
MI; however, it significantly decreases the cardioprotective effects of these drugs.

B-Blockers

SomegB-blockers may also interfere with the NO-pathway. For example, nebivolol,
a pl-blocker and a racemic mixture of (S,R,R,R) and (R,S,S,S) enantiomers
(88, 95), was found to induce endothelium-dependent arterial relaxation in dogs
in a dose-dependent fashion (96). However, its hemodynamic effects differ from
those of classicgé-adrenoceptor antagonists as a result of a vasodilating action.
Indeed, the endothelium-dependent relaxation induced by nebivolol is abolished
by L-NAME, an inhibitor of NOS.

Nebivolol and atenolol have been compared in phenylephrine preconstricted
dorsal hand veins of healthy men (97, 98). Nebivolol caused venodilation, which
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was antagonized by N(G)-monomethyhkrginine (LNMMA), whereas atenolol

did not, suggesting that such a mechanism could also operate in human veins.
Venodilation could be functionally important in reducing cardiac pre-lg&t.
adrenoceptor stimulation increases forearm blood flow (FBF) by activating the
L-arginine/NO pathway, but nebivolol lacks dirgg2-adrenoceptor agonist activ-

ity. Resistance vessel function has been studied by measuring FBF by venous occlu-
sion plethysmography in healthy men during brachial artery infusions of racemic
nebivolol and its enantiomers, atenolol, carbachol (a stable analogue of acetyl-
choline that vasodilates this vascular bed, in part, by activating-tirginine/NO
pathway), SNP, and LNMMA (97, 98). Nebivolol increased FBF by4918%
(p<0.01), whereas an equimolar dose of atenolol had no significant effect.
LNMMA inhibited responses to nebivolol and carbachol to a significantly greater
extent than itreduced responses to SNP. Antagonism of nebivolol by LNMMA was
abolished by -arginine. The (S,R,R,R) and (R,S,S,S) enantiomers caused similar
increases of FBF.

To determine whether brachial artery infusion of nebivolol causes vasodilation
in the forearm resistance vasculature of patients with essential hypertension and to
investigate the possible involvement of tharginine/NO pathway, healthy vol-
unteers with uncomplicated essential hypertension were also studied (99, 100).
Nebivolol caused similar vasodilatation as in normotensive subjects, and these re-
sponses were sensitive to inhibition by LNMMA. If acute effects of nebivolol on
theL-arginine/NO pathway persist during chronic treatment of patients with hy-
pertension or HF, this could reduce cardiac after-load as well as pre-load, improve
organ perfusion, and reduce atherogenesis and thrombosis.

Finally, experimental studies have established that nipradilol, another NO-
releasing beta-adrenergic blocker, enhances postischemic recovery and limits in-
farct size (100a). Moreover, there is a clear involvement of NO in the ocular
hypotensive action of nipradilol (100b). These studies should be carried out in
humans before a conclusion is made.

Hydroxymethylglutaryl-CoA Reductase Inhibitors

The efficacy of the widely prescribed hydroxymethylglutaryl (HMG)-CoA reduc-
tase inhibitors (statins) in decreasing the incidence of cardiac events and mortality
is likely enhanced by their possible antioxidant and other unknown properties
(101).

In 1997, it was demonstrated that statins prevent hypoxia-induced down-regu-
lation of eNOS in normocholesterolemic cells by stabilizing eNOS mRNA, leading
to an increase in NO production by endothelial cells (102). Subsequently, it was
shown that statins exert their salutary effects on eNOS expression predominantly by
posttranscriptional mechanisms that are mediated by blocking geranylgeranylation
of the small GTP-binding Ras-like protein Rho due to inhibition of the biosyn-
thesis of geranylgeranylpyrophosphate (GGPP) (103). By inhihitimgvalonate
synthesis, statins also reduce the synthesis of farnesylpyrophosphate (FPP) and
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GGPP inducing important posttranslational modification of a variety of proteins,
including eNOS and Rho. Inhibition of Rho results in a threefold increase in eNOS
expression and nitrite generation, and the effects of statins on eNOS expression are
reversed by GGPP, but not by FPP or LDL cholesterol (103). Thus, an important
non-cholesterol-lowering effect of statins is the upregulation of eNOS expres-
sion via inhibition of Rho. A recent study sheds light on additional mechanisms
involved in the statin-induced upregulation of eNOS activity by demonstrating
that simvastatin rapidly activates the serine/threonine kinase AKT in endothelial
cells, which in turn leads to phosphorylation of eNOS, resulting in an increase in
its activity and enhanced NO production (104). This may serve as an additional
beneficial mechanism in individuals with atherothrombotic disease. The potential
clinical importance of these observations was underscored by the finding that pro-
phylactic treatment of normocholesterolemic mice with statins increased cerebral
blood flow, reduced cerebral infarct size, and improved neurological function via
a NO-mediated mechanism (105). Other experimental studies in animal models
(106, 107) and human cells (108) have confirmed the statins’ lipid-independent
ability to upregulate eNOS expression. Notably, the increase of eNOS protein in
endothelial cells in response to statin therapy was established to be associated
with enhanced release of NO (109). Moreover, statins prevent the downregula-
tion of eNOS induced by TNle- (110). A very recent study also demonstrated
that statins preserve the structure of coronary adventitial vasa vasorum in exper-
imental hypercholesterolemia independent of lipid lowering (111). These effects
may play an important role in the setting of chronic statin therapy for the primary
and secondary prevention of CHD. Furthermore, simvastatin preserves endothelial
function in experimental porcine hypercholesterolemia in the absence of any lipid
lowering effect (101). In accordance with these results, statins improved coro-
nary endothelial function in cynomolgus monkeys, which were pretreated with
an atherogenic diet for two years, independent of serum lipoprotein concentra-
tions (112). These experimental data are also associated with beneficial effects of
statins on endothelial function in patients with CHD (8, 113). Thus, the statins can
now be considered as agents that both enhance the bioactivity of NO and improve
endothelial function in patients with coronary plagques.

Antioxidants and L-Arginine

Atherogenic lipids, particularly oxidized low-density lipoprotein (oxLDL), are
responsible for a wide range of cellular dysfunctions within the arterial wall
(114, 115). Oxidative modification of LDL plays a pivotal role in human early
atherogenesis (116, 117). Concerning the regulation of vascular tone, oxLDL
may disturb relaxation or act directly against vasodilating substances [reviewed
in (115)]. Native and oxLDL can uncouple eNOS (118, 119). OxLDL may also
induce a decreased uptakeLedrginine (119). Interestingly, physiological differ-
ences can affect arterial segments from different regions. For example, oxLDL im-
pairs contraction and endothelium-dependent relaxation in carotid but notin basilar
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arteries (120), suggesting that intracranial arteries may be relatively protected from
atherosclerosis via endothelial resistance to oxidative injury. NO produced by in-
ducible NOS in VSMCs inhibits oxidation of LDL (121). Thus, NO release via
inducible NOS action induced by cytokines in VSMC may play a protective role
during LDL oxidation.

Although antioxidants and-arginine are not considered classical drugs but
perhaps as dietary supplements, tharginine hypothesis and increased oxida-
tive stress may actually fit together and are not mutually excluskarginine
administration partially restores endothelium-dependent vasodilation in hyper-
cholesterolemia (122, 123) and dilates coronary stenoses in patients with CHD
(124).L-arginine supplementation for six months also improves coronary small-
vessel function in association with a significant improvement in symptoms (125).
Therefore|-arginine administration could be a therapeutic option for patients with
endothelial dysfunction and nonobstructive CHD (125, 126). The effects of intra-
coronary administration of L-NMMA and-arginine were studied in patients with
normal angiograms and in patients with CHD (127arginine reversed the effect
of L-NMMA and caused greater dilation of the diseased arteries, indicating that
there is a deficiency af-arginine. Moreover, there was a significant clinical im-
provement in more than 70% of patients, which was associated with a significant
decrease in proinflammatory cytokines (128). Thusrginine may have clini-
cal benefits in patients with intractable angina. Furthermoegginine improved
myocardial perfusion during exercise in patients with angina and normal coronary
arteries (129). The value ofarginine as adjunctive therapy to improve endothelial
function in patients with advanced CHD maintained on medical therapy has also
been investigated (130). Onadarginine therapy did not improve NO bioavailabil-
ity in patients with CHD and thus may not benefit this group of patients. However,
itis possible that a more prolonged period edrginine treatment and fewer coro-
nary lesions are necessary in order to see clinical improvement in CHD patients.
The effect of exogenous- and b-arginine on coronary stenosis vasomotion in
relation to stenosis morphology in patients with CHD and stable angina was also
examined (131). During intracoronary infusionwefrginine, but nob-arginine,

a larger proportion of complex stenoses than smooth stenoses dilated by 10%
(p < 0.01). Irrespective of the type of morphology, there was a positive correlation
(p < 0.01) between the severity of stenoses and the magnitude of vasodilatation to
L-arginine. This finding is consistent with a deficiencyLedirginine at the site of
coronary stenoses (131).

A corollary of the oxidation hypothesis of atherogenesis is that antioxidants may
reduce the progression of the disease (114). Antioxidants presentin LDL, including
alpha-tocopherol, and antioxidants present in the extracellular fluid of the arterial
wall, including ascorbic acid (vitamin C), inhibit LDL oxidation (132), and this ac-
tion is extended to multiple oxLDL-mediated signaling pathways (133). Vitamin C
may potentiate NO activity and normalize vascular function in patients with CHD
and classical risk factors (132). Thus, NO may restore endothelial dysfunction
and ameliorate vascular remodeling in several clinical correlates to experimental
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models (1-5). The hypothesis that the plasma concentration of alpha-tocopherol
is associated with the preservation of NO-mediated endothelium-dependent vaso-
motion was tested in humans (134). Patients who were not taking vitamin supple-
ments were studied using coronary angiography. Coronary endothelium-dependent
and -independent vasomotion was assessed by intracoronary infusions of acetyl-
choline and nitroglycerin. Plasma alpha-tocopherol was significantly correlated
with the acetylcholine response but not the nitroglycerin response. Thus, alpha-
tocopherol may preserve endothelial vasomotor function in patients with coronary
atherosclerosis. However, the results of clinical intervention trials using antiox-
idants have been contradictory. The CHAOS trial carried on patients with CHD
(135) and the SPACE trial designed for patients with severe end-stage renal dis-
eases (136) showed clinical beneficial effects of antioxidants. However, two clinical
trials (GISSI-Prevenzione and HOPE trials) (137, 138), using adequate doses of
vitamin E, demonstrated no effect on a composite endpoint of nonfatal infarction,
stroke, or death from cardiovascular causes. The experimental data on which these
trials were based deal primarily with the evaluation of early atherosclerotic lesions
(fatty streaks). This pathophysiological scenario does not necessarily provide a
rational basis for predicting what antioxidant intervention will do in patients with
advanced atherosclerotic lesions, particularly when the end-points used relate to
unstable atherosclerotic plaques and fatal thrombosis. Moreover, the same antiox-
idants (and doses) used successfully in animals may not be effective in humans.
Negative clinical trials with antioxidants, in patients with advanced CHD and last-
ing only a few years, should not be taken as refutation of the oxidation hypothesis
of atherogenesis. Conversely, results from several observational and experimental
studies consistently support an effect of vitamin E supplementation on reducing
risk of cardiovascular events [reviewed in (139, 140)]. The evidence suggests that
the major effect, if any, is found at supplemental intake levels at or greater than
100 IU/day. Moreover, oxLDL is already present in early atherosclerotic lesions
in human fetuses and children (116, 117). Perhaps different types of human trials
are needed, trials in which the development of newly formed lesions is measured,
in order to test whether antioxidants can decrease the rate of initiation and pro-
gression of atherosclerosis as they do in experimental models (140). In this regard,
the Physicians’ Health Study-Il (PHS 1) is a randomized, double-blind, placebo-
controlled trial (141), testing alternate day beta-carotene, alternate day vitamin E,
daily vitamin C, and a daily multivitamin in the prevention of total and prostate
cancer, cardiovascular diseases, and the age-related eye diseases. The PHS-II tria
is the only primary prevention trial testing the balance of benefits and risks of
vitamin E on cancer and cardiovascular diseases in apparently healthy men. How-
ever, by age 55 there are already advanced atherosclerotic lesions in apparently
healthy men. Thus, in this study the impact of antioxidants on early lesion for-
mation and major cardiovascular events could be missed and the benefits of the
approach underestimated.

Whereas low concentrations of vitamin E may improve endothelial func-
tion, high concentrations may worsen endothelial function (140). If confirmed in
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further long-term trials done in young adults [or at earlier age in order to adverse
in utero programming events, reviewed in (142)], the net benefit of antioxidant
supplementation among populations with existing CHD may be substantial, al-
though the current clinical results are insufficient to warrant a change in broad
policy recommendations.

Phosphodiesterase Inhibitors

Sildenafil is a selective inhibitor of phosphodiesterase type-5 that is orally ef-
fective in the treatment of erectile dysfunction. Its pharmacological actions are a
consequence of prolonging the signaling actions of NO because this drug prevents
cGMP hydrolysis by inhibition of a cGMP phosphodiesterase V subtype enriched
in penile smooth muscle (1, 10, 143).

Diabetic men have a more than threefold increased prevalence of erectile dys-
function compared with nondiabetic men (1). Erectile function is primarily a vas-
cular phenomenon, triggered by neurologic controls and facilitated by appropriate
hormonal and psychological components (1). Recent advances in the understand-
ing of the physiology of penile vasculature and its role in male sexual performance
have influenced the clinical approach to erectile dysfunction (1). The pathophys-
iological alterations leading to impotence in diabetic men include vasculogenic,
neurogenic, and hormonal etiologies. A clinical work-up, including a thorough
history and physical examination, is an important aspect of erectile dysfunction
management. Oral medications acting through phosphodiesterase type-5 inhibi-
tion in penile vasculature have revolutionized the treatment of impotence. The
long-term safety and efficacy of vacuum-constriction devices, intraurethral sup-
positories, intracavernosal injections, and other therapies are still under investiga-
tion. However, in patients with stable angina coadministration of sildenafil with
isosorbide mononitrate or nitroglycerin produces significantly greater reductions
in blood pressure than nitrates alone (144). This issue was further investigated
in a randomized, double-blind, placebo-controlled crossover trial conducted at a
ambulatory-care referral center among 105 men with a mean age of 66 years who
had erectile dysfunction and known or highly suspected CHD (145). All patients
underwent two symptom-limited supine bicycle echocardiograms separated by
an interval of one to three days after receiving a single dose of sildenafil (50 or
100 mg) or placebo one hour before each exercise test. In men with stable CHD,
sildenafil had no effect on symptoms, exercise duration, or presence or extent
of exercise-induced ischemia, as assessed by exercise echocardiography (145).
However, in men with chronic HF, sildenafil citrate reduces vagal modulation and
increases sympathetic modulation, probably through its reflex vasodilatory action
(146). The autonomic system changes induced with sildenafil citrate could alter
QT dynamics. Both changes could favor the onset of lethal ventricular arrhythmias
(146). Therefore, before prescribing sildenafil for erectile dysfunction in patients
with known cardiac disease or multiple cardiovascular risk factors, physicians
should discuss the potential cardiac risk of sexual activity and perform a complete
medical assessment.
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To date, the actions of sildenafil in vascular disorders distinct from that of
erectile dysfunction have yet to be studied adequately. For example, oral sildenafil
is an effective and specific pulmonary vasodilator in patients with pulmonary
arterial hypertension (146a).

On the other hand, an alternative, NO-based approach for erectile dysfunction
therapy has recently been suggested by evidence that pathways inhibiting erec-
tion and favoring smooth muscle contraction are mediated by adrenergic nerves
(147). S-nitrosated-adrenergic receptor antagonists have been developed that
contain an S-nitrosothiol functionality linked to anadrenergic receptor antag-
onist (yohimbine and moxisylyte) by an inert, organic-ester tether. The rationale
behind the development of this agent is that it prompts early (immediate) vasodi-
lation, whereas the-adrenergic blocker maintains the vasodilator effect. Pharma-
cological demonstration of these NO-donor properties in relaxing human penile
smooth muscle, thei-adrenergic antagonism, and their ability to induce erec-
tion in laboratory animals (148) suggest that NO-releasing adrenergic receptor
antagonists may be useful as bifunctional agents for local treatment of erectile
dysfunction. However, experimental models to study the effect of agents on pe-
nile erection usually include in vitro models (poor models when transferred to
in vivo conditions) and electrical stimulation of peripheral nerves in anesthetized
animals combined with systemic or intracavernous injection of drugs. In contrast,
conscious rabbits can be used as a simple and quantitative model for the assess-
ment of compounds that show potential for the treatment of erectile dysfunction
(149). Erection was assessed by measuring the length of uncovered penile mucosa
before and after the intravenous administration of agents. Animals did not require
anesthesia during the course of the study. The phosphodiesterase type-5 inhibitors
vardenafil and sildenafil were given intravenously, and measurements were taken
for 0-5 hours (149). The effects of phentolamine and milrinone were also evalu-
ated. Vardenafil induced dose-dependent penile erections in conscious rabbits. The
efficacy of vardenafil was potentiated, and the minimal effective dose was reduced
significantly to 0.01 mg/kg by simultaneous administration of SNP. Administration
of the NO-synthase inhibitor L-NAME abolished the effect. Sildenafil was also
effective in this model. Phentolamine induced erections with a slower tmax com-
pared with vardenafil and sildenafil. Intravenous administration of milrinone was
less effective than vardenafil (149). Further studies are warranted in this model.

CONCLUSIONS

NO-releasing drugs can elicit beneficial actions relevant to cardiovascular dis-
orders. Figure 3 shows pathways by which these drugs can interfere with NO
release. Although more than 20 years have passed since the identification of NO
as an endogenous substance produced by the cardiovascular system, attempts to.
ward developing accepted therapeutic approaches for modulating endogenous NO
activity have progressed slowly until recently. For example, recent data have con-
tradicted the notion that NO acts solely as a negative inotrope and have shown
positive inotropic activity in both isolated rodent and human ventricular myocytes
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Figure 3 Mechanisms of cardiovascular agents that indirectly modulate
endogenous NO activity.

in response to a range of NO donors [reviewed in (150)]. Recent advances in
gene transfer technology and the cloning of the inducible NOS gene have led to
the development of strategies for gene therapy to increase NO production for the
treatment of disorders ranging from vascular restenosis to impaired wound healing.
Different NO donors or NO-releasing drugs have different NO release kinetics and
may generate a range of nitrogen monoxide species that may interact at a number
of subcellular targets. In the case of cardiac in vitro preparation, the observed re-
sponse to a NO donor represents the net effect of activation of different effector
targets and may explain the contradictory reported effects of NO (150). The use of
inhaled nitric oxide (INO) allows selective pulmonary vasodilatation and it is ef-
fective in the acute management of reversible pulmonary hypertension and is also
useful in assessing the pulmonary vasodilator capacity in patients with chronic
pulmonary hypertension [reviewed in (151)]. The clinical use of INO in cardiac
failure, postoperative cardiac patients, patients with congestive cardiac failure, or
congenital heart disease can be also hypothesized (151). However, to realize the
complete therapeutic potential of NO requires specific targeting at the subcellular
level. Understanding the complex pathophysiological role of NO and its transduc-
tion responses, developing new targeted therapies for delivery of NO, and choosing
the optimal adjunctive therapies that potentiate the benefits of NO-releasing drugs
are issues that require additional preclinical and clinical controlled studies.
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m Abstract Now in its third decade of mechanistic investigation, testicular injury
caused by 2,5-hexanedione (2,5-HD) exposure is a well-studied model with a rich

database. The development of this model reflects the larger changes that have moved

biology from a branch of chemistry into the molecular age. Critically examined in this
review is the proposed mechanism for 2,5-HD-induced testicular injury in which germ
cell maturation is disrupted owing to alterations in Sertoli cell microtubule-mediated

functions. The goal is to evaluate the technical and conceptual approaches used to

assess 2,5-HD-induced testicular injury, to highlight unanswered questions, and to
identify fruitful avenues of future research.

INTRODUCTION

This review is divided into sections that roughly parallel the temporal progres-
sion of the experiments and the changing nature of the field. The first section,
Background, covers the time frame of approximately 1975-1985 and focuses on
chemistry, clinical observations, and histopathology. In the second section, The
Tubulin Hypothesis, extending from 1985 to approximately 1990, the experimen-
tal approach is dominated by biochemical techniques. The sections Microtubule-
Dependent Transport is a Target and Apoptosis, Stem Cell Factor/c-Kit, and Irre-
versible Injury reflect the advances in cell biology techniques in the early 1990s
and their use in defining mechanisms of toxicity. In a final part, Future Directions,

unanswered research questions and problems are highlighted and new approaches
and molecular techniques are proposed to further refine our mechanistic under-

standing of this model.

BACKGROUND

n-Hexane is a volatile organic solvent widely used in industry and commerce.
Low level environmental exposure is ubiquitous becauskexane is a
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component of gasoline (IN-Hexane is metabolically converted to thediketone,
2,5-hexanedione (2,5-HD), via sequential cytochrome p450—-depenelerty-
droxylation and oxidation (2, 3) (Figure 1). 2,5-HD can combine with primary
amines, such as protein lyssdamines, to form substituted 2,5-dimethylpyrroles
(4). Pyrroles form and accumulate on tissue proteins during in vivo exposure to
2,5-HD as a required step in the induction of both testicular and nervous system
injuries (5-8). Subsequent oxidation and cross-linking of these tissue-bound het-
erocyclic aromatic compounds result in a complex array of products, including
pyrrole dimers (9, 10).

Toxicologically significant human exposure tehexane has been reported
mainly in occupational settings, although chronic intentional inhalation of con-
sumer products containingthexane (“glue sniffing” or “huffing”) has produced
disease (11). The clinical manifestations of “hexacarbony-aliketone-induced
toxicity are those of a peripheral polyneuropathy [(12); for review see (13)]. A
well-studied example of -diketone-induced toxicity occurred among workers in
an Ohio fabric printing plant in 1973. Shortly after substituting methltyl ke-
tone as a cleaning agent, a sudden outbreak of polyneuropathy developed among
the fabric printing workers who were repeatedly exposed to the solvent via in-
halation and skin contact. The distribution of nerve involvement, severity of the
deficits, and temporal course correlated with the amount of exposure (14). Sen-
sory symptoms and signs predominated in mild cases; however, both motor and
sensory deficits occurred in severe cases. Although the distribution was character-
istically distal, proximal involvement occurred in severe cases. Onset was gradual
without prominent systemic symptoms and neurological involvement was sym-
metrical. The symptoms progressed for several months after cessation of exposure
and recovery was slow.

These clinical characteristics of 2,5-HD-induced neurotoxicity are most com-
patible with an axonopathy affecting primarily long fibers. The histopathological
manifestations oh-hexane polyneuropathy include distal axonal swellings filled
with neurofilaments proximal to the nodes of Ranvier. This injury is sometimes
followed by Wallerian-like degeneration of the axon distal to the swelling, resulting
in muscle atrophy. 2,5-HD-induced neurofilament cross-linking has been proposed
as the molecular mechanism of this neurotoxicity (15) based on the chemical reac-
tivity of 2,5-HD and histopathological manifestations, although alternative models
have been suggested (16-21).

Initial animal studies demonstrated a close correlation between the blood levels
of 2,5-HD, the ultimate toxicant, and neurological symptoms (22). In addition,
these initial animal studies identified the testis as a target organ of exposure to
n-hexane and its metabolites. 2,5-HD targets Sertoli cells, resulting in germ cell
apoptosis and testicular atrophy (23, 24). The assignment of the Sertoli cell as the
target cell for testicular injury is based on the early histopathological alterations in
this cell following exposure (described below). To appreciate the testicular injury,
one must understand Sertoli cell biology and the dependence of germ cells on
Sertoli cells for structural and trophic support.
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Figure 1 The common solvents-hexane and methyl-butyl methane are converted

by w-1 hydroxylation and oxidation to the ultimate toxicant, 2,5-hexanedione (2,5-HD).
2,5-HD reacts with lysyk-amines of proteinsblack rectanglgto form pyrrolylated
proteins, which undergo intra- and intermolecular cross-linking reactions, including
dimer formation.
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Figure 2 The Sertoli cell extends from the base of the seminiferous tubolkgm righ) to

the lumen (pper lefy and has numerous cytoplasmic projections that surround and support
germ cells. In this maximum intensity projection of 13 series confocal images, a single Sertoli
cellin an intact seminiferous tubule is visible because of green fluorescent protein expression
following adenovirus infection. The Sertoli cell nucleus is visible in the basal cytoplasm
surrounded by bright fluorescence. The overall length of this Sertoli is approximatelyni00

The Sertoli cell, a highly elongated cell type, is found in seminiferous tubules
with its base adhering to the basal lamina and its apex extending to the lumen
(Figure 2; see also Figure 4). These cells form numerous lateral cytoplasmic pro-
cesses that surround developing germ cells. Sertoli cells contain a well-developed
cytoskeletal network composed of actin filaments, intermediate filaments, and mi-
crotubules. Adjacent Sertoli cells are bound together by tight junctions, forming
the blood-testis barrier. This barrier, which separates the seminiferous tubule into
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a basal and an adluminal compartment, is important in protecting the advanced
germ cells from blood-born products, including immune cells. The blood-testis
barrier allows Sertoli cells to create the necessary microenvironment for germ cell
development by secreting a seminiferous tubule fluid that contains nutrients and
proteins, including transport and binding proteins, proteases, antiproteases, and
growth factors that regulate proliferation and differentiation. Sertoli cells have
many fundamental roles in spermatogenesis; thus, their dysfunction would result
in disruption of the normal process of spermatogenesis.

The most commonly used animal model for studying 2,5-HD-induced testicular
injury has involved exposure of rats to 2,5-HD as a 1% drinking water solution
for three to five weeks (24, 25). Beginning two weeks after exposure, assembly of
purified testis tubulin was altered followed by a decrease in seminiferous tubule
fluid formation by three weeks (26, 27). Large, basally located Sertoli cell vacuoles
in stages I, XIlI, Xlll, and XIV were the first histopathological signs of cellular
injury at all doses, followed by sloughing and loss of germ cells by four to five
weeks (24, 28). The cycle of the seminiferous epithelium was altered with a de-
creased prevalence of certain stages and a concomitant increase in other stages
(24, 29). The seminiferous tubules were devoid of differentiating germ cells by
8-12 weeks after a 3-5 week 2,5-HD exposure but contained proliferating sper-
matogonia (28). This “irreversible” atrophic state continued for greater than
70 weeks after exposure in the rat (30).

Inthe rat, testicular atrophy associated with 2,5-HD exposure can occur at cumu-
lative exposure levels below those that produce clinical neurotoxicity. High-level
exposure for relatively brief periods produced testicular injury without clinical evi-
dence of distal polyneuropathy (28), whereas chronic low-level exposure produced
clinical evidence of distal polyneuropathy without testicular injury (31). In fact,
the testicular injury was dose-rate sensitive, whereas the extent of nervous system
toxicity was related to the total dose over a range of dose-rates (22, 32). These
tissue-selective pharmacokinetic effects may, in part, explain the predominance of
neurotoxicity in human exposures to 2,5-HD precursors. In addition, the clinical
manifestations of neurotoxicity are obvious, whereas those of testicular injury are
subtle.

THE TUBULIN HYPOTHESIS

Because of the selective injury to the axombyliketones and the known impor-
tance of microtubules to axonal structure and function, this cytoskeletal element
was considered as a molecular targetfediketone neurotoxicity. Because the
Sertoli cell has axon-like characteristics (33), tubulin was considered an attractive
molecular target in testicular injury as well.

The core proteins of the microtubule areand g-tubulin, which combine to
form a 100-kDa heterodimer. Tubulin heterodimers join end-to-end to form pro-
tofilament chains that, through lateral interactions, wrap into atube-like structure—
the microtubule. Because tubulin dimers are oriented within protofilaments,



130

BOEKELHEIDE ET AL.

microtubules are polar structures with fast-growing ends and slow-growing

(=) ends. The assembly of microtubules from soluble tubulin heterodimers con-
sists of three main phases) @ slow nucleation phase in which tubulin subunits
are organized into seeds for microtubule growth a(fast elongation phase during
which tubulin subunits are readily added to the growing protofilament chains, and
(c) a steady state phase during which the addition and removal of tubulin subunits
is in equilibrium and the aggregate microtubule length remains constant [reviewed
in (34-37)] (Figure 3). Many factors are known to influence the kinetics of as-
sembly and the maintenance of microtubules, including temperature, solvent con-
ditions, GTP concentration, and microtubule-associated proteins (MAPs). MAPs
serve many functions, including nucleation of assembly and stabilization of the

absorbance

(b
Cb%—b —
% %

Figure 3 A typical microtubule assembly reaction is initiated by warming a solution
of ice-cold tubulin dimers to 3T in the presence of GTP. Tubulin dimeegljacent

white and gray circlesslowly form nucleating seed&éptameric tubulin aggregale
which catalyze a rapid phase of microtubule elongatgwowWing microtubul@enroute

to a steady state condition of microtubule formation and destruction. The assembly
reaction is monitored by measuring the change in absorbance at 350 nm. In vitro incu-
bation of microtubules with 2,5-HD or in vivo exposure of animals to 2,5-HD followed
by tubulin purification yields pyrrolylated tubulin with altered assembly behavior. 2,5-
HD-modified tubulin quickly forms numerous seeds, resulting in more rapid assembly
into greater numbers of shorter microtubules compared to the control.

N — microtubules
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microtubule. Presumably, these modifying factors provide a means by which a cell
can coordinate microtubule-mediated events in response to different environmental
cues and stimuli.

2,5-HD did not alter the proportion of tubulin that polymerized into micro-
tubules when chronically administered to rats (38) or when added to in vitro
assembly assays without preincubation (39). However, 2,5-HD exposure did have
a dramatic effect on the kinetics of microtubule assembly (25). A detailed evalua-
tion of the 2,5-HD-induced alterations in microtubule assembly behavior followed
this initial observation. Brain and testis tubulin isolated from 2,5-HD-exposed rats
had a shortened nucleation phase, a more rapid rate of elongation, and contained
high-molecular-weight bands on denaturing polyacrylamide gel electrophoresis
(SDS-PAGE) that consisted of cross-linked tubulin (25). Tubulin isolated from ex-
posed rats displayed a high level of pyrrole adducts as compared to controls (26).
This altered tubulin had remarkable “pro-assembly” characteristics, readily form-
ing microtubules in the presence of calcium and at low temperatures. When rats
were exposed to the same total dose of 2,5-HD in the drinking water at dose-rates
varying from two to six mmol/kg/day, the increased dose-rate was associated with
progressively more severe histopathological alterations in the testis. In concert
with these progressive histopathological alterations, the kinetics of microtubules
assembled from testicular tubulin purified from the exposed animals were altered.
These data positively correlated the extent of histopathological injury with the
extent of microtubule assembly abnormality.

These initial observations of 2,5-HD-induced alterations in microtubule as-
sembly led to the articulation of a tubulin-based hypothesis for 2,5-HD-induced
testicular injury as follows: “[1] intoxication with 2,5-HD alters microtubule as-
sembly kinetics, [2] altered assembly produces changes in the number and length
of Sertoli cell microtubules which compromises Sertoli cell function, and [3] mal-
functioning, nonsupportive Sertoli cells disrupt germ cell maturation resulting in
testicular atrophy” (25).

The results using tubulin purified from treated animals were confirmed and ex-
tended with microtubules treated in vitro with 2,5-HD (40). In vitro incubation with
high concentrations of 2,5-HD generated a markedly altered tubulin that could as-
semble inthe absence of added GTP, could readily nucleate the assembly of control
tubulin, and was resistant to cold-induced disassembly. The induction of these 2,5-
HD-induced assembly alterations required that the incubation take place with as-
sembled microtubules. Negative-stain electron microscopy showed that 2,5-HD in-
cubation followed by assembly led to shorter microtubules than control assembilies,
aresult explained by the treatment-related induction of numerous nucleating seeds.

Sioussat & Boekelheide (41) explored the biochemical nature of the 2,5-HD
effect on tubulin in greater detail. Isolated bovine brain tubulin was treated with
100 mM 2,5-HD for 16 h at 37TC and subjected to three cycles of microtubule as-
sembly with the assembly temperature of each cycle progressively lower, making
microtubule assembly progressively restrictive. This procedure effectively con-
centrated a component of 2,5-HD-treated tubulin with strong nucleating features.
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This highly nucleating tubulin preparation haa) & lowered rate of tubulin dis-
sociation from the microtubule polymem)(a 19-fold decrease in the critical
concentration for assembly (the concentration of tubulin required for nucleation
to occur), andd) the ability to copolymerize with and seed untreated tubulin as-
sembly at concentrations below that typical for spontaneous nucleation in vitro
(39).

The reaction between 2,5-HD and assembled tubulin produced numerous deriva-
tized and cross-linked products visualized as monomers, cross-linked dimers, and
higher multimers on SDS-PAGE. The progressively stringent cycling that concen-
trated the nucleating elements did not change the pattern of bands by SDS-PAGE,
indicating that dimers and high multimers were not the nucleating factor. By using
limited proteolysis and immunoblotting, the native conformation of the tubulin
subunits was probed. Concentration of the 2,5-HD-induced nucleating element
by stringent cycling resulted in an alteraetubulin with a more open structure
susceptible to selective tryptic and chymotryptic digestion. With these findings,
a biochemical explanation for the assembly alterations was formed; namely, that
2,5-HD treatment of assembled microtubules fixes the tubulin heterodimer into a
pro-assembly conformation through a specific intramolecular modification of the
a-subunit (41).

The ability of 2,5-HD-modified tubulin generated in vitro to alter microtubule
function in an in vivo model system was verified using sea urchin zygotes. Mi-
croinjection of 2,5-HD-treated tubulin into normal sea urchin zygotes before the
first mitotic cycle caused obvious abnormalities, including small spindles, abnor-
mal chromosomal movement at anaphase, and poor cytokinesis. Depending on the
protocol used, mitosis was either grossly disrupted or simply slowed (42).

Having identified microtubule function as an in vivo molecular alteration in-
duced by 2,5-HD, the next phase of the investigation examined unique character-
istics of microtubule-dependent activity in Sertoli cells, the testicular target for
toxic injury, which were susceptible to disruption.

MICROTUBULE-DEPENDENT TRANSPORT IS A TARGET

In order to maintain the proper microenvironment within the seminiferous tubule,
Sertoli cells actively secrete a seminiferous tubule fluid. The elongated structure
of Sertoli cells and their ability to target products to different cohorts of germ cells
imply a delivery system that is both dynamic and provides exquisite specificity.

Microtubule networks promote targeted secretion in a number of polarized
cell types, including MDCK cells (43, 44) and Caco-2 cells (43). Sertoli cell
microtubules are oriented parallel to the long axis of the cell and, like those of
many polarized cells, arise from nucleation centers located in the apical aspect of
the cell (45, 46), not from the basally located centrosome (47).

MAPs include families of motor proteins—kinesins and cytoplasmic dyneins—
that use microtubules as a scaffold for transport [reviewed in (48)]. Kinesins and
cytoplasmic dyneins convert energy derived from ATP cleavage into movement
along the length of the microtubule, mediating the transport of molecules and
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vesicles bound to them. Originally, kinesins and cytoplasmic dyneins were be-
lieved responsible for transport of cargo to opposite poles of the microtubule,
with kinesins directing transport to the-J end and cytoplasmic dyneins directing
transport toward the<{) end; more recent information has made the picture more
complex (48).

As predicted by its “minus-end-up” microtubule orientation and active secre-
tion, Sertoli cells express the minus-end microtubule-dependent motor cytoplasmic
dynein at a high level. Cytoplasmic dynein consists of alarge complex of atleast 10
proteins (33, 49). The dynein heavy chain isolated from testis shares features with
other cytoplasmic dyneins: It binds microtubules tightly in the absence of ATP, re-
leases from microtubules in the presence of ATP, exhibits microtubule-dependent
ATPase activity, is sensitive to inhibitors in a similar manner to that of other dynein
species, and is sensitive to vanadate-mediated photocleavage (33). Localization of
testicular cytoplasmic dynein to Sertoli cells has been demonstrated by immunoflu-
orescence. Throughout development, and in all stages of spermatogenesis, dynein
is observed in a diffuse, granular pattern throughout the Sertoli cell cytoplasm,
consistent with its proposed role as a cytoplasmic transport molecule (50, 51).
During stages IX-XIV, a more intense Sertoli cell pattern is observed, as well as
an intense pattern associated with ectoplasmic specialization regions of step 9 and
10 spermatids (50). Sertoli cell ectoplasmic specializations have been proposed
to have a number of roles. They bind microtubule networks and are thought to be
involved in spermatid head shaping (50, 52) and in positioning and translocating
spermatids in the seminiferous epithelium (46). Ectoplasmic specializations are
also thought to be the site at which some Sertoli cell secretory products accumu-
late (50). This notion was supported by the observation that microtubule-associated
cisternae of endoplasmic reticulum coassociate with the Sertoli cell membrane at
this point via a thick, hexagonal array of actin filaments (52). Recent work has
verified the association of microtubule motors with ectoplasmic specializations
in support of the hypothesis that these motors are responsible for the elongate
spermatid movements that occur during germ cell maturation (46, 53-55).

Kinesin participates in vesicle transport in a number of cell types, including
fast axonal transport in neurons (56). In Sertoli cells, kinesin has been observed to
localize to théransGolgi network, alocation suggesting involvementin membrane
trafficking within the cell (57). In addition, kinesin is localized to ectoplasmic
specializations where it may be involved in the movement and positioning of
elongate spermatids within the seminiferous epithelium (55).

Alterations in the distribution of microtubule-associated motor proteins oc-
curred progressively with 2,5-HD exposure. The pattern of Sertoli cell cytoplas-
mic dynein staining changed from an intense signal associated with ectoplasmic
specializations of elongate spermatids to a diffuse cytoplasmic signal (58). 2,5-HD
treatment had similar effects on Sertoli cell kinesin distribution, which was tightly
associated with the highly organized Golgi network and became more diffuse
with treatment-induced Golgi disruption (58). Microtubules treated in vitro with
2,5-HD exhibited functional differences in their ability to support microtubule-
dependent transport. Microtubules treated with either 2,5-HD or glutaraldehyde
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(a generalized protein cross-linker) exhibited diminished rates of kinesin-based
transport in vitro compared with untreated microtubules. In comparison, tubulin
treated with acetyl 2,5-HD, a noncross-linking pyrrole-forming agent, supported
rates of kinesin-based transport similar to those of untreated microtubules (59).
This suggests that 2,5-HD treatment itself is capable of altering microtubule-based
transport and that it is the cross-linking activity of the 2,5-HD that promotes those
changes (59).

Synthesizing the observed effects on microtubule assembly in vivo and
microtubule-dependent transport in vitro led to the hypothesis that disruption of
microtubule-dependent vesicle transport from the endoplasmic reticulum to the
plasma membrane underlies the seminiferous tubule fluid alterations observed fol-
lowing 2,5-HD exposure (60) (Figure 4). Microtubule-dependent vesicle transport
involves the movement of secretory vesicles from the endoplasmic reticulumto the
plasma membrane, and these vesicles have been demonstrated to associate with
microtubules in polarized cells (61, 62). However, direct assessment of the effect of
microtubule disruption on vesicle movement and seminiferous tubule fluid forma-
tion is difficult. Measurement of seminiferous tubule fluid production in isolated
tubules, however, has revealed that the classic microtubule disrupter, colchicine,
as well as the inhibitor of intracellular membrane transport, brefeldin A, cause
reduced rates of fluid production (27). Similarly, seminiferous tubules isolated
from rats exposed to 2,5-HD for three or four weeks exhibited reduced rates of
seminiferous tubule fluid formation compared to those isolated from untreated
rats (27). Importantly, the deficit in seminiferous tubule fluid formation preceded
the histopathological alterations in germ cells, indicating an etiologic relationship.
The mechanism by which this deficit is translated into germ cell loss is considered
in the next section.

APOPTOSIS, STEM CELL FACTOR/C-KIT,
AND IRREVERSIBLE INJURY

Although the Sertoli cell is the target of 2,5-HD injury, the end result is a depletion
of germ cells. This raises several questions: How does Sertoli cell dysfunction
translate into germ cell loss? Is the atrophy the result of the loss of a supportive
factor normally produced by the Sertoli cell or is it the consequence of a death
signal produced by the Sertoli cell? Is the depletion due to a decrease in stem cell
commitment to the differentiating germ cell pool or increased germ cell death?
In this section, we consider germ cell apoptosis, growth factors [specifically stem
cell factor (SCF)], and the “irreversible” nature of the germ cell loss after 2,5-HD
exposure.

Apoptosis

Apoptosis, a controlled and highly ordered cell death, occurs during spermatoge-
nesis to regulate germ cell production (63). In the rat, an important control point
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Figure 4 The Sertoli cell provides trophic factors to various germ cells (spermatogo-
nia, pachytene spermatocyte, round spermatid, and elongate spermatid) by secreting a
seminiferous tubule fluid. Microtubule-dependent transport facilitates this supportive
role, using microtubule motors to move vesicles along the abundant, radially oriented,
Sertoli cell cytoplasmic microtubules. In this model, a secretory granule is moving
toward the microtubule<) end, translocating from the perinuclear Golgi apparatus to
the seminiferous tubule lumen. Cytoplasmic dynein, an abundant Sertoli cell protein
(33), is the presumptive motor to catalyze this basal-to-lumenal microtubule-dependent

transport.
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involves type A_sspermatogonia; a large portion of these germ cells normally un-
dergo apoptosis (64, 65). Germ cell apoptosis also can be upregulated massively
in response to hormonal or cytokine deprivation or in response to injuries, such
as heat, radiation, or toxicant exposure (66—69). Initiators of apoptosis include in-
tracellular “stress sensors” or external signals, which trigger apoptosis via ligand
binding to cell surface receptors. The Fas system is a paracrine pro-apoptotic sig-
naling pathway; in the testis, Fas ligand is expressed by Sertoli cells and induces
apoptosis in germ cells expressing Fas receptor (70-73). p53 is a transcription fac-
tor with an important pro-apoptotic role in the testis that modulates the expression
of bcl-2 family members, the Fas receptor, and other elements of the apoptotic
machinery (74, 75).

The apoptotic signal, whether intracellular or extracellular in origin, results in
activation of a caspase cascade that disassembles the cell (76—78). This controlled
destruction includes the cleavage of cytoskeletal proteins, changes in the lipid
membrane, and DNA fragmentation evident as a DNA ladder by gel electrophore-
sis. Blanchard et al. (79) established that the mechanism of germ cell death in
response to 2,5-HD exposure is indeed apoptosis. Using gel electrophoresis to
visualize DNA fragmentation, ladders were most prominent five weeks into the
toxicant exposure, and in situ DNA end-labeling showed an increase in germ cell
apoptosis as early as two weeks into treatment.

How the apoptotic system is activated depends on the mechanism of injury
and how the cells sense the injury. Because the Sertoli cell is the target of 2,5-
HD-induced injury, germ cell death is secondary to Sertoli cell dysfunction and
could be the result of a paracrine death signal initiated by the Sertoli cell or the
lack of a survival or proliferation factor produced by the Sertoli cell. The pos-
sibility that the Sertoli cell actively signals germ cell death is supported by the
concomitant increases in Fas ligand and Fas mRNA expression with the onset
of germ cell apoptosis (71, 80). Mutant mice lacking functional Fas ligand have
less germ cell apoptosis than wild-type controls following exposure to the model
Sertoli cell toxicant, mono-(2-ethylhexyl)phthalate (81). An intellectually satisfy-
ing model is one in which Sertoli cells send a death signal to the population of
dependent germ cells they can no longer support, thereby explaining the increased
Fas system mRNA.

Stem Cell Factor/c-Kit

Whatever the signals are that trigger germ cell apoptosis, the initiating event
could be a deficiency of a survival factor due to failure of the normal Sertoli
cell microtubule-dependent formation of seminiferous tubule fluid. One important
survival factor made by Sertoli cells and required by germ cells is stem cell factor
(SCF) (82).

SCF is a ligand that is expressed on Sertoli cells. A proteolytic cleavage
site within exon 6 results in two isoforms of SCF, a soluble isoform (sSCF)
and a membrane-bound isoform (MSCF). c-Kit, the SCF receptor, is a 145-kD
transmembrane tyrosine kinase expressed on germ cells and Leydig cells, the
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testosterone-producing cells in the testicular interstitium. Structurally, c-kit be-
longs to the platelet-derived growth factor receptor superfamily (83, 84).

Two well-studied mutants of SCF and c-kit are Steel factor (SI) and dominant
white spotting (W) mice, respectively. Sl and W mice are deficient in melanogene-
sis, erythropoiesis, and gametogenesis (85). During embryogenesis, SCF and c-kit
are essential for maintenance and proliferation of primordial germ cells (86, 87).
Fertility is restored upon transplantation of W mice with Sl or wild-type germ cells,
but not by transplantation of W germ cells into SI mice (88). In another genetic
complementation experiment, injection of mSCF-expressing replication-deficient
adenovirus into the seminiferous tubule lumens of S| mice resulted in Sertoli cell
infection and restoration of spermatogenesis (89). Immunolocalization with an
anti-c-kit antibody showed expression on type A, In, and B spermatogonia along
with Leydig cells and preleptotene spermatocytes. Use of an anti-c-kit antibody to
block SCF binding in vivo led to a loss of type Aspermatogonia (90). These data
implicate binding of Sertoli cell-derived SCF to germ cell c-kit as an important
regulatory mechanism controlling survival of spermatogonia.

The seminiferous tubule atrophy induced by 2,5-HD treatment persists long
after the exposure has ended (30). Spermatogonia were present in reduced (91),
albeit relatively constant, numbers following toxicant-induced injury (28). Inter-
estingly, the remaining spermatogonia were actively proliferative but failed to
repopulate the atrophic testis (92). Spermatogonial modeling in 2,5-HD-treated
rats with irreversible injury has shown a large increase in apoptosis of typadd
A, spermatogonia (92). As discussed above, this block in spermatogenesis at type
As_4 spermatogonia correlates with the germ cell developmental stage requiring
SCF/c-kit activity for survival.

Because 2,5-HD is a Sertoli cell toxicant and SCF is expressed by Sertoli
cells, alterations in its function after toxicant exposure could contribute to the
persistence of testicular atrophy. Interestingly, SCF was present in testis after
exposure; however, the ratio of SSCF to mSCF was altered (91). Normally in
adult rats, twofold more mSCF is expressed than sSCF. Exposure to 2,5-HD led to
a preferential expression of sSCF, which correlated temporally with the onset of
atrophy (91). Reversal of the atrophic state with GnRH agonist therapy (see below)
resulted in a significant increase in the proportion of mSCF that was expressed,
returning the expression pattern toward normal (93). In a pharmacologic test,
exogenous SCF was administered to the atrophic testes of 2,5-HD-treated rats. This
therapy was associated with an increase in the percentage of seminiferous tubules
with large clones of proliferating germ cells (91), suggesting that manipulations
of the in vivo level of SCF could affect proliferation and survival of typge A
spermatogonia in 2,5-HD-induced irreversible injury.

The spontaneous mouse mutant called Steel-Dicki®, (@hich expresses only
the soluble form of SCF, provides a molecular model of deficient mSCF expres-
sion. In the Sl mutant, a 4-kb intragenic deletion of the SCF sequence leads
to expression of only sSCF, resulting in anemia, white coat color, and infertility
(94, 95). This mutant has normal migration of primordial germ cells to the genital
ridge but fails to maintain normal spermatogenesis. In vitro, germ cells exhibit a
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diminished capacity to bind $Bertoli cells, a defect corrected by expression of
recombinant mSCF by Sertoli cells (96). Notably, thé 8buse mutant and the
2,5-HD-injured atrophic rat testis share in common a deficiency of mSCF expres-
sion and a failure of the seminiferous epithelium to support germ cell development
beyond spermatogonia.

The apoptotic machinery involved in cell death following SCF deprivation has
not been well characterized. However, germ cell apoptosis in c-kit-deficient mice
has been shown to be p53 dependent—that is, germ cell apoptosis in W mice is
reduced if functional p53 is missing (97). Additionally, decreases in bax and other
pro-apoptotic bcl-2 family members and increases in anti-apoptotic bcl-2 family
members have been demonstrated in response to SCF (98).

Irreversible Injury

The reason for the persistence of 2,5-HD-induced testicular atrophy is unknown.
Both the accumulation of testicular pyrroles and the alteration in testicular micro-
tubule assembly that occur during treatment with 2,5-HD return to baseline levels
soon after exposure ends (26).

Treatment with a gonadotropin releasing hormone (GnRH) agonist can success-
fully reverse the “irreversible” 2,5-HD-induced testicular atrophy. In rats treated
with 2,5-HD for 23 days and given depot GnRH agonist therapy for 10 weeks im-
mediately after toxicant exposure, greater than 90% of seminiferous tubule cross-
sections showed signs of germ cell repopulation, with approximately 80% of the
seminiferous tubules containing mature spermatids. In contrast, toxicant-treated
controls repopulated only 1% of their seminiferous tubules (93). A similar rever-
sal of testicular atrophy has been observed following treatment of testis-irradiated
LBNF1 rats with GnRH agonists, GnRH antagonists, or testosterone (99, 100).
Testicular atrophy induced by the chemotherapeutic agent procarbazine is also
reversed by GnRH agonist therapy (101).

The ability of GnRH agonist therapy to stimulate spermatogenesis in atrophic
testes is apparently mediated by a suppression of intratesticular testosterone levels
(102). It is widely accepted that spermatogenesis is dependent upon gonado-
tropin support, mediated by complex feedback through the hypothalamic-pituitary-
gonadal axis, and that withdrawal of testosterone and FSH results in a stage-specific
loss of germ cells. However, the ability of testosterone-suppressing therapies to
stimulate spermatogenesis in the atrophic testis suggests that testosterone may be
inhibitory to the differentiation of type A spermatogonial cells in cases of testicular
atrophy, perhaps by enhancing apoptosis among spermatogonial cells. Although
the evidence supporting the involvement of intratesticular testosterone suppres-
sion in the reversal of testicular atrophy is quite compelling (103), ablation of
Leydig cells in atrophic testes from 2,5-HD-treated rats failed to stimulate a re-
covery of spermatogenesis. Acute exposure to ethane dimethane sulphonate (EDS)
suppressed intratesticular testosterone levels, yet regardless of whether EDS was
administered alone or in combination with GnRH agonist therapy, failed to reverse
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2,5-HD-induced testicular atrophy (104). These results suggest that Leydig cell
factors, in addition to a lowered intratesticular testosterone level, may be important
to the reversal of 2,5-HD-induced testicular atrophy.

FUTURE DIRECTIONS

Considerable effort has been applied to investigating 2,5-HD-induced testicular in-
jury, both to enhance our understanding of pathways susceptible to disruption and
to identify those complex mechanisms that govern spermatogenesis. As described
in this review, the proposed pathogenic sequence for 2,5-HD-induced testicular
injury is as follows: 2,5-HD-induced cross-linking of tubulin leads to altered mi-
crotubule assembly, which results in altered microtubule-dependent transport; in
Sertoli cells, this altered microtubule-dependent transport is manifested as de-
creased seminiferous tubule fluid formation and a failure to provide adequate
support to germ cells causing them to undergo apoptosis. In developing this mech-
anistic hypothesis, many unanswered issues have been raised. A brief listing of
some ofthese issues follows in the hope that their articulation will pique the interest
that they deserve:

= Additional structural studies could further elucidate the biochemical basis of
the 2,5-HD-induced alteration in microtubule assembly, but progress in this
area s limited by the poorly understood chemistry ediketone adducts and
cross-links.

= The underlying basis for the selective nervous system and testicular injury
resulting from 2,5-HD exposure is unknown, but this pattern of toxicity sug-
gests either a similar molecular target or a shared architectural vulnerability
in the two tissues.

= Although indirect evidence supports the assertion that 2,5-HD alters Sertoli
cell microtubule-dependent transport and inhibits seminiferous tubule fluid
formation, the molecular connections between these processes remain to be
elucidated.

= Because deficiencies in the p53 and Fas system pathways protect against
germ cell loss, effective pharmaceuticals resulting from a better molecular
understanding of the apoptotic machinery could ameliorate the consequences
of toxicant-induced testicular injury.

In a sense, the very general chemical reactivity of 2,5-HD is both its greatest
strength and greatest weakness as an investigative tool. As a blunt instrument,
2,5-HD has been useful for identifying microtubule-dependent transport as a vul-
nerable, failure-prone pathway within the Sertoli cell, but the lack of specificity in
its reactivity has made it difficult to progress from correlation to causation. As de-
scribed below, future experiments using molecular techniques are being designed
to specifically disrupt Sertoli cell microtubule-dependent processes and examine
subsequent germ cell effects.
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Historically, insight into the role of Sertoli cell microtubules in promoting sper-
matogenesis has been gleaned from analyzing the actions of known microtubule
disrupters in the testis. Both colchicine and taxol lead to defects in spermiation and
residual body elimination, activities attributed to Sertoli cells (105-107). Because
microtubules are presentin all cells, however, these studies cannot rule out potential
actions on other cellular targets, particularly on the germ cells themselves.

A true test of this model requires selective access to Sertoli cell microtubule
networks in vivo, independent of direct effects on germ cells. Such a mechanism
precludes toxicant or pharmacologic manipulations of microtubules, which exert
effects globally. Cell-type specificity can only be afforded by molecular interven-
tions that are capable of being either delivered or expressed in subsets of cells.

To date, few cell-specific interventions have been devised. Progress has been
made with tissue-specific transgenics, which allow for expression of proteins in
subsets of cells (108); however, these constructs are difficult to make and validate.
Moreover, effects of ectopic gene expression on spermatogenesis in adult animals
may not be easily separable from developmental effects, unless expression is tightly
controlled.

Recent success has been achieved with the use of adenoviral vectors in the
testis (22, 109-111). Adenoviral vectors are capable of expressing high-levels of
transgene and may be used both in atrophic testes and in testes with intact spermato-
genesis (22, 109-111). They have been demonstrated to be effective therapeutic
agents to correct defective Sertoli gene products, resulting in partial restoration
of spermatogenesis (22). Their utility in targeting adult Sertoli cells in testes with
intact spermatogenesis makes them particularly useful for studying Sertoli—-germ
cell interactions in adult animals.

To address the question of whether selective disruption of Sertoli cell micro-
tubule networks could impair spermatogenesis, it would be necessary to deliver a
gene product that was capable of promoting microtubule polymerization or stabi-
lization to Sertoli cells in intact, adult testes.Tubulin, a microtubule nucleating
protein localized to the centrosome of dividing cells, has been observed to disrupt
microtubule networks and leads to mitotic arrest when overexpressed in mitotically
active cells (112-115). Similar to 2,5-HD or taxol treatment of tubytiubulin
promotes microtubule assembly by serving as a seed or template for microtubule
elongation (116-118). Delivery of an adenoviral vector that overexpressed
y-tubulin would be expected to perturb the Sertoli cell microtubule network sim-
ilar to treatment with 2,5-HD, without direct effects on germ cells, which do
not express adenoviral transgenes (109). Indeed, overexpressietulodlin was
observed to alter the distribution of tubulin immunoreactivity in infected Sertoli
cells (data not shown) and to inhibit spermatid release and residual body pro-
cessing (Figure 5), processes presumed to be dependent upon normal microtubule
function.

This model also has the potential to address more fundamental questions of
Sertoli cell microtubule organization and Sertoli-germ cell interdependence. The
mechanism of microtubule nucleation in any polarized epithelial cell is presently
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unknown. The apical orientation of the microtubule organizing center of Sertoli
cells has beenwell documented (47); however, no information is available about the
underlying structures that determine the distribution of microtubules. That Sertoli
cell microtubule networks are important for spermatogenesis is suggested by their
highly dynamic nature throughout the seminiferous epithelial cycle and their close
apposition to associated germ cells (107, 119). This implies that a precise mecha-
nism of microtubule organization is in place to facilitate restructuring of the sem-
iniferous epithelium by accommodating changes in germ cell position and shape.
Of perhaps greater importance for understanding the nature of the Sertoli-germ
cell interaction is determining the degree to which germ cells depend upon Sertoli
cell secretory products. Given the elongated structure of the Sertoli cell and the
elaborate architecture ofits cytoplasmic associations with germ cells, itis likely that
microtubule disruption would impair timely delivery of secretory products to their
appropriate germ cell destinations. Inhibition of Sertoli cell secretory pathways
would provide insight about whether germ cells could undergo normal differentia-
tion in the absence of a functional Sertoli cell secretory system, and would provide
insight into the roles that Sertoli cells perform in maintaining spermatogenesis.
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Figure 5 y-tubulin overexpression in Sertoli cells in vivo leads to disruption of
spermatogenesis. An adenovirus co-expresgttigbulin and green fluorescent protein
was injected into the rete testis and back-perfused into seminiferous tubule lumens.
After 72 h, the infected testis was embedded and serially sectioned. Many Sertoli
cells in this seminiferous tubule cross section were infected and are expressing green
fluorescent proteinA). Although structurally intact, the seminiferous epithelium is
significantly disrupted with retention of advanced spermatiisg arrowg after the

next generation of spermatids has begun elongatn@wy head$. Sertoli cells in
infected tubules also failed to eliminate residual cytoplasm appropriately from elongate
spermatids ghort arrowg. Staining B) was performed with periodic acid Schiff's
reagent and hematoxylin.



Annu. Rev. Pharmacol. Toxicol. 2003. 43:149-73
doi: 10.1146/annurev.pharmtox.43.100901.140251
Copyright(© 2003 by Annual Reviews. All rights reserved
First published online as a Review in Advance on August 6, 2002

HuMAN EXTRAHEPATIC CYTOCHROMES P450:
Function in Xenobiotic Metabolism and
Tissue-Selective Chemical Toxicity in the
Respiratory and Gastrointestinal Tracts*

Xinxin Ding and Laurence S. Kaminsky

Wadsworth Center, New York State Department of Health and School of Public Health,
State University of New York, Albany, New York 12201; email: xding@wadsworth.org,
kaminsky @wadsworth.org

Key Words CYP, small intestine, lung, nasal mucosa, cancer

m Abstract Cytochrome P450 (CYP) enzymes in extrahepatic tissues often play a
dominant role in target tissue metabolic activation of xenobiotic compounds. They may
also determine drug efficacy and influence the tissue burden of foreign chemicals or

bioavailability of therapeutic agents. This review focuses on xenobiotic-metabolizing

CYPs of the human respiratory and gastrointestinal tracts, including the lung, tra-
chea, nasal respiratory and olfactory mucosa, esophagus, stomach, small intestine, and
colon. Many CYPs are expressed in one or more of these organs, including CYP1A1,

CYP1A2, CYP1B1, CYP2A6, CYP2A13, CYP2B6, CYP2C8, CYP2C9, CYP2C18,
CYP2C19, CYP2D6, CYP2E1, CYP2F1, CYP2J2,CYP2S1, CYP3A4, CYP3A5, and

CYP4BL1. Of particular interest are the preferential expression of certain CYPs in the

respiratory tract and the regional differences in CYP expression profile in different

parts of the gastrointestinal tract. Current research activities on the characterization of
CYP expression, function, and regulation in these tissues, as well as future research

needs, are discussed.

OVERVIEW

Cytochrome P450 (CYP) enzymes, particularly those inGé>1 CYP2 and
CYP3gene families (1), catalyze the biotransformation of a wide variety of xeno-

biotic compounds. The organ that expresses the highest levels of CYP is the liver,

*Abbreviations used in text: CYP, cytochrome P450; HMPA, hexamethylphosphoramide;
NDEA, N-nitrosodiethylamine; NNK, 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone;

CPR, NADPH-cytochrome P450 reductase; RT-PCR, reverse transcriptase-polymerase

chain reaction; TCDD, 2,3,7,8-tetrachlorodibenzo-p-dioxin; AFB1, aflatoxin B1; BaP;
benzo(a)pyrene; G.l., gastrointestinal.
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which plays the dominant role in the first-pass clearance of ingested xenobiotic
compounds and controls the systemic level of drugs and other substrate chemi-
cals. Extrahepatic tissues, especially those that are the portals of entry for foreign
compounds, such as the respiratory and the gastrointestinal tracts, also express
xenobiotic-metabolizing CYPs. In these tissues, CYPs not only contribute to the
first-pass clearance but may also influence the tissue burden of foreign compounds
or bioavailability of therapeutic agents.

CYP-mediated drug metabolism can also lead to altered drug efficacies through
inactivation of an active drug or activation of a prodrug. Because most drugs have
their targets in extrahepatic tissues, the extent and characteristics of target-tissue
drug metabolism may have a significant impact on effectiveness of treatment. By
the same token, toxic compounds may be detoxified following CYP-catalyzed
biotransformation, and inert xenobiotics, including drugs, may be activated to
become toxicants. Most xenobiotic compounds require metabolic activation by
CYPs to form ultimate carcinogens or toxicants. The reactive intermediates re-
sulting from CYP-catalyzed metabolic activation are often unstable and there-
fore are unlikely to be transported from the liver to other tissues to exert tox-
icity. Thus, chemical toxicity in extrahepatic tissues frequently results from in
situ metabolic activation mediated by CYPs in the target organ, and the tox-
icity of a given compound is tightly linked to its metabolic fate in the target
tissue.

Each tissue has a unique profile of CYP enzymes that, by and large, deter-
mine the sensitivity of that organ to a given xenobiotic compound. Although
most CYPs expressed in extrahepatic tissues are also present in the liver, and
often at higher levels, at least some of them may be regulated differently in dif-
ferent tissues, therefore leading to a tissue-selective response to chemical ex-
posure. Furthermore, some CYPs are expressed preferentially in extrahepatic
tissues, which may lead to unique extrahepatic metabolites and tissue-specific
consequences in cellular toxicity and organ pathology. Risk assessment of po-
tential human toxicants is currently based primarily on data obtained from an-
imal bioassays and on knowledge of the mechanism of toxicity derived from
experimental animals. However, because of the well-known species differences
in biotransformation, a detailed characterization of the expressed CYP enzymes
in human target tissues is crucial for a more accurate prediction of human
risk.

Tremendous progress has been made in recent years in the characterization
of extrahepatic-tissue CYP expression, function, and regulation. The scope of
this review does not allow discussion of all extrahepatic tissues or studies on all
species. We have chosen to focus on the human respiratory and gastrointestinal
(G.1.) tracts because of their importance as portal-of-entry organs in xenobiotic
metabolism and because of our active research in these areas. IQYRagenes
expressed in different parts of the respiratory and G.I. tracts are summarized in
Table 1.
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TABLE 1 Human cytochrome P450 genes expressed in different parts of the respiratory
and gastrointestinal traéts

Organ CYPs detected

Nasal mucosa 2A6, 2A13, 2B6, 2C, 232, 3A

Trachea 2A6, 2A13, 2B6, 2S1

Lung 1A1, 1A2, 1B1, 2A6, 2A13, 2B6, 2C8, 2C18, 2D6, 2E1, 2F1, 2J2,
2S1, 3A4, 3A5, 4B1

Esophagus 1A1, 1A2, 2A, 2E1, 2J2, 3A5

Stomach 1A1, 1A2, 2C, 2J2, 2S1, 3A4

Small intestine 1A1, 1B1, 2C9, 2C19, 2D6, 2E1, 2J2, 251, 3A4, 3A5

Colon 1A1, 1A2, 1B1, 2J2, 3A4, 3A5

aSee text for references.
bEither mRNA or protein.

CYTOCHROME P450 IN THE RESPIRATORY TRACT

Introduction

Tissues of the respiratory tract, which are exposed to both inhaled and blood-
borne xenobiotic compounds, are important targets for environmental toxicity.
The nasal mucosa is a “metabolic hot spot” in animals. Nasal tumors and other
nontumor toxic effects are readily induced in experimental animals following in-
halation or systemic exposure to a variety of industrial chemicals, environmental
pollutants, therapeutic agents, and cigarette smoke-associated chemicals including
the tobacco-specific nitrosamines [for a review, see (2)]. The incidence of human
nasal tumors is generally low, although it is a common cancer in parts of China.
An increased incidence of nasal tumors is found in smokers and in persons occu-
pationally exposed to wood dust, chromate, and other chemicals (2), and extensive
DNA damage is found in the nasal epithelium of children exposed to urban pollu-
tion (3). Numerous compounds have also been found to cause toxicity in the lung
[for reviews, see (4,5)]. In humans, lung cancer is the leading cause of cancer-
related death in the United States, and cigarette smoking is the most important
contributing factor to lung cancer (6, 7). In addition, possible links between respi-
ratory tract xenobiotic metabolism and the etiology of asthma as well as multiple
chemical sensitivity are important topics for exploration. Thus, characterization of
biotransformation enzymes in human nasal mucosa and lung is important for risk
assessment of potential respiratory tract toxicants.

Many cell types within the lung, such as the bronchial epithelial cells, Clara
cells, type Il pneumocytes, and alveolar macrophages, are capable of metabolizing
xenobiatics. In rodents and rabbits, however, Clara cells and type Il cells are the
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most active [for reviews, see (8, 9)]. Accordingly, these cell types are also more
susceptible than other cell types to toxicities resulting from the metabolic activation
of xenobiotics. In humans, the Clara cells may be less important as a targettissue for
metabolic activation of xenobiotics because they seem to lack smooth endoplasmic
reticulum (4). In the nasal mucosa, the microsomal CYPs are expressed in non-
neuronal cells, including the sustentacular cells in the olfactory epithelium and
cells of the Bowman'’s glands in the submucosa (10).

Most studies on xenobiotic-metabolizing CYPs in the respiratory tract focus
on the role of these enzymes in metabolic activation and toxicity. Little is known
of the roles of human respiratory tract CYPs in the disposition or efficacy of
therapeutic agents despite an increased interest in using the nose as an alternative
or even preferred routed of drug delivery. Nevertheless, the knowledge gained
from the basic characterization of the respiratory tract CYPs and the biological
models established for studying the role of these CYPs in metabolic activation
and portal-of-entry organ xenobiotic toxicity will facilitate future studies on their
possible roles in local drug clearance and efficacy.

The subject of respiratory tract CYPs has been covered in several previous
reviews [e.g., (2, 11-13)] and by a comprehensive monograph (14). Therefore,
only recent advances are reviewed here, with an emphasis on CYPs expressed
preferentially in the respiratory tract. Unlike the following section on CYPs in
the G.I. tract, this section is not divided according to anatomical parts; the nasal
mucosa, lung, and trachea all seem to share a common subset of CYPs that are
expressed preferentially in the respiratory tract.

Expression of Cytochrome P450 in the Respiratory Tract

Many microsomal CYPs have been detected in human lung, including CYP1A1,
2B6, 2E1, 2F1, 3A4, 3A5, 4B1 (13), CYP1A2 (15), 1B1 (16, 17), 2A6 (18, 19),
2A13 (20), 2C (18, 21), 2D6 (22), 2J2 (23), and 2S1 (24). Most of these enzymes
are expressed in the lung at levels much lower than in liver, but several, including
CYP2A13 (20), 2F1 (25), 2S1 (24), 3A5 (26), and 4B1 (27), are preferentially
expressed in the lung. CYP2A6, 2A13 (20), 2B6 (28), and 2S1 (24) have also been
detected in the trachea.

Several studies have examined the expression of CYPs in human nasal mucosa.
CYP2A6 (29), 2A13 (20, 30), 2C, and 3A (31) have been detected in adult nasal
mucosa, and CYP2A6, CYP2A13, CYP2B6, and CYP2J2 have been detected in
fetal nasal mucosa (32). Additional CYPs are expected to be present in human
nasal mucosa because more than 10 different microsomal CYPs, including CYPs
ofthe 1A, 2A, 2B, 2C, 2E, 2G, 2J, 3A, 4A, and 4B subfamilies, have been identified
in the nasal mucosa in various animal species (33). Notably, CYP content in the
nasal mucosa is among the highest of all extrahepatic tissues in many mammalian
species, although apparently not in humans (2, 12).

Interestingly, all functionalCYP genes in aCYP2gene cluster on chromo-
some 19, includineYP2A6 2A13 2B6, 2F1, and2S1(34), are expressed in the
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respiratory tract. Moreover, whereas CYP2A6 is expressed primarily in the liver
[e.g., (20)] and CYP2B6 is expressed in liver and many other tissues (28),
CYP2A13, 2F1, and 2S1 are preferentially expressed in the respiratory tract.
These latter genes, which are particularly interesting because of their likely roles
in tissue-selective chemical toxicity, are described in more detail below. Notably,
the CYP2G1gene, which is expressed only in the olfactory mucosa and is func-
tional in other mammals, has apparently been inactivated in humans (35), and the
CYP2B7Rgene, which is expressed in the lung, is also nonfunctional.

Three full-length genes are known in the hum@\P2A subfamily (34):
CYP2A6 CYP2AT7 andCYP2A13 CYP2A6 has been detected in human nasal
mucosa (29) and lung (18,19). CYP2A7, which is nonfunctional (34), was not
detected in human nasal mucosa or lung (19, 30). CYP2A13 mRNA is expressed
atits highest levels in the nasal mucosa, followed by the trachea and lung (20). The
level of CYP2A13 mRNA is much higher than that of CYP2A6 in the respiratory
tract.

The expression of CYP2A protein in human lung was reported in an immunoblot
study in which a polyclonal anti-CYP2A6 antibody was used (18); this antibody
most likely cross-reacts with the highly homologous CYP2A13. More recent stud-
ies involving in situ hybridization suggest that CYP2A13 is expressed in both
bronchial and alveolar epithelia (J. Guo & X. Ding, unpublished data). Abundant
expression of CYP2A proteins in both olfactory and respiratory nasal mucosa was
demonstrated in an earlierimmunohistochemical study (10). A CYP2A13-specific
antibody is not yet available. Heterologously expressed CYP2A13 is active toward
many compounds (20), such ds@ethoxyacetophenone, 2,6-dichlorobenzonitrile,
hexamethylphosphoramide (HMPA)N-dimethylanilineN-nitrosodiethylamine
(NDEA), andN-nitrosomethylphenylamine. CYP2A13 also appears to be the most
efficient CYP enzyme in the metabolic activation of a well-known tobacco-specific
carcinogen, 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK).

There is only one functional gene in the hun@YiP2Fsubfamily. CYP2F1 was
originally cloned from a human lung cDNA library (25). Substrates for CYP2F1 in-
clude ethoxycoumarin, propoxycoumarin, and pentoxyresorufin, but not ethoxyre-
sorufin (25). Heterologously expressed CYP2F1 had only modest activity in the
metabolic activation of 4-ipomeanol, a pulmonary toxin (36), but it was efficient
in the metabolic activation of several other lung toxins, including 3-methylindole
(37), naphthalene (37), and styrene (38). The relative rates of metabolic activa-
tion of 3-methylindole by CYP2F1 and CYP2A13 have not been examined, but
CYP2F1 was approximately three times more active than was CYP2A6 in this
reaction (39).

CYP2S was recently identified through a bioinformatics approach; the full-
length cDNA was obtained by reverse transcription-polymerase chain reaction
(RT-PCR) (24). CYP2S1 mRNA appears to be highly expressed in trachea and
lung, and CYP2S1 protein was also detected in human lung by Western blot
analysis using an antiserum against the C terminus of the enzyme. However,
the activity of the enzyme was not reported. Of interest, CYP2S1 was inducible
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by 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) in a human lung epithelial cell
line (40).

Because of potential vulnerability of fetuses to developmental toxicity resulting
from transplacental xenobiotic exposure, several studies have examined the expres-
sion of CYPs in various fetal tissues. CYP1A1 mRNA was detected in fetal lung
at gestational days 55 to 145 (41). CYP1B1 mRNA and proteins immunochemi-
cally related to CYP3A were also detected in fetal lung (42). Expression of several
CYPs, including CYP2A6, CYP2A13, CYP2B6, and CYP2J2, was detected in
human fetal nasal mucosa in a recent study (32). The expression of CYP2A13,
an avid enzyme for metabolic activation of NNK, in human fetal nasal mucosa
may have significant implications in developmental toxicology because NNK
can be transferred transplacentally from women who smoke cigarettes to fetuses
(43).

Several studies have compared the expression level of CYPs in tumor versus
nontumortissuesinthe lung[e.g., (44)]. These data may provide useful information
for cancer chemotherapy, but may notindicate a role of these CYPs in the initiation
of tumorigenesis. The CYP expression levels may change at different stages of
tumor development.

Role of Individual Cytochromes P450
in Microsomal Metabolism

Studies on the roles of various human CYPs in the metabolic activation of xeno-
biotics in the respiratory tract are of paramount importance for understanding the
mechanisms of chemically induced nasal and pulmonary toxicities, yet only lim-
ited progress has been made. Although CYP-dependent xenobiotic-metabolizing
activities have been detected in human nasal microsomes [e.g. (45)], the role of in-
dividual CYPs has not been examined. The very limited availability of human nasal
tissues for metabolic studies remains a major obstacle. In contrast, human lung mi-
crosomes are now readily available for in vitro studies, though these microsomes
usually have very low metabolic activity. Itis difficult to assess the extent to which
in vitro data reflect activities in intact lung in vivo because the level and activity of
pulmonary CYPs may be highly sensitive to the surgical conditions to which most
lung biopsy or autopsy tissues were exposed. Nevertheless, in vitro studies are still
valuable, particularly when combined with other approaches, including the quan-
tification of the levels of enzyme expression in the same microsomal preparations
used for metabolic studies and kinetic analysis of heterologously expressed CYPs.

CYP1AL1 plays a major role in the metabolic activation of many aromatic hy-
drocarbons in human lung, such as 5-methylchrysene and 6-methylchrysene (46).
Several CYPs, including CYP2F1, CYP4B1, and CYP2A6, may be involved in the
metabolic activation of 3-methylindole in human pulmonary microsomes (47). The
metabolic activation of aflatoxin B1 (AFB1) in human lung may involve CYP3A4
(48). The metabolism of 1,1-dichloroethylene to a reactive epoxide by human lung
microsomes may be mediated by CYP2E1 (49).
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Human lung microsomes are active in the metabolism of NNK. However, the
major CYPs responsible for NNK activation have not been identified. In lung
microsomes, CYP2AG6 or a related enzyme was implicated in NNK activation;
lipoxygenases and lipid hydroperoxides may also be involved (50). The high effi-
ciency of CYP2A13 in NNK metabolic activation and the preferential expression
of CYP2A13 in the respiratory tract (20) suggest that CYP2A13 may play a major
role in the metabolic activation of this important respiratory tract procarcinogen.
However, direct evidence for its involvement has not been demonstrated at the
microsomal level.

NNK metabolism has not been examined in human nasal mucosa. However,
human nasal microsomes were found to have relatively high activities in the
N-deethylation of NDEA (45). Metabolic activation of NDEA has also been
demonstrated in human lung cell lines (51). However, the CYPs responsible for
the metabolic activation of NDEA in human nasal mucosa and lung have not been
identified. Human nasal mucosa is also active in the metabolic activation of HMPA,
a known rodent nasal carcinogen (45). Both CYP2A6 and CYP2A13 are active in
this reaction, with CYP2A13 being the more active of the two (20).

Biological Models for Studying Function of Respiratory
Tract Cytochromes P450 in Xenobiotic Metabolism
and Chemical Toxicity

Metabolic studies using biological models are important for determining the signif-
icance of specific enzymes or pathways in toxicity. For example, in an interesting
series of studies (52), murine lung tumors were found to have diminished CYP
expression and activities, and they were also found to be resistant to cytotoxicity
induced by xenobiotics, thus supporting a role of local CYP in metabolic activa-
tion. However, to date no studies have directly evaluated the in vivo role of human
respiratory tract CYPs in xenobiotic metabolism or toxicity. Limited studies have
been done with animal models or cell lines. For example, Mace and coworkers
(53) transfected human CYP1A2 into a human lung cell line and demonstrated
increased cytotoxicity following exposure of the cells to AFB1. The abilities of
specific lung cells to metabolize toxicants were also demonstrated for isolated lung
cells of different types (54). Other models include microdissected airway cultures,
which maintain their differentiated status and CYP expression (55).

Studies correlating the levels of benzo(a)pyrene (BaP)-DNA adduct in human
lung with CYP1Algenotype have also been reported (56). Although these studies
do not necessarily indicate the role of lung CYPs in metabolic activation, a recent
study did confirm the role of CYP1A1 induction in BaP-DNA adduct formation
in two human lung tumor cell lines (57). The potential correlation between ge-
netic polymorphisms ilCYPgenes, such a&8YP1A1CYP2D6 or CYP2E1 and
lung cancer incidence has also been studied [e.g., see (7)]. However, a clear and
conclusive correlation has not been found with any of@Gé&>genes studied. An
interesting development along this line is the somewhat controversial finding that
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reduced hepatic clearance of nicotine, as a consequence of genetic polymorphisms
intheCYP2A6gene, is associated with a lower incidence of lung cancer in certain
populations (58). Notably, th€YP2A13gene is also highly polymorphic [(59);
X. Zhang & X. Ding, unpublished data]. Thus, individuals defective in both
CYP2A6andCYP2A13genes may be further protected from cigarette smoking-
induced respiratory toxicity.

An increasing number of animal studies, utiliziGy Rknockout mice or uti-
lizing chemical inhibitors, have dealt with the role of CYPs in respiratory toxicity.
Again, studies measuring in vivo systemic clearance generally do not provide
data regarding specific extrahepatic organ contribution. Although seuatal
knockout and transgenic mouse models have been generated [for a review, see
(60)], mice with tissue-specifi€YP gene deletion or respiratory tract—selective
expression of humaBY Ptransgene have not been reported. HoweveCiplat
null mice are suitable for conditional gene targeting (61) and therefore should
be useful for studying specific roles of CYP1A1 in extrahepatic tissues. Other
models, including mice with tissue-specific NADPH-cytochrome P450 reductase
(CPR) gene deletion, under development in this (X. Ding, unpublished data) and
other (62) laboratories may also be highly useful, as they will allow analysis of the
combined roles of all microsomal CYPs in a given organ. A potential problem with
in vivo studies in mice, however, is the existence of the well-known, yet poorly
characterized, strain-related differences in gene expression and function. Further-
more, potential complications resulting from the genetic manipulations involved
in the production of a mutant mouse strain may also lead to unexpected results.
For example, the expression of the neighboi@yp2a5gene was suppressed in
the liver of Cyp2gtnull mice (X. Zhuo & X. Ding, unpublished data).

Two studies have examined the effectsadfPgene deletion on nasal xenobi-
otic toxicity. Whereas systemic deletion Gfp2elprotected nasal mucosa from
chloroform toxicity (63), deletion oCypla2did not protect the nose from ac-
etaminophen toxicity (64). In the latter case, acetaminophen activation by nasal
mucosa-selective CYP2A5 and 2G1 was thought to be responsible for the local tox-
icity. The same may apply to many other compounds known to cause nasal mucosa-
selective toxicity, such as coumarin, 2,6-dichlorobenzonitrile, and HMPA. Clearly,
knockout models for these nasal mucosa-predominant CYPs should be invaluable
for determining whether the nasal CYPs are responsible for tissue-selective toxic-
ity. In the case of CYP2G1, for which humans do not have a functional ortholog,
theCyp2g1null mice also represent a humanized mouse model that may be useful
for risk assessment.

Regulation of Cytochromes P450 in Human Respiratory Tract

Several CYPs, including CYP1A1, 1A2, 1B1, 2E1, and 3A5, may be inducible in
human lung. For example, CYP1AL, which is normally expressed in the lung at
trace levels, is induced significantly by cigarette smoking [e.g., (65)]. Induction of
CYP1Al and 1A2 by TCDD and other compounds was also suggested by a recent
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study using human lung explant culture system (66). Hukkanen and coworkers (67)
observed that in the human alveolar type Il cell-derived A549 adenocarcinoma cell
line, CYP1Al and 1B1 mRNAs were induced 56-fold and 2.5-fold, respectively,
by TCDD; CYP3A5 mRNA was induced 8-fold by dexamethasone and 11-fold
by phenobarbital, whereas CYP3A4 was not detected. The mRNAs of several
other CYPs, including CYP1A2, 2A6, 2A7, 2A13, 2F1, and 4B1, were also not
detected in this study. The pulmonary inducibility of CYP2A6, 2B6, 2C, and 3A4,
which are all inducible in hepatocytes, has not been documented. Inducibility
of CYPs has not been examined in human nasal mucosa, although it has been
suggested that potential induction of nasal CYPs by tobacco smoke may enhance
resistance to xenobiotics implicated in parkinsonism and other neurologic diseases
(68).

Studies correlating levels of CYP expression (mostly of mRNA) with amount
of cigarette smoking have been reported, but these are complicated by issues
including incomplete accounting of patient exposure and medical history (such as
the extent of use of a respirator during surgery), specimen quality (postmortem
time and specimen storage condition), heterogeneity of the tissues assayed in which
different cell populations may undergo different responses, and potential genetic
polymorphisms irCYPgene regulation. In vivo studies using noninvasive marker
substrates have limited application for extrahepatic tissues due to difficulties in
determining the organ distribution of metabolism, but they may hold promise for
CYPs expressed preferentially in the respiratory tract, such as CYP2A13. In this
regard, it should be feasible to detect and quantify volatile metabolites from inhaled
CYP2A13 substrates via techniques such as real-time gas chromatography—mass
spectrometry of exhaled air. For some CYPs, such as CYP2E1, the inducibility in
extrahepatic tissues can be predicted according to the mechanisms of the CYP’s
induction, but the extent of its induction will be affected by the concentration of
the inducers in the respiratory tract.

The tissue-restricted inducibility of some CYPs, such as CYP2A (69) and
CYP2B (11), has been demonstrated in animal models. From a physiological
point of view, each CYP may have unique, yet unknown, functions in a tissue, and
thus there may be a need for the tissue to maintain a relatively constant level of its
expression. Alternatively, some CYPs in the respiratory tract may not respond to
ingested or systemically administrated inducers because the level of inducers and
duration of exposure cannot be maintained. In addition, an important issue to con-
sider when studying CYP induction in the respiratory tract is that many inducers
may cause tissue-selective toxicity, including inflammatory responses, leading to
the loss of CYP expression. Thus, a lack of observed induction may not necessar-
ily indicate the existence of tissue-specific transcriptional or posttranscriptional
regulatory mechanisms.

The tissue-selective expression of seve€réPgenes in the respiratory tract has
been explored in order to identify mechanisms of regulation, primarily through the
use of animal models. F&YP2A a nuclear factor I-like element (called NPTA
element) is present in the proximal promoter region; it is conserved in rodent and
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humanCYP2Ag(70). The intriguing possibility that th€YP2A 2B, 2F, and2S
genes, which are part of the chromosom€¥P2gene cluster, may share common
regulatory mechanisms for selective expression in the respiratory tract remains to
be explored. The lack of cell lines that normally express these CYPs renders it
very difficult to perform traditional promoter analysis. It is also challenging to
perform in vitro DNA-binding studies with nuclear extracts from human tissues.
A transfection experiment with human lung cells (71) showed that C/EBP factors
are needed for differentiation-dependent expression of rat 2B1 in A549 cells; this
experiment used a construct previously shown to lead to lung-specific expression
in transgenic mice.

The promoter region of humaBlY P2F1is being explored through in vitro meth-
ods, with nuclear extracts from human lung (G. Yost, personal communication).
An apparently lung-selective binding site was identified within a 31-bp sequence
(—152 to—182) in theCYP2F1promoter that does not match any known regula-
tory motif. The same group also evaluated the regulation of the h@&dB1
gene and identified two regulatory enhancer domains in the proximal region of
the CYP4B1promoter, which appear to be unique, previously uncharacterized
regulatory elements.

Several transgenic mouse studies have attempted to map important promoter
regions for selective CYP expression in lung or nasal mucosa. In one, a 1.3-kb frag-
ment of the raCYP2BIpromoter was able to confer tissue-selective expression of a
reporter gene in lung and liver (72). Similarly, a@tP2A3ransgene with 3.4-kb
5-flanking sequence was selectively expressed in the nasal mucosa, as well as in
other tissues known to express the endogenous ni@yseasgene (73). However,
in both cases, the level of transgene expression was quite low. In another study, a
3.6-kb mous€yp2glpromoter was used to drive the expression of a reporter gene
(74). The transgene was expressed only in the olfactory mucosa, consistent with
the idea of tissue-specific expression of Gygp2glgene. Nevertheless, within the
olfactory mucosa, the reporter gene was expressed primarily in the duct cells of
Bowman'’s gland, whereas the endogenByp2glgene is expressed primarily in
the supporting cells and Bowman'’s gland. The results from these studies suggest
the need to use large DNA inserts to avoid effects of integration site on transgene
expression. Other approaches, such as the use of viral vectors, are being explored
(X. Ding, unpublished data); these are less time-consuming, although they are
often restricted in the amount of DNA sequence that can be included.

CYTOCHROMES P450 IN THE GASTROINTESTINAL TRACT

Introduction

Elucidation of the roles for CYPs in G.I. tract xenobiotic metabolism has been a
slow process, particularly in humans. The capability of the small-intestinal mu-
cosa to metabolize xenobiotics, such as tetrahydrocannabinol (75), flurazepam
(76), ethoxycoumarin (77), and aryl hydrocarbons (78), was reported as early as
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the mid-to-late 1970s. By the late 1980s and early 1990s, the expression of CYP2C,
2D6, and 3A, as well as CPR, in the human small intestine had been reported
(79-83). Ethoxycoumari®-deethylase and aminopyrihedemethylase activities
were detected in both the colon and the ileum of older patients (84). The early sta-
tus of CYP-mediated G.l. tract metabolism was summarized in a review (85), and
that of small-intestine metabolism was described in a review from our laboratory
(86).

Several factors have contributed to the slow rate of progress of research into G.1.
tract xenobiotic metabolism. Principal among these are the low levels of expression
of the CYPs, particularly relative to hepatic expression levels, and the difficulties in
determining functions for the expressed CYPs. Possible roles in protection of the
body against orally ingested xenobiotics through limitation of systemic uptake have
been proposed, as have roles in carcinogenesis through target-organ bioactivation.

In recent years, interest in G.l. tract metabolism, particularly small-intestinal
metabolism, has exploded. The resultant studies over the past 10 years are reviewed
here.

Anatomy and Physiology of the Gastrointestinal Tract

Forthe purposes of this review the G.I. tractis defined as comprising the esophagus,
stomach, small intestine (subdivided into the duodenum, jejunum, and ileum), and
the colon. The tract serves as the portal of entry for orally ingested xenobiotics,
including therapeutic drugs and nutrients.

The gross structures of the luminal surfaces of the G.I. tract components are es-
sentially similar, covered with a layer of columnar epithelial cells, goblet cells, and
endocrine cells (87). However, the cell types vary among organs. In the stomach,
the cells are specialized for the secretion of acid, pepsinogen, gastrin, and intrin-
sic factor. In the small intestine, the epithelial cells are sited along the villi and
microvilli and contain digestive enzymes, transport mechanisms, and metabolic
enzymes, including CYPs (see below). The colonic epithelial cells function pri-
marily to absorb fluid and electrolytes. The average lengths and absorbing surface
areas of the G.I. tract organs, determined post mortem, are: esophagus, 25 cm and
0.02 n?; stomach, 20 cm and 0.112nduodenum, 25 cm and 0.09nejunum,

300 cm and 60 /) ileum, 300 cm and 60 fand colon, 150 cm and 0.25%m
respectively (88, 89). The bacterial floral counts in the various organs show consid-
erable variation: stomach, 0-5 lggiumber of viable organisms per g wet weight;
proximal small intestine, 0-5; distal small intestine, 6—7; and large intestine, 7-10
(90). Because the presence of gut flora can confound metabolic studies of the G.I.
tract, these variations in content are important for investigations of G.I. tract CYP
function.

Cytochrome P450 Expression in the Esophagus

The human esophagus is a target organ for cancer, and this has potentiated searche:
for metabolic bioactivators of tobacco-smoke carcinogens in the organ. Human
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esophageal microsome preparations, obtained from individuals in the United States
and China, all activate®l’-nitrosonornicotine (91), as did esophageal cultures
(92). Rates of bioactivation were higher in tissue from those Chinese patients who
resided in an esophageal cancer high-risk area. This activity was decreased by
20%—-26% in the esophageal microsomes by troleandomycin, a CYP3A inhibitor
(91). A role for CYP2A6 was ruled out because of the lack of coumarin inhibition
found. Additionally, for esophageal squamous-cell carcinomas, levels of what was
presumed to be CYP3A4 were 30%—-50% decreased, relative to the levels in the sur-
rounding nhoncancerous tissue. Low levels of CYP2E1 were also detected in these
microsomes through immunoblotting. Another nitrosamixaitrosomethyIN-
amylamine, was also metabolized by esophageal CYPs (93).

The expression of CYP3A in the esophagus was confirmed at the mRNA level
(94). Subsequently, in a comprehensive study of esophageal CYP expression, it
was resolved by RT-PCR that only CYP3A5, and not CYP3A4, was expressed in
all of 25 non-neoplastic surgical samples (95). This preference for expression of
one or the other of the two CYP3As is an interesting feature of the G.I. tract and is
discussed in more detail below. In the same study, a combination of RT-PCR and
immunoblots using specific antibodies revealed the expression of CYP1A, 2E1,
and 4A in the esophagus (95). CYP4B1 mRNA was also detected, as was a protein
that cross-reacted with anti-CYP2A. CYP1A2 mRNA was detected in 11 of 19
samples, but expression of the protein was not confirmed. CYP1A1 was detected
by immunoblot analysis and enzyme assays in all of 41 samples from squamous-
cell cancer patients (96). Tumor tissue expressed higher levels of CYP1AL1 protein
than did normal tissue, but levels were apparently not influenced by the smoking
behavior of the patients.

The detection of expressed CYP2EL1 in the esophagus prompted a study to deter-
mine whether the C1/C1 varia@ty P2Elgenotype would affect the susceptibility
of an individual to esophageal cancer (97). This genotype, when studied jointly
with the glutathione transferase GSTM1 non-null genotype, showed an odds ratio
of 8.5, suggesting that CYP2EL1 plays a role in development of esophageal cancer.
However, a subsequent study in China did not detect any relationship between the
Rsal homozygousCYP2E1genotype and esophageal cancer (98). The recently
identified CYP2J2 is expressed most prominently in the esophagus among all G.1.
tissues (99). The enzyme, which is an arachidonic acid epoxygenase, is speculated
to be involved in neuropeptide release.

Cytochrome P450 Expression in the Stomach

There is very limited evidence for CYP expression in the human stomach. Further-
more, it is difficult to propose any function for gastric CYPs because the gastric
epithelium secretes rather than absorbs. However, the potential of those CYPs ex-
pressed in the stomach to play roles in stomach cancer has been investigated in
cases of intestinal metaplasia of the stomach. Intestinal metaplasia of the stomach,
which involves the replacement of the gastric mucosa with a small intestine-like
epithelium (100), is considered to be a precancerous lesion (101). A combination
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of immunohistochemistry, immunoblotting, and RT-PCR have identified CYP3A4

in the foveolar or pitted epithelium of the stomach and in the pyloric gland when
intestinal metaplasia is present, but not in its absence (31, 102). These authors also
detected expression of CYP2C, by immunoblotting, in gastric fundic glands.

Similar results were obtained withimmunoblotand RT-PCR probesfor CYP1Al
and 1A2 (103). CYP1Al and 1A2, as well as CPR, were reported to be detected
in human gastric mucosa with intestinal metaplasia and in pyloric gland cells. Mi-
crosomes prepared from these cells activated BaP and 2-amino-2-methylimidazole
[4,5-flquinoline.

Inview of the precancerous nature of intestinal metaplasia, ithas been postulated
that the coincident expression of various CYPs in the gastric mucosa of such
patients plays a role in the bioactivation of gastric carcinogens. In a comparison of
normal stomach tissue with stomach cancer, it was determined that in the normal
tissue, no CYPs were detected, whereas in the case of stomach cancer, CYP1A
and 3A were detected in 51% and 28% of cases, respectively (104). The presence
of intestinal metaplasia was not noted in this study.

Other studies have reported expression of CYPs in human stomach mucosa.
The recently identified CYP2S1 mRNA was detected by dot blot analysis (24),
and CYP2J2 was detected by immunoblot (99).

Cytochrome P450 Expression in the Small Intestine

The significant xenobiotic absorptive function of the human small intestine pro-
vides the framework for an enhanced metabolic role for this organ’s expressed
CYPs, relative to their roles in other G.I. tract organs. Small-intestinal CYP-
mediated metabolism can serve as a barrier to the systemic uptake of xenobiotics,
including drugs, by facilitating excretion to the lumen of the intestine or by bioacti-
vation of the xenobiotics, with consequent binding to enterocyte macromolecules.
Covalently bound xenobiotics will be removed with the sloughed-off enterocytes,
which have very short half-lives. These metabolic activities of the small intestine
can produce a detoxification by diminishing systemic uptake of toxicants. This bar-
rier activity of small-intestinal CYPs is greatly facilitated, in the case of CYP3A4
substrates, by the multidrug efflux pump P-glycoprotein, which is expressed in the
small intestine and functions in accord with CYP3A4 (105-107). Itis probable that
small-intestinal CYP3A4 contributes substantially to the first-pass metabolism of
high-turnover CYP3A4 substrate xenobiotics (108).

The most extensive characterization of human small-intestinal CYP expression
was conducted recently using enterocytes eluted from 10 small intestines by an
EDTA-containing buffer. This method of enterocyte preparation produces only vil-
lous enterocytes, without crypt cell contamination (109). RT-PCR of enterocytes
revealed the expression of CYP1Al, 1B1, 2C, 2D6, 2E1, 3A4, and 3A5 mRNAs.
Not detected were CYP1A2, 2A6, 2A7, 2B6, 2F1, 3A7, and 4B1 mRNAs.
However, when probed by immunoblots, only CYP3A4, 1Al (in two of eight
intestines tested), and 2C proteins were detectable, and CYP1B1, 2E1, 2D6, and
3A5 proteins were not detectable. In a broader study of 33 small intestines, no
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CYP3AS5 protein was detected (L.S. Kaminsky, unpublished data). The variability
of expression determined for CYP1Al is consistent with the conflicting reports of
its expression (110-112). This expression of small-intestinal CYP1A1 is probably
inducible rather than constitutive, to judge from its reported induction by omepra-
zole, as determined through duodenal biopsies. Total microsomal protein content
decreased markedly as a function of distance along the intestine, from the duo-
denum to the ileum. Total CYP content increased slightly in proceeding from the
duodenum to the jejunum and then decreased sharply toward the ileum (109). Our
observations that CYP3A4 is the predominant small-intestinal CYP3A expressed
and that CYP3AGS protein expression is not detectable are at odds with observations
of some other investigators. In a study of 20 enterocyte preparations, a band on
immunoblots in four of the samples was indicated to represent CYP3A5, but no
positive identification was provided (113). In an earlier study, 14 of 30 patients
were reported to express just-detectable levels of CYP3AS in intestinal biopsies,
which were probed with an antibody that was claimed to be specific for CYP3A5;
however, no data were presented (114). A clear conclusion is that, at the very
least, CYP3A4 expression greatly predominates over that of CYP3A5 in human
small-intestinal enterocytes.

The determination of CYP2C protein expression in the small intestine (109)
confirmed the results of an earlier study (82). In a subsequent study, metabolic
activities were assayed to determine which forms of CYP2C were expressed in the
human small intestine and to assess the interindividual variability in expression
levels (115). Expression of CYP2C9 and that of CYP2C19 were demonstrated by
activities of diclofenac 4hydroxylase and mephenytoirdydroxylase, respec-
tively. Interindividual variability for the 10 intestines investigated was 18-fold for
CYP2C9 and 17-fold for CYP2C19. On the basis gft@stosterone hydroxylase
activity, CYP3A4 activities varied sevenfold for these 10 small-intestinal prepara-
tions, although in larger populations much greater variability has been observed.
The basis for such variability probably resides in the pathways of regulation of
CYP3A4rather than in genetic polymorphisms leading to structural CYP protein
variants (116, 117).

Several other CYPs are reported to be expressed in the human small intestine.
These include CYP2S1 (24); CYP4F12, which catalyzes the antihistaminic ebas-
tine’s metabolism (118); and CYP2J2, which catalyzes arachidonic acid meta-
bolism (99).

Observations that one or more constituents of grapefruit juice can decrease the
metabolic function of human small-intestinal CYP3A4 have provided an approach
to investigate this function in vivo. The original observation was that grapefruit
juice, when administered together with either of the calcium antagonists nifedipine
or felodipine, increases the plasma concentration of the drug (119). Subsequently,
it was demonstrated that the flavonoids naringenin, quercetin, and kaempferol in
grapefruit juice inhibit CYP3A4, which could explain the previous observation
(120). Quercetin was later excluded as a possible inhibitor (121), and narignin
and naringenin were shown not to be the primary inhibitors in grapefruit juice
(122). The metabolism of coumarin, cyclosporine, ethinylestradiol, midazolam,
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terfenadine, and verapamil [for reviews, see (123, 124)], as well as that of saquinavir
(125, 126) and erythromycin (127), were also shown to be decreased by grapefruit
juice.

The grapefruit-mediated decrease in substrate metabolism was determined to
be through a mechanism-based inactivation of enterocyte CYP3A4, possibly by
a furancoumarin constituent of grapefruit juice (128). Through the use of small-
intestinal biopsies and an erythromycin breath test, it was determined that orally
ingested grapefruit juice did not affect hepatic CYP3A4 activity but did decrease
small-intestinal CYP3A4 levels by 62%, without any corresponding change in
the enterocyte CYP3A4 mRNA levels (110). These results are consistent with the
proposed mechanism. A recent study showed that at least six furano-coumarins in
grapefruit juice contribute to the inhibition of CYP3A4 and that a combination of
competitive and mechanism-based inhibition occurs (129).

Cytochrome P450 Expression in the Colon

Interest in expression of CYPs in the colon has been stimulated by the prominence
of the colon as a target organ for cancer. Despite this, few recent studies have
been reported, and most studies on CYP regulation have been conducted in cell
preparations.

No exhaustive studies of CYP expression profiles in the colon have been pub-
lished. The most prominent CYP expressed is CYP3A, and there is some dis-
agreement concerning which members of this subfamily are actually expressed.
As indicated previously, the test systems, e.g., immunoblots or RT-PCR, must be
capable of differentiating between the forms to resolve whether CYP3A4 or 3A5
is being expressed. Furthermore, the detection of mMRNA for one or the other of
the two CYP3As does not necessarily imply that the corresponding protein will
be expressed at high-enough levels to be detectable by immunoblot analysis.

Testing by RT-PCR of biopsy tissue from five colons identified the expression of
CY3A3 (considered to be an artifact and to be indicative of CYP3A4), CYP1A1,
and CYP1A2 mRNAs (130). This contrasts with an earlier study, in which the
CYP1A subfamily was not detected (131). However, in this early study, CYP3A
was detected at the mRNA level in some individuals and not in others. When
CYP3A mRNA was detected in an individual colon, it was observed throughout
the length of the organ. In a study of 11 human colons, Northern blot analysis re-
vealed marked interindividual variations in CYP3A mRNA levels, and two species
of mMRNA were detected in some individuals. CYP3A4 was detected in 5 of the 11
colon samples, and CYP3A5in 6 of the 11 colon samples (111). In a carefully con-
trolled study in which isoelectric focusing was used to resolve the various CYP3A
members, it was determined that CYP3A5 was the “main” form expressed in the
human colon at both the mRNA and protein levels (132). In this study, patients were
treated with rifampicin. The arachidonic acid epoxygenase, CYP2J2, is also ex-
pressed in the colon and presumably plays roles in vascular tone and motility (99).

It has also been reported that CYP1B1 is expressed at high frequency in colon
tumors but not in normal colon tissue (133). This result needs to be confirmed
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because the same authors have made similar claims, which were not verified, for
breast tissue.

Assessment of induction of human colon CYPs in vivo using biopsy tissue has
not been reported. An alternative approach, which uses xenografts of human colon
tumor in mice, has revealed that CYP2A, 2B, 2C, 3A, and 4A family and subfamily
members are inducible at the transcriptional levels by the prototypic CYP induc-
ing agents 3-methylcholanthreng;naphthoflavone, clofibrate, dexamethasone,
and phenobarbital (134). Colon mucosal tissue obtained by endoscopic biopsy
was used to assess the effects of repeated grapefruit juice ingestion on CYP3A
expression levels in the colon (110). Colon levels of CYP3A5 were not affected
by the grapefruit juice. This contrasts with the marked decrease in small-intestinal
CYP3A4 protein previously discussed.

Human Colon Cell Lines

Human colon adenocarcinoma LS-174 and Caco-2 cells, when treated with low
doses of natural indoles such as ascorbigen, show up to 21-fold increases in
CYP1ALl levels (135). Natural isothiocyanates did not produce any comparable in-
duction, although they induced CY1A1 mRNA. When benzanthracene, pyrazole,
or phenobarbital was added to these cells, each induced CYPs, as determined by
analysis forO-6-methylguanine DNA adducts with 1,2-dimethylhydrazine (136).

CYP3A4 can be induced in the colon cancer cell line Caco-2 by 1,25-
dihydroxyvitamin D-3 (137), and this induction is suppressed by nitric oxide but
not by a guanylate cyclase inhibitor or by 8-bromo cGMP (138). These results were
interpreted to indicate that the nitric oxide suppression is possibly not mediated
by a guanylate cyclase pathway. These cells also express CYP1A1l, 2E1, and 3A
proteins (139). In a carefully conducted study, the major CYP3A in both Caco-2
and HT29, a human colonic cell line, was reported to be CYP3A5 (132).

The colon carcinoma cell line LS180 is unusual because it can be readily in-
duced for CYP1A2 mRNA and protein by TCDD, 3-methylcholanthrene, and
benz[a]anthracene (140). Both CYP1A1 and 1B1 were similarly induced in these
cells. In this same cell line, CYP3A4 was reportedly induced by rifampin, pheno-
barbital, clotrimazole, reserpine, and isosafrole. CYP3A5 expression in these cells
was not affected by most of these agents, but it was upregulated by reserpine and
clotrimazole (141).

In summary, the major CYP expressed in the human colon is CYP3A5, but
CYP3A4 also appears to be expressed in some individuals. Very little information
is available on the in vivo regulation of colonic CYPs, although inducing agents
have been identified in cell systems.

FUTURE PERSPECTIVE

Despite the recent surge in research activities, we are just beginning to understand
the potential for the CYPs in the respiratory and G.I. tracts to play significant roles
in xenobiotic metabolism and chemical toxicity. The application of molecular and
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genomics approaches, as well as the availability of genetically modified animal
models, will tremendously increase our capability for generating data, but it will
still be an enormous challenge to use these data to understand the complexity of in
vivo situations in humans. In this regard, exciting developments are underway in
the development and characterization of various humanized mouse models, but it
remains to be seen to what extent we can use these mouse models to study human
extrahepatic CYPs, particularly because we are still far from understanding how
different humans are from laboratory animals in terms of extrahepatic xenobiotic
metabolism. Ultimately, we need to know the extent to which human extrahepatic
tissues contribute to drug clearance, and we need to determine the relative impor-
tance in chemical toxicity of hepatic clearance versus extrahepatic target tissue
metabolic activation.

It will not be long before most of the genetic polymorphisms in hurgais
are identified. This resource will be invaluable for determining the role of human
CYPs inindividual differences in xenobiotic metabolism and chemical sensitivity.
However, some issues may prove to be more difficult to resolve, including how
to interpret the roles of genetic polymorphisms that affect both hepatic and extra-
hepatic metabolism, how to phenotype individuals for genetic polymorphisms of
extrahepaticCYPs, and how to determine the functional consequences of regula-
tory region SNPs fo€CYPgenes expressed predominantly in extrahepatic tissues.
To that end, more studies with human tissues and human subjects are clearly
needed to determine which enzyme(s) is important for human extrahepatic micro-
somal metabolism in vitro and in vivo and to understand the extent of xenobiotic
inducibility of human extrahepatic CYPs.
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m Abstract Hormesis, a dose-response relationship phenomenon characterized by
low-dose stimulation and high-dose inhibition, has been frequently observed in prop-
erly designed studies and is broadly generalizable as being independent of chemi-
cal/physical agent, biological model, and endpoint measured. This under-recognized
and -appreciated concept has the potential to profoundly change toxicology and its
related disciplines with respect to study design, animal model selection, endpoint
selection, risk assessment methods, and numerous other aspects, including chemother-
apeutics. This article indicates that as a result of hormesis, fundamental changes in
the concept and conduct of toxicology and risk assessment should be made, including
(a) the definition of toxicology,lf) the process of hazard (e.g., including study design,
selection of biological model, dose number and distribution, endpoint measured, and
temporal sequence) and risk assessment [e.g., concept of NOAEL (no observed adverse
effectlevel), low dose modeling, recognition of beneficial as well as harmful responses]
for all agents, andd) the harmonization of cancer and noncancer risk assessment.

INTRODUCTION

Toxicology, as defined by Gallo & Doull (1), is the “study of the adverse effects of
xenobiotics.” This perspective is consistent with the later definitions of toxicology
by Furst & Fan (2), Hayes (3), and others. The key term in this definition is
“adverse.” The term adverse is typically employed by regulatory agencies (e.g.,
U.S. EPA) in critical risk assessment related concepts, such as the no observed
adverse effect level (NOAEL) and lowest observed adverse effect level (LOAEL).
This most evident manifestation of the toxicological concept of adverse implies
that toxicology is an above NOAEL discipline because it is the study of “adverse
effects.” It also implies that either there are no effects below the NOAEL or that
they are not relevant to and/or part of toxicology.

Over the past five years, we have demonstrated that there are numerous re-
sponses to chemical/physical agent exposures that occur below the traditional
NOAEL (4-11). These findings may also have profound effects on the health of
the individual. Such findings challenge not only how we design experiments, in-
tegrate data, and apply biostatistical extrapolation models, but also how we define
toxicology itself. In fact, these emerging data on the dose response strongly suggest
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that the earlier definitional paradigms of toxicology that have guided the field for
so long should be amended to the study of the “entire dose-response continuum.”
Besides suggesting that the definition of toxicology itself should be changed, where
is the dose-response revolution leading us?

WHAT IS THE DOSE-RESPONSE REVOLUTION?

The dose-response revolution is the changing perception that the fundamental na-
ture of the dose response is neither linear nor threshold, but U-shaped. The field of
toxicology was lulled into the belief that these two ruling dose-response paradigms
(i.e., threshold/linear) were universally valid in their respective domains and the
only broadly applicable models relevant to federal risk assessment. The thresh-
old assumption was steeped in common experiences of physical (e.g., melting
and boiling points) and biological observations (i.e., vast numbers of studies as-
sessing responses at high doses, constant hazard assessment preoccupation with
NOAEL/LOAEL derivation, and the use of biostatistical models that were either
emphasizing LEy estimation or their application to extrapolate findings far be-
yond the observable range). In addition, endpoints, such as serum enzymes and
hematological parameters, that are easily and reliably measured were emphasized
in which thresholds were the dominant observation. This would also be the case
with animal models in which background disease incidence was negligible for
most organs in short-term studies (up to 13 weeks in duration). In the case of
low-dose linearity, with cancer risks approachingd@ 1077, this is a public
health-motivated, theoretically based, biostatistical construct that is impossible to
prove in any conceivable practical experimental setting. Despite its validation lim-
itations, the assumption of low-dose linearity has become accepted and continues
to dominate the actions of public health and environmental agencies.

The dose-response revolution argues that the toxicology community, includ-
ing those in the regulatory-risk assessment domain, recognize the existence of
U-shaped dose responses not only as real in specific cases but also as broadly gen-
eralizable. However, acceptance that hormetic-like U-shaped dose responses are
widespread and real has been difficult to achieve. The reasons for this are many,
but in general include the following. First, the field of toxicology has become pro-
gressively and insidiously dependent on the role of government to set the national
(and international) toxicological agenda. This agenda translates into designing and
interpreting studies to fitinto current risk assessment paradigms. Thatis, in the case
of noncarcinogens, regulatory agencies design hazard assessment methodology to
provide a NOAEL, whereas in the case of carcinogens, the study needs data that
can be employed to estimate low-dose cancer risk. Such NOAEL and/or low-dose
evaluations are dominating concerns. These controlling governmental regulatory
perspectives have provided a seductive focus on toxicological thinking, providing
the flow of financial resources and forcing private-sector and academic institutions
to respond to such initiatives. Second, there is fear among many within the reg-
ulatory community that acceptance of hormesis as a toxicological dose-response
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principle implies that low doses of at least some, but most likely most, toxic sub-
stances may produce a beneficial effect at low doses, such as enhanced longevity
or decreased disease incidence. This fear can result in a powerful emotional bias
that can stifle objective assessment of toxicological data. Third, the belief in the
universality of biological thresholds became firmly established and accepted by
the scientific community and government public health/regulatory agencies during
the early to mid decades of the twentieth century. These beliefs became codified
in risk assessment/management procedures of the U.S. FDA and U.S. EPA and by
comparable governmental organizations of other countries. These threshold beliefs
were expanded in the 1970s to accommodate the acceptance of low-dose linearity
for carcinogens. This codified governmental risk assessment procedure created
inflexibility in dealing with challenges, and not just rare exceptions to the gov-
ernment’s established paradigms. That is, once a procedure is established, it often
takes an extraordinary amount of effort and data to effect a change by governmen-
tal agencies. This appears to be especially the case if the change has the support
of the industrial sector. For example, it took over a decade of consistent findings
for the EPA to accede to industrial pressure that chemically induced kidney tumors
in the male rat due to chemically induced hyaline droplets were species/gender-
specific and could not be reliably extrapolated to humans. The extraordinary and
massive amount of research on this issue resulted in an agent-specific response
victory but relatively minor conceptual concession by the EPA. The point is, once
agencies fix a procedure it is nearly impossible to effect a change, even in the face
of overwhelming data. Fourth, despite the above statements about hormesis being
broadly generalizable and real, it is not actually seen too often. Its assessment
requires stringent and powerful study designs with a large number of doses, above
and below the NOAEL, properly spaced, and often with a temporal component. Put
quite simply, such studies are in a small minority, thus explaining its low visibility.

In fact, only 1%—2% of toxicological studies over the past 30 years have satisfied
the needed rigorous entry criteria to even begin to assess whether hormesis exists
or not (12). Fifth, the low-dose stimulation is quite modest, being at maximum only
approximately 30%—-60% greater than controls (4,5, 12). When one combines the
inherent bias against hormesis that denies its existence or rejects its implications
with the fact that most studies cannot even study hormesis, it simply reinforces the
initial bias.

EVIDENCE FOR THE EXISTENCE OF HORMESIS

In 1996, we received a grant from the Texas Institute for Advanced Chemical
Technology (TIACT) at Texas A&M to assess whether the hormesis hypothesis was
toxicologically credible. We set forth to make initial judgments on the existence
of hormesis based on the conformity of published dose responses to the hormetic
B-curve (Figure 1). In order to assess this in an objective manner, we developed a
priori criteria based on study design features, quantitative characteristics of the dose
response, statistical power, and reproducibility of experimental findings. These
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concepts were transformed into a mathematical algorithm and then applied to
thousands of toxicology investigations (4, 5). We determined that a large number
of toxicology studies expressed dose-response relationships of an hormetic-like
biphasic nature. These findings revealed that such effects were not only common
but seen across chemical class and physical stressor, animal model, age/gender of
subject, and biological endpoint, and therefore, broadly generalizable (Figure 2).
We also discerned the quantitative features of the hormetic dose response. The
amplitude of the hormetic response was inherently modest, almost never exceeding
a factor of twofold greater than the control, but usually no greater than 130%—160%
of the control. The width of the low-dose stimulatory range was approximately
10-fold, being contiguous with the NOAEL. In general, approximately 70% of
the several thousand examples were equal to or less than a factor of 20, whereas
95% were within a 100-fold range. On rare occasiong%), the width of the
stimulatory range did exceed 1000-fold (Figure 3) (30, 31).

Although this information was importantin establishing the toxicological reality
of hormesis and some of its dose-response features, it was legitimately criticized
by Crump (32) for not providing a frequency estimate of hormetic responses in
the toxicological literature. As a result of these initial limitations, we established
rigorous a priori entry and evaluative criteria to assess the frequency of hormesis
in the toxicological literature. Over 20,000 articles were evaluated from the mid-
1960s to the late 1990s, with only 1.5%—2.0% of studies being able to satisfy entry
criteria to assess hormesis as an hypothesis (12). However, of those that did pass
the entry criteria (i.e., having an appropriate study design), approximately 40%
satisfied the evaluative criteria (i.e., the functional definition of hormesis).

In addition to satisfying entry and evaluative criteria for hormesis, a comple-
mentary perspective on the issue of whether the low-dose stimulation could have
occurred by random process was devised. Of the nearly 1800 doses below the
NOAEL, an assessment was made of the proportion of responses that statistically
significantly differed from the control in the direction of hormesis or in the opposite
direction. If the responses were random, one would expect that the response would
vary similarly for either possibility. However, responses displaying statistical sig-
nificance in the hormetic direction occurred 32 times more frequently than the
opposite! Thus, these findings strikingly support the conclusion that the hormetic
responses cannot be explained by random processes (12).

Further extending the evidence on the occurrence of hormesis is that we have
recently completed an assessment of the occurrence of hormesis within the NTP

Figure 1 (a) General form of U-shaped dose-response curve showing response rel-
ative to a reference level, with a region of apparent improvement (e.g., reduction in
dysfunction) as well as a region of toxic or adverse effetdsRéciprocal of the same
curve showing a region of apparent enhancement (e.g., increase above normal level of
function) as well as a region of toxic or adverse effects. From Davis & Svendsgaard
(23).
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Figure 2 Representative examples of inverted U-shaped dose-response relationships dis-
played by a variety of experimental models and chemical agents. The asterisks indicate
statistically