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1 Introduction 
 
 
 
 
 
 
Statistical concepts are abstract and difficult to understand, thus statistical mis-
conceptions can occur frequently among students, researchers and even teachers 
(Bodemer, Ploetzner, Feuerlein, & Spada, 2004; Castro Sotos et al., 2007; Liu, 
2010). These concepts have different sources and occur in different forms. Inter-
preting results and applying methods accurately are key skills in an academic 
career. Therefore, well-developed support in learning these concepts is essential 
for students, researchers and teachers. Furthermore, discovering and resolving 
statistical misconceptions is also important from a technological perspective. 
Chance et al. (2007) mention that technical applications explaining difficult 
statistical concepts are widespread. Programs take over difficult computing pro-
cesses hence students must learn to understand why and how data are organized 
and how results should be interpreted. Several research studies (Batanero, 
Tauber, & Sanchéz, 2005; Belia, Fidler, Williams, & Cumming, 2005; Chance, 
delMas, & Garfield, 2004; Cumming, Williams, & Fidler, 2004; delMas, Gar-
field, & Chance, 1999; Finch, 1998; Haller & Krauss, 2002; Jazayeri, Fidler, & 
Cumming, 2010; Kalinowski, Fidler, & Cumming, 2008; Saldanha & Thompson, 
2007; Sedlmeier, 1998; Shaughnessy, & Ciancetta, 2002; Well, Pollatsek, & 
Boyce, 1990) and reviews (Beyth-Marom, Fidler, & Cumming, 2008; Chance, 
Ben-Zvi, Garfield, & Medina, 2007; Castro Sotos et al., 2007) present issues 
around statistical literacy and misconceptions. Some of the empirical reports 
present positive results of learning intervention in the form of live or online sim-
ulation tasks that try to explain statistical concepts on a visual level (Chance et 
al., 2004; delMas et al., 1999; Lipson, 2002; Shaughnessy & Ciancetta, 2002; 
Sedlmeier, 1998; Well et al., 1990). However, these interventions only improved 
some of the most problematic statistical concepts such as distribution types and 
variation and probability and the p-value. To the author’s knowledge there are no 
studies that have tried to improve understanding of one of the most misunder-
stood concepts on a visual level: the p-value. As a result, this preliminary study 
developed and investigated an e-learning intervention that tries to improve statis-
tical understanding and reduce misconceptions of students with prior knowledge 
in statistics on a visual level that will include interactive simulation tasks. The 
developmental process of this tool included working through e-learning ap-
proaches that could be applied to support cognitive processes while learning and 
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12 Introduction 

understanding in interactive e-learning environment including simulations. It is 
important to note that the goal of this project is to develop a tutorial that is able 
to support students having prior basic knowledge in statistics. 
 
 



2 Theoretical Background 
 
 
 
 
 
 
2.1 Statistical misconceptions 
 
Statistical misconceptions are systematic patterns of errors that occur during 
interpreting, understanding or applying statistical concepts (Castro Sotos, et al., 
2007; Liu, 2010). Sources can be ambiguous use of language (Sedlmeier, 1998), 
inherited intuitions (Sedlmeier, 1998; Watson & Moritz, 2000), and current 
structure in statistical teaching material (Gliner, Leech, & Morgan, 2002; Haller 
& Krauss, 2002). There are three characteristics of statistical misconceptions: 
first, they are difficult to observe (Gar eld & Ben-Zvi, 2007), delicate to correct 
(Gar eld & Ben-Zvi, 2007), and they complicate further learning processes 
(Castro Sotos et al., 2007). For instance, concepts such as the p-value can be 
seemingly plausible but are built on counterintuitive facts and are therefore mis-
understood very often and deeply (Kirk, 2001). Bodemer et al. (2004) and Liu 
(2010) mention that misconceptions occur and hinder learning as fragmented 
mental representations make the understanding of abstract concepts difficult. 
This section introduces misconceptions that occurred among students in empiri-
cal studies. Statistical misconceptions were observed among understanding of 
data distribution and variation (Batanero, Tauber, & Sanchéz, 2005; Chance et 
al. 2004; Finch, 1998; Jazayeri, Fidler, & Cumming, 2010; Saldanha & Thomp-
son, 2007; Sedlmeier, 1998; Well, Pollatsek, & Boyce, 1990), statistical signifi-
cance in testing (Haller & Krauss, 2002; Kalinowski, Fidler, & Cumming, 2008), 
and confidence interval (Belia, Fidler, Williams, & Cumming, 2005; Cumming, 
Williams, & Fidler, 2004). 

Data distribution and variance. Understanding data and statistics starts 
with thinking about the distribution of sample data. As there are already several 
types of distribution to understand data, statistical measures and different charac-
teristics related to these types, students confuse these types, especially if the 
learning topic is about sampling distribution. There are several interesting studies 
that have identified and looked more closely into the issue where students mis-
understood or mixed up types of distributions (Batanero, Tauber, & Sanchéz, 
2005; Chance, delMas & Garfield, 2004; Finch, 1998; Jazayeri, Fidler & Cum-
ming, 2010; Saldanha & Thompson, 2007; Sedlmeier, 1998; Well, Pollatsek, & 
Boyce, 1990). The most interesting findings and suggestions to improve con-
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14 Theoretical Background 

cepts around distribution and variation were reported in delMas et al.’s (1999) 
study. They state that understanding representations of frequency and its connec-
tion to probability (e.g. in a density distribution) is not intuitive at all because we 
do not regularly think in terms of huge amounts of data but rather in small sam-
ples. They also identified that there are difficulties in several different dimen-
sions of thinking about a problem: application of rules, terminology, confidence 
(i.e. ‘degree of certainty in choices or statements’ (Chance et al., 2004, p. 309), 
and connecting ideas (i.e. integration of concepts). delMas et al. (1999) applied a 
model called predict-test-evaluate to confront students with their misconceptions 
in a simulation task. They compared this simulation activity to a similar simula-
tion activity without the predict-test-evaluate structure. In the predict-test-
evaluate condition, students with misconceptions tested their own hypotheses 
and created a sampling distribution in a computerized simulation task to test their 
hypotheses and to confront their understanding. As they received the correct 
solution, they were asked to reflect on the outcome of their experiment by com-
paring it to the correct solution. This learning activity of comparison resulted in a 
large improvement in reasoning and giving correct answers for students in the 
predict-test-evaluate condition: from 16% of correct reasoning in the pretest up 
to 72% in the post-test and from 16% in the non predict-test-evaluate structured 
task to 36% in the predict-test-evaluated structured task. 

Statistical significance. Another concept that is difficult to understand and 
causes a lot of misconceptions is the interpretation and understanding of statisti-
cal significance (Castro Sotos et al., 2007; Haller & Krauss, 2002; Kalinowski, 
Fidler, & Cumming, 2008). These studies and the review of Castro Sotos et al. 
(2007) state that understanding statistical significance is difficult because it is an 
abstract concept similar to the sampling distribution. In addition, there is another 
obstacle according to Gigerenzer, Krauss, and Vitouch (2004): the p-value seems 
to provide the information that a researcher or student really wants to know, 
which is that the p-value indicates the probability for the null hypothesis. They 
outline that the correct way of thinking of this concept is a counterintuitive way 
of thinking that has to be remembered every time. Furthermore, Fisher’s ap-
proach and Neyman and Pearson’s approach to the logic of statistical signifi-
cance are often communicated as one common theory and not clearly separated 
in educational material (Gigerenzer et al., 2004; Haller and Krauss, 2002). To the 
authors’ knowledge, there are only two attempts to correct this misconception in 
an empirical study. Kalinowski, Fidler, and Cumming (2008) tried to resolve the 
p-value misconceptions by using distinctly false applied logical sentences in 
discussions with students. By doing this, they confronted students with these 
wrong conceptions and corrected their misconceptions significantly. Another 
attempt that managed to resolve p-value misconceptions of students by applying 
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a similar strategy to Kalinowski et al. (2008) was the dissertation of Baglin 
(2013). In both studies, the improvements were on the linguistic level.  

Confidence interval. Finally, a concept easily misunderstood is the confi-
dence interval (Belia, Fidler, Williams, & Cumming, 2005; Cumming, Williams, 
& Fidler, 2004; Fidler, 2006). The confidence interval is also related to the un-
derstanding of probability and significance. According to the review written by 
Castro Sotos and colleagues (2007), there are more studies reporting misconcep-
tions among researchers than among students. Fidler (2006) found that psychol-
ogy and ecology students with prior knowledge in statistics misunderstood the 
confidence interval as a range of individual scores or that this interval increases 
with sample size. These misconceptions were mentioned among others such as 
the confidence interval contains ‘plausible values for sample mean’ (Fidler, 
2006, p. 4) or the ‘90% CI [is] wider than the 95% CI (for same data)’ (Fidler, 
2006, p. 5). However, Fidler (2006) also mentioned that by understanding how to 
interpret the confidence interval, the interpretation of the statistical significance 
improved. Similarly, Lipson (2002) discovered that the more students embedded 
and linked the sampling distribution in their statistical concept map, the better 
was their understanding of statistical inference including p-value and confidence 
interval. Fidler’s (2006) and Lipson’s (2002) studies therefore indicate that un-
derstanding of some concepts depends on the understanding of other concepts. 
Thus, connecting concepts could help with remembering and understanding 
concepts. 

Approaches to simulate statistical processes have helped students in apply-
ing rules and relating concepts. This resulted in the discovery and correction of 
some statistical misconceptions (Chance et al., 2004; Jazayeri, Fidler, & Cum-
ming, 2010). Both studies focused on the explanation of the sampling distribu-
tion on a visual level, but neither on the p-value, nor on the confidence interval. 
Therefore, it would be of interest to simulate processes related to these two sta-
tistical concepts. To create an effective statistical learning program with graph-
ical simulations, empirically tested cognitive principles have to be applied. 
 
 
2.2 Interactive visualized statistical concepts 
 
This section focuses on cognitive principles that have been applied to create 
online learning tools. According to Rey’s (2009) review of theories in e-learning 
and Moreno and Mayer’s (2005) study, there are several learning principles that 
have to be considered when creating an interactive learning tool such as simula-
tions. 
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Structure and guidance. In Mayer’s cognitive theory of multimedia learn-
ing (CTML) (first overview: Mayer & Moreno, 1998), several cognitive process-
es are described (Mayer, 2005; Moreno & Mayer, 2005). This model includes 
theoretical attempts such as the cognitive load (Sweller, Van Merriënboer, & 
Paas, 1998) and Baddeley’s working memory model (Baddeley, 1992). Accord-
ing to Mayer (2005), there are three important assumptions that can be derived 
from the CTLM for the creation of learning material: First, representation of 
information should be on a verbal as well as on a pictorial level so that infor-
mation can be processed more deeply in the working memory. Second, a learn-
ing person can only process a limited amount of information (Baddeley, 1992; 
Sweller et al., 1998), hence presented information should be short and clear in a 
learning environment (Rey, 2009; Sweller, 1994). Third, a learning person has to 
process information actively in order to acquire a concept in a coherent and 
meaningful way. Because of his third assumption, Mayer (2005), proposes that 
information is structured; for instance, in a hierarchical manner where concepts 
are represented in categories or subcategories. De Jong and van Joolingen (1998) 
emphasize in their review that structured simulations as learning environments 
were especially effective in the sense that students learned concepts long-term. 

Conflict. Limón (2001) postulated another theory that is important in rela-
tion to learning environment: the cognitive conflict theory. According to Limón 
(2001), a conceptual change can take place if learners are confronted with cor-
recting information that helps them to reduce confusion. His assumption is that 
learners are conscious of their understanding of a concept or a relation between 
two concepts. Next, some new information is presented to them, for example 
some data that disprove the previous understanding. This causes an uncomforta-
ble feeling and learners will try to reduce this feeling either by adapting the prior 
understanding of the concept to the encountered information or by stopping the 
learning process. Therefore, a cognitive conflict can be produced if learners are 
confronted with their wrong answer or misconception and the correct solution 
(Jazayeri et al., 2010). To the authors’ knowledge, the cognitive conflict theory 
was applied and could successfully improve students’ statistical knowledge in 
four studies (Jazayeri et al., 2010; Kalinowski et al., 2008; Liu et al., 2010; 
Baglin, 2013). 

Explanatory feedback. The feedback principle in the CTML postulates 
that the learner should receive not only a correct answer but also an explanation 
in order to benefit from the learning environment (Mayer, 2005). Similar to gen-
eral information in the learning material, good explanatory feedback – such as an 
example solution – should be phrased as clearly and briefly as possible and 
should be well structured (Mayer, 2005; Rey, 2009; Sweller, 1994). However, as 
clearly explained and well structured a sample solution is, the task can still be 
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too demanding. Renkl (2005) reported in his study that students could be over-
whelmed if a task demands means-end analysis. He explains the process as fol-
lows: Means-end analysis is when a learner has to process several steps to reach 
a goal. Subgoals have to be created and writing the answer increases cognitive 
load and can reduce cognitive capacity, which results in decreased understanding 
of the learning material.  

Reflection. In a study of Moreno and Mayer (2005), participants – under-
graduate students in psychology – selected appropriate characteristics of plants 
to adapt them to different environments. Moreno and Mayer’s (2005) results of 
their third experiment indicate that an interactive learning task is in general as 
good as a non-interactive task in improving knowledge of college students, as 
long as the task was guided and students could reflect correct system-generated 
answers in comparison to their answers. However, students were worse in an-
swering knowledge questions when the task was interactive compared to when it 
was not interactive if they could not reflect on correct answers provided by the 
system. According to several studies cited by Moreno and Mayer (2005) (Chi, de 
Leeuw, Chiu, & La Vancher, 1994; Martin & Pressley, 1991; Willoughby, Wal-
ler, Wood, & MacKinnon, 1993; Woloshyn, Paivio, & Pressley, 1994; Wood, 
Pressley, & Winne, 1990), asking students to reflect about correct learning con-
tent in texts helped students to understand the content better. The argument goes 
that reflection initiates deeper cognitive processes such as inference (Seifert, 
1993). Therefore, Moreno and Mayer (2005) assume that students integrate and 
organize old and new information if they are able to reflect about learning con-
tent that is correct. 

Visualization. Mayer (2011) postulated in his multimedia instruction hy-
pothesis that concepts are learned better when using both sensory channels: ver-
bal and pictorial channels instead of just one channel. Corter and Zahner (2007) 
discovered in their structured interview study that students spontaneously created 
visual representations in order to understand probability problems. Moreover, to 
improve statistical misconceptions, attempts with simulation-based tasks worked 
when students saw how a sampling distribution is built (delMas et al., 1999; 
Lipson, 2002). 

Interactivity. The term interactivity takes a central role in this area of re-
search. Visualizations are interactive when a computer-generated ‘series of draw-
ings […] can be paced by the learner or […] animation[s] […] can be stopped 
and started by the learner’ (Mayer, 2011, p. 428), whereas visualizations are non-
interactive when the learner only observes them. A study of Schwartz and Martin 
(2004) found that students could improve understanding of statistical concepts 
by learning interactively with graphical tools. That was especially the case when 
their learning context was framed by an experiment where they had to predict 
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outcomes and received more learning resources (a follow-up lecture). In Moreno 
and Mayer’s (2005) study, where students learned about the growth factors of 
plants in a tutorial, students in the interactive condition selected answers, hence 
they decided on their own what the best answer might be. In studies about inter-
vention approaches to resolve statistical misconceptions with simulation tasks 
(delMas et al., 1999), students had to observe simulation processes while chang-
ing parameters such as the sample size N were selected for them. In both studies, 
students had to select answers on their own. Another study that directly com-
pared interactivity to non-interactivity in multimedia learning environment was 
conducted by Evans and Gibbons (2007) who found that students learning with 
interactive images and texts outperformed students learning with a non-
interactive images and texts. Therefore, interactivity with the learning content 
seems to have an effect on learning outcome. However, we were specifically 
interested in what would happen if students selected the parameters on their own. 
Therefore, in this study ‘interactivity’ is defined as the process where students 
take an active part in learning and decide on their own how to interact with a 
graphical simulation. The cognitive process behind the interactivity is compara-
ble to reflection (Moreno & Mayer, 2005). According to their explanation, in 
both cognitive processes students have to integrate and organize old and new 
information in order to make sense of a concept that they want to acquire. 
 
 
2.3 Improvement in knowledge 
 
The aim of this study was to find out what role interactivity plays in learning 
with graphical simulations. To reach this goal, the described learning principles 
and empirical insights were combined to create an interactive e-learning envi-
ronment in the form of a tutorial in which students could interactively change 
visualizations and answer questions. 

Overall, Moreno and Mayer (2005) discovered that students performed well 
in knowledge transfer tests if they interacted with a structured program and could 
reflect on correct answers. Hence the question for this study is whether reflection 
is enough or whether interactivity is needed for deeper cognitive processing and 
improvement in knowledge and understanding statistics. Therefore we kept the 
e-learning principles structure and guidance, conflict, explanatory feedback and 
reflection the same for both test groups. Most importantly, we adapted the struc-
ture predict-test-evaluate (Chance et a., 2004; delMas et al., 1999) and created 
tasks where students had to hypothesize how statistical visualizations change 
when certain parameters are changed. Then the students conducted tests where 
they set parameters to change the visualization. By creating these kinds of tasks, 
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the principles structure and guidance, and conflict were applied. To investigate 
the influence of interactivity, we manipulated the way students interacted with 
visualizations – the statistical graphs. The group that could interact with the 
graphs was called the dynamic test group and the group that could not interact 
with the graphs was called the static test group. This manipulation might reveal 
whether interactivity is necessary or whether other e-learning principles are 
enough for a significant increase in statistical knowledge and understanding.  

To detect changes in knowledge and understanding, we measured students’ 
statistical knowledge and understanding three times, once before and twice after 
learning with the tutorial. The increase in knowledge and understanding was 
measured by questions that demanded knowing not only the definition of a con-
cept but also its application to statistical graphs. Furthermore, the subjective 
perceived increase in knowledge and understanding was measured. 

According to prior stated theoretical insights (delMas et al., 1999; Moreno 
& Mayer, 2005), the following outcomes in test performance for the experi-
mental groups are expected. It is assumed that the dynamic test group will be 
supported in their learning process by the live interaction that they are allowed to 
perform: they can change diagrams by changing parameters related to the con-
cept in order to understand how the concept works. As a result, they should have 
more cognitive capacity in order to understand how a statistical graph can 
change. Therefore, participants in the dynamic condition will be better in pro-
cessing explained concepts in these tasks and will have a higher sum of test 
score. However, the knowledge and understanding performance should not differ 
in the pretest because measured prior knowledge is expected to be the same. 
Hence, the following interaction is expected: 
 

(1) static_pretest = dynamic_pretest,  
but static_post-test1 < dynamic_post-test1  
and static_post-test2 < dynamic_post-test2 

 
Second, in addition to an immediate post-test, a delayed post-test (post-test 2) 
was included in order to observe performance of retention after some weeks. 
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This outcome could be interesting because studies about statistical misconcep-
tions observed how concepts were learned over time (Lipson, 2002). The e-
learning principles – structure and guidance, conflict, explanatory feedback and 
reflection – are integrated in both interactive versions of the tutorial, static and 
dynamic. Therefore we expect an increase in knowledge and understanding in 
post-test 1 (immediate post-test) and post-test 2 (delayed post-test) compared to 
pretest: 
 

(2) pretest < post-test1 and pretest < post-test2. 
 
The predicted outcomes (1) and (2) are expected for objective as well as for 
subjective measures. 



3 Method 
 
 
 
 
 
 
3.1 Experimental design 
 
The experimental design was a 2x3 between-subject factorial design with repeat-
ed measures in the second factor. The first factor was represented by the kind of 
intervention students received while working with the online tutorial. It was 
called degree of interactivity. Students in the dynamic test group (n = 21) were 
able to interact with statistical graphs using numerical input fields. Students in 
the static test group 1 (n = 18) could only inspect the statistical graphs but could 
not change the graphs. Further details about the interaction will be explained in 
the material and apparatus section. The second factor was the time when students 
were asked about their statistical knowledge: pretest, immediate post-test and 
delayed post-test. 
 
 
3.2 Participants 
 
Thirty-nine students from the Department of Psychology, University of Basel 
participated in our study. Of these, 35 were undergraduate (31) or graduate stu-
dents (4) in psychology. A majority (38 out of 39) of these students attended the 
same introductory course in Statistics 1 given by the same teacher. One partici-
pant studied economics in a graduate program and had also attended a similar 
introductory course in statistics for his degree. Of the participants, 30 were fe-
male and 9 male, with an average age of 23.64 (SD = 3.31, range: 19 - 35) years. 
These participants think that statistics is rather important for their career (M = 
4.41, SD = 1.07, range: 2 - 6). Their prior knowledge is on average at 4.35 points 
(M = 4.35, SD = 1.04, range: 2 to 6). 
 
 
3.3 Materials and apparatus 
 
For the intervention we developed a prototype of an interactive tutorial called 
Statisticum. This web-based program is written in HTML, JavaScript, and CSS 
and was created by the authors and programmed by one of our collaborating 

G. Iten, Impact of Visual Simulations in Statistics, BestMasters,
DOI 10.1007/978-3-658-08335-9_3, © Springer Fachmedien Wiesbaden 2015



22 Method 

researchers at the department of human computer interaction. In this tutorial, the 
student goes through educational texts and tasks that introduce and explain pre-
defined statistical concepts step by step. The tutorial content focused on explain-
ing certain statistical concepts: distribution of data, sampling distribution, confi-
dence interval and p-value. Table A in Appendix A displays the goals of tasks in 
modules 1 to 3 of the online tutorial in order. As the tool needs more time to be 
developed into a qualitative well-structured learning environment, module 3 was 
not finished by the time the experiment took place. Hence, participants of this 
study only worked through modules 1 and 2.  

Structure and guidance. To guide students through the learning material, 
the online tutorial contained two modules each for a main topic. There were 
questions to focus students’ attention to process important concepts (see figure 1, 
Question  Focus) and relate the concepts to each other. In addition, the content 
was hierarchically structured so that students could divide knowledge into 
groups and subgroups (see Appendix A). That is why all tasks were presented to 
all participants in the same structure. Each module had an introduction at the 
beginning and a summary at the end. Both modules included knowledge as well 
as predict-test-evaluate tasks (see figure 1). The second kind of tasks were simu-
lation tasks and contained an additional structure in the form of a short experi-
ment, which will be further explained in the paragraph about the operationaliza-
tion of interactivity. 

Explanatory Feedback. For every task participants had to consider what 
their answer would be. After submitting their answer, they received a solution 
from the system. To ease information processing of the correct answer, practical 
examples or background information were added to further explain the correct 
answer. However, some learning tasks were problem-solving tasks that demand-
ed thinking about mathematical formulation of concepts. To solve these prob-
lems, means-end analysis had to be made. Therefore, some tasks had hints that 
the learner does not have to calculate anything but just should try to reason with 
what she or he knows about the concept. Also, it was emphasized in the intro-
ductory text that students should not worry if they did not know the answer but 
that they should try to think before submitting their answer. By integrating these 
hints, we tried to antagonize the cognitive load that Renkl (2005) was talking of 
when providing general sample solutions in learning environments (see figure 1, 
Correct solution). 

Conflict. In each task, all participants were confronted with the correct so-
lution after giving their answer. After each correct solution, they were asked to 
compare their own answer to the correct solution. In this way, we tried to initiate 
a conflict whenever students had to update the concept in their mind (see figure 
1, Correct solution  Confrontation). 
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Reflection. To initiate reflection in this online tutorial after each question 
participants were asked to indicate within a text box why they thought their an-
swer was not or only partly correct compared to a system-provided correct an-
swer (see figure 1, Reflection). Participants were also motivated to reflect in 
other parts of the tutorial. In the introduction, they were asked to try finding an 
answer to every question, no matter how difficult it seemed to them. When there 
were difficult questions, they received prompts such as certain kind of answer 
will not be enough to get it right. 
 

 
Figure 1: This out-take of the online tutorial Statisticum displays a typical question that 
represents all tasks in the tutorial in its template form with an introduction, a graph, a 
question, a text box for an answer, a program solution, evaluation options and an evalua-
tion text box. Students saw a question, answered it, clicked on submit and were thereafter 
presented with the correct solution. 
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Interactive visualization. This experiment tried to initiate interactive behavior 
by integrating a graphical simulation that was either static or dynamic. For both 
groups, interactivity was embedded in predict-test-evaluate tasks. Here Limón’s 
(2001) cognitive conflict theory and Chance’s et al. (2004) predict-test-evaluate 
model were applied. This means in these tasks, students had to predict changes in 
a graph by formulating a hypothesis. In the second step, they had to test their 
hypothesis and in the third step they had to evaluate their prior-formulated hy-
pothesis by comparing it to the test results. In the static condition, students could 
not change the simulation by themselves; they were only able to inspect a graph 
that had been changed for them. Similar to the experiment of Moreno and Mayer 
(2005), the solution was given to the participants. In that sense, they did not have 
to consider how exactly they had to change a parameter in order to change a 
graph. To find the correct answer to the question, they had to imagine how a 
graph should change if a parameter changes. In the dynamic condition, students 
were allowed to change the graph of the simulation. Here they had to consider 
exactly how to change a parameter in order to produce a noticeable change in the 
graph. Unlike students in the static condition, students in this condition had to 
master the simulation tool themselves. For both test groups, these tasks focused 
on one variable, as this was more effective than focusing on changing several 
variables at once in simulation tasks, as in a study of Kuhn and Dean (2005). 
Figure 2 displays the steps in the predict-test-evaluate tasks and the different 
interfaces shown to the static and dynamic test groups. In order to keep learning 
time equal, the dynamic test group could choose 2 to 3 parameter sizes only. In 
addition, more than three input fields could motivate students in the dynamic 
condition to try changing numbers too many times. As a result, some of the par-
ticipants in this condition could probably lose the focus of the task purpose. 
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Finally, to check comprehensibility of the learning tasks and usability of the 
tutorial interface, a pilot test with 3 students was conducted. These students had 
attended the course introduction into statistics that was the necessary prior 
knowledge for this tutorial. 
 
 
3.4 Measurements 
 
Objective measurements. To observe whether students could increase their 
knowledge about statistical concepts and whether they fulfilled the learning 
goals of the tutorial, we created tasks based on the learning goals of the tutorial 
(see Appendix A). Statistical knowledge was measured on an objective and sub-
jective level at three time points as shown in figure 1. In each of 3 sessions stu-
dents filled out the same 30-minute paper-pencil test so that improvement of 
knowledge and understanding could be compared based on the same tasks. The 
test tasks were formulated according to the 7 subgoals of the tutorial (see Ap-
pendix A). Corresponding to our tutorial, we asked participants to state reasons 
for their ideas in some test questions. Here is an example of a task that focuses 
on the general understanding of the confidence interval: ‘A 95% confidence 
interval is computed to estimate the mean household income for a city. Which of 
the following values will definitely be within the limits of this confidence inter-
val? (a) The population mean, (b) The sample mean, (c) The standard deviation 
of the sample mean, (d) None of the above’. We adapted and translated this mul-
tiple-choice question from item 2 of the ARTIST Scale: Confidence Intervals, 
One-Sample (Garfield, delMas, Chance, Poly, & Ooms, 2006). Other tasks de-
manded predictions of changes in statistical values such as the question ‘How 
does the confidence interval around a sample mean ( ) change (a) if we change a 
95%-CI to a 99%-CI? (b) if we increase the sample size? (c) if we increase the 
distribution of the sample?’ (Leonhart, Schornstein, & Lichtenberg, 2004, p. 
142). This questionnaire was tested prior to the main study with 3 pilot partici-
pants to check comprehensibility of the test items.  

The researcher determining the statistical knowledge was not aware of the 
treatment conditions of each participant, therefore it was a blind coding. Score 
range was between 0 and 1 point. Some of the test items were expected to be 
rather difficult to answer. Therefore a 3-level scoring was used to determine 
statistical knowledge and understanding. For instance we expected test items 3 
and 7 to be very difficult (for other item scorings, see scoring table B1 and B2 in 
Appendix B). Question item 3 had a graph that was very similar to the graph in 
question item 2. We expected it to be very difficult for participants to see the 
difference between two concepts (density and relative frequency) if they just 
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compared the graphs of both questions, so we used a 3-level scoring for this 
question: 0 for totally wrong answers, 0.5 for incomplete answers, 0.5 for correct 
as in questions item 2, and 1 for correct as in the standard solution. Question 
item 7 was expected to be difficult because the described situation could have 
been understood in different ways as we were not sure whether students would 
understand that the question was about the sampling distribution of the mean. 
Therefore, we used a 3-level scoring: 0 for a wrong answer no matter what rea-
sons they gave, 0.5 for a correct answer without reasons or with wrong reasons, 
and 1 for correct answer with correct reasoning. 

Subjective measurements. In addition, we assessed students’ subjectively 
perceived confidence in understanding statistical concepts by asking them how 
confident they felt in knowing and understanding statistical concepts related to 
the learning goals (see Appendix A). We presented five statements such as ‘I 
think I understand how to interpret the confidence interval correctly.’ or ‘If a 
relative frequency histogram is shown to me, I know how to read specific data in 
the histogram.’ and let them rate on a 6-point scale on what level each statement 
applies to them. Furthermore, we controlled how important statistics is for them 
in the context of their education in psychology.  

Evaluation of the online learning environment. Immediately after the in-
tervention and the immediate post-test, participants rated the learning experience 
they had with the tutorial. They answered seven questions containing two 6-point 
scale questions, one 10-point scale question, and four open questions. Partici-
pants rated difficulty of the learning content, effort to learn the material and 
probability to recommend this tool to a colleague who does not understand statis-
tics very well yet. An adapted and translated version of the Net Promoter Score 
(Reichheld, 2003) was used for the 10-point-scale recommendation, including an 
open question to give reasons for the rating. At the end participants were asked 
in open-ended questions about what they liked, disliked and missed and whether 
they had specific recommendations for this learning program. 

Statistical misconceptions. To observe whether students had misconcep-
tions related to the concepts explained in text and questions of the online tutorial, 
the log file data of the online tutorial session were investigated. The written in-
puts in answer and reflection text boxes were searched for statistical misconcep-
tions such as misconceptions found in prior research explained in the theoretical 
background section. Then the concept-specific test item score of participants 
having misconceptions was compared to the corresponding scores each in imme-
diate and delayed post-test. 
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3.5 Procedure 
 
First, to control students’ level of prior knowledge, they attended a 15- to 30-
minute pretest session. Furthermore, measuring the prior knowledge was im-
portant: as the tasks in the online tutorial were built on prior knowledge, it was 
important to know whether participants would be able to understand the content 
of the tutorial and whether they felt confident about understanding these con-
cepts. In the pretest, participants filled out the paper-pencil test answering the 
five questions about perceived confidence of their statistical knowledge and the 
11 questions to measure their prior knowledge in statistics. Second, between 1 
and 3 days after the 30-minute questionnaire, participants attended a session at a 
computer in our lab where they used the web-based tutorial to learn the statistical 
concepts. Under controlled conditions, all participants worked with a web 
browser having the same technical specifications. This session took on average 1 
hr 17 min. Groups of 1-12 people were seated at a distance to each other and 
instructed to work quietly. In order to imitate a normal learning situation, they 
were allowed to take breaks, drink or eat if necessary. Immediately after the 
usage of the online tutorial, there was another 15- to 30-minute paper-pencil test 
with the same 11 statistical knowledge and understanding questions (objective 
and subjective measures) as in the pretest including a short learning experience 
evaluation questionnaire. This post-test was completed immediately after the 
intervention so that we could see what students had learned from the tutorial in 
the short-term. In a last 15- to 30-minute session at least two weeks after the 
intervention, they filled out a delayed post-test, again including the same statisti-
cal knowledge and understanding questions as in the pretest and immediate post-
test. The third measuring time was at least two weeks after the intervention so 
that we could measure how long the acquired knowledge would last. Figure 3 
displays the three measuring time points and the time intervals between the ses-
sions. 
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Figure 3: This figure describes the procedure of the experiment. 
 
 



4 Results 
 
 
 
 
 
 
All data were checked to ensure that they met the required conditions for the 
specific statistical tests and whether they were normally distributed. For statisti-
cal testing, an -level of .05 was used. One participant dropped out after the first 
session and hence had to be excluded for all statistical analyses. 
 
 
4.1 Covariates 
 
The following variables were tested for differing influence between the two test 
groups: prior knowledge in statistics, learning time and attempts to reason during 
working with the tutorial. The one-way ANOVAs showed that there were no 
significant differences between the groups for prior knowledge and attempts to 
reason during working with the tutorial. However, there was a significant group 
difference for learning time. Furthermore, there was no significant correlation 
between objective improvement of knowledge and understanding in the test and 
learning time on the tutorial. In addition, a chi-square test revealed no significant 
differing distributions of gender, amount of semesters or perceived importance of 
statistics for educational career between the two test groups. 

However, participants using the static version of the tutorial worked longer 
with the tutorial (M = 1 hr 25 min, SD = 0.37) than those who worked with the 
dynamic version (M = 1 hr 10 min, SD = 0.26) with F(1, 37) = 5.24, p = 0.03, f = 
0.38. Therefore an ANCOVA with learning time as covariate was run to test its 
influence on the group difference in objective and subjective improvement of 
statistical knowledge and understanding. The results of this ANCOVA were not 
significant, for neither objective nor subjective measures. 
 
 
4.2 Success in learning 
 
Objective measures. Due to technical difficulties, there were missing data 
points for 16 participants in items 10 and 11 of the pretest. As this could have led 
to biased means for total test scores, items 10 and 11 had to be excluded from the 
following analysis. For the following analysis, the sum of test scores from items 
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1 to 9 were calculated separately for each participant. Of these summed scores, 
we calculated the means for each group over the three measuring time points. 
These means and standard deviations for the two experimental groups over all 
measuring time points are displayed in table 1. According to the descriptive 
table, the means of the dynamic test group increase more over measuring time 
point than the means of the static test group. 
 
Table 1: Objective measures – Mean of total sum of score in statistical 

knowledge and understanding 

  Measuring time point 

  Pretest Immediate Post-
test 

Delayed Post-
test 

Degree of 
Interaction n M(SD) M(SD) M(SD) 

Dynamic 20 4.35(1.14) 6.08(1.29) 5.33(1.55) 

Static 18 4.36(0.98) 5.97(1.42) 5.19(1.36) 

Note. Scores ranged from 2 to 6 for the pretest, from 3.5 to 9 for the immediate post-test 
1, and from 2.5 to 8.5 for the delayed post-test. The maximal amount of scores that could 
be achieved was 9 points. 
 
A two-way analysis of variance (ANOVA) was conducted with degree of inter-
activity (static and dynamic) in the tutorial as between-subject factor with two 
levels and measuring time point as within-subject factor with three levels (pre-
test, immediate post-test and delayed post-test). The Mauchly’s sphericity test 
has not been violated with 2(2) = 0.95, p = .43, therefore it is assumed that the 
variances of the differences between the two groups are equal. Contrary to the 
first hypothesis, there is no significant interaction effect for objective knowledge 
and understanding with F(2, 72) = .05, p = .95, f = 0.03. Also contrary to expec-
tations, there is no significant main effect between groups with F(1, 36) = 0.05, p 
= .82, f = 0.03. However, there is a significant main effect in the factor measur-
ing time point with F(1, 36) = 25.3, p < .001, f = 0.83. Figure 4 displays the sig-
nificant improvement in objectively measured knowledge and understanding for 
both groups with standard errors for the means.  
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Figure 4: This graphs displays the average sum of objective test scores for knowledge 
and understanding. Error bars denote the 95%-confidence interval around the mean. 
 
A one-way ANOVA followed the two-way ANOVA to test specific differences 
in average test scores between the two groups. For this analysis, we calculated 
the score difference between post-test 1 and pretest for the immediate increase in 
knowledge and the score difference between post-test 2 and pretest for the de-
layed increase in knowledge. This ANOVA revealed no significant difference for 
objective measures of improvement (immediate post-test with Mstatic = 1.61, 
SDstatic = 1.69 and Mdynamic = 1.64, SDdynamic = 1.40, F(1, 37) = 0.004, p = .95, f = 
0.01; delayed post-test with Mstatic = 0.83, SDstatic = 1.47 and Mdynamic = 0.98, 
SDdynamic = 1.57, F(1, 36) = 0.08, p = .78, f = 0.05).  

Inspection of average sum of scores for all test items revealed that items 2, 
3, 7, and 10 a) were questions with mean patterns expected as in the hypotheses. 
Test items 2 and 3 were questions where students had to understand how to read 
data in a relative frequency histogram and a density histogram. Table C in Ap-
pendix C shows these patterns. Test items 7 and 10 a) were questions where 
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students had to predict the influence of changed statistical parameters in distribu-
tions. 

Subjective measures. For the following analysis, the sums of test scores 
from items 1 to 5 were calculated for each participant separately. Of these 
summed scores, we calculated the means for each group over the three measur-
ing time points. These means and standard deviations for the two experimental 
groups over all measuring time points are displayed in table 2. Looking at the 
total rating scores, the means of the dynamic test group increase more over time 
than the means of static test group, although overall the means of the dynamic 
test group are lower than the means of the static test group.  
 
Table 2:  Subjective measures – Mean of total sum of rating score in perceived 

improvement of statistical knowledge and understanding 

  Measuring time point 

  Pretest Immediate 
Post-test 

Delayed Post-
test 

Degree of 
interaction n M(SD) M(SD) M(SD) 

Dynamic 20 19.50(2.72) 22.65(3.41) 20.85(3.18) 

Static 17 20.12(4.00) 23.71(2.47) 22.53(2.94) 

Note. Rating scores ranged from 14 to 29 for the pretest, from 16 to 30 for the immediate 
post-test, and from 14 to 27 for the delayed post-test. The maximal amount of rating 
scores that could be achieved was 30 points. 
 
As the Mauchly’s sphericity test has not been violated for subjective measures 
( 2(2)= 0.99, p = .79), it can be assumed that the variances of the differences 
between groups are equal. Because there were two missing data points, two par-
ticipants had to be excluded from this analysis. The two-way ANOVA with re-
peated measures revealed no significant interaction effect F(2, 70) = .53, p = .59, 
f = 0.12. Furthermore, there is no main effect for the subjective improvement 
between groups F(1, 35) = 1.73, p = .20, f = 0.23. However, there is a significant 
main effect in the factor measuring time with F(2, 70) = 21.02, p < .001, f = 0.78. 
Figure 5 reveals the significant effects for subjective rated improvement over 
time that is statistically equal compared between the two test groups. 
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Figure 5: This graph displays the average sum of rating scores for subjectively perceived 
knowledge and understanding. Error bars denote the 95%-confidence interval around the 
means. 
 
A one-way ANOVA was conducted to test specific differences in average test 
scores between the two groups. For this analysis, we calculated the subjective 
rating difference between post-test 1 and pretest for the immediate perceived 
increase in knowledge and the subjective rating difference between post-test 2 
and pretest for the delayed perceived increase in knowledge. This ANOVA re-
vealed no significant difference for subjective measure (immediate post-test with 
Mstatic = 3.44, SDstatic = 3.18 and Mdynamic = 3.00, SDdynamic = 3.33, F(1, 37) = 0.18, 
p = .67, f = 0.07; delayed post-test with Mstatic = 2.41, SDstatic = 3.83 and Mdynamic 
= 1.35, SDdynamic = 2.50, F(1, 35) = 1.03, p = .32, f = 0.17). 
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4.3 Statistical misconceptions 
 
Existing research has shown that especially the concept of probability is abstract 
and difficult to understand. Therefore a qualitative analysis was conducted to see 
whether there were misconceptions around probability. There were two concepts 
that were most often misunderstood while participants learned with the tutorial. 
Of 39 participants, 31 (static: n = 17 of 18; dynamic: n = 14 of 21) had miscon-
ceptions about the confidence interval in different forms. Eleven (static: n = 7; 
dynamic: n = 4) of those who had misconceptions had higher test scores in test 
tasks of immediate and delayed post-test corresponding to the learning task in 
the tutorial. Twelve participants (static: n = 4; dynamic: n = 8) had higher test 
scores in the corresponding tasks of the immediate post-test only. 

The second concept that was difficult to understand was the relation be-
tween density, relative frequency and the area representing probability for occur-
ring data in a density histogram or density distribution. Nineteen of 39 partici-
pants had misconceptions about the relations between these three concepts. After 
learning with the tutorial, 7 participants (static: n = 3; dynamic: n = 4) had higher 
test scores in test tasks of immediate and delayed post-test corresponding to the 
learning task in the tutorial. Nine participants (static: n = 5, dynamic: n = 4) had 
higher test scores in the immediate post-test in these test tasks but forgot what 
they had learned by the time of the delayed post-test. 
 
 
4.4 Evaluation of the online learning environment 
 
In the following analysis we looked at frequency and means of the difficulty and 
recommendation rating. Ratings concerning effort to learn were excluded be-
cause the word for effort in German is not exclusively related to cognitive pro-
cessing in relation to its meaning. Sixteen participants (static: n = 8; dynamic: n 
= 8) perceived the tasks of the tutorial in general as difficult, whereas 23 partici-
pants (static: n = 10; dynamic; n = 13) perceived them mostly as rather easy. The 
mean was M = 3.74 with a standard deviation of SD =1.74 (see figure 7). Where-
as 9 of 39 participants stated in open questions that some tasks were difficult to 
understand, 6 of 39 participants stated that the tasks were well explained and 
understandable. However, this could be confounded with the perceived difficulty 
of statistics as a subject. Therefore, we looked closer at the open questions to 
identify the reasons they gave these difficulty ratings and to find out where the 
tutorial needed improvement to help them learn the material much better. 
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Figure 6: This bar chart displays the rating by students (frequency) of the perceived 
difficulty of the learning tasks in the online tutorial Statisticum. 
 
A qualitative analysis revealed that the most wished-for changes were: First, 9 of 
39 participants wished more definitions immediately displayed when needed. 
Second, 9 of 39 participants wished back-buttons or other navigation options to 
repeat content they have previously read. Third, 6 of 39 participants wished more 
practice examples that would support understanding of the tasks and the ex-
plained theories. 

Finally, students thought it is rather probable that they would recommend 
Statisticum to a colleague who wanted to learn more about statistics (M = 7.21, 
SD = 2.09, range: 1 to 10, modus = 8). Here, it is important to note that there 
were no significant correlations between objective improvement of knowledge 
and understanding and recommendation of the online tutorial. 
 



5 Discussion 
 
 
 
 
 
 
This study investigated whether interactive statistical visualizations have a posi-
tive effect on learning statistical concepts. The main goal was to find out whether 
learning with dynamic changeable visualizations could be more advantageous for 
students in comparison to learning with static visualizations. A subgoal was to 
explore whether students can resolve statistical misconceptions. 

Effect of interactivity. Against expectation of the first hypothesis, students 
did not learn significantly more by using a dynamic interactive visualization, in 
comparison to using static visualizations in a structured learning environment. 
This accounts for objective as well as subjective measures. On the one hand, this 
finding confirms the results of the third experiment of Moreno and Mayer 
(2005), where students in interactive condition were equally good as the students 
in the non-interactive condition. In this and in Moreno and Mayer’s (2005) ex-
periment, both groups were allowed to reflect on correct answers provided by the 
system. However, another study conducted by Evans and Gibbons (2007) found 
students can profit from interactive e-learning environments more than from 
non-interactive ones. A possible reason might be that the study of Evans and 
Gibbons (2007) did not prompt students to reflect directly on learning content, 
nor did they add any guidance or conflict to the interactive interface. They only 
asked students to reflect on learning material in the pretest. Taken together, this 
could indicate that if learning principles are combined with interactivity these 
principles can take over the effect of interactivity and help students to process 
learning content. Moreno and Mayer (2005) have already pointed out that reflec-
tion – similar to interactivity – could initiate deeper cognitive processing. There-
fore it would be of interest as to how the effect of interactivity could be detected. 
One option to detect is to increase the degree of interactivity as the manipulating 
factor. For some reason, the chosen degree of interactivity did not help improve 
knowledge and understanding. First, in this study several topics were presented 
in the online tutorial and hence in the knowledge test, whereas in Evans and 
Gibbons’ (2007) the same topic was presented repeatedly to the students in a 
shorter session which demands less cognitive capacity. As a result, students in 
Evans and Gibbons (2007) study could learn with more cognitive capacity, 
whereas in this study the tasks were never repeated and hence allowing students 
to do a task again would give them a greater chance to remember content. As a 
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result, they could increase their knowledge and understanding scores. The sub-
section on future research will deal with this subject more elaborately. 

Furthermore, the test of this study included only 11 items for about 7 differ-
ent topics of which 9 could be used for the objective measurements. In addition, 
5 items asked about the perceived confidence in understanding 5 different con-
cepts. The questionnaire of Moreno and Mayer (2005) that was used in the study 
of Evans and Gibbons (2007) had 12 items for 1 topic. This heterogeneous 
measuring is very likely to be unreliable and hence could have caused undetected 
differences in scores among students. Thus, another option to detect the effect of 
interactivity is to adapt the knowledge and understanding test tasks. Interesting-
ly, according to descriptive data (see means in table 2 and 3), the dynamic test 
group seemed to improve more over time than the static test group in objective 
test scores. Some test tasks were sensitive for these expected patterns of mean 
differences (see Appendix C, items 2, 3, 7 and 10 a)). This descriptive finding is 
similar to the descriptive finding of Moreno and Mayer (2005) in the third exper-
iment. Students in the interactive condition of their study were especially good in 
close and distant transfer tasks. This could indicate that certain types of questions 
are more sensitive to the effect of interactivity on learning. For instance, two 
items demanded predictions (items 7 and 10 a)) or a practical approach to a prob-
lem (items 2 and 3). Moreover, Evans and Gibbons (2007) and Moreno and 
Mayer (2005) were able to show the effect of interactivity by applying adapted 
transfer questions. 

Improvement over time. Because Lipson (2002) stated that it is important 
to observe development of conceptual knowledge over time, we looked at im-
provement of knowledge and understanding statistics after a specific period of 
time. As expected in the second hypothesis, this study indicates that students 
were able to profit from the tutorial long-term. Students in both test groups sig-
nificantly improved knowledge and understanding in statistics from pretest to 
immediate and delayed post-test (see figure 5 and 6). The observed improve-
ments occurred for objective as well as for subjective measures. In this case, the 
effect sizes were large (f = 0.83 for objective, f = 0.76 for subjective measures). 
Lipson (2002) was able to show similar improvements with his study about in-
teractive tasks with concept maps, where students had to connect statistical con-
cepts to each other. However, only some students were able to profit from this 
intervention and increase their statistical knowledge long-term. A reason for this 
might be that statistical concepts are complex and difficult to remember. Another 
study (Hulshof, Eysink, Loyens, & de Jong, 2005) testing interactivity found 
improved knowledge in the delayed post-test but not in the immediate post-test. 
Therefore, it might be hypothesized that the effect of interactivity needs time to 
be revealed. 
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Together with the results from the first hypothesis, this means students in 
both test groups experienced a comparable improvement in statistical concept 
knowledge and understanding after working with the online tutorial. 

Explorative results. Besides the planned and tested investigation of hy-
potheses in this study, other effects were explored. Many students had miscon-
ceptions about either the confidence interval or the probability in relation to the 
relative frequency and the density during working with the online tutorial. Both 
are well known to be difficult concepts that are often misunderstood among stu-
dents (Bodemer et al., 2004; Castro Sotos, et al. 2007; Liu, 2010). In this study, 
misconceptions around probability could be observed similar to the study of 
Shaughnessy and Ciancetta (2002), who found these probability misconceptions 
among students. In addition, we found misconceptions around the confidence 
interval, as did Fidler (2006). Just like students in Fidler’s (2006) study, the stu-
dents of this study often misunderstood that the confidence interval is a range of 
individual scores. Another misconception that was observed among researchers 
(Belia, Fidler, Williams, & Cumming, 2005; Cumming, Williams, & Fidler, 
2004) was that they expected the intervals to be at more or less the same position 
in a simulation of repeated randomized sampling. This could also be observed in 
this study too. However, it was possible for a majority of students with miscon-
ceptions to improve conceptual understanding after the tutorial. Over all test 
groups, the tutorial might have intervened with explanatory feedback so that 
students could improve their understanding of the confidence interval or the 
probability. A limiting factor to this finding might be that the length of the tuto-
rial session could have increased cognitive capacity. This might have caused 
decreased cognitive processing of learning tasks and misconceptions could have 
occurred more easily. This is assumed because some students expressed concerns 
about being too tired to concentrate in the open evaluation questions. Moreover, 
most students rated the learning tasks about probability and confidence interval 
concepts as very difficult to understand or solve. It is likely that fewer miscon-
ceptions might have occurred under easier learning circumstances. In addition, it 
is not certain that the actual misconceptions were resolved, as we did not inter-
view the students, in contrast to the study of Chance et al. (2004). 
 
 
5.1 Limitations 
 
The a major assumption of this study was that students in the dynamic condition 
would think about the relationship between the changing parameter and the dis-
tribution in a more precise way compared to the students in the static condition. 
It might have been that the dynamic test group had to think more about how to 
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test with usable numbers while they changed the graphs interactively. As a re-
sult, cognitive load to process given information was too high in the dynamic test 
group to have an advantage in learning statistical concepts over the static group. 
Because of the higher demand it might have been that the test parts of the pre-
dict-test-evaluate learning tasks were too tempting for students in the dynamic 
condition to skip deep cognitive processing and just try numbers that were not 
thought through or planned ahead. Some students used unreasonably high num-
bers or numbers that did not differ much from a second number such as sample 
sizes of 2 and 10. This might indicate a passive learning behavior as Ainsworth 
(1999) argued in her review about dynamically linked representations. However, 
how much effort they had put in each preparation of the test in the predict-test-
evaluate task was not controlled. The only way it could be inferred in such a 
study is by investigating time working with a predict-test-evaluate task together 
with the amount of reasoning they put into these tasks and the reasonable num-
bers they have used to test in the dynamic conditions. Furthermore, of these 
measures only amount of reasoning and time working in predict-test-evaluate 
tasks could be compared between groups. These measures were not significantly 
different between the test groups. 

Moreover, the unnatural setting of the learning intervention reduces the ex-
ternal validity of the results. Students were allowed to take learning breaks but 
almost all of them worked through the session without leaving their seat. On the 
other hand, this enabled a controlled experimental setting. Finally, the qualitative 
analysis revealed that two tasks in the tutorial were too difficult for most students 
to understand and solve. In further studies, these tasks must be made easier for 
the majority of students, otherwise the cognitive load and the subjectively per-
ceived confidence about knowledge and understanding could lead to a lower 
compliance rate or a floor effect in measurements of these variables. 
 
 
5.2 Future research 
 
A major implication was that we did not control the effort the students in the 
dynamic condition put into testing parameters in the tutorial. By controlling this, 
it might be more probable to observe whether students integrate and organize 
new information and process information deeply. A possibility to do this would 
be to ask students while learning with the tutorial to provide short notes in a text 
box in order to show what numbers for parameters they plan to choose for testing 
and why. Consequentially, to analyze these answers, a way should be found to 
categorize the quality of observed reasons and hypotheses. Providing the option 
to repeat testing in dynamic predict-test-evaluate tasks could also increase inter-
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activity, because Moreno and Mayer (2005) and Evans and Gibbons (2007) let 
students repeatedly exercise interactive tasks until they learned the principle 
successfully. There is another study that applied repetition in dynamic visualiza-
tion tasks successfully (Trey & Kahn, 2008). The authors’ guidance principle 
GEM (generate/evaluate/modify) is comparable to the predict-test-evaluate mod-
el (Chance et al., 2004). 

Renkl (2005) mentioned that sample solutions can be cognitively demand-
ing if they include several steps to solve the problem. Moreover, some partici-
pants wished for more support by examples that explain system-provided solu-
tions. Therefore, providing a sample solution was another factor that might have 
influenced students’ performance in this study. According to Renkl (2013), this 
could be very intriguing to observe as the body of research done in this area is 
huge and often supports that learning with examples is effective (Salden, 
Koedinger, Renkl, Aleven, & McLaren, 2010). There seems to be a huge poten-
tial to test ways to present solutions to students. For instance, solutions must be 
presented in easily understandable ways to ensure that the students’ cognitive 
process is focused on the task and not on the understanding of the solution (Rey, 
2009).  

Besides the small sample size, participants coming from different semesters 
of psychology might have caused knowledge differences among students that 
were not detected by the newly developed short knowledge and understanding 
test. For further studies, a larger total sample size of at least 100 participants 
should be considered to increase test power. This would also have the advantage 
of allowing an item analysis of our knowledge and understanding test. 

It is very likely that the heterogeneous knowledge and understanding test 
was unreliable and could not detect differences due to interactivity. Increasing 
the amount of items for knowledge and understanding could increase the reliabil-
ity of the whole test, which could lead to a more exact detection of differences in 
knowledge and understanding between groups. In addition, students in the dy-
namic test group of this study were often better in reasoning tasks where they 
had to reason about learned concepts of the tutorial. It can be assumed that they 
transferred knowledge. Moreover, Moreno, and Mayer (2005) asked transfer 
questions where students in their dynamic test group were especially good in 
terms of scores. Therefore, it will be of interest to increase reliability of these 
primal tested items that demanded reasoning. In order to measure knowledge and 
understanding more exactly, more items should be developed to ask about prin-
ciples corresponding to the predict-test-evaluate tasks in the tutorial. These items 
should measure knowledge that can only be transferred if participants have 
thought about testing with real numbers before. There is one other important 
suggestion for a change of the knowledge and understanding test. The causation 
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of misconceptions and improvement of such difficult concepts must be inspected 
in detail, as misconceptions have been discovered in detailed investigations such 
as clinical interviews with open-ended questions (Chance et al., 2004). In an 
experimental setting such as here, this could be achieved with open-ended ques-
tions explicitly demanding definitions of these concepts. 
 
 
5.3 Conclusion 
 
Students were able to improve knowledge and understanding of statistics when 
the intervention was structured, confronted them with knowledge gaps and pro-
vided explanatory feedback. However, as there was no significant interaction 
effect but a learning effect over time, students were equally good considering 
observed improvements in objective as well as subjective measures. To under-
stand how a higher degree of interactivity could positively influence success in 
learning, a follow-up study should include a more sensitive knowledge test with 
a higher power and simulation learning tasks integrated in a more interactive e-
learning environment. 
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Appendix A 
 
Learning goals of the tutorial Statisticum 
 
The learning environment Statisticum was created according to two main goals 
and seven subgoals. These goals were predefined in discussion and applied in the 
learning tasks of the web prototype. Module 3 was planned in order to explain 
statistical significance but was not assessed in this study because the program 
was not finished at the start of data collection. 
 
Table A 
Learning goals of the online tutorial Statisticum. 
 

Goals of Module 1 

1. Understand and read the distribution of raw data on the abscissa or 
x-axis 

2. Understand and read data in absolute and relative frequency and den-
sity histograms 

3. Understand the effect of the interval width on data representation in 
these three types of histogram. 

4. Understand the concepts probability distribution and the normal dis-
tribution in relation to data. 

Goals of Module 2 

1. Understand the sampling distribution of the mean and its relation to 
the distribution of a sample (also called measurements distribution) 

2. Understand the effects of changes in statistical characteristics (sam-
ple size N and amount of samples) on the sampling distribution. 

3. Understand the meaning of the confidence interval. 

Goals of Module 3 

1. Understand construction of the p-value. 
2. Get to know the t-distribution as a sampling distribution and under-

stand the influence of N on the t-distribution. 
3. Understand the effects of N and SD on the t value. 
4. Understand the meaning of the null hypothesis and the relation be-

tween the distribution under H0 and . 
5. Understand the p-value and the level of significance. 
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Appendix B 
 
Detailed scoring for pretest, immediate post-test and delayed post-test 
 
To determine scores in the knowledge and understanding test about statistics the 
following score levels were used. 
 
Table B 1 
Scoring table for items 1 to 7. 
 

Test 
item 
 

Question type Question goal Possible answers Scoring 

Item 1 
 

Open-ended Reading and 
interpreting 
data  

No answer or incorrect 
Incomplete answer 
Partly correct 
Correct 

0 
0 
0.5 
1.0 

Item 2 
 

Open-ended 
 

Reading and 
interpreting 
data  

No answer or incorrect 
Incomplete answer 
Partly correct 
Correct 

0 
0 
0.5 
1.0 

Item 3 
 

Open-ended Reading and 
interpreting 
data  

No answer or incorrect  
Partly correct 
Answer is the same as in 
Item 2 
Correct 

0 
0.5 
 
0.5 
1.0 

Item 4 
 

Open-ended Predict 
changes of a 
statistical 
parameter 

No answer or incorrect 
Partly correct 
Correct 

0 
0.5 
1.0 

Item 5  
 

Open-ended Reading and 
interpreting 
data  

No answer or incorrect 
Partly correct 
Correct 

0 
0.5 
1.0 

Item 6 Open-ended Predict 
changes of a 
statistical 
parameter 

No answer or incorrect 
Plausible range 
Plausible range and plau-
sible values 

0 
0.5 
 
1.0 
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Item 7 Open-ended Predict 
changes of a 
statistical 
parameter 

No answer or incorrect 
(with or without reason-
ing) 
Correct answer (with 
incorrect reasoning or 
without reasoning) 
Correct answer and cor-
rect reasoning 

 
 
0 
 
 
0.5 
 
1.0 
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Table B 2 
 
Scoring table for items 8 to 11. 
 

Test 
item 

Question 
type 

Question goal Possible answers Scoring 

Item 8 Multiple 
choice 

Understand relation 
between distribution 
of a sample and sam-
pling distribution 

No answer or incorrect 
answer 
Correct 

 
0 
1.0 
 

Item 9 Multiple 
choice 

Conceptual under-
standing by way of 
example 

No answer or incorrect 
Correct 

0 
1.0 

Item 
10 
a), b), 
c) 
 

Open-ended Predict changes of a 
statistical parameter 

No answer or incorrect 
Correct 

0 
1.0 

Item 
11 

Multiple 
choice 

Conceptual under-
standing by way of 
example 

No answer or incorrect 
Correct 

0 
1.0 

Note. Item 10 was divided into three subtasks a) - c). Each subtask was rated separately 
with the provided scoring.  
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Appendix C 
 
Detailed statistics of scores in the objective knowledge and understanding 
test 
 
Table C 1 
 
Mean scores per question for items 1 to 8. 
 

  Measuring time point 

  Pretest Immediate Post-test Delayed Post-test 

Test 
task 

Condition n M(SD) n M(SD) n M(SD) 

1) Dynamic 21 0.83(0.37) 21 0.95(0.15) 20 0.90(0.26) 

 Static 18 1.00(0.00) 18 1.00(0.00) 18 1.00(0.00) 

2) Dynamic 21 0.45(0.27) 21 0.67(0.29) 20 0.60(0.26) 

 Static 18 0.56(0.24) 18 0.67(0.24) 18 0.58(0.26) 

3) Dynamic 21 0.19(0.25) 21 0.50(0.27) 20 0.40(0.34) 

 Static 18 0.22(0.26) 18 0.36(0.33) 18 0.31(0.30) 

4 a) Dynamic 21 0.67(0.24) 21 0.86(0.23) 20 0.68(0.24) 

 Static 18 0.67(0.24) 18 1.00(0.00) 18 0.83(0.24) 

4 b) Dynamic 21 0.69(0.25) 21 0.85(0.23) 20 0.70(0.25) 

 Static 18 0.67(0.24) 18 1.00(0.00) 18 0.81(0.25) 

5) Dynamic 21 0.00(0.00) 21 0.52(0.43) 20 0.38(0.43) 

 Static 18 0.00(0.00) 18 0.56(0.42) 18 0.25(0.43) 
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6) Dynamic 21 0.71(0.37) 21 0.76(0.34) 20 0.75(0.34) 

 Static 18 0.67(0.38) 18 0.75(0.31) 18 0.69(0.35) 

7) Dynamic 21 0.21(0.25) 21 0.55(0.42) 20 0.53(0.37) 

 Static 18 0.36(0.29) 18 0.47(0.36) 18 0.42(0.35) 

8) Dynamic 21 0.52(0.51) 21 0.62(0.50) 20 0.56(0.51) 

 Static 18 0.61(0.50) 18 0.67(0.49) 18 0.55(0.51) 

Note. For each question a participants could get 1 point for a correct answer and 0 point 
for an incorrect answer. Sometimes participants could get 0.5 points, for instance if a task 
demanded reasoning about the answer (for details about scoring see Appendix B). 
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Table C 2 
 
Mean scores per question for items 9 to 11. 
 

  Measuring time point 

  Pretest Immediate Post-test Delayed Post-test 

Test 
task 

Condition n M(SD) n M(SD) n M(SD) 

9) Dynamic 21 0.76(0.44) 21 0.57(0.51) 20 0.55(0.51) 

 Static 18 0.28(0.46) 18 0.50(0.51) 18 0.56(9.51) 

10 a) Dynamic 13 0.31(0.48) 21 0.76(0.44) 20 0.65(0.50) 

 Static 10 0.70(0.48) 18 0.94(0.24) 18 0.78(0.43) 

10 b) Dynamic 13 0.38(0.51) 21 0.43(0.51) 20 0.45(0.51) 

 Static 10 0.50(0.53) 18 0.56(0.51) 18 0.56(0.51) 

10 c) Dynamic 13 0.08(0.28) 21 0.48(0.51) 20 0.40(0.50) 

 Static 10 0.10(0.32) 18 0.56(0.51) 18 0.67(0.49) 

11) Dynamic 13 0.38(0.51) 21 0.57(0.51) 20 0.45(0.51) 

 Static 10 0.40(0.52) 18 0.50(0.51) 18 0.56(0.51) 

Note. For each question a participants could get 1 point for a correct answer and 0 point 
for an incorrect answer. Sometimes participants could get 0.5 points, for instance if a task 
demanded reasoning about the answer (for details about scoring see Appendix B). 
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