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Foreword

It is a time of reflection. We have done the boom. We have done the bust.
What remains? Whatever became of the Information Revolution? Were
the details of the revolution sold at a liquidation auction or shredded just
prior to the investigation? And what has become of the Telecommunica-
tions Act of 1996? Are rumors of its death greatly exaggerated?

In 1998 Wired Magazine declared that the revolution was over. Four
years later and we see that the declaration of victory mistook a prelimi-
nary skirmish for the battle. As reflected in the papers at the 2002
Telecommunications Policy Research Conference, now comes the hard
questions. Intellectual property papers at the conference questioned the
role and ownership of information in the new age. Eli Noam questioned
the role of academia on the path from boom to bust. Gene Crick gave a
keynote on the plight of community networks in underserved neighbor-
hoods. Dan Hunter reflected on the transition of Internet culture from
open network to closed property where exclusion is normative. And the
never-ending conundrum of broadband deployment was thoroughly
revisited. We are in a period of transition from the open innovative end-
to-end Internet of old to an uncertain future where some prophets fore-
tell a network controlled by a few incumbent massive corporations with
a different vision of the revolution.

TPRC is a showcase of the best academic research examining commu-
nications and information policy. It is an oasis, replacing shallow and tired
rhetoric with deep analysis and hard data. The work presented becomes
woven into the policy dialogue for years to come. I should know; I am one
of those senior government officials whose thinking is annually altered by
the excellent work of TPRC. 



TPRC is also an annual Herculean sprint of a dedicated program com-
mittee divining each new conference and a devoted board of directors
with the mission of perpetuating and overseeing the 35-year TPRC tra-
dition. Thanks to the Program Committee: Ed Balkovich, Rand Corpo-
ration; Andrew Blau, Flannery Works; Paula Bruening, Center for
Democracy and Technology; Barbara Cherry, Federal Communications
Commission; Robert Frieden, Pennsylvania State University; Anne Hoag,
Pennsylvania State University; Mark Lemley, University of California—
Berkeley; Elliot Maxwell, Sam Paltridge, OECD; Bill Rogerson, North-
western University; and Sharon Strover, University of Texas. A special
thanks to Anne Hoag who played a vital role in the success of this year’s
conference.

Thanks to the board of directors: Benjamin M. Compaine (chair), MIT
Program on Internet & Telecoms Convergence; Robert Blau (treasurer),
BellSouth D.C.; Marjorie Blumenthal, Computer Science & Telecom
Board; Michael Nelson (vice chair), IBM Corporation; W. Russell Neuman,
University of Michigan; Adam Clayton Powell III, Powell Communica-
tions; Lawrence E. Strickling, and George Vradenburg, AOL Time Warner.
A special thanks to the leadership of Ben Compaine, whose efforts were
tireless. 

There must also be a particular thanks both to the program commit-
tee and to the board for giving me this opportunity, tolerating my antics,
and rewarding my efforts by volunteering me to chair the conference for
yet another year. Additional thanks go to Danya International, Inc., for
their tireless effort in administering the conference.

Finally, thanks to the TPRC community. It is an unusual and unique
group. Participating in TPRC is like presenting to a community of
friendly vultures, always ready to pounce. It is peer review at its best. For
the young, TPRC is a resource of mentors with a wealth of knowledge.
TPRC is an ongoing discourse in a democratic ideal of beating on ideas
until translucent to light.

Long live the dialogue!

Robert Cannon
Chair, TPRC Program Committee 2002
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Introduction

There is strong tendency, especially in the popular press, to think and
write of new technologies as exogenous forces shaping society. The real-
ity is that the interplay between society and technology is a complex
improvisational dance in which each partner responds dynamically to
the moves (or anticipated moves) of the other. New technologies are
introduced in response to opportunities perceived in preexisting social,
economic, and technological relationships. But these opportunities may
be enhanced or diminished as affected interests respond; and the per-
ceived opportunities themselves reflect institutional embodiments of soci-
etal attitudes toward technology. Because technologies are embedded in
social systems and are understood in this context,1 responses to new
technologies may be as varied and complex as the social systems that
incorporate (or reject) them. And just as social systems develop over long
periods of time, so may societal responses to technologies evolve in
stages over time as the long-term implications of new technologies
become more evident, and as the social context of technology changes
with society itself.

The papers presented in this volume, selected from those presented at
the 30th Research Conference on Communication, Information and
Internet Policy (TPRC 2002), reflect on and at the same time are reflec-
tions of this process of institutional adjustment. Collectively, they address
three broad themes associated with institutional adaptations to new tech-
nologies: changes in regulatory institutions, changes in the legal rights
associated with the use of new technologies and the goods and services
they make possible, and attempts to better understand new technologies
and their implications for various societal interests.



Evolving Conceptualizations of the New Communications Arena

The first, and perhaps most difficult, challenge to developing policy
responses to a new technology is the construction of a conceptual frame-
work to guide policy development. Unfortunately, there is no recipe for
framework development. Rather, a new understanding emerges in fits
and starts (or misstarts), building on insights drawn from eclectic sources
and efforts to resolve the contradictions between predictions based on
early conceptualizations and experience that arise inevitably over time.
The more revolutionary a technology, the more arduous and protracted
must be the process of figuring out just what it is and what it means in
the long term.2 The five chapters in Section I reflect various aspects of the
process by which conceptual frameworks are developed, while at the
same time making their own contributions to a conceptual framework to
guide the development of Internet policy. 

Analogies and metaphors based on technologies and institutions with
which we are already familiar are natural starting points for developing
conceptual frameworks appropriate to new technologies and the new
economic and social structures they spawn. While convenient as a start-
ing point and often productive of valuable insight, explaining the new in
terms of the old carries with it the danger of obscuring critical differences
between old and new technologies that should be reflected in policy
responses to new technologies. In chapter 1 Dan Hunter describes how
metaphors operate within our cognitive system, and then examines the
use of the physical metaphor “cyberspace as place” in understanding
online communication environments. He argues that reliance on this
metaphor exercises a strong and unrecognized influence on the regula-
tory regimes of cyberspace and leads to undesirable private control of the
previously commons-like Internet. In his chapter 2 companion piece to
the Hunter chapter, Mark Lemley focuses on logical steps that he
believes courts are missing as they move from metaphor to decision,
arguing first that the “space as place” metaphor has significant deficien-
cies and then suggesting ways that courts might take into account differ-
ences between cyberspace and the off-line world to which it is compared.

Implementation of technology policies depends critically on legal defi-
nitions of technologies and applications that determine the range of situ-
ations to which laws, regulations, and judicial decisions may be applied.
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Consistency in policy thus depends critically on definitional consistency.
Definitional consistency might also be used as an index of the extent to
which a consensus understanding of a technology and its context has
emerged. From this perspective, Robert Cannon’s examination of legal
attempts to define the Internet in chapter 3 suggests that our understand-
ing of the Internet may still be in an early formative stage. While the term
Internet appears frequently in legislation and legal decisions, he shows
that there is little consistency and often disagreement in the definitions
employed. He asks whether attempts to define the Internet for legal pur-
poses may be fundamentally misguided and offers a foundational explo-
ration of what a good understanding of the Internet might look like. 

Sometimes the attempt to understand a new technology reveals hith-
erto unappreciated features of older technologies. The ongoing contro-
versy over institutions created to govern the Internet Domain Name
System highlights the critical role that domain name allocation plays in
Internet governance. In chapter 4, Stephan Bechtold defines a namespace
as “the collection of all names in a particular system” and argues that
namespaces are both ubiquitous and an overlooked facet of governance,
whether in real space or in cyberspace. Based on his study of a variety of
namespaces, including the Internet Domain Name System, IP addresses,
ENUM, peer-to-peer systems and instant messaging, he concludes that
technical control over a namespace creates levers for political influence
and regulatory control. He develops a taxonomic structure to guide
debates about the legal and policy implications of various namespaces
and to inform choices among options that arise in their design.

A critical aspect of the understanding of any new technology is who
uses it and why. In chapter 5, Forman, Goldfarb and Greenstein present
the findings of the first census of the dispersion of Internet technology to
commercial establishments in the United States. Defining “participation”
as the use of the Internet as a requirement for doing business and
“enhancement” as the adoption of Internet technology to enhance com-
puting processes for competitive advantage, they focus on answering
questions about economy-wide outcomes, such as variation in participa-
tion and enhancement rates among industries, and any differences in par-
ticipation and enhancement that may be apparent in comparisons of cities
and states. They conclude that dispersion patterns for participation differ
from those for enhancement and that there are geographic differences in
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dispersion patterns as well. While participation has approached satura-
tion rates in most industries, enhancement rates are lower and vary with
long standing differences in computer usage among industries. They find,
however, that the geographic distribution of industries across geographic
regions explains much of the regional variation in dispersion. They also
find that commercial Internet use is more widely dispersed than previous
studies have shown.

The Evolution of Legal Rights

Legal rights set limits on the permissible range of actions for political and
economic actors—in some cases by reserving rights to engage in specified
actions to certain types of actors, in other cases by forbidding certain
actors from engaging in specified activities. Economic rights are com-
monly evaluated in terms of their effectiveness in creating conditions
conducive to the effective exploitation of economic opportunities, in-
cluding those presented by new technologies. Political rights may be
viewed as playing an analogous role with respect to promoting effective
political governance; but independent of concerns with the quality of
governance, they may also guarantee vital liberties, the rights to which
may be viewed as self-evident and inalienable, as in the U.S. Declaration
of Independence. 

Technological change poses challenges to systems of legal rights that
are both philosophical and economic. The challenge to economic rights
comes from new and altered sets of economic opportunities, especially
when the use of new technologies threatens established interests. We see
this, for example, with peer-to-peer file sharing technologies, which
make the transfer of recorded audio and video files easier and less expen-
sive for users, but at the same time may diminish the ability of authors
and artists to collect payment for the value users derive from their cre-
ative endeavors, not to mention the profits realized in conventional dis-
tribution channels. New opportunities and threats may call for new or
redefined rights to achieve that balance of contending interests that
would effectively promote the larger social good. Thus, economic rights
should evolve with technology. Each of the chapters in this section illus-
trates how technological change may force a fundamental rethinking of
rights.

xiv Introduction



The clash of contending interests created by new technologies is per-
haps nowhere more evident than in the current debate over proposals
that would change dramatically the way that uses of the electromagnetic
spectrum for communication are governed. Owing to the long-term
trend of declining cost and size of microprocessors accompanied by dra-
matically increased computational power, many now argue that more
efficient wireless services could be built by reallocating processing power
from network centers to the devices at their peripheries. This would
allow peripheral devices to both coordinate with and communicate
directly with neighboring devices. A potential benefit of such coordina-
tion would be much more efficient utilization of spectrum, possibly by
allowing services currently relegated to separate spectrum bands to
jointly use commonly available spectrum. Such an allocation scheme is
incompatible with the current dominant model of assigning specific units
of spectrum to designated licensees for their exclusive use and would
depend on the development of a new set of rights to govern spectrum
use. Chapters 6 and 7 take us to the heart of this fascinating debate over
spectrum rights and regulation.

In chapter 6 Yochai Benkler describes the technological developments
at the heart of the current wireless policy debate and explains why these
developments may favor a system of open wireless networks. However,
implementation of such a system would require a dramatic revision of
the current system of spectrum property rights. He develops an informal
model for evaluating the comparative efficiencies of the two property
rights regimes, and concludes with a set of proposals for a multi-year
market test of the two approaches that would help us select an appro-
priate mix of the two. 

While Benkler focuses on the tradeoffs involved in selecting one type
of spectrum management regime over another, Gerald Faulhaber and
David Farber approach the debate over appropriate property right
regimes for spectrum from a very different perspective in chapter 7, ask-
ing whether property rights in spectrum might be designed to permit the
simultaneous co-existence of different spectrum management regimes.
They argue that the positioning of different spectrum management
regimes as alternatives creates a false dichotomy, when in fact a system
of rights might be designed that would allow the simultaneous existence
of markets in spectrum with well-defined rights of exclusivity while
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allowing for the rapid introduction of new radio technologies under
somewhat restricted open access conditions. They describe two such sys-
tems. One would give individuals the right to buy and sell designated
spectrum with a noninterference right while granting other users a right
to use the same spectrum subject to the restriction that they not interfere
with users of the first type. The second system would grant exclusive
rights to designated frequencies while allowing those holding the exclu-
sive rights to permit shared uses of their frequencies subject to payment
of sharing fees. They describe institutional arrangements that might arise
to coordinate uses in each system.

The distinction in intellectual property law between patent and copy-
right has become increasingly unclear in the context of computer pro-
grams, which encompass both intangible creative expressions that have
traditionally been accorded copyright protection and tangible productiv-
ity innovations traditionally protected under patent. In chapter 8 Dennis
Karjala proposes that functionality be employed as a principle that may
be used to define a boundary between patent and copyright that will pro-
mote effective application of these two bodies of law.

Sandra Braman and Stephany Lynch explore the intersection of com-
mercial rights and constitutionally protected political rights in their
analysis of ISP terms of service in chapter 9. They show that ISP terms
of service and acceptable use policies include numerous rules that forbid
constitutionally protected content and behaviors and, in many cases,
grant ISPs licenses to all content uploaded or posted. They explore both
economic and legal responses to what they argue is a tendency of ISPs to
continually add new restrictions on users.

In chapter 10 Dan Burke presents a good example of how policy
responses to new technologies must often evolve over time. He examines
the anticirumvention provisions of the Digital Millennium Copyright
Act—dubbed “paracopyright”—and argues that they are ripe for abuse.
He explains that these provisions effectively grant copyright holders
sweeping new ability to impose terms of access on content users: con-
sumers who access content without accepting the content owner’s terms
would violate the owner’s paracopyright even if the material accessed is
not itself copyrighted or copyrightable. Additionally, where a particular
use would be permissible under copyright law, content owners may be
able to exclude the use as a condition of access. Content owners may use
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paracopyright to require purchase or use of related products; for exam-
ple, DVD access controls require that the disc be played on approved
hardware, effectively dictating the consumer’s purchase of playback equip-
ment. At some point, Burk argues, such leveraging of access control
seems certain to overstep the bounds militated by sound policy or
intended by Congress. Thus the statute has critical flaws that have
become increasingly evident over time. To address these deficiencies he
proposes that improper leveraging of paracopyright should be curtailed
by application of the misuse doctrine, guided by the standards estab-
lished in its previous applications to patent and copyright law.

Regulatory Innovation and Responses to Technological Change 

Rights influence behavior by setting bounds on what is permissible.
Regulation involves substantially more direct involvement of government
in the control of behavior of private entities, possibly relying on fairly
direct oversight by an expert agency with some discretion over interpre-
tation of legislative mandates and the responsibility to implement what
are often vague prescriptions or statements of intent in enabling legisla-
tion. Regulatory authorities must therefore constantly adjust their plans
and reinterpret enabling statutes as technological change alters the indus-
tries over which they have oversight responsibility.

Barbara Cherry’s study of liability regimes for common carriers exam-
ines an intersection of rights and regulation, and thus is an appropriate
transition from section II’s focus on legal rights to the predominant focus
on regulation of section III. Cherry describes in chapter 11 how the lia-
bility regime for telecommunications carriers is shifting from one based
on an absolute limit on liability in tariffs to a form of common law strict
liability. The FCC contributed to this process when it instituted manda-
tory detariffing for interexchange carriers in 1996 and announced that
with detariffing carriers would no longer be able to unilaterally limit
their liability for damages. She argues that this claim was based on
flawed reliance on earlier judicial decisions incorrectly viewed as sup-
porting the position that filed rates were the legal basis for limited lia-
bility contracts, and furthermore, that the FCC failed to consider the
implications of eliminating the strict limits on liability that had prevailed
for more than a century for other public policy goals, such as universal
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service and broadband deployment. The 1996 detariffing order was itself
in part a response to changed industry conditions attributable in no
small part to technology driven changes in underlying industry econom-
ics. Cherry’s study demonstrates the need to think in larger system terms
when modifying or replacing existing regulatory frameworks.

Until fairly recently, the emergency response systems in the United
States and Canada relied largely on wireline connections. Growing pen-
etration of wireless telephone services has created an opportunity to
increase the coverage of the emergency response system through the inte-
gration of wireless carriers, and efforts are underway in both countries
to incorporate wireless systems into the existing emergency response
framework, in what is called “wireless enhanced 9-1-1,” or E–9-1-1. In
chapter 12, Priscilla Regan, Colin Bennett and David Phillips compare
implementation efforts in three regions in the United States and Canada,
and conclude that several trends are driving technologies and organiza-
tional configurations in directions that might conflict with traditional
goals of privacy protection.

Transfer from government to private ownership (or the reverse) is
probably the most dramatic form of institutional change affecting com-
munications industries. The last two decades have witnessed a strong
world-wide trend toward the privatization of state-owned telecommuni-
cations carriers. How this has been accomplished has varied substan-
tially among countries. In chapter 13 Lee McKnight, Paul Vaaler,
Burkhard Schrage, and Raul Katz write about how they took advantage
of this natural experiment to test two competing models of the effect of
residual state ownership interests on the performance of privatized firms.
What they term the mainstream model predicts shareholder returns
increase as residual state ownership interests decrease and more time
elapses from the commencement of privatization. The predictions of the
alternative model are just the opposite, with shareholder returns increas-
ing with the degree of state ownership and decreasing with time from
privatization. The authors’ event studies provide only weak support for
the mainstream hypothesis, limited mainly to privatized carriers from
industrialized countries, but fairly strong support for the alternative
hypothesis, particularly for carriers privatized in emerging market
economies. This supports the argument for the alternative hypothesis
that in some countries a nontrivial state interest in the performance of

xviii Introduction



privatized carriers may be necessary to ensure against subsequent state
appropriation. These findings suggest that the larger institutional envi-
ronment in which privatization (or other institutional reforms) occur has
a substantial influence on the outcomes. 

Communication industries have traditionally been defined by fairly
tight pairings of services and technologies, such as television with broad-
casting and telephony with wireline copper networks. For the most part,
the regulatory frameworks that evolved in different countries over time
took these pairings for granted and contained rules that differed sub-
stantially among industries. With convergence, the old tight pairings of
technologies with services are breaking down. This raises problems of
sustainability for affected industries and inconsistency in the effects of
regulations applied in similar circumstances in different industries. In the
final chapter, J. Scott Marcus examines regulatory responses to conver-
gence in the E.U. and draws lessons from that experience for the devel-
opment of policy in the United States.

Conclusion

The impact of new technologies might be measured in a variety of ways,
but one particularly revealing index of impact is the degree to which the
societies into which they are introduced are forced to make adjustments.
Incremental improvements on old technologies and new technologies
that are fairly straightforward substitutes for (or complements to) old
technologies can be handled with fairly modest alterations to existing
institutions. Revolutionary technologies call for more fundamental insti-
tutional innovations. Collectively, the research presented in this volume
suggests that major institutional changes may be necessary to best
respond to advances in communication technology. However, the re-
sponse process may be slow, as policy makers are still coming to terms
with how to conceptualize the new technology. In addition, major insti-
tutional changes will have far reaching effects and many of those poten-
tially affected may oppose such changes. Nonetheless, if the new
technologies currently challenging policy makers are to have a truly rev-
olutionary impact, ultimately we can expect to see fundamental institu-
tional changes in response.
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Notes

1. See, e.g., Carolyn Marvin (1988), When Old Technologies Were New:
Thinking About Electric Communication in the Late Nineteenth Century (New
York: Oxford University Press).

2. For example, more that 150 years after its invention, scholars were still dis-
cussing the economic implications of the telegraph. See, e.g., Yates, J (1986),
“The Telegraph’s Effect on Nineteenth Century Markets and Firms,” Business
and Economic History, Second Series, 15:149–63.
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1
Cyberspace as Place

Dan Hunter

In the early days of computer networks it seemed a slightly far-fetched metaphor
to describe . . . sites as “places,” since bandwidth was narrow. . . . As bandwidth
burgeons and computing muscle continues to grow, cyberspace places will pres-
ent themselves in increasingly multisensory and engaging ways. . . . We will not
just look at them; we will feel present in them.1

It is not too portentous to say that we stand at the fork between two pos-
sible futures of intellectual endeavor. Down one road lies a future of
completely propertized and privatized ownership of intellectual activity.
Down the other road is a future where the interests of society at large are
fostered, which at times leads to private ownership of intellectual activ-
ity, and other times demands that some public intellectual space be kept
in commons for all.2

This observation has been made by others within the spheres of intel-
lectual property rights such as copyright and patent. However, the focus
on intellectual property interests masks the area where the trend to prop-
erty in ideas has its most pernicious effect: on the Internet. Cyberspace
was once thought to be the modern equivalent of the Western Frontier.
It was a place, albeit an abstract place, where land was free for the tak-
ing, where explorers could roam, and communities could form with their
own rules. It was an endless expanse of space: open, free, replete with
possibility. No longer. As with the Western Frontier, settlers have entered
this new land, charted the territory, fenced off their own little claim, and
erected “No Trespassing” signs. Cyberspace is being sub-divided. Sub-
urbs and SUVs cannot be far off.

Since cyberspace appears to be like a place this trend seems preor-
dained: the progression of property interests over the last five hundred
years shows that places tend to be enclosed, and privately exploited.



Nonetheless, it is a surprising trend because legal commentators have
convinced us that cyberspace is not a place at all. However, these com-
mentators have confused the descriptive question of whether we think of
cyberspace as a place, with the normative question of whether we should
regulate cyberspace as a regime independent of national laws. Whatever
the answer to the normative question, there is significant evidence that,
purely as a descriptive observation, we do think of cyberspace as a place.
Cognitive science investigations into how people think provide ample
evidence of this.

Thinking of cyberspace as a place has led judges, legislators and legal
scholars to apply our physical assumptions about property in this new,
abstract space. Owners of Internet resources start to think of their sys-
tems as their own little claim in cyberspace, which must be protected
against the typical encroachments we find in the physical property world.
This has lead to a series of cases and statutes that enshrine the idea of
these property interests in cyberspace.

The effect of this is to take the hitherto commons-like character of
cyberspace, and splinter it into millions of tiny landholdings. Privatiza-
tion is not, of itself, a problem: private interests are the dominant forms
of resource allocation in our world. However, modern property theorists
have demonstrated the dangers of splintering interests: the undesirable
consequence is to create “anticommons property.” Anticommons prop-
erty emerges where multiple people hold rights of exclusion to a prop-
erty such that no one has an effective right of use. As a result, a “tragedy
of the anticommons” occurs, where property is locked into sub-optimal
and wasteful uses, because the preclusion rights-holders block the best use
of the resource.

This chapter suggests that thinking of cyberspace as a place, and the
consequent legal propertization of cyberspace, is leading us to a tragedy
of the digital anticommons. Recent laws and decisions are creating mil-
lions of splintered rights in cyberspace, and these rights are destroying
the commons-like character of the Internet. If we continue down the fork
we currently are traveling we risk creating a digital anticommons that
has the potential to limit many of the innovations we have created to
date. Historians will look back on our time and wonder—when we have
seen what the Internet could be—how we could have sat and watched as
the tragedy of the digital anticommons occurred.
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Space forbids a full development of the necessary conditions proving
my argument. Specifically, I don’t present any argument rebutting the
legal assumption that cyberspace is not a place, and Part I merely
sketches how metaphor works in structuring our understanding of regu-
latory regimes. Part II explores the evidence that the specific structuring
metaphor of cyberspace as place3 operates on us all, in both lay dis-
cussion of online interactions, and in legal analysis. Part III leads on to
the very disturbing implications of this metaphor. If we accept the cyber-
space as place metaphor, then it is a very short step to assume that there
is some kind of property online, and that this property should be pri-
vately owned, parceled out, and exploited. Part IV demonstrates how
private interests are reducing the public ownership of, and public access
to, ideas and information in the online world. As we all come to stake
out our little claim in cyberspace, the commons that is cyberspace is being
destroyed.

I. Thinking in Metaphors

Metaphors are more evocative, and conjure up more associations, than
their purely literal counterparts. But is this all they do? Are they merely
rhetorical “flourishes,” which may leaven language, but which are not
vital to the way that we express or even conceive ideas? For a very long
time, this was the dominant view in philosophy, and linguistics. At its
most charitable, this view suggested that metaphor was sometimes use-
ful, but never essential, to the way we express ideas. The view was also
held that metaphor was not necessary for us actually to think our ideas.

In the last few decades, linguists, philosophers and cognitive scientists
have suggested that metaphor is more central to language and thought
than the prior conception would have it. Within philosophical and cogni-
tive science circles, metaphor has been rehabilitated, and become the sub-
ject of great interest. Metaphor studies have burgeoned, and now form a
major category of study in the philosophy of language, in linguistics and
in cognitive science.

One of the most important theories has been that of Lakoff and his
colleagues. Their influential theory has a number of distinguishing fea-
tures, but it is most notable for its assertion that our everyday concepts
are structured and molded by a series of cognitive metaphors that all
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human beings share. Their cognitive metaphors are not linguistic
metaphors like Shakespeare’s “Juliet is the sun” or Justice Cardozo’s
“trackless ocean of law.” Instead, they look to general conceptual
metaphors that organize our thinking. These metaphors break down into
various types, most of which stem from our physical experiences as
humans in the world. These conceptual cognitive metaphors are reflected
in linguistic utterances; that is, what we would normally think of as a
“metaphor.”

Lakoff suggests that we can excavate our underlying conceptual
metaphorical structures, by a close examination of our use of language:
“Since metaphorical expressions in our language are tied to metaphori-
cal concepts in a systematic way, we can use metaphorical linguistic
expressions to study the nature of metaphorical concepts and to gain an
understanding of the metaphorical nature of our activities.”4

An example may make the approach clearer. According to Lakoff, we
all hold a communal, cognitive conceptual metaphor that argument is
war. We see this metaphorical structure reflected in language thus:

• Your claims are indefensible.
• He attacked every weak point in my argument.
• His criticisms were right on target.
• He shot down all of my arguments.

Lakoff is not saying that we actually view arguments exactly as war.
Rather, he suggests that features from the source domain (war) are
mapped onto the target (argument). Thus, we cognitively structure our
perception of arguments in terms that adopt elements of war; and this
structuring is reflected in our use of language.

The next part of this chapter is devoted to the proposition that we see
the same thing happening in cyberspace regulation. We all hold a cogni-
tive metaphor of cyberspace as place and this leads to a series of
metaphorical inferences: cyberspace is like the physical world, it can be
“zoned,” trespassed upon, interfered with, and divided up into a series
of small landholdings that are just like real world property holdings.

II. Cyberspace as (Legal) Place

The Lakoffian view of metaphor explains why the language that we use
to describe our experience of the Web is a reflection of the underlying
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conceptual metaphor of cyberspace as place. Adopting the metaphor
means that we understand the medium of internet communication as hav-
ing certain spatial characteristics from our real world experience. Telling
in this regard are the references that have been variously used to describe
the “consensual hallucination” of life on the Internet. Consider the way
in which everyone talks about events, transactions, and systems that exist
or occur online. At its most fundamental, consider the term web, an allu-
sion to the “web-like” connections between computers. Then there is the
Net, referring to the network of connections, and also to the net-like char-
acter of the material caught in the network. We surf this web, moving
from one site to the next, entering or visiting the site, or homepages. We
hang out in chatrooms communicating with our online buddies. We roam
around multi-user dungeons and domains (MUDs and MOOs). Software
programs called robots, or agents, or spiders, are allowed to crawl over
websites, except where they barred by terms and conditions of entry or
access, or by the robot exclusion standard. We navigate the web, using
computer programs with names like Navigator and Explorer. We use
Uniform Resource Locators and domain names, to find our way.

Information is sent to us using hypertext transport protocol (http) or
simple mail transport protocol. We use email addresses to send messages
to others, and the machines themselves use IP addresses. We log into or log
onto our Internet Service Provider. Malignant wrongdoers access our
accounts, hack into the system, using backdoors, trapdoors or stolen keys,
and engage in computer trespasses.

The point here is not to document exhaustively all of the evidence that
we hold a conception that cyberspace is a place. Rather, this is merely a
short demonstration that the language we use in discussing cyberspace is
shot through with physical references and implications. All of these
examples take the physical characteristics of the real world and map
them onto the abstract virtual world.

This process, of mapping the real onto the virtual, is pervasive in legal
academic discourse, in judicial pronouncements, and in legislative enact-
ment. Lakoff explains how we cannot help but see abstract concepts in
physical terms such as this, and so we should expect that lawyers would
adopt the cyberspace as place metaphor. However, we need to recog-
nize what the adoption of the metaphor entails. As Lakoff and Black
have shown, the metaphor carries with it the implication complex that
constrains the sorts of outcomes we can expect. I will later argue that
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adoption and use of the cyberspace as place metaphor means that we
begin to see cyberspace as land that may be fenced off and privatized, but
now we need better evidence that the metaphor is present in law.

Crime Online
Laws against computer crime represent one of the earliest areas where
the conception of the network as a place emerged. In fact the most obvi-
ous example, the Computer Fraud and Abuse Act of 1986 (CFAA), relied
on the spatial characteristics of computers and networks before the
Internet was in the minds of legislators. The offenses in the Act all pro-
scribe access to computers and networks. For example, §1030(5)(A)(ii)
provides that whoever “intentionally accesses a protected computer
without authorization, and as a result of such conduct, recklessly causes
damage” above a specified value, is guilty of an offense. Other sections
deal with the special cases of unauthorized access of government com-
puter systems or information from government agencies, unauthorized
access to obtain credit card information or credit reports, amongst a slew
of other crimes stemming from the trespass. However all offenses share
the basic requirements of unauthorized access of the computer—to deal
with outsiders hacking into a system—or accessing a computer beyond
the limits of authorization—to deal with insiders who have access to the
system, but who move beyond the scope of their authorization. The mere
access of the system without any damage will, generally, be sufficient to
invoke the Act.

These types of offenses are generically labeled “computer trespasses,”
and it is not hard to understand why. The computer is “accessed” with-
out permission, implying the illegal entry into the system. Not for noth-
ing do we see movie depictions of hackers announcing triumphantly “I’m
in” when they access the system. They may use a “backdoor” to enter
the system, or just bypass (i.e., “pass by”) the security. Authorized users
type a word that allows them passage into the system, hence the name
“password.” Though we might bemoan the inexactness of the use of the
expression “accessing” a computer, it is an obvious example of linguistic
usage reflecting a deeper physical metaphor of the computer as place.

It is not surprising then that, when the CFAA was applied to internet-
connected computers, the initial computer as place metaphor would be
supplanted by the cyberspace as place metaphor. This latter metaphor
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has emerged as the dominant way to understand computer trespasses
over networks. The network provides the means of moving around, and
the servers, hosts, or websites within the network are the access points.
So, for example, an Internet dating service was entitled under the CFAA
to a temporary restraining order, prohibiting a former programmer from
accessing the dating service’s website via the Internet, and diverting its
clients and users to a pornography site. The idea of cyberspace as place
can be seen clearly. The Net is conceived in familiar terms, just like the
public roads that lead to private properties, on which the defendant tres-
passes.

The cyberspace as place metaphor has lead to the application of the
CFAA to problematic uses of publicly accessible websites, in circum-
stances that are a long way from the original criminal scope of the CFAA.
In a series of cases involving unsolicited bulk email (the “spam cases”)
and companies downloading information from competitor’s websites (the
“website cases”), courts have used the cyberspace as place metaphor,
and extended the scope of the CFAA beyond recognition.

In the spam cases, providers of email services prevailed over spammers
who harvested email addresses from them. In each case, the courts had
no difficulty in applying laws directed at criminal action to the civil sub-
ject matter before it. The most interesting issue was how the spammer’s
access was forbidden, since computer trespass requires “unauthorized
access” of the computer system. One might imagine that email, even
unsolicited bulk email, could not amount to an unauthorized access. Yet
the courts found that the spammer did not have permission to undertake
this type of “access” of the email system, since the terms of use of the
providers’ systems specifically forbade access for this purpose.

Spam is such an egregious intrusion of online space, and such a perni-
cious evil, that we should hardly be surprised or troubled that courts
would extend criminal liability to this type of activity. It is hard to feel
sorry for spammers. We might hope, however, that courts would limit
the CFAA to these sorts of outrageous activities. This is not so, however.
In the website cases, courts have been exceedingly swift in applying crim-
inal sanctions to activities that can only be characterized as competitive,
but hardly criminal, practices. In Register.com v. Verio,5 the practice
involved Verio’s “scraping” of whois data from Register.com’s website.
Register.com, in keeping with any organization that is granted the right
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to register domain names, is obliged to publish the whois records of the
domain names it registers. A whois record details the name, address, and
contact information of the domain name holder, as well as certain tech-
nical data about the domain name. Register.com published the whois
records of its registrants on its publicly accessible website. Verio, a com-
petitor in the domain name registration and website hosting business, col-
lected these records from Register.com, for domain names that had been
recently registered. Verio then used this information to contact the
domain name registrants, offering them various website hosting services.

At no point did Verio hack into Register.com’s database: the information
was all gathered from the publicly available website. The sum total of
Verio’s “access” of Register.com’s computer system was a series of well-
formed http requests to Register.com’s webserver, which Register.com made
available to the web at-large. Moreover, the data that Register.com sent
in response to these http requests was information that, under the terms
of its agreement with ICANN, it was obliged to make public. These facts
notwithstanding, the court had no qualms holding Verio guilty of a com-
puter trespass under Title 18. Verio had accessed the computer system of
Register.com, and the access was clearly unauthorized, since Register.com
maintains a “Terms of Use” policy for their website. These terms, tucked
away on a separate page from the default page, forbade anyone from using
an automated search mechanism to poll the Register.com whois database.
The court’s analysis was straightforward: “Because Register.com objects to
Verio’s use of search robots they represent an unauthorized access to the
WHOIS database.” That is, the simple objection to access provides the
basis for the criminal liability. This is true even though Verio was only
making a request on a publicly accessible database. Verio exceeded the
terms of use since all bots were forbidden from making requests on the
site. The court therefore concluded that Verio was therefore criminally
liable under CFAA §1030(a).

“Terms of Access” are the most obvious way that a competitor may
render a rival’s access to its website to be “unauthorized.” However, in
EF v. Explorica,6 the court considered whether a confidentiality agree-
ment could provide the same limitation on access. The data in this case
were pricing, routing and associated information about vacation pack-
ages offered by EF, a specialist in cultural and student tours. The infor-
mation was publicly available on EF’s website. Explorica was set up to
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compete in the student cultural and language vacation market, and
Explorica commissioned a programmer to write a routine that “scraped”
all of the information from EF’s publicly accessible site. Explorica had
knowledge of EF’s fare structure, gathered from the ex-employee. It was
therefore a simple task to write an automated query agent that—as with
the agent in Verio—sent a series of requests to EF’s webserver and col-
lected the responses in a database maintained by Explorica. Armed with
this data, Explorica could offer similar or identical tours to EF, and, hav-
ing collected EF’s pricing structure, could systematically undercut EF. EF
sought a preliminary injunction to stop Explorica’s actions.

There was no question that Explorica had accessed anything other
than information that was publicly available. The District Court con-
cluded however that placing material on the web did not affect the analy-
sis of whether the access was unauthorized, concluding that EF’s
copyright notice “should have dispelled any notion a reasonable person
may have had that the ‘presumption of open access’ applied to informa-
tion on EF’s website.” Since the information is almost certainly not copy-
right, and since website proprietors plaster copyright notices about with
unthinking abandon, it is hard to credit that this alone is sufficient to
make the access unauthorized. This is especially the case since the copy-
right notice did not speak to the issue of access. The Court of Appeal did
not rely on this as the touchstone of authorization. Instead, it looked to
the unusual fact that EF’s ex-employee, now a vice president of Explorica,
had signed a confidentiality agreement when an employee of EF. This
agreement included a clause to the effect that the employee would not dis-
close any confidential information to the outside world. As a result, the
court concluded Explorica’s subsequent access was unauthorized, even
though it is quite clear that the website information was in the public
domain and therefore, by definition, not confidential.

In all of the cases, the information was publicly accessible, but it was
subject to some type of limitation on the uses that this information might
be put. Typically this limitation was found in a “terms of use” document,
available somewhere on the website, or provided via a clickwrap agree-
ment, though other bases of limitation were present in unusual circum-
stances. Whatever the basis for the limitation, courts have generally
found unauthorized access for the purposes of the CFAA where the
cyberspace owner simply objects to access.
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The cyberspace as place metaphor explains why the results in these
cases are anything but surprising, even if, as I will argue shortly, they
have dire implications. Cyberspace is a place that conforms to our
understanding of the real world, with private spaces such as websites,
email servers, and fileservers, connected by the public thoroughfares of
the network connections. Viewed through the filter of the cyberspace as
place metaphor, computer trespass does not just involve an infringement
on my right to use the personal property of my computer system.
Instead, the action becomes a trespass against a form of quasi-land that
exists online. Trespasses to land have always been considered to be more
serious than the equivalent actions against personal property: for exam-
ple, the action lies for the most trivial trespass to land, whereas tres-
passes to chattels have always required serious damage.

Anyone who enters my space without authorization is a trespasser.
Private spaces may allow people entry under certain conditions, which
may be posted on the door, or otherwise communicated to them. This
has its cyber-equivalent: conditions of entry on the door are just like the
Terms of Use of the website, or information contained in the robot exclu-
sion file.7 Other mechanisms of removing permission would include
direct email contact or requirements in confidentiality agreements as seen
in EF v. Explorica. As a result of the cyberspace as place metaphor,
anyone using my website appears to be “entering” my place, and should
be treated just like an invitee at common law. If the invitee oversteps the
bounds of their invitation then they become trespassers, and will be sub-
ject to the full force of the criminal law. Courts have had few qualms
about applying the metaphor to reach this conclusion.

Laws proscribing computer and network trespass are the obvious start-
ing point for the examination of the legal application of cyberspace as
place. Recently, however, we have seen an example within torts, with the
resurrection of the moribund tort of trespass to chattels, and its wholesale
application to the Internet. This tort is very similar to the criminal com-
puter trespass material covered here, and indeed courts have applied the
two as though they were interchangeable.

Resurrecting Trespass to Chattels
If courts have been speedy in accepting cyberspace as place within the
CFAA, then their reaction to it within tort law has been positively jaw-
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dropping. Notwithstanding scholars’ early suggestions of its inappropri-
ateness, courts have rushed to resurrect the late, largely unlamented, tort
of trespass to chattels, and apply it to the new cyberspace arena. The rise
of this extraordinary development can be explained by the cyberspace
as place metaphor.

Perhaps the leading case in this area is eBay v. Bidder’s Edge. eBay, the
major web-based auction site, created a huge following for its online auc-
tions. It was, and remains, the major player in online auctions. Bidder’s
Edge ran a website, “AuctionWatch.com,” which aggregated the auction
details of many online auction sites, including eBay’s. The user was there-
fore able to see, on one AuctionWatch.com screen, all of the auction sites
where a particular type of product was being auctioned, rather than hav-
ing to search the many auction sites available. In order to provide this
service, Bidder’s Edge sent out “bots,” or automated software query
agents, to inquire (or “crawl”) on all of the auction sites about the auc-
tions that were being conducted. Similar to the situation in Verio, these
queries were standard http requests that are individually indistinguishable
from a human making the same request. The information from eBay’s site
was reported back to Bidder’s Edge and collected in its database.

eBay was unhappy about these automated enquiries, ostensibly because
the requests from the bots placed a heavy load on its servers. It therefore
sought to enjoin Bidder’s Edge from using its bots to send requests to the
eBay site. eBay argued that the trespass to chattels tort should be revived
and applied to this new scenario, and the court concurred.

eBay’s most striking claim involved an analogy between the real world
and the virtual one: “eBay’s allegations of harm are based, in part, on the
argument that [Bidder’s Edge]’s activities should be thought of as equiva-
lent to sending in an army of 100,000 robots a day to check the prices in
a competitor’s store.” This analogy relies directly on the cyberspace as
place metaphor: the idea that real-world physical robots can be mapped
onto virtual software “bots” involves an acceptance that the virtual world
is a space that can be roamed like the real one. The court, however, did
not accept the argument, but not because it rejected the cyberspace as
place metaphor. Rather the court enthusiastically accepted the metaphor,
but even after accepting it rejected the argument because the harm was de
minimis.

The court did, however, grant a preliminary injunction on another of
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eBay’s claims. It concluded that irreparable harm would flow to eBay if
the crawling continued. The basis of the court’s decision was that
Bidder’s Edge was engaged in a trespass to chattels, a tort similar to the
more familiar tort of conversion, but involving a lesser degree of annex-
ation of the personal property. The court outlined the necessary elements
a plaintiff must establish for a chattel trespass claim in relation to com-
puter systems: “(1) defendant intentionally and without authorization
interfered with plaintiff’s possessory interest in the computer system; and
(2) defendant’s unauthorized use proximately resulted in damage to
plaintiff.”8

Prior to eBay, there were a number of lesser-known cases on cyber-
space chattel trespass, where the issue was whether the sending of unso-
licited bulk email via a free email system involved a chattel trespass to
the provider of the system. Courts in these cases readily adopted this
idea, no doubt as it amounts to one of the few ways to fight the scourge
of spam in the absence of legislative assistance. We might have hoped it
would be limited to these situations, however, after the eBay decision
courts have enthusiastically embraced the expansion of the tort, and
have been applying it whole-heartedly to situations well beyond the nar-
row confines of the initial circumstances of spam. In both of the Verio
and Explorica decisions, trespass to chattels was adopted by the courts
in addition to the criminal computer trespass provisions discussed above.
Most recently, in Intel v. Hamidi9 the California courts have extended the
principle to prohibit regular email sent to a corporation that has
requested that the email not be sent. Ken Hamidi, a disgruntled ex-
employee of Intel Corporation, sent a small number of emails to all
employees of Intel, complaining of various injustices. The court focused
on the large number of employees this extended to, rather than the char-
acter or number of unique emails, and applied the approach of the ear-
lier trespass to chattels cases to this new scenario.

Though some courts have declined the application of this new tort to
specific situations—typically where the use of the computer system was
de minimis—the evolution of the trespass to chattels action, from spam,
through web sites, and culminating in regular email, demonstrates the
importance of the cyberspace as place metaphor. There are three pieces
of evidence that the metaphor is operating in this new field of cyberspace
tort. First, there is the nature of the chattel that is allegedly trespassed
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upon. Recall that it is the plaintiff’s personal property that is supposed
to be the subject of the tort. Initially, in eBay the court did focus on the
personal property of the computer or the “computer system.” However,
later in the decision, the court’s analysis magically expanded to suggest
the chattel included the plaintiff’s bandwidth and server capacity.

The cases struggle with the question of what exactly is the chattel in
issue. At times the courts suggest that the chattel is simply the computer,
but more often it is a nonspecific combination of computer, bandwidth,
capacity, processing power, or network. With the exception of the com-
puter itself, none of these “chattels” are actually chattels at all. There is
no private property in bandwidth or processing power or network. It
seems here that courts are trying to reconcile the cyberspace as place
metaphor with the personal property basis of the chattel trespass theory.
At times the personal property feature emerges, as when the focus is
placed upon the computer itself. Other times, the notion of the computer
as an aspect of place emerges, as when the focus is placed on the spatial
characteristics such as the plaintiff’s bandwidth, capacity, processing, or
network.

There is a second piece of evidence supporting the argument that
cyberspace as place is used in trespass to chattels. Contrary to the typ-
ical conception of torts to personal property, courts in the cyberspace
arena have ignored the damage requirement of the tort. When the tres-
pass to chattels action was first mooted as applicable to the cyberspace
arena, the consensus was that plaintiff would fail for want of appropriate
damage to the chattel in question. As a result, learned commentary sug-
gested that plaintiffs would lose in the cyberspace world. Of course, the
opposite is true. In most cases, the courts have ignored the damage
requirement or been extremely flexible in determining what damage is
sufficient. The conclusion seems to be therefore that the tort is much more
like trespass to real property, since real property trespasses have always
been considered more serious and as a result the infringement per se is
actionable without proof of damage. As Dan Burk has concluded, by
ignoring the harm requirement the courts that have developed trespass to
chattels in the arena “essentially reversed several hundred years of legal
evolution, collapsing the separate doctrines of trespass to land and tres-
pass to chattels back into their single common law progenitor, the action
for trespass.”10 The reason for this is, I think, that because of the metaphor
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personal property seems much more like real property. And hence the two
different causes of action become conflated.

Then there is the final piece of evidence that cyberspace as place
rules in this old-made-new tort. The language that the courts use often
unconsciously reveals how they are thinking about the action. This is, of
course, exactly what the Lakoffian metaphor theory teaches us, and the
examples in this area are particularly striking. Courts forget that they are
supposed to be talking about personal property, that is, a thing, and
describe the defendant’s actions as though they were trespassing on a
place. For example, in Hamidi, when the court dismissed defendant’s
First Amendment claim it noted that the ACLU’s amicus brief: “cites
cases which confer First Amendment protection in private tort actions,
but they differ from the present case in that Hamidi was enjoined from
trespassing onto Intel’s private property.”11 One can only trespass on
land or a cyberspace equivalent. The court should have said that Hamidi
trespassed against Intel’s personal property, or some other language that
indicated that the chattel was misappropriated or abused. Instead the
court clearly had the real property action in mind when it dismissed the
First Amendment claim. Indeed, this is bolstered when one views the
cases it cited in support of the conclusion, most of which involved the
posting of material in real property locations such as shopping centers,
hardware stores, and so forth. Earlier it had characterized Hamidi’s
actions as “invading” Intel’s “internal, proprietary e-mail system,” and
characterized Hamidi’s use of the system as “entry” into their system. All
of these examples show how the court was conceiving the chattels-based
tort in real property terms.

The question then is: So what?

III. The Digital Anticommons

From the fifteenth century onward, land holding in England changed pro-
foundly. Property held by a number of people in common was appropri-
ated in various ways to the exclusive possession of powerful gentry. This
was called the “Enclosure Movement” after the fencing and enclosing of
the commons by these new private landholders. That most fundamental
of property rights, the right to exclude, was used to alter the default posi-
tion of land tenure from commons property to private property.
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Recently we have seen a similar process occurring within intellectual
property. Commentators have begun noting the increasing private control
of what previously had been intellectual commons property. James Boyle
has called this the “Second Enclosure Movement,”12 and he and other
scholars have detailed the enclosure movement within intellectual prop-
erty and the concomitant erosion of the public domain. The enclosure of
the intellectual commons takes many forms: ongoing term extensions for
copyright (such that few works have moved from copyright into the pub-
lic domain for decades), scope extensions for patents, new intellectual
property rights for hitherto unprotected collections of facts, the erosion
of fair use, and the rise of digital rights management systems. The trend
is so obvious that it is no longer confined to earnest scholarly musings,
and courts are now being asked to consider the problem. 

If intellectual property is the subject of the Second Enclosure Move-
ment, then the Internet is the subject of a related trend, which we might
term the “Cyberspace Enclosure Movement.” This particular enclosure
movement began when online actors, who cheerfully adopted the bene-
fits of the online commons, decided to stake out their own little claims
in cyberspace, and used the law to fence off their little cyber-holding,
keep out intruders, and “privatized” what once had all the characteris-
tics of a commons.

The previous parts of this chapter have detailed the way in which we
think of cyberspace as though it were a place. In law, places become prop-
erty, and so the next section describes the property-based analysis that is
used in regulating cyberspace. This may not initially appear troubling.
Private ownership of resources of itself is not problematic; indeed private
ownership is generally considered to be the most efficient form of alloca-
tion of property resources, and the economic history of the last five hun-
dred years has been characterized by the movement from the public to the
private. The quintessential exemplar of the benefits of private ownership
is, of course, Garrett Hardin’s tragedy of the commons: public resources
are overused and destroyed where there is no private property interest in
limiting the use. However, as Michael Heller has recently demonstrated,
private ownership can lead to the opposite of the tragedy of the com-
mons: the tragedy of the anticommons. Anticommons property occurs
when multiple parties have an effective right to preclude others from
using a given resource, and as a result no-one has an effective right of use.
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The tragedy of the anticommons occurs when these multiple rights of
preclusion lead to inefficient underuse of the resource. I argue that this is
precisely where the cyberspace as place metaphor leads. The rise of the
Cyberspace Enclosure Movement means that we are headed to a digital
anticommons, where no-one will be allowed to access competitors’ cyber-
space “assets” without licensing access, or other agreeing to some other
transactionally expensive permission mechanism.

The Cyberspace Enclosure Movement
If we think of cyberspace as a place, then the legal response is to impose
a real property-based regulatory structure on the place. Moreover, because
our real-world property system is based on private land tenure, the legal
assumption is to use property mechanism to delineate and fence-off these
new property entitlements in cyberspace.

However, the Internet initially assumed a number of commons-like fea-
tures. Indeed, without these commons characteristics, the Internet would
not be as we understand it today. Take the most fundamental process of
information transfer. There is no centralized server that arranges transfer
of packets in the system, and so the transfer of data from one computer
to another is entirely dependent on many computers voluntarily trans-
ferring packets onto the next machine in the path. This process is called
peering, and until recently was performed for free, as a matter of net-
work etiquette and a recognition that the commons benefit of the net-
work was dependent on this process. A similar process initially occurred
with email transport. Until the advent of spam, many email servers
would maintain an “open relay” for email. The relay provided a means
for transfer of email messages from systems that did not have the
resources to provide email to its users, or was unable to accommodate
the Internet’s email protocol. In essence, the email relay server donated
their processor and bandwidth to systems less fortunate than themselves.
Donating resources was found elsewhere: as Lessig notes, the University
of Chicago (circa 1995) allowed anyone to jack into their network and
use the Internet. A more recent example is the proliferation of wireless
Internet access points, many of which provide their access for free. Free
access, free relay, and free peering—for the common benefit of all. Com-
mons property assumptions defined the early architecture of the Net.

Consider then the various services and protocols that work at above the
fundamental architecture, starting with the masterstroke that defines the
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web: the ability to link to every other website. The links are a free and cre-
ative endeavor of themselves, and have generated tremendous network
externalities. More than this, many individual websites adopt the commons
mentality: Project Gutenberg scans and places public domain texts on the
web for all to use, Project Perseus translates Ancient Greek and Latin clas-
sic texts into English and posts them. Napster, Gnutella, Morpheus, and
Kazaa encourage the wholesale sharing of files, much to the anger of the
music industry and others.

Any number of examples exists. Free and shared resources, created for
the betterment of all, are the online norm, not the exception—so much
so that online content companies bemoan the “gift economy” of the Net,
and the difficulty of getting anyone to pay for the digital content they
want to sell. However, this digital commons is under attack. The Cyber-
space Enclosure Movement threatens to privatize out of existence much
of the commons character of the network. 

Property and Invitees
Let us say that I am a consumer retailer, or a parking garage operator, or
an accountant. I own, or via lease have a right of exclusive possession
over, the premises where I do business. Of course I want you to come
into my premises in order to shop, or park your car, or engage me to
shred documents. However I do not want you to have complete freedom
of access to the premises, and so I designate you an invitee or licensee,
who is entitled to enter the premises under certain conditions. These con-
ditions might include terms that you not steal the stock in the shop, or
that you not sue me for scratching your car, or that you not stage a sit-
in in my office. I post these conditions on the front door of the premises,
so that you can see them and be advised of the conditions of your invi-
tation into the premises.

The basic framework therefore is this: your exclusion from my place
is guaranteed by property law, and the terms of your entry into my place
are governed by contract law.

As detailed above, this is exactly what we see in cyberspace. The tres-
pass to chattels and computer trespass actions applied to cyberspace oper-
ate using precisely this framework. You are forbidden from entering the
cyberspace place, except upon conditions that have been set by the 
proprietor of that space. Sometimes the space involved is a website,
sometimes it is an email system. Sometimes the conditions are set using
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Terms Of Use of the site, other times they are set by robot exclusion
headers, confidentiality agreements, or a letter from a lawyer. However,
the approach is the same. You are forbidden from entering my cyber-
place unless you agree to my terms. If you access my place in defiance of
my terms then you lose your invitee status, and become a trespasser, sub-
ject to both civil and criminal action.

Unlike the terms of entry in physical establishments, cyberspace Terms
of Use are often extraordinarily broad, and grant rights to the proprietor
that are remarkable. The owners of the filesharing system Kazaa,
Sharman Systems, outraged many when it was revealed that by down-
loading the software they had agreed to allow Sharman to turn on their
computers and use them in a massive peer-to-peer network. By using
Microsoft products and websites you have—at one time or another—
(1) agreed to allow them to scan the contents of your PC and download
whatever software it deems necessary, (2) agreed not to abuse or flame
anyone, (3) given them a license to use your email in any way it sees fit,
and (4) agreed not to use their products to create any “objectionable”
material.

Some commercial operators of websites go so far as to post Terms of
Use that forbid the quintessential web mechanism of establishing a
hypertext link to their site, except for certain narrow purposes. For
example, the accounting firm KPMG claimed that only those who had
negotiated a web-linking agreement with them could include a link to
their site. KPMG’s lawyers threatened legal action against a commentary
site that had been critical of KPMG if it did not remove the link to
kpmg.com.

Of course, every site has unique terms, so that users cannot “enter”
sites with a reasonable understanding of what to expect, based on expe-
rience. The legal expectation is that every user will read every term of
use, no matter how complex, no matter how hard-to-find. And users
must do this every time they go to an online place.

The Consequences
The enclosure of cyberspace represents a fundamental change in the way
the Internet operates. Rules of property to exclude, and rules of contract
to provide a limited form of entry, leads to an extraordinary series of
splintered interests in cyberspace. Hitherto, cyberspace has flourished
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because the default rule has been to allow common access and use of the
resources. Now, we see the emergence of a default rule of exclusion. This
unduly simplifies the situation however, since in fact the proliferation of
unique terms of use leads to a situation where there is no default rule at
all, but a series of unique rules for access. This gives rise to an explosion
of different rights of access and use. The section that follows articulates
the theoretical reason why this is a terrible consequence. Before turning
to the theory, it is worth considering here a number of very practical
implications of the Cyberspace Enclosure Movement.

First, searching the Net will become more difficult and less complete.
The search engines that index the Net and the Web will be severely con-
strained, for two reasons. The “owner” of an indexed site can stop
search engines that rely on any kind of competitive business model.
These business models might be as simple as placing competitor’s adver-
tisements on the page where the indexed site is listed. The site can draft
terms of use forbidding this particular type of access. Even if this were
not to happen, the costs of assessing terms of use, or other “de-author-
izing” device will be prohibitive. We can say goodbye to new types of
search engines that affect—in any way—the business models of the sites
that they index.

We can also kiss goodbye to aggregation products that were a boon to
consumers, and one of the more interesting features of the dot com
boom. AuctionWatch was a better product for consumers than eBay,
since it covered more auctions. However, eBay succeeded in shutting it
down using the trespass to chattels tort. Any type of innovative aggrega-
tion product is subject to the same problem. The same is true for com-
parison shopping agents, which find the most competitive price for a
given product. Why should Amazon or CDNow allow comparison
agents to “invade” their sites and index them for the benefit of con-
sumers, and not themselves?

Then there is the issue of email. Hamidi makes it a tort to email an
computer where the proprietor of that system has indicated that it does
not wish your email. Does this mean that one is obliged to read the
“Terms of Acceptable Email Usage” of every email system that one sends
email to in the course of an ordinary day? If the University of
Pennsylvania has a policy that sending a joke by email is an unauthorized
use of their system, then under the current enclosure movement you have
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“trespassed” on their system when you email me a Calvin and Hobbes
cartoon.

These are just some of the practical problems that the Cyberspace
Enclosure Movement leads to. The next section argues that these practi-
cal problems are a consequence of a more general theoretical concern.
The enclosure movement leads to a tragedy of the digital anticommons.

The Tragedy of the Digital Anticommons
Every first year law student knows Garrett Hardin’s “tragedy of the com-
mons.” A resource will suffer the tragedy of the commons where it is
prone to overuse because too many owners have a right to use the
resource, and no one has the right to exclude any other. The exemplars
include fisheries that suffer from over-fishing, fields that are over-grazed,
forests that are over-logged, and so forth. The tragedy of the commons
is among the most compelling arguments given in favor of private own-
ership of resources, and against forms of commons or state ownership.

Until a short time ago the tragedy of the commons was the only
tragedy in town. However, Michael Heller has recently introduced the
concept of the “tragedy of the anticommons,” and systematically expli-
cated its effect. The tragedy of the anticommons is, in most ways, the
mirror image of the tragedy of the commons. Anticommons property
exists where multiple owners have a right to exclude others from a scarce
resource, and no one has an effective privilege of use. Heller’s great
insight was not in theorizing of the existence of the tragedy of the anti-
commons as a theoretical opposite of the commons. Others had already
suggested that anticommons property might exist in theory. However,
prior anticommons theories relied on the idea that—since this was the
exact opposite of the tragedy of the commons—for anticommons prop-
erty to exist everyone in the world must have a right to preclude. Given
such difficult preconditions, theorists were hard-pressed to identify a real
world correlate, and therefore take the argument further. 

Heller’s dual contributions were to show how a limited number of
exclusory rights would be sufficient to generate anticommons property,
and perhaps most important, to provide copious real world examples of
anticommons property. His initial example was found on the streets of
post-communist Moscow: large numbers of shops stood vacant while
vendors hawked their wares from flimsy kiosks lined up in front. Why
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did these vendors stand around in the cold when they might use the
shops immediately behind them? The answer was in the complex series
of entitlements to those shops that had been created in the transition to
a market economy. There was such a complex hierarchy of divided and
coordinated rights that, effectively, no one was able to exploit the
resource. There was always someone who could object to the use, or
holdout for the entire value of the resource. Once he observed the anti-
commons in action on the Moscow street, he was able to find other
examples that previously had been ignored by the literature, because the
concept of the anticommons simply had not existed. A telling example
was in the post-earthquake reconstruction of Kobe, Japan. Years after
the earthquake, notwithstanding billions in aid, large tracts of Kobe
remained in rubble. The reason for this was a “world class” tangle of
property interests: “In one block of Kobe, over 300 renters, lessees,
landowners, and subletters own often-overlapping claims,”13 and each
one had to agree before rebuilding could begin.

The metaphor of cyberspace as place, and the enclosure movement
that uses the metaphor is leading us to a digital anticommons. The
“property” in issue is not individual websites or email systems, but
rather the commons property of the network resources: the web or the
email system that we all used to share. We used to enjoy a general and
untrammeled “right” of access to websites, email systems, fileservers,
and so forth. The Cyberspace Enclosure Movement is leading to a
default principle of exclusion, with a billion unique terms providing the
exceptions governing when we can “enter” these cyber-places. The splin-
tering of rights of access is like the overlapping rights on the Moscow
street. We do not have a right to access the commons property any more.

As an example, consider website terms-of-use. With a series of per-
mission rules, it is necessary for me to determine every time I enter a
website whether the particular use I make is legal. In a world of zero
transaction costs this would not turn the commons into an anticom-
mons. However where transaction costs are real, and, as in the case of
reading and understanding long tracts of legalese, where these costs are
extremely high, no one has an effective right of use, since the cost out-
weighs any conceivable benefit. The same is true for email, or any new
protocol that the Net can support: the old commons property can easily
be transformed into anticommons property.
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Until Heller formulated his theory of the anticommons, there had been
some literature on the anticommons as the exact symmetrical opposite of
the commons. Since the commons was defined as every member having
a right to use, the assumption was that the anticommons could only
come into existence if every member had the right to exclude. Since
“member” in this context meant any person, the requirement was
thought to mean that an anticommons would only occur if, and only if,
every single human being could preclude other uses. This meant that,
practically, the anticommons could never exist. Heller redefined the anti-
commons to occur where multiple persons (but not everyone) had a right
to exclude others such that no one has an effective (as opposed to per-
fect) right to use. This makes it possible to see that a small number of
people may effectively block the best use by others. Heller and Rebecca
Eisenberg have argued that this is occurring within the arena of bio-
medical patents, most notably in the patenting of gene fragments. These
fragments may be patented before researchers have identified any corre-
sponding gene, protein, biological function, or potential commercial
product. However it is likely that subsequent valuable products, such as
therapeutic proteins or gene-based diagnostic tests, will almost certainly
require use of multiple fragments. Thus, they argue, a small number of
the early owners of gene patents can create an anticommons for all. The
same is true for the digital anticommons. It does not take a large num-
ber of enclosed cyberspace places to effectively create the digital anti-
commons. As it stands, the law upholds the right to enclose and create
these new forms of private property, on terms dictated by the propri-
etor’s attorneys. The diligent user of the network now must take account
of these new entry rules, and consequently the transactions costs for all
use rises dramatically. It will not take too many more cases for us to see
a significant change in the online behavior of the users. At this point,
even though we have only a small number of rights-holders blocking the
uses, I believe that we will see the emergence of the anticommons.

This observation leads to the penultimate point for the digital anti-
commons. Consider again the example of Heller and Eisenberg: patent-
ing individual gene fragments before we understand their use fully (or at
all). They note that the anticommons may be real without us being aware
of its existence. Empty Moscow shopfronts advertise the existence of the
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anticommons: indeed were it not so obvious, Heller’s theory might never
have been born. The anticommons in gene patents is not obvious,
because it is impossible for us to know what innovative new commercial
product would be developed if the commons did not exist. We are not
able to combine the gene fragments in novel ways, because the anticom-
mons owners make it impossible to do so. Hence, the existence of the
anticommons precludes the better use of the resource, and at the same
time masks the recognition that there might be a better use at all.

The above discussion points to the gradual emergence of the digital
anticommons. It is happening slowly, and so we might be tempted to
wait, to see what eventuates, before making any broad policy reforms.
This is a mistake. Once anticommons property is manufactured, it gets
locked in its sub-optimal use pattern. “Once anticommons property is
created, markets or governments may have difficulty in assembling rights
into usable bundles. After initial entitlements are set, institutions and
interests coalesce around them, with the result that the path to private
property may be blocked and scarce resources may be wasted.”14 Anti-
commons property becomes stuck in its low value use, wasting resources,
with no prospect of reassembling into higher value use.

Since it is so difficult to put the genie back in the bottle, I suggest that
we need to address the anticommons before it emerges completely. In the
fuller version of this chapter I discuss how we might try to stop the devel-
opment of the anticommons, but conclude pessimistically that it will be
harder than we might imagine.15 Elsewhere in this book Mark Lemley
suggests that there are appropriate strategies,16 and his more optimistic
conclusions are perhaps the best response. I leave it to him to make out
this case.

IV. Conclusion

Joseph Singer explains that property is one of the strongest ordering 
systems we have in society. The kind of property we have determines
much of the society we will have; therefore the social life we want should
determine the type of property we admit. In the real world, this means,
for example, that we choose to enact and enforce public accommodations
statutes because we cannot condone racial segregation. “[P]roperty 
systems form the overall social context in which individuals live. They
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describe the limits of allowable social relations and channel interaction
into certain patterns.”17

In the online world, these property interests are even more plastic than
those in the real world. We therefore have the opportunity to determine
first what sort of online environment we want, and then (and only then)
choose what sort of legal regime should apply to it. The Cyberspace
Enclosure Movement threatens to reverse this process, by forcing our
real world property assumptions on the online environment. However, as
described above, these assumptions are unnecessary, harmful, and
wrong.

In 1992, the Internet was opened up for commercial exploitation.
Relying on the public character of the Net, and the vast public commons
that was created before they ever arrived, commercial operators have
grown exceedingly fat. They now have successfully exploited the cyber-
space as place metaphor, and convinced judges that it is appropriate to
carve out remarkable new property rights online. By tiny, almost imper-
ceptible steps, they are enclosing cyberspace. They have mounted a cam-
paign that has eroded the public commons that the Net has been, and
they threaten to create a genuine digital anticommon.

We have been lucky. We have witnessed an unprecedented decade of
innovation on the Net. This innovation has flourished in part because of
the dot com bubble, but more importantly because of the commons that
the Net has provided, and the opportunity that this presents. The
Cyberspace Enclosure Movement, dependent on the cyberspace as
place metaphor, has not yet closed this off completely. However, if the
current approach is not challenged, then little stands between us and the
digital anticommons. The intractable characteristic of anticommons will
emerge: low value uses beat out high value ones, and it is almost impos-
sible to change state. We will not be able to rebundle the various com-
mons interests that we once shared. The opportunity will be lost forever.

We may already be past the point where we can do anything about
this. I hope we are still a little way off. But unless we do something about
it, as we all come to stake out our little claim in cyberspace, the com-
mons that is cyberspace will be destroyed. 
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2
Place and Cyberspace1

Mark A. Lemley2

Introduction

For cyberlibertarians, the other shoe is rapidly dropping. In a curious
inversion, those who argued less than a decade ago that cyberspace was
a place all its own—and therefore unregulable by territorial govern-
ments3—are finding their arguments and assumptions used for a very dif-
ferent end. Instead of concluding that cyberspace is outside of the physical
world, courts are increasingly using the metaphor of cyberspace as a
“place” to justify application of traditional laws governing real property
to this new medium. Dan Hunter’s excellent article4 explains how and
why this is happening with uncanny accuracy, pointing to the power of
metaphor in influencing legal thinking and the particular strength of
metaphor in making the new seem familiar.5 He also quite correctly
observes that reliance on the cyberspace as place metaphor is leading
courts to results that are nothing short of disastrous as a matter of pub-
lic policy.6 Finally, he concludes that there is no way for the Internet to
escape the firmly entrenched spatial metaphor, either by substituting
another metaphor or by eschewing metaphor altogether. Already, he con-
cludes, the idea of cyberspace as a place is too well established in our
minds.7 The result is a paper that is both extraordinarily important and
profoundly depressing.

In this chapter, I do not challenge Hunter’s argument that the cyber-
space as place metaphor is rampant, nor his conclusion that judicial use
of the metaphor has had pernicious consequences. Rather, I focus on the
logical steps that courts seep to be missing as they move from metaphor
to decision. In part I, I explain why the cyberspace as place metaphor is
not a particularly good one. In part II, I suggest some ways courts might
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take account of these differences between the real world and the Internet.
In part III, I observe that even if one accepts the place metaphor in toto,
it need not follow that everything in this new place must be privately
owned. Nor must it follow that private ownership rights include complete
rights of exclusion. My conclusion is somewhat more optimistic than
Hunter’s. While acknowledging the dangers of the cyberspace as place
metaphor and the fact that courts have already started down the wrong
road, I suggest that courts and commentators who think seriously about
the nature of the Internet still have ample room to make reasoned policy
decisions. Though we may easily be misled by metaphor, we need not be
its slaves.

I. “The Internet Is Just Like a Place”

A. No, It Isn’t
We speak of the Internet in spatial terms,8 and in certain respects users
may experience some aspects of the Internet as a location. But even a
moment’s reflection will reveal that the analogy between the Internet and
a physical place is not particularly strong. 

As a technical matter, of course, the idea that the Internet is literally a
place in which people travel is not only wrong but faintly ludicrous. No
one is “in” cyberspace. The Internet is merely a simple computer proto-
col—a piece of code that permits computer users to transmit data
between their computers using existing telephone networks. There were
computer networks before the Internet that similarly relied on telephonic
exchange of data.9 The real genius of the Internet was that its simple, end-
to-end design allowed many different people to write different programs
that everyone could use by adopting the same simple communications
protocol.10 Technologically, anyone can transmit data onto the network.
Whether that data arrives at a particular location depends on whether the
user at the destination has configured her computer to accept data in that
particular form and from that particular source. If so, the data—email, a
request to download information, an mp3 file, or a virus—is read by the
recipient computer. But regardless of the form the data takes, it is data
and not people who are traveling.11 Data have been traveling on wires and
through the airwaves for centuries at the behest of humans, but no one
thinks the television, the telegraph or the telephone is “places” within
which people travel.12
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The idea of cyberspace as a physical place is all the more curious
because the instantiation that most resembles travel to the casual user, the
World Wide Web, is in fact much more like a traditional communications
medium. People may speak of “visiting” Web sites, but of course they
don’t do any such thing. They send a request for information to the
provider of the Web site, and the provider sends back data: the Web page
itself. Because this process is automated, and because most Web site own-
ers have decided in advance to make their Web pages available to anyone,
it may appear that one has simply gotten to a page by clicking a button.
But in fact the page is voluntarily sent by its creator to the Web user, a
fact that should have significance in a number of the Internet property
cases.13

The cyberspace as place metaphor seems instead to act at some more
conceptual level. Even if we understand somewhere in the back of our
minds that we are not really going anywhere, perhaps when we access the
Internet it seems so much like we are in a different physical space that for
all intents and purposes we accept cyberspace as a “real” place. There are
two problems with this description. The first is that most users of the
Internet surely do not experience it as anything remotely resembling a real
place. While William Gibson wrote beautifully of the visual representa-
tions of computer code in cyberspace,14 it is probably no accident that he
did his writing on a manual typewriter.15 Despite the utopian dreams of
early cyberspace “pioneers,”16 the Internet is hardly replete with black
ICE palaces17 and visual data structures. It is a medium that transmits
mostly text, images, and more recently sounds, just as television does.
People may speak occasionally of being “lost in” or “transported” by a
television show, a movie, or even a book, but we hardly surrender our
understanding that “television space” is merely a series of images being
transmitted to us. Nor do we think that when catalogs or letters are deliv-
ered to our door, we have magically entered into a store or a friend’s
house. 

Second, what’s really different about the Internet is interconnection: the
fact that links can “take” us from one Web page to another. We aren’t
limited to visiting the stores in our town or reading only the mail that
comes to us. With a click of the mouse, we can see information offered
on billions of Web pages by millions of people and companies from all
over the world. Further, we can move from a page in Switzerland to one
in Swaziland merely by following a link. Perhaps it is this automatic 
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connection to pages that come from distant lands that makes us feel as
though we are traveling through cyberspace. But if so, it is surely the
supreme irony of the cyberspatial metaphor. For it is precisely this auto-
matic interconnection between data offered by different people in differ-
ent places that makes the Internet so different from the real world. And
indeed, it is this very interconnection that courts using the cyberspace as
place metaphor threaten to eliminate by treating the Internet “just like”
the physical world.18 In short, we may instinctively feel that cyberspace is
a place, perhaps because we long to make new things seem familiar. But
there is no particular reason why we should think this way. Certainly it is
not the way the Internet really works.

B. It’s Like a Place, Except . . .
Perhaps Hunter is right, and we have already conditioned ourselves to
think of the Internet in spatial terms to such an extent that there is no
going back.19 Even if this is true, it does not follow that we must blindly
accept a one-for-one correspondence between cyberspace and the real
world. There are obvious differences between the way things work in the
real world and the way they work online. Here are just a few examples:

• While in the physical world I can occupy only one place at a time, on
the Internet I—or at least my data—can be everywhere at once (and
indeed it is often hard to avoid doing so). 

• Physical stores have spatial constraints that limit the number of cus-
tomers who can enter the store. While there are some constraints on
simultaneous usage of a Website or the Internet itself, for most users
and for most purposes bandwidth is effectively infinite.

• Physical places exist in proximity to one another, and human senses
can perceive what is happening next door. In cyberspace, by contrast,
there is no “next door.” Nor is there a public street or sidewalk from
which one might observe behavior that occurs in a particular Internet
space.

• The Internet consists only of information, and information is a public
good. A Web site is trivial to copy, and copying it does not deprive its
creator of the use of the original site.20 By contrast, chattels are much
harder to copy, and real property is by definition impossible to dupli-
cate. In order to make use of someone else’s real property, I would
have to deprive them of some control over it.

We may turn to the cyberspatial metaphor out of familiarity or igno-
rance, or even because we consciously decide it resembles in certain ways
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what the Internet is or should be. But it is implausible to argue that the
Internet is “just like” the physical world. At most, the Internet is like the
physical world except in certain respects in which it is different. 

II. Getting to “Except”

Courts can and should take the differences between the Internet and the
real world into account.21 They can do so without rejecting the metaphor
of cyberspace as place, simply by using the metaphor as a point of depar-
ture. But the departure—the recognition that the Internet is not just like
the real world, and that the ways in which it is different may matter to
the outcome of cases—is critical.

A. Courts Misled by Metaphor
Hunter correctly points out that a number of courts have made the mis-
take of overlooking the differences between the Internet and real space in
a variety of contexts. In particular, courts applying the doctrine of tres-
pass to chattels to email and Web site access22 have shown a remarkable
lack of sensitivity to these differences. As Dan Burk has observed, while
these courts nominally apply the doctrine of trespass to chattels to cyber-
space, they are in fact using the different and more expansive doctrine of
trespass to real property.23 They ban third parties from “entering” a Web
site without permission, sometimes on the grounds that the third party
will fill up the site,24 sometimes because they assume that Internet band-
width, like real property, should be inherently inviolate.25 An even more
serious problem is the judicial application of the Computer Fraud and
Abuse Act,26 designed to punish malicious hackers, to make it illegal
(indeed, criminal) to seek information from a publicly available Web site
if doing so would violate the terms of a “browsewrap” license.27

These courts have failed to understand how the Internet is different
from the physical world. They have not understood that no one “enters”
Web sites. Rather, defendants in these cases merely sent requests for infor-
mation to a Web server the plaintiff had itself made open to the public,
and the plaintiff’s own server sent information in return.28 They have not
understood that the requests for information that Verio or Bidder’s Edge
sent did not exclude others from using the site. They have not understood
that cases of this sort were really efforts to control the flow of informa-
tion to or from a site. Because they had land rather than information in



mind, these courts forgot that the information at issue in these cases is a
public good to which we have never applied the “inviolability” rules of
real property.29 The courts did not understand these things, and so they
got the cases wrong, creating a general tort of stunning breadth. 

B. Courts That Understand the Limits of Metaphor
But courts could understand these things—could get the cases right—even
within the framework of the cyberspatial metaphor. In other contexts,
courts have proven receptive to the idea that Internet law can both rely
on a framework designed for the real world and yet modify that frame-
work to take account of the peculiarities of cyberspace. 

Personal jurisdiction is one area where courts have demonstrated such
agility. Rote application of personal jurisdiction rules and the metaphors
of the physical world would lead inexorably to the conclusion that any-
one who puts up a Website is amenable to suit anywhere on the planet,
on the theory that they have sent their “products” into each and every
forum. While a few early cases took that position,30 most courts quickly
recognized its failings.31 A number of courts developed an Internet-
specific “interactivity” test for jurisdiction: passive Websites didn’t confer
jurisdiction wherever viewed, but interactive Web sites did.32 This test has
its problems, and courts have started to move away from it. Courts seem
instead to be moving toward a test that uses traditional standards for
determining personal jurisdiction, but applies them with sensitivity to the
nature of the Internet, recognizing that not every Web site is necessarily a
purposeful availment of the benefits of every forum state.33 Thus, accept-
ance of the traditional due process framework for personal jurisdiction
has not prevented courts from considering the practical differences
between the Internet and the world that existed before its advent.

A second example concerns dormant commerce clause jurisprudence.
The Supreme Court has repeatedly held that states are not free to regulate
interstate commerce in a way that imposes undue and potentially con-
flicting burdens on those who sell products or services nationwide.34

Most dormant commerce clause cases in the physical world have focused
on intentional state efforts to burden out-of-state providers in order to
benefit local ones.35 On the Internet, by contrast, courts have applied the
dormant commerce clause somewhat differently. On the one hand, courts
are more likely to invalidate state regulation of the Internet under the dor-
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mant commerce clause, because the inherently interstate nature of Inte-
rnet communications burdens a larger class of people with understanding
and complying with a multitude of regulations.36 In fact, because a single
Web page is accessible in all 50 states, the burden of complying with
inconsistent regulations is often greater than it is in the physical world.37

On the other hand, because Internet communication is more malleable
than physical goods are, it may be easier to comply with some sorts of
state regulations. Courts have taken this ease of compliance into account
in determining that state anti-spam statutes do not violate the dormant
commerce clause,38 while striking down other statutes that reach too
broadly.39 They have, in short, adapted a constitutional doctrine based on
the physical world to accommodate the somewhat different character of
the Internet. 

Freedom of speech is the third area where courts have demonstrated
their ability to adapt to the virtual world. Government regulation of inde-
cent speech on the Internet has been especially fertile ground for
metaphoric debates. When Congress passed the Communications Decency
Act in 1996, it sought to preclude Internet sites not only from dissemi-
nating constitutionally unprotected obscene speech, but also speech that
was merely “indecent,” “lewd” or “harmful to minors.”40 Courts were
asked to choose among analogies: was the Internet more like a bookstore
or library, in which indecent speech must be permitted, or like a radio or
television broadcast in which otherwise protected speech could be for-
bidden?41 In Reno v. ACLU,42 the Court concluded that the Internet was
deserving of full First Amendment protection, not the lesser protection
afforded broadcast media. In so doing, the Court considered how well
each metaphor actually applied to the Internet. It distinguished the
Internet from broadcast media on five grounds: first, in broadcast, warn-
ings could not protect listeners and viewers from undesired content,
whereas on the Internet such warnings were effective; second, the risk of
encountering indecent material by mistake online was remote; third,
unlike the broadcast spectrum, Internet sites were not scarce; fourth, there
was no extensive history of Government regulation over the Internet; and
fifth, the Internet did not share broadcast’s invasive qualities.43

The Internet was not entirely like either a bookstore or a television sta-
tion, but the Court was able to use both metaphors as points of depar-
ture. It considered how the particular characteristics of existing media
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were thought to justify different regulatory regimes, and compared the
characteristics of the Internet to determine what level of regulation
should be permitted in what was clearly a new medium. Further, Justice
O’Connor’s concurrence suggested that the Court was sensitive not only
to how the Internet differed from any of the existing media offered as
analogies,44 but also to how the nature of the Internet might change over
time in ways that affected its regulability.45

In all of these cases, courts have avoided becoming prisoners of the
metaphors they used. They have demonstrated their ability to adapt laws
and metaphors constructed with the physical world in mind to take
account of the rather different world of the Internet. In short, the brief
history of Internet law to date suggests that courts have the ability to
escape the confines of a metaphor when they need to. The problem is
therefore a more limited one than Hunter suggests: so far, courts have
simply not succeeded in doing so where the cyberspace as place metaphor
is concerned. Hunter is right to worry about the consequences of this fail-
ure, but I believe he is wrong to suggest that it is global or inevitable. 

III. The Equation of Place and Property

The Internet trespass cases make another mistaken conceptual leap.
Courts have assumed not only that cyberspace is a place akin to the phys-
ical world, but further that any such place must be privately owned by
someone who has total control over the property. This is a common
assumption these days; it sometimes seems as though our legal system is
obsessed with the idea that anything with value must be owned by some-
one.46 But as any scholar of real property will tell you, not all land is pri-
vately owned, and even land that is privately owned frequently does not
fall totally within the dominion of the owner. To reach the results in cases
like eBay v. Bidder’s Edge,47 Register.com v. Verio48 and Intel v. Hamidi,49

a court must conclude that a particular type of property law is appropri-
ate for the Internet. 

A. The Internet and Public Space
While we often think of physical space as being privately owned, much of
it is not. Our society could not exist without abundant public space. Not
only would we be poorer if there were no parks, no wilderness, and no
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public libraries and museums, but the market economy would grind to a
halt without the constant support provided by roads, bridges, airports,
and the other infrastructure of modern government. And life as we know
it would be impossible if we did not reserve the air and water as a public
commons.50

Public spaces sometimes provide a subsidy to the poor: anyone can
enter a city park, while a private garden would exist only if it could
charge enough to be self-supporting. More importantly for our purposes,
public infrastructure serves a vital economic purpose. Roads, lighthouses,
and indeed our system of government have some of the characteristics of
a public good: it is difficult to exclude nonpaying users.51 Further, coor-
dination is important to the efficient use of this infrastructure. While it is
possible to imagine privatizing all the public infrastructure in our econ-
omy, from roads to a postal service to jails to courts,52 it is not likely that
the result will be both convenient and competitive. Imagine paying a dif-
ferent toll every time you turned a corner, navigating roads that only
worked with certain types of cars, and living with police forces that
obeyed no limits except those set by a private employer. For such a world
to be theoretically efficient, we would have to have competitive choices in
each of these areas. But the very fact of that competition would create
dramatic inefficiencies in production and require a breathtaking number
of transactions to “clear” the rights necessary to live one’s life. We have
public space in the physical world not by accident, or because it is left
over space that no one wants, but because it is a necessary part of a func-
tioning system of property.53

So too with the Internet. Even the staunchest advocates of propertiza-
tion on the Internet tend to take for granted all sorts of public “spaces”
online. We assume that telephone companies will pass our data along on
a nondiscriminatory basis,54 even as we deregulate telephony55 and resist
any kind of nondiscrimination obligation for cable modems.56 We assume
that no one will own the top level domain names that we all use to com-
municate, even as we grant property rights in second-level domains.57 We
assume that the protocols that make up the Internet are free for the world
to use, even as we permit the patenting of improvements to those proto-
cols.58 And we assume that search engines and other data collectors will
enable us to cull information from the vast archive we have collectively
created, even as we begin to impose liability on search engines for finding
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things we don’t like.59 In short, we rely on public “space” on the Internet,
just as we do in the real world. Indeed, even at this early stage in the
Internet’s development, the public accessibility of its key features is so
deeply ingrained that we simply take it for granted. Only when that acces-
sibility is under attack do we even become aware of the baseline assump-
tion of openness.

The cyberspatial metaphor, then, does not determine whether some-
thing will be privately owned. Courts that apply the metaphor still have
a choice to make: is this the sort of space that should be public or private?
On the Internet, there are good reasons to think that the balance should
be tilted in favor of public space in many contexts. The economic ration-
ale underlying much privatization of land, the tragedy of the commons,60

simply does not apply to information goods. It is possible to imagine
physical bandwidth or server capacity being overconsumed, though the
danger of that currently seems remote.61 But it is not possible to imagine
overconsumption of a nonrivalrous thing like data. My use of your data
does not deplete it or prevent your use in the same way that my use of
your land might.62 From an economic perspective, the more people who
can use information, the better.63

Further, some of the differences between the Internet and the real
world—notably the absence of physical proximity online—suggest that
we should be more worried about the consequences of privatizing online
space. If an antiques dealer kicks me out of his auction house, I can stand
on the street outside, observe who enters and who leaves with a Chester-
field sofa, and ask people to share information with me. If eBay kicks me
off their site, I have no similar power online. So even if the goal were to
mimic the rights that private physical property provides in the online
world, granting the equivalent of real property rights online wouldn’t nec-
essarily achieve that goal. In eBay, the rights that the court granted eBay
exceed anything it could have obtained offline.

This is not to suggest that there should be no ownership of Internet
“spaces” at all. Rather, the point is that private and public spaces must
coexist on the Internet, just as they do in the real world.64 As a result, one
cannot look at any given part of the Internet and assume that it must or
should be private property. It might be appropriate to declare that space
private, but it might not.65
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B. How Private Is Private?
Even were we to decide not only that the Internet is like a physical place,
but also that it is a physical place that should be privately owned, that still
wouldn’t justify the results in the trespass cases. It is wrong to think of
private property as a unitary phenomenon. Rather, to rely on a time-
honored metaphor, property itself is a “bundle” of rights that attach to a
particular piece of property. Which sticks are in the bundle and who holds
them may vary from case to case. For example, the rights we normally
grant to owners of intellectual property and owners of personal property
differ in significant respects from the rights we give to owners of real
property.66 This is particularly important in the Internet trespass context
both because the courts have nominally applied the law of personal rather
than real property67 and because the underlying issue in many of these
cases was really one of intellectual property, not the sanctity of a Web site.
Intellectual property rights are notably incomplete, limited in a variety of
ways in order to advance the ultimate public good.68

Physical resources are also subject to different rules depending on their
nature. We have different sets of rights for air,69 minerals, land and water.
Water is a particularly interesting analogy to the electrons that are at issue
in the Internet trespass cases, as both flow according to the laws of
physics. As Blackstone put it, water “is a movable, wandering thing, and
must of necessity continue common by the law of nature so that I can
only have a temporary, transient, usufructary property therein: where-
fore, if a body of water runs out of my pond into another man’s, I have
no right to reclaim it.”70 On one view, the Internet trespass cases are all
about chasing down electronic “water” in order to reclaim it.71

Even within the narrower context of private land, not all rights are uni-
form. Private property is held in a variety of forms; the fee simple absolute
is only one extreme example.72 Property may be held subject to rever-
sionary interests, or only for a period of years, or without a right to make
certain kinds of uses of the land.73 Different parties may own land and the
buildings thereon.74 Parties may jointly own overlapping rights to use the
same piece of property. Carol Rose and Elinor Ostrom have both written
of “limited commons property,” regimes in which property is held in com-
mon by a subset of the general public or in trust for the benefit of a par-
ticular group.75 Property interests of all sorts may be limited by easements
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or covenants, both those recorded with the property itself and those
implied for some public purpose. And property interests are hardly
immutable; the fundamental legal rights associated with ownership have
changed over time.76

Remedies for incursions upon property interests also vary depending
on the nature of the interests on both sides. While the normal rule is that
property is protected by injunctive relief, that is not always the case. In
some cases, courts have permitted infringement of a property right to con-
tinue and required the interloper to pay damages to compensate the prop-
erty owner.77 Further, courts have not always concluded that an unwanted
incursion upon real property is illegal. Under the doctrine of trespass,
physical intrusion onto the land is itself actionable. But under the true law
of trespass to chattels—as opposed to the mutant version courts have
applied to cyberspace—a trespass is not actionable absent evidence of
harm to the chattel itself or to the owner’s use of it. And under the law of
nuisance, certain more intangible intrusions onto private space—the play-
ing of loud music next door, say, or the emission of pollutants—are only
actionable if the harm they cause the property owner exceeds the benefits
associated with the conduct.78

The nuisance cases are particularly instructive because they show that
even in the context of real property, there is room to focus on the defen-
dant’s conduct. Nuisance law permits us to weigh the costs and benefits
of exclusion. It is a standard rather than a rule. The balancing approach
of nuisance lawmay be administratively more costly than an absolute
rule,79 but it is almost certainly the right approach when considering the
creation of a fundamentally new right that would change the established
patterns of behavior on the Internet.80 In a nuisance analysis, the cyber-
spatial metaphor would not impel us inexorably toward an absolute right
of exclusion. Rather, it would allow us to ask whether, in the context of
the Internet, the defendant’s conduct intrudes on some fundamental right
we want to confer on the owner of a Web server. Even if we accept the
metaphor of cyberspace as real property, therefore, we are left with a vari-
ety of legal means to implement that idea. As Dan Burk has persuasively
argued, conferring an absolute right to exclude has been the wrong choice
as a policy matter in the Internet cases that have come up so far.81

In the Internet trespass cases, the defendants’ conduct has fallen into
two basic categories: attempts to acquire information and attempts to
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convey information.82 eBay, Register.com, and Oyster Software v. Forms
Processing83 all involved efforts to download unprotected information
from a publicly accessible Web site. This was unexceptional conduct that
it made little sense to enjoin. Acquisition of information is normally a
social good, so long as the information is available in a public place and
is not itself protected by intellectual property law. In Burk’s terms, access
to eBay’s public data by those who would promote competition was
“locally objectionable but globally beneficial.”84 By contrast, the down-
loading of copyrighted songs, text or software from a Web page without
authorization can have market-destructive effects. Similarly, acquiring
information from a nonpublic source by hacking into a private computer
system is conduct that deserves to be prohibited. But we do not need a
broad doctrine of trespass or even nuisance to reach that result.
Intellectual property and computer crime laws already punish the
improper acquisition of information, without also punishing socially ben-
eficial uses.85

Dissemination of information can also be either good or bad, depend-
ing on the context. Dissemination of unprotected speech, such as obscen-
ity, true threats, defamation, and false statements of fact, serves no social
function and has great capacity for mischief. By contrast, dissemination
of other kinds of information is generally desirable as a social matter,
except when a recipient is overwhelmed with large quantities of undesired
information. In cases like Intel v. Hamidi, efforts to disseminate protected
speech of relevance to a particular targeted audience deserve to be pro-
tected, even if a recipient like Intel does not like the message.86 The Cyber
Promotions cases, by contrast, involved bulk, unsolicited commercial
email that in many cases also falsely represented its source. While there is
some speech value to spam, its social harm outweighs its value, and so it
should probably be prohibited. But once again, we don’t need a broad
doctrine of trespass to reach this result. Statutes that prohibit spam,
obscenity, defamation and libel already exist, and they do not also punish
desirable social conduct like Hamidi’s.

In short, to call something property is only to begin the inquiry, not to
end it. Our society has many different rules of property to account for
many different situations. The rights and remedies we give to private
property owners depend in part on the social value of allocating control
to the property owner and the social value of the use that defendants
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make of that property. When we apply these principles to the Internet, we
find that existing tort law already does a rather good job of punishing
undesirable conduct. Adding a particular form of strong property protec-
tion into the mix threatens to deter a good deal of valuable use of the
Internet without doing much more to stop bad uses.

Conclusion

Metaphors exist to help us think through new problems by analogizing
them to old ones. The cyberspace as place metaphor can be valuable.
Thinking about the Internet by reference to the real world is fine, if for no
other reason than that courts must apply a host of real-world laws to the
Internet. But blind application of the metaphor to reach a particular result
obscures more than it illumines. The metaphor will serve its purpose only
if we understand its limitations—the ways in which the Internet is not like
the physical world. Courts must also understand that metaphor is no sub-
stitute for legal analysis. “Property” is a doctrinal tool that we use to cre-
ate a just society. To reify it—to make it a talisman whose very invocation
renders us incapable of thinking through the optimal social result—is to
exalt form over substance. Choosing form over substance is rarely a good
idea; and certainly not on the Internet, where the form itself is nothing but
a metaphor. 
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3
Will the Real Internet Please Stand Up? 
An Attorney’s Quest to Define the Internet

Robert Cannon1

I. Introduction

We start with a problem. The problem is that so frequently while dis-
cussing legal or regulatory issues related to The Internet, we have no idea
what it is that we are talking about. 

Countless courts, legislative bodies, and packs of pundits have sought
to produce definitions of The Internet. Their attempts have at times been
poor and misconstrued. Many definitions do not agree. Some talk about
applications. Some talk about packets. And others are simply too vague
to be of value. And yet, not comprehending the object of the policy, the
lawyers go merrily forward constructing on faulty foundations new,
imaginative, and perhaps misdirected policy and law.

Is it possible to formulate a good definition of The Internet? Is The
Internet the technical specs that currently make up The Internet? Is The
Internet based on the experience of The Internet by the user? Can a defi-
nition of The Internet reflect its robust and flexible nature, in all of its
diversity, as it exists today and what it might become tomorrow? Is there
something wrong with this simple question about the definition of The
Internet that makes it so hard to answer?

This chapter sets forth on a modest quest: make fun of previous legal
definitions of The Internet; attempt to provide a foundational exploration
of what a good understanding of The Internet might look like; and finally,
look at why none of this (usually) should or does matter. 

A response to this modest quest might be that what The Internet is
depends upon why you are asking. There may be a degree of truth to this.
The cubist will argue that there are multiple perspectives of a horse, all of
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which are valid. The modernist will argue that how we perceive the horse
depends on where we ourselves stand. Nevertheless, there is a horse there.
While there may be multiple perspectives of a horse, looking at the bird
sitting on the horse is not looking at the horse. Part of the mission here is
to say to the legal community, stop looking at the bird.

II. What It Ain’t

We have perhaps all heard the popular and tedious definition of The
Internet as “a network of networks.”2 Boring. This tells us little about
The Internet. The telephone network is a network of networks. The cable
television system is a network of networks. The lawyers in Washington,
D.C., circulate in networks of networks. This definition provides us little
useful information about The Internet (but perhaps this concept will have
to be revisited later in the chapter).

Nor is The Internet a network of “interoperable packet switched data
networks.”3 This is the first statutory definition, codified as a part of the
Communications Decency Act.4 The first two statutory attempts to define
The Internet come from the first two statutory attempts to censor The
Internet—both of which have been declared unconstitutional.5 The defi-
nitions remain in the wreckage of those laws. With regards to this first
statutory definition, there are lots of “packets switched networks” using
other protocols known as Asynchronous Transfer Mode (ATM), Frame
Relay, or the ITU’s X.25. There can also be IP networks that are not
themselves a part of The Internet. The Internet is just one packet switched
network in a family of packet switched networks. A good definition of
The Internet is something more than “a network of networks” and it is
something more than “a network of packet switched networks.”

The second attempt to censor The Internet, the Children’s Online
Protection Act, brought the second statutory definition.6 And although
the CDA and COPA are codified in sections directly next to each other,
the two definitions are different.

Sec. 230 is far broader than Sec. 231. The set of networks covered by
Sec. 230 is the over inclusive all “interoperable packet switched data net-
works.” Sec. 231 is better—but not by much. The problem with Sec. 231
is that all it has done is narrow the set of qualifying networks to all IP
networks. There are IP networks other than The Internet.7 Merely look-
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ing at a networking and saying, “I spy with mine own eye . . . IP” is not
enough to conclude that you have the genuine product in front of you.8

The Internet is defined in federal statutes six times. These definitions
follow in the footsteps of Sec. 2309 and Sec. 231.10

While legislators struggled with a definition of The Internet in terms of
the network, some judges have blundered in a different direction. In a
domain name trademark dispute, one district court judge concocted the
following definition: 

The Internet, or the World Wide Web, is a network of computers that allows peo-
ple to access information stored on other computers within the network. . . .
“Information on The Internet is lodged on files called web pages, which can
include printed matter, sound, pictures, and links to other web pages. An Internet
user can move from one page to another with just the click of a mouse.”11

What is wrong with this definition? This mistaken definition occurs
with unsettling regularity.12 This is a definition of The Internet network in
terms of an application. There are many applications that can be used
over The Internet: email, USENET, IRC, chat, games, streaming media, IP
telephony, file transfer protocol, peer-to-peer file transfer (aka Napster),
and many others. The Internet network was intentionally designed so that
the network transmission capacity would be separate from, be disinter-
ested in, and have no involvement in the higher layer applications. The
network just moves the bits creating an open platform for applications.
What you do with that platform is your choice. You make this choice at
your end of the network where you use the application of your choice.13

Table 3.1 
Comparison of CDA and COPA definitions

47 U.S.C. § 230(f)(1) 47 U.S.C. § 231(e)(3)
(the Communications Decency Act) (the Children’s Online Protection Act)

Internet: The term “Internet” 
means the international com
puter network of both Federal 
and non-Federal interoperable 
packet switched data networks.

The term “Internet” means the combina-
tion of computer facilities and electro-
magnetic transmission media, and
related equipment and software, com-
prising the interconnected worldwide
network of computer networks that
employ the Transmission Control
Protocol/Internet Protocol or any succes-
sor protocol to transmit the information.
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And as this stupid network14 is not optimized for any application, it
means that the end user is empowered to use any application of desire.

Furthermore, there is a significant limitation in understanding The
Internet in terms of a single application. Each application behaves differ-
ently. To conceive of how the network behaves by referencing one appli-
cation is to fundamentally miscomprehend how the network will behave
with another application. The interactivity of USENET is different than
the interactivity of the World Wide Web, which is different than the inter-
activity of telephony. 

Finally, these applications are not particular to The Internet. Email,
chat, telephony, even the World Wide Web can be provisioned over net-
works that are not The Internet.

In some ways it is an understandable mistake. People comprehend a
thing by what they can observe about a thing. People comprehend The
Internet by what they observe, which is the applications. An end user
interacting with a computer is conscious not so much of The Internet as
the end user is conscious of the email application being used or the web
page from which the user is gathering information. The Internet is made
manifest through the applications that are visible on a computer screen.
However, like the man behind the curtain, The Internet is not, in fact,
those applications.15

III. What It Is

We are not without a good definition with which to start. In 1995, the
Federal Networking Council (FNC) came up with the following definition:

On October 24, 1995, the FNC unanimously passed a resolution defining the
term Internet. This definition was developed in consultation with members of
The Internet and intellectual property rights communities. 

RESOLUTION: 

The Federal Networking Council (FNC) agrees that the following language
reflects our definition of the term “Internet.” 

“Internet” refers to the global information system that—

(i) is logically linked together by a globally unique address space based on The
Internet Protocol (IP) or its subsequent extensions/follow-ons; 

(ii) is able to support communications using the Transmission Control Protocol/
Internet Protocol (TCP/IP) suite or its subsequent extensions/follow-ons, and/or
other IP-compatible protocols; and 
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(iii) provides, uses or makes accessible, either publicly or privately, high level
services layered on the communications and related infrastructure described
herein.16

This is a good definition. It contains many of the general characteristics
one might think of when one ponders The Internet. It includes (1) inter-
connection, (2) IP, and (3) the end-to-end policy. It can appropriately,
therefore, be set up as a straw man for scrutiny.

IP
Perhaps the preeminent defining characteristic of The Internet is The
Internet Protocol. This is where The Internet gets its name. Where you
have IP, you can have The Internet; where you do not have IP, you can-
not have The Internet (right?).

But The Network did not always use IP. Starting in the early 1970s, The
Network, at the time known as the ARPANet, used The Network Control
Protocol (NCP).17 In 1974, Robert Kahn and Vint Cerf introduced a new
network protocol, the Transmission Control Protocol (TCP).18 However,
TCP had technical limitations and was eventually un-packed into two sep-
arate protocols, TCP and IP.19 In time, this won favor, and the U.S.
Government declared that The Network would migrate from NCP to
TCP/IP (aka IP version 4) on January 1, 1983 (an early Y2K drill). But the
role of The Internet protocol in transforming communications was not yet
assured. Further incidents helped to place this protocol in its current pre-
eminent role. TCP/IP was incorporated into the UNIX operating system,
resulting in its propagation throughout the academic research community.
In 1985 the government decided to build NSFNet in response to a need for
a national backbone network to connect academic and research networks.
The government made the crucial decision that TCP/IP would be the pro-
tocol for NSFNet.20 Finally, Microsoft elected to include the TCP/IP in the
Windows operating system. In a sinfully reductionist history, this is how
IP grew to take over the world. Currently The Network uses IP version 4
and is in the process of migrating to IP version 6.21

The Internet network is a virtual network at the logical network
layer,22 overlayed on top of physical networks (i.e., Ethernets, telephone
networks, cable networks, wireless networks). Designed to be provi-
sioned over a diversity of physical networks without the need for alter-
ing those physical networks, the overlayed logical network provides a



means for these networks to exchange information. The Internet sup-
ports in the higher layers a diversity of applications and services. TCP/IP
is indifferent to the physical network and the applications used. It is
intentionally a thin protocol that leaves the intelligence for the higher
layers, at the edge, where the end user is empowered to communicate at
will. The Internet network is simply in the business of passing the bits
without acting on the content.

Internet packets are not products of the network. The Internet proto-
col stack is within the computing device of end users. End users interact
with applications. The computer then takes that content and breaks it
into Internet packets, with each packet individually addressed with an IP
number. These packets are then injected into the network and are trans-
ported until they reach the next point, the next router, in the network.
The router reads the IP number address on the packet (it does not inter-
act with the content), consults an IP number routing table, and routes the
packet based on what that router believes to be the best known route to
the IP number destination. The packet will in this way hop through the
network from router to router until it (we hope) reaches the device with
that IP number. Different packets can travel different routes through the
network until they are reassembled at the destination. All that the net-
work is doing is processing the packet based on the IP number and, where
appropriate, engaging in error correction.

So how does all of this implicate a legal definition of The Internet? The
use of IP is a crucial characteristic of The Internet. Years ago some of the
early proprietary commercial computer services (i.e., Prodigy, Compu-
serve, and AOL) did not use IP in their networks. It was common prac-
tice to refer to these services as online service providers but not Internet
service providers.23

Next, consider that the FNC indicated that TCP/IP was a key defining
characteristic. However, as noted, TCP is used for error correction and
control of transmission rates. For some applications, the behavior of TCP
is not only useless but also destructive. Traditional Internet applications
are not real time. If the packets arrive now or a few moments from now,
it does not matter. However, newer applications, such as telephony, are
time sensitive. If a packet of data does not arrive now, with the voice that
is a part of the conversation, it is no longer useful. Retransmitting it
merely gets in the way. Therefore, many real time applications have
migrated from TCP to UDP (User Datagram Protocol). Thus, while the
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FNC defined the network protocol in terms of TCP/IP, it might be more
appropriate to define it solely in terms of IP (unless we want to go in the
opposite direction and conclude that any application failing to use TCP is
not on The Internet, even though it is fully interconnected, reachable, and
visible using the IP number addressing system).

Finally, the FNC nailed the definition of The Internet to a particular
protocol. There is some degree of difficulty being so technically specific.
The network protocol is in flux, changing at different moments in The
Network’s history (i.e., NCP, TCP, TCP/IP, Ipv4, Ipv6). There are inde-
pendent networks that use IP that are not The Internet. What happens
when the technical specification changes? Does each alteration of the
technical specification result in an identity crisis where the question must
be asked, “is this thing still The Internet?” The Internet protocol itself is
almost 30 years old. Might it be replaced with something novel tomor-
row, meeting the demands of the new network? Nailing the definition to
a particular technical specification is apt to leave us in a bit of a pickle.

Extensions, Follow-ons, Successors
In response to the above discussion, an imaginary proponent of the FNC
definition might argue, “well yes, but the FNC definition was not limited
to TCP/IP. It anticipated evolution of the protocol with the phrase ‘sub-
sequent extensions/follow-ons.’ The FNC was not so daft as to think that
the network protocol was static; but recognized that it evolved with time
and that the heirs of The Internet protocol ought properly be considered
likewise The Internet.”

While this is certainly true, it is also saying that The Internet is The
Internet regardless of how it mutates or transforms. As long as the mutant
has some historical basis in IP, well then it is The Internet.

It creates a bit of a problem if the object of our definition is permitted
to evolve into areas unknown. Assume that we have created regulation
X for The Internet. And assume that in the best of all possible worlds
that regulation X is the best of possible regulations. Now the defenders
of regulation X will tell you that this regulation of The Internet was not
created in abstraction with no regard for the actual nature of The Inter-
net; rather this regulation, as was required of it, took into account eco-
nomics, societal values, the public interest, freedoms, and other interests.
This regulation was created specifically with a set of assumptions con-
cerning the context of The Internet.
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Now change those assumptions. If The Internet morphs into areas
unknown, shedding and distorting those things that led to those assump-
tions, then the best of all possible regulations, regulation X, has just
become a problem.

The law has a need. In order to effectively address something, it has to
know what that something is. If the definition of that something is vague,
then the law’s effective intercession with that thing experiences problems.
This is a crucial point. Many purists would prefer that The Internet
remain undefined so that the law lacks a target and The Internet can
remain a libertarian paradise. But this is divorced from reality. Reality is
that legislators and policy makers are making decisions on a day-to-day
basis concerning The Internet and activity over The Internet. Senator
Exon, who reportedly had never been online, introduced the infamous
and ill-fated Communications Decency Act.24 Congress has every year
sought to criminalize Internet gambling. And there are countless pro-
grams where funding is being provided for Internet projects. Lacking
solid definitions of the object of these policies, these policies potentially
may go astray and in the end may cause more damage than good. One
who professes to desire to protect The Internet by ensuring that policy
makers have before them only vague and misconstrued definitions defeat
their own desires. Good law is based on a good foundation. 

Defining a thing for what it might become is problematic. One might
think of a definition of beer. According to Mr. Webster, beer is defined as
“an alcoholic beverage usually made from malted cereal grain (as barley),
flavored with hops, and brewed by slow fermentation.”25 Now consider
the suggestion that beer is beer and anything it might become. Well, it
might become Welsh Rarebit.26 But there is hardly a drunk Welshman
who might confuse a pint and a plate of gooey cheese poured impossibly
over some toast. A thing is properly defined as what it is and not what it
might possibly become. 

After seven years of trying, let us assume that Congress finally passes a
law regulating Internet gambling. Now this law assumes that The Internet
is this vibrant global information system where borders mean nothing
and 15 year old boys can gamble away their college savings with a guy
named Lou operating a somewhat tilted server on some island. Everyone
assumes that this Internet gambling law is the best of all possible laws and
prevents 15 year olds from getting cyberscammed. Now assume that in
five years, the mega corporation AOLTWCBSMCDONALDS builds a
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super new network that is “an extension of or follow-on” of the network.
This new network is everyone’s dream come true, a network of highly
connected super artificially intelligent toasters.27 These toasters have one
desire, to toast. They do not gamble. And by the time they are 15 years
old they have become obsolete. According to our definition, this mutant
evolutionary off shoot is The Internet. But now our best of all possible
regulations designed to protect 15-year-old boys (or perhaps to protect
Lou) now protects a pack of hyper artificially intelligent toasters.

Jurisprudence disdains vagueness. Vagueness leads law into unantici-
pated and unintended applications.28 To define something is the act of
“describing, explaining, or making definite and clear” the thing as it
exists.29 This does not include the rather large set of things that it might
potentially become.

Interconnected
The FNC lists as a definition criterion that the network is logically linked.
The Internet is a “network of networks.” Ack! Having previously deni-
grated use of that phrase, how can I now use it? The phrase does get to
an important concept (although in and of itself the phrase is entirely
insufficient and vague). The concept is interconnection. IP creates a vir-
tual or logical network over the different physical networks, logically
linking together edge devices and creating the ability for these computers
to interact with one another.

There certainly was a time when a perception of The Internet as a “net-
works of networks” was valid. The problem, in the early 1970s, that
Robert Kahn and Vint Cerf set out to solve was to develop a network pro-
tocol to permit interconnection between otherwise incompatible networks.
They set out with the purpose of connecting ARPANet to SATNET,
PRNet, and ALOHANet.30 Thus, in the 1970s, the perception was of mul-
tiple networks that themselves needed somehow to be networked. Now, I
would suggest, the exact opposite perception is true. No longer are the
underlying networks the primary concern. Now the end-to-end Internet
itself is the key concern, and what underlying network will be used to
access it has become the secondary concern. The Internet has gone from
being the glue of other networks to being The Network itself.

The physical networks are interconnected at the logical network layer.
An ethernet communication goes to an ethernet address at the other side
of the network and is terminated at a black box. There is not necessarily
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an ethernet at the other side of the black box. It could be any network
(telephone, wireless, cable . . .). Any sense of this continuing to be an eth-
ernet communication ceases. What goes from one edge to the other, trav-
eling over multiple interconnected networks, is The Internet. To be “On
Net” or to have Internet access is to be linked with this unique network
of interconnected devices and users.31

This criteria is useful. Confronted with the question, “is a long distance
telephony network that uses IP in the backbone a part of The Internet,”
the answer would be no. The long distance IP telephony network is not
interconnected. 

There is, however, a degree of vagueness here. What is meant by “log-
ically linked” or interconnected? If someone interconnects three IP net-
works, would that be The Internet? This network of networks has IP and
is interconnected. The answer, as suggested by FNC definition, is that not
just any interconnection will do. There is a specific historical networked
community known as The Internet that is interconnected.

Now a hypothetical test: Imagine, if you will, a huge intranet. Imagine
that a class of users had become dissatisfied with the performance of The
Internet and therefore, without changing The Internet protocol and using
the same IP address system, constructed a private intranet for their own
purpose. This intranet, in order to ensure top performance, was con-
structed with top of the line electronics, premium design, and sufficient
bandwidth. Having constructed this high performance intranet and in
order to maintain its high performance nature (i.e., uncongested), access
was restricted. Only those on the intranet could communicate with oth-
ers on the intranet. You could not communicate from the intranet to The
Internet and you could not communicate from The Internet to the
intranet (though the end user may hardly notice as intranet traffic is sim-
ply properly routed over the intranet and outside traffic is simply routed
over The Internet). Would it be fair to conclude that this intranet should
not properly be called The Internet—it is not logically linked (intercon-
nected) to the rest of The Internet (you cannot get there from here)?
Would it be fair to conclude this when the intranet is called Internet2?

Address Space
The FNC definition states that The Internet “is logically linked together
by a globally32 unique address space based on The Internet Protocol (IP).”
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It is compelling to think of a network in terms of its address space. One
of the tell-tale signs of what network one is using is how the network is
addressing the traffic. The Public Telephone System uses the North
American Numbering Plan, in other words, telephone numbers.33 To use
the public telephone system, one needs a telephone number. This number
is entered into the network in order to transmit communications from
point A to point B. If you are communicating with people using telephone
numbers, this is a good indicator that you are on the Pubic Telephone
Network. If an end point lacks a telephone number, it is not on the Public
Telephone Network.

A point that is reachable by a network’s addressing system is on that
network. If it is not reachable, if it cannot be “seen,” then it is not on that
network. 

IANA
What is the “unique address space” of The Internet? It is the unique set
of IP number addresses. Each device on the Network is assigned an IP
number. Internet packets traveling from one device to another are
addressed with the IP number of the destination and the IP number of the
originating device. To be visible a device must be associated with an
address; if a device is not associated with an address, it cannot be reached
and cannot be said to be on the network.

In the early days of the Network, Jon Postel at UCLA and then later at
ISI volunteered to administer the total set of IP numbers. This adminis-
tration of IP numbers came to be called The Internet Assigned Number
Authority (IANA). With the formation of The Internet Corporation of
Assigned Names and Numbers, the IANA function, by contract with the
Department of Commerce, is now under ICANN.34

Domain Names
The Internet has an interesting network addressing system. The devices
on the network are reachable using IP numbers. Those are the network
addresses. But for all practical purposes, the humans are unaware of those
network addresses. Instead, recognizing years ago that the IP numbers are
difficult for the humans, the domain name system (DNS) was developed.

The DNS is a database that maps letter strings to IP numbers.35 The
domain name cybertelecom.org is mapped to a particular IP number, for
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example 192.16.0.192. An individual who wishes to view the Cyber-
telecom website can remember the domain name and enter it into a web
browser. The first thing the browser does is a DNS look up, asking a DNS
server what IP number that domain name is mapped to. Having the IP
number, only now can the browser make a query to the cybertelecom.org
web server for the content. The web server responds by sending packets of
content to the IP number of the device that originated the query. In other
words, while the human may know only the domain name, the devices on
the network communicate with each other with only the IP number.

There are two wrinkles with this. First, while the DNS is the compelling
way with which humans communicate with each other over the network,
it is not necessary. Communication can be achieved with only IP numbers
or a different alias system can be mapped to IP numbers, such as instant
messaging names. While the DNS is fantastically convenient, it is still an
adjunct to and not a necessary component of the network address system.

Second, domain names have the added advantage of remaining con-
stant regardless of what IP number they are mapped to. The website
cybertelecom.org has changed web hosts several times. The humans are
not aware of this. They simply enter the domain name, do a DNS look
up, get the new IP number of the new host, and they are happy. In this
way, destinations on The Net can have smooth portability. A user can
move from service to service with the domain name remaining constant
while the IP address changes.

It is also true that humans on intranets do not always have the same IP
number even though they might retain the same domain name. Joe may
log on to the network with his email address joe@cybertelecom.org.
When Joe logs on, the intranet, using dynamic host control protocol,
assigns Joe a new IP number from its pool of IP numbers. Thus, Joe’s net-
work address is changing on a regular basis within the confines of the
pool of IP numbers allocated to that network, while again, his domain
name email address remains constant.

This demonstrates how powerfully the DNS compliments the IP num-
ber system. But Joe is still reached by IP numbers. Fred, trying to reach
Joe, enters Joe’s email address in the application. A DNS look up is con-
ducted and, magically, the same IP number is produced every time. But
doesn’t Joe’s number change on a daily basis? Yes, but the IP number pro-
duced for Fred is the IP number not of Joe but of the Cybertelecom email
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server. Fred’s email application uses that IP number to send the email, not
to Joe’s computer, but to Cybertelecom email server where it is stored
until the next time the Joe logs on.

The point is not to get too technical with the functionality of the DNS.
The point is that ultimately the DNS is an adjunct to the IP number sys-
tem that makes the IP number system useful to humans. The network
itself communicates with IP number addresses. So close is DNS to the
addresses system of The Internet that it is difficult to talk about Internet
addresses without talking about DNS. But DNS is an adjunct, it is not
necessary, and packets are routed through the network using IP numbers,
not domain names.

E2E
Another defining characteristic as noted by the FNC is the end-to-end
design of the network. The Internet religious among us will suggest that
end-to-end is an essential characteristic of The Internet.36 The Internet
protocol is a very thin and stupid protocol. It does very little beyond pass
packets back and forth. It does not care what physical network the pack-
ets originate on. It does not care what application they are from. The
Internet Protocol virtual network simply transmits the packets back and
forth to destinations on the network without change in form or content
of the data transmitted by the network itself. There is no interactivity or
interference with content at this layer.

As described originally by J. H. Saltzer, David Clark, and David Reed,
application functionality is reserved for higher protocol layers in The
Internet protocol stack.37 Application functionality is removed from the
logical network layer so that all that the logical network does is pass
packets without interactivity.

This means that instead of having a network with intelligence in the
core where the network is optimized for a single application, like the tele-
phone network, the intelligence resides at the end. End users are con-
fronted with a virtual network not optimized for any application. All
packets from applications are equal and are transmitted with best effort.
The end user can select any application and indeed must select some
application before communication can be initiated. The processing and
interactivity involved in that application occurs at an edge and not within
the network itself.
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End-to-End Religion
But a muddling question with this element of the definition is as follows.
The architecture of The Internet creates the potential for end-to-end. But
must that potential for end-to-end be actual in order to have The Internet.
If The Network is not fully end-to-end, do I have a definitional problem?
What if I insert a firewall? What if I use a spam filter? What if I block cer-
tain application ports? What if I elect to use a pocket device simply for
Internet email? In all of these examples, the potential end-to-end design is
fully present (for example, you could turn off the firewall) but is not fully
actual. If I say that end-to-end must be fully actual, does that mean that
the only time I have The Internet is with an unobstructed pipe (no fire-
walls et al) connected to a computer that can perform any function—thus
precluding my pocket Internet email device from being a part of The
Internet?

The end-to-end design of The Internet is what permits robust and flex-
ible implementations of The Internet. It is what permits people to build
Internet picture frames that simply display pictures of the grandchildren
or robust computer networks that grace users with full versatility of
opportunity on The Internet. While the potential for end-to-end is a char-
acteristic of The Internet, so is the fact that given the unique circum-
stances of implementation, an individual can elect to actualize only a
portion of the potential end-to-end design. Both The Internet picture
frame and a fully functional Internet computer are what comprise The
Internet and it is not coherent to suggest otherwise. 

To suggest otherwise, to advocate the argument that The Internet exists
only with full end-to-end leads, reductio ad absurdum, to the conclusion
that any limitation of potential end-to-end design results in departure
from The Internet (and while with an Internet picture frame we clearly
have something, we are no longer sure what that thing is). If, with the full
potential of my end-to-end Internet computer, I limit myself by electing to
use a given application, I have limited end-to-end and would no longer
have The Internet. This is not coherent. Part and parcel of the end–to-end
principle is not only that I can elect to use any application over The
Internet but also that I can elect not to use any application. Thus, the end-
to-end defining characteristic of The Internet lies in its potentiality although
not necessarily in its actuality.38
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The Internet to the Ends 
This highlights an additional perspective. The Internet is The Internet all
the way to the end. At the end generally is a computer. It is in that com-
puter that the higher layer intelligence (applications, services, and con-
tent) exist and is created. The computer uses applications to create
content and injects this content as packets into the network. The network
itself does not interact with the content. The content is created and
processed at the end. Thus it is inaccurate to say that, for example, an ISP
gives an end user access to The Internet, as if The Internet were some far
off and remote thing. Rather, the ISP provisions Internet connectivity.
Every device and end user that has Internet connectivity is “On Net” and
is a part of The Internet.

What About Lower Layers?
Finally, note that while the FNC definition gives recognition to the higher
layer applications that The Internet supports, it gives no recognition to
the physical networks over which The Internet is provisioned. This is
important as The Internet is regularly confused with the underlying phys-
ical networks over which it is provisioned.

Historical
Of course The Internet is not just any network; it is a unique network in
history. Unlike, for example, cable, where there is a wide assortment of
different cable networks out there, there is one unique network in history
with the name The Internet. The Internet was born on an October day in
1969. On that day, a pack of geeks located at UCLA sent the first trans-
mission over The ARPANet to another pack of geeks at Stanford. By the
end of that year, there were four nodes on The ARPANet. By 1971, there
were 15 nodes.39 This unique networked community continued to grow,
adding networks, devices, and users.

In 1983, the U.S. Government decided that The Network would
migrate from the existing NCP network protocol to the TCP/IP protocol.
This unique network came to have the name The Internet. And The
Internet continued to grow.

The National Science Foundation recognized a need for a new back-
bone to service the community and thus established the NSFNet. The
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NSFNet however had an Acceptable Use Policy that prohibited commer-
cial traffic (driving the creation of alternative commercial backbones). As
demand for commercial use of The Internet grew, commercial networks,
which could not use NSFNet to exchange traffic, set up the Commercial
Internet Exchange. Eventually NSF altered the NSFNet AUP to permit
commercial traffic, established The Network Access Points (NAPs) for
traffic exchange, and privatized the NSFNet. 

This Internet continued to grow but was nevertheless largely hidden
from popular sight. Then, in 1990, Tim Berners-Lee invented the World
Wide Web and in 1993, Marc Andreesen invented the Mosaic Web
Browser, and The Internet broke into popular use.

The Internet is a unique networked community that traces its history
back to a particular day in history. It would be hard to identify this network
with a specific technology as the technically has evolved over the years and
is used in other networks. What has been unique and identifiable has been
the networked community. It grew from a small community of users exper-
imenting with novel packet switched communications, to a global commu-
nity of millions of users engaged in an information revolution.

In Conclusion, It’s the Wrong Question
So enough of making fun of other people’s definitions. What is The
Internet?

After hammering on this question long enough, one realization is that
it is not so much a definition as it is a proper name (this is why Internet
is capitalized). The Internet is the proper name of a unique network. 

Definitions of The Internet generally collapse into circular statements.
The Internet is defined as the network with the name The Internet.
Consider that one defines40 terms41 but not necessarily proper names.42 A
term is defined by a set of differentiating criteria; things that meet those
criteria are identified with that term. If a flying disc (aka Frisbee) is a “a
plastic disk several inches in diameter sailed between players by a flip of
the wrist,”43 and if that thing there on the ground is a “a plastic disk sev-
eral inches in diameter sailed between players by a flip of the wrist,” then
we can joyfully conclude that the thing on the ground (and all other
things that meet the definition) is a flying disc. Definitions provide us with
differentiating criteria that allow us to determine whether a thing in ques-
tion is properly labeled with a term.
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Now consider proper names and the question, “who is Bob.” The
answer is that “Bob is the person with the name Bob.” Things with
proper names are not so much defined as they are described. “Bob” is
that particular tall person over there with a beard and blonde hair who
generally wastes too much time on Internet law issues. But it is not true
that all tall blonde people with beards are Bobs. And if Bob’s description
changes, if Bob shaved his beard and dyed his hair green, he would still,
in fact, be Bob.

There is only one computer network with the name The Internet. Other
networks that meet the technical description of The Internet nevertheless
are not The Internet (these may properly fall under the definition of an
internet, a computer network that is logically linked using IP but which is
not The Internet). And the technical description of The Internet can
change over time (for example, from NCP to TCP to TCP/IP to IPv4 to
IPv6) and still be The Internet. This is true because The Internet is a name
given to a particular network rather than networks that meet certain tech-
nical specifications.

Even if “what is the definition of The Internet” is the wrong question,
when confronted with a bunch of wires and boxes and blinking lights,
one would like to have the ability to understand whether these things are
The Internet and how this Internet thing is distinguished from anything
else. The Internet is the name of a unique networked community that saw
its birth in October 1969. 

• On October 25, 1969, The Network was comprised of two end points.
At the end of the year it had four end points. Slowly this networked
community grew and in the year 2002 it is estimated that there are 580
million individuals on the network.

• In 1983, this Network migrated to The Internet Protocol, from which
it got its name.

• The Network is logically linked using the unique address space based
on IP, currently managed by IANA. 

• The Network is a computer network overlayed over physical net-
works. 

• The Network supports higher layer applications following the end-to-
end principle.

This is not intended to be a final word. Instead it is intended to be a
first step, or perhaps a shove, in the right direction. It is not far from the
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FNC definition—only now it is a description. The primary revision is to
change the perspective from a focus on technology to a focus on a unique
networked community. Also, this describes the network relationally both
down and up. It describes The Internet in relationship to the physical net-
works over which The Internet is provisioned (something that the FNC
did not do). It then describes The Internet in relationship to the applica-
tions and services in the higher layers that it supports (the end-to-end
principle). In this way it clarifies that The Internet is a particular network
that is neither the underlying infrastructure nor the overlying applica-
tions. It is a particular logical network, created over existing physical
networks, creating a global network of interconnected devices and users. 

IV. Postscript: Why It Doesn’t Matter

It is prudent to struggle for a proper understanding of The Internet so that
when Internet legal issues are addressed, things do not get mucked up. But
in struggling so hard for a definition, and then realizing that perhaps seek-
ing a definition was the wrong endeavor, perhaps there is another real-
ization; perhaps the definition does not or should not matter. 

The Internet is a specific network. The network can change. The tech-
nology can evolve. Use of the network can change. Users can become fickle
and prefer the next pet-rock fad in communications. There are other net-
works. Is it prudent to create law particularly based on one specific net-
work? The struggle to define what The Internet is, begs the question, “why
are you asking.”

Consider this. Two guys break the law playing three card Monty. One
is running a scam on a webserver based on some off-shore island. The
other has a beat on the corner of Bleeker and Sullivan. Would it make
sense for the law that applies to be different for guy A and guy B? Should
one spend two years in jail and another spend four?

The argument here is for neutrality. The application of law should
probably not vary depending upon technology.44 Suggestions of The
Internet as a unique and mythical medium where business plans defy the
need for making a profit, where criminal activity defies jurisdictional
boundary, and where The Network for some exceptional reason defies
definition, are (thankfully) gone. The mythology of The Internet having
been dispelled, perhaps we can return to the conclusion that a policy goal
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is a policy goal online or off. Online and offline activity should generally
be treated equally. 

Returning to the example of Internet gambling, here is a phenomena
that has created the opportunity for anyone with a computer and a credit
card to easily waste away vast sums of money, engaging the offerings of
off-shore gambling companies. The cyber casinos are not regulated. There
is no assurance that the game is not rigged. There are no background
checks on the operators. Scams can fold up shop at night fall. There is no
money going into a state’s coffers. There are no state citizens being
employed. Removed from the highly social glitz and glamour of Las
Vegas or Atlantic City, Internet gambling is a solitary activity between
individual and computer screen, where compulsive gamblers can become
entranced and minors can act like adults. It is a disruptive innovation to
the business plans of established incumbents’ gambling businesses. 

Every Congress since the 104th Congress has introduced legislation to
combat Internet gambling.45 And they have come close to success.
Congress has generally sought to meddle with the Wire Act, which pro-
hibits the business of gambling on sports over wire communications.46

While the Department of Justice has supported clarification that The Wire
Act applies to all situations including Internet gambling, it has opposed
Congressional attempts to solve the problem by creating separate and
inconsistent legislation. Get nailed under the Wire Act and get treated one
way; get nailed under the new Internet gambling law and get treated a dif-
ferent way. DOJ repeatedly advocated that Congress lose the technology
bias:

[The Internet Gambling Prohibition Act of 1999] is not technology-neutral, but
applies only to Internet gambling while leaving the existing prohibition on gam-
bling over “wire communication facilities” in general unchanged. While the
Department is generally concerned about legislation designed for particular tech-
nologies such as The Internet, it is specifically troubled here by the creation of
two inconsistent gambling prohibitions—one expressly for The Internet and a
different one for the use of wire communication facilities (which includes The
Internet). 

Indeed, any effort to distinguish Internet transmission from other meth-
ods of communication is likely to create artificial and unworkable dis-
tinctions. For example, we expect digital Internet telephony to grow in
popularity over the next few years. How would we deal with gambling
that occurred over this technology, which would use The Internet or other



packet-switched networks for pure voice communications? “Would it be
under the proposed Internet Gambling Prohibitions Act, specific to the
Internet, or under The Wire Act, which deals with wire communications
in general (but also includes the Internet)? This is especially problematic
as these statutes would have different standards and punishments.” 

The Department urges Congress to identify the conduct that it is trying
to prohibit and then to prohibit that conduct in technology-neutral terms.
The fact that gambling, an age-old crime, has gone high-tech and can now
be done through The Internet is no reason to pass new laws that specifi-
cally target The Internet for regulation. Passing laws that are technology-
specific can create overlapping and conflicting laws prohibiting the same
activity, but with different legal standards and punishments. “This would
be the result if the Internet Gambling Prohibition Act were enacted. We
would have both the Wire Act, which has been used to prosecute Internet
gambling, and a new Internet Gambling Prohibition Act which would
prohibit some, but not all, types of Internet gambling.” This overlap in
the statutes can only complicate law enforcement’s efforts on The Internet
gambling front.47

In response to the endeavor to define The Internet comes the begged
question, “why are you asking.” Perhaps the answer is, “you should not
be asking.” If the legal concern is for activity in the application or con-
tent layers (gambling), then focus the legal solution on the layer where the
problem exists, the application or content layer. The underlying network
layers can be swapped arbitrarily, and yet the policy concern with the
activity (the application) likely remains the same. Laws inconsistently
applied in different spaces ought to be greeted with a raised eyebrow. 

When Does It Matter?
But wait! Having said that The Internet should not matter, I backpedal to
suggest that there are times when it does. Circumstances where a proper
understanding of The Internet is necessary include (1) First Amendment
law, and (2) communications law. There are certainly other occasions
where the unique environment of online communications leads to unique
legal concerns (but even here, the law may wish to consider general online
concerns as opposed to specific Internet concerns).

In the first instance, in different circumstances the federal government
has greater ability to restrict speech than in others. On television and
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radio, the government has been able to restrict the broadcast of “The
Seven Dirty Words,” a monologue by George Carlin.48 Conversely with
printed matter such as newspapers and books, the government has signif-
icantly reduced ability to restrict the dissemination of adult content.
According to the Supreme Court,49 the First Amendment analysis depends
upon a proper understanding of the medium. Broadcast spectrum is scarce
and held in the public trust, therefore the FCC has authority to restrict the
broadcast of mature content to later hours. Printed matter is a highly com-
petitive medium, with great diversity, which is not invasive in your home.
With a TV, you set the channel and passively absorb whatever pours from
the set; however, reading material must be affirmatively acquired by the
reader. Likewise, with The Internet, the Supreme Court has stated that the
nature of the medium is crucial.50 The Internet is not scarce. It is not held
in the public trust. It is not invasive. Rather The Internet is a broad and
diverse medium where the user goes out and selects the content of that
user’s choosing. Given the nature of the medium, censorship by the gov-
ernment would be inappropriate.

In the second instance, communications law is not uniform but is
rather broken into silos. Title II of the Communications Act regulates the
telephone network. Title III regulates wireless services. Title VI regulates
cable. While convergence of the mediums is making these silos arcane,
nevertheless, for the time, regulation applicable to a given communica-
tions medium is dependent on what that communications medium is. In
communications terms, it is important that The Internet is The Internet,
an information service, and not a telephone service or a cable service. This
is at the center of several FCC proceedings.51
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4
Governance in Namespaces

Stefan Bechtold

1. Introduction

In the fall of 2000, a web site offered a new service allowing politicians, indi-
viduals, and corporations to bid on and buy political votes from citizens.
The first Internet auction site for real votes had opened. The election in ques-
tion was the U.S. Presidential Election of 2000, a memorable event for many
reasons. The web site in question, which described itself as “satirical,” was
located in Austria. It bore the name “voteauction.com.”

After the Chicago Board of Election Commissioners had filed a lawsuit
against voteauction.com, on October 18, 2000, the Circuit Court of
Cook County, Illinois, issued an injunction against the web site. The U.S.
registrar, who had registered the domain name, had been named as a co-
defendant in the lawsuit. After the injunction was issued, the registrar
cancelled the domain name, effectively shutting down the web site all over
the world.

About a week later, the web site appeared again under the new domain
name “vote-auction.com.” This time, the domain name had been regis-
tered with a Swiss registrar. A few days later, it was cancelled as well.
However, no court had issued any injunction ordering the cancellation.
No official authority had addressed the question of whether a domain
name registered in Switzerland and located in Austria is subject to U.S.
jurisdiction. Rather, the domain name was cancelled after some telephone
and e-mail discussions between the Chicago Board of Election
Commissioners and the Swiss domain name registrar. The Swiss registrar,
a private entity, exercised its power over an asset, the domain name space,
to exclude this domain name from the Internet.1
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In September 1998, a freshman at Northeastern University in Boston
began working on a software program that would revolutionize online
music business. Only two and a half years later, the Napster network had
over 70 million users who downloaded up to 2.8 billion music files per
month. In July 2000, the District Court for the Northern District of
California issued a preliminary injunction effectively ordering Napster to
shut down its service. The Court of Appeals for the Ninth Circuit later
affirmed the injunction with some modifications.2

Voteauction.com and Napster each raise different problems.
Voteauction.com is a case about election fraud, freedom of speech, and
personal jurisdiction. Napster is a case about copyright infringement
and innovation policy. At the same time, both cases are very similar.
They illustrate how technical control over a particular component of a
network can be used as leverage for legal and policy control.
Voteauction.com lost its domain names because private entities—the
domain name registrars and, ultimately, the domain name registry—
could exclude its domain names from an authoritative list recognized
by all computers connected to the Internet. Music files could no longer
be shared over the Napster network because Napster could exclude
them from an authoritative list of files recognized by all computers
connected to the Napster network. In both cases, the network compo-
nent that enabled this control was a “namespace.”

While namespaces may seem an obscure concept of computer science,
we are in fact surrounded by them. In the world of computers, the
domain name system, public key infrastructures, Yahoo! Categories,
Usenet newsgroups, and computer file systems are all examples of name-
spaces. Yet, namespaces are not confined to computers. Telephone num-
bers, Social Security numbers, the “International Standard Book
Number” (ISBN), zip codes, bar codes, and bibliographic classification
schemes form namespaces, too.

Both Voteauction.com and Napster show that, in cyberspace, the capa-
bility for legal regulation often depends on the technical control over a
namespace. Technical namespaces are not unalterable, given facts. Rather,
technology is a social construct. The cultural and societal structure of
those producing technology shapes the technology itself.3 Conversely,
technology enables, shapes, and limits social, legal, and political relation-
ships among citizens, businesses, and the state. As Lawrence Lessig has
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shown, this interrelation between technology, law, and society implies
that technology is not a neutral artifact, but can be shaped according to
conscious design decisions that originate from external value systems.4

This article analyzes the interrelation between technology and law for
namespaces in general. It attempts to highlight a common feature of
namespaces: designing namespaces and exercising control over them is
not a mere technical matter. The technical control over a namespace cre-
ates opportunities for the intrusion of politics, policy, and regulation. The
very technological architecture of a namespace may encompass a regula-
tion of speech, access, privacy, content, copyright, trademark, liability,
conflict resolution, competition, innovation, and market structures. There-
fore, legal and policy considerations should be taken into account even dur-
ing the design stages of a namespace.

The analysis of such questions is not novel. The best-known namespace
on the Internet is the domain name system (DNS), which maps domain
names to numerical IP addresses. Since 1998, the DNS has been managed
by the “Internet Corporation for Assigned Names and Numbers”
(ICANN), a private nonprofit corporation under California law. The sta-
tus of ICANN is highly disputed. While some proponents assert that
ICANN is a mere technical standardization and coordination body, crit-
ics argue that it unjustly uses its control over the technical DNS infra-
structure as leverage to control policy aspects of Internet communications
such as trademark and copyright issues, surveillance of Internet users,
regulation of content, imposition of tax-like fees, and the regulation of
the domain name supply industry.5

Nevertheless, this is not an article about the governance of the domain
name system. Although many issues addressed in this article are discussed
in the context of ICANN and the DNS, these discussions often fail to rec-
ognize that these issues are not unique to the DNS. Rather, they are general
governance problems of namespaces that can be found in other name-
spaces—from peer-to-peer systems to instant messaging systems—as well.
They are not even confined to the computer world. In real space, many
namespaces—from bibliographic classification schemes to Social Security
numbers—exhibit the same problems. No literature exists that identifies
and discusses governance dimensions of namespaces on such an abstract,
general level.6 This article attempts to fill that gap. Its findings can be
applied to a wide range of namespaces both in cyberspace and real space. 
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The article proceeds as follows. In section 2, a more precise definition of
namespaces is provided. Section 3 develops several dimensions of name-
space governance that can be applied to namespaces in general. It shows
the legal and policy implications of design decisions made along these
dimensions. In section 4, a more abstract account of the relationship
between namespace design and the law is provided. Section 5 concludes
the article.

2. What’s In a Name?

Names are important tools for identification and communication both in
real space and cyberspace. From a legal and social science perspective,
personal names are a crucial aspect of personal identity and dignity. A
complex mix of social norms, memories, connotations, and shared expe-
riences influences the esteem of personal names, in particular first names.7

From an economic perspective, commercial names and trademarks facili-
tate identification and thereby reduce consumer search costs.8 From a
computer science perspective, the definition of “name” is even more
sober: a name is a string of bits or characters that refers to a resource.9 In
communication networks, some method to identify and locate the net-
worked resources must exist. Names provide such a method to facilitate
sharing and communication.

Computer science, in particular the theory of distributed systems,10 has
developed a rather rigorous theory of naming that proves helpful for the
following analysis of namespaces. In general, different kinds of names
exist. An “address” is a special type of name that identifies the location
of an object rather than the object itself. The IP address of a computer
and the number of a telephone are addresses in this sense. Addresses are
not well-suited to persistently identify objects. Once an object is moved to
another location, its address changes. If a computer connected to the
Internet, for instance, is moved to another location, its IP address often
has to be changed as well.

In many communication networks, these shortcomings of addresses are
resolved by adding a layer of location-independent names on top of the
addressing scheme. While addresses locate resources, location-independ-
ent names identify them.11 The domain name of a computer, for example,
identifies a computer, while its IP address reveals its logical location.
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Location-independent names and addresses do not exist separately.
Rather, names are resolved to addresses by so-called “name services.”
Name services allow users and software programs to look up, add,
change, and remove names.12 The aforementioned domain name system
(DNS) is a name service that resolves domain names to IP addresses.

The collection of all valid names in a particular system forms a “name-
space.”13 Some namespaces are designed for human use, while other
namespaces are accessed by computers only. Names used by human
beings should usually be mnemonically useful, while the critical feature of
names used by computers is that they are unambiguously resolvable. In
such a namespace, names must be unique.14

Namespaces are pervasive, both in cyberspace and in real space. In
cyberspace, namespaces are mainly used to identify four different kinds
of resources: computers (or more generally: devices), users, files, and
applications (or more generally: services).15 Device namespaces include
the domain name system, the telephone number system, ENUM, as well
as IP and Ethernet addresses. User namespaces are Microsoft Passport,
the Liberty Alliance Project, public key infrastructures as well as user
identification systems on eBay and in instant messaging systems.
Uniform Resource Locators (URLs), peer-to-peer (P2P) systems, Yahoo!
Categories and the different computer file systems available are examples
of file namespaces. Service namespaces are created, for instance, by
TCP/UDP port numbers and the “Universal Description, Discovery and
Integration” (UDDI) service in the context of Web services. Some tech-
nologies even use multiple namespaces. Digital rights management
(DRM) systems, for example, employ device, user, and file namespaces at
the same time.16 The list of namespaces used by computers and computer
networks is endless.17

In real space, telephone, credit card, bank account, passport and Social
Security numbers as well as tax identifiers are namespaces that identify
devices, natural persons or corporate entities. People, streets, cities, coun-
tries, species, diseases, and celestial objects are all identified by name-
spaces as well. Other examples include P.O. boxes, natural languages, and
the system of longitude and latitude. The travel industry uses several
namespaces to identify travel agencies, hotels, airlines, car rental compa-
nies, travel insurance companies, and consumers worldwide. The Dun &
Badstreet Data Universal Numbering System (D-U-N-S) is used to identify



62 million business entities around the world. The system of bar codes
that is used for product identification is another example how widely
namespaces are used today. Traditional media can be identified by differ-
ent namespaces such as the “International Standard Book Number”
(ISBN) and the “International Standard Recording Code” (ISRC).18

Bibliographic classification schemes, the frequency spectrum, the ISO
3166 list of country codes, as well as the names of all chemical com-
pounds, may complete this listing of namespaces. To put it succinctly:
namespaces are important and ubiquitous. 

The article uses various namespaces, mostly from cyberspace, to illus-
trate the presented theoretical framework. Nevertheless, the framework
should also be applicable to namespaces that are not explicitly studied in
this article.

3. Dimensions of Namespace Governance

By analyzing the means, intensity and scope of namespace governance as
well as the possible namespace topologies, this section identifies several
dimensions of namespace governance that illustrate the close intertwining
of technology, law and policy. 

3.1. Means of Namespace Governance
In general, namespace providers have varying interests to regulate the use
of and access to their namespace. They may, for example, want to grant
access to the namespace only under certain conditions. They may also
grant third-party service providers, who use the namespace in their own
services, access to the namespace only after payment of a fee.

3.1.1. Governance by Contract 
Namespace providers can condition access to and use of their namespace
upon the prior conclusion of a contract. Often, they attempt to bind all
end users and service providers by contract. A web of contracts laid over
the namespace is intended to protect various nontechnical interests of the
namespace provider.

The domain name system (DNS), for example, uses such a web of con-
tracts to govern the domain name space. All registrants, registrars and
registries of domain names in generic top level domains (gTLDs), such as
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.com, .biz, .net, and .org, have to enter into contractual agreements that
either directly or indirectly originate from ICANN, the entity that cur-
rently controls the DNS.19 In order to resolve conflicts between domain
name registrations and trademark law, a dispute resolution mechanism
was created. This “Uniform Dispute Resolution Policy” (UDRP) enables
a trademark holder to challenge the registration of a domain name and
potentially gain control over it. As part of the contracts between ICANN
and the gTLD registrars, ICANN requires the registrars to impose the
UDRP on everyone who wants to register a domain name.20 As a result,
on the one hand, ICANN binds all registrars to the UDRP as a condition
of their accreditation. On the other hand, a consumer who wants to reg-
ister a domain name under the .com TLD, for example, will only be able
to register it if he agrees to the terms of the UDRP as well. Through a
hierarchical web of contracts that originates from ICANN, ICANN has
accomplished the result that every registrar and every registrant is bound
to the UDRP.21 ICANN has effectively enveloped the domain name space
with a web of contracts that is used to protect, among other things, inter-
ests of trademark holders.

Other namespaces in which contractual webs are used include
Microsoft Passport22 and digital rights management systems.23 In general,
the webs of contracts surrounding namespaces bind both service providers
that depend on the namespace and individual namespace users. They may
be used by namespace providers to regulate various legal and policy
aspects of namespaces, ranging from intellectual property and privacy
protection to competition issues.

3.1.2. Governance by Technology
Contractual webs would not be a very promising means of namespace
governance if the contracts were, as a practical matter, difficult to enforce.
In namespaces, however, it is the technology that enables the automatic
enforcement of such contracts and policies. By threatening to exclude
namespace users and service providers that do not adhere to namespace
contracts or policies, namespace providers can enforce their interests in
an über-efficient manner.

This phenomenon can be observed in most namespaces. ICANN can
enforce its web of contracts, as described above, through its technical
control over the domain name space. By withdrawing or reassigning a
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domain name, any decision under the UDRP can be enforced in a very
effective and inexpensive manner: through technology.24 Public key infra-
structures (PKIs) are another namespace that uses technology as a gover-
nance tool. PKIs enable the secure, convenient, and efficient discovery of
public keys in asymmetric encryption systems. By resolving public keys to
individual persons or corporate entities and vice versa, PKIs create user
namespaces. In PKI namespaces, various key revocation mechanisms exist
by which compromised public keys can be excluded from further use of
the namespace.25 In general, technology enables the namespace provider
to control which names are assigned, modified and revoked in a name-
space. It is the most important governance tool in namespaces.

3.2. Governance by Whom?
Namespaces can be created and governed by governments, by private
entities, or by hybrid coalitions. Particularly in namespaces governed by
private or hybrid entities, interests of third parties and the general public
might become under-represented. Private regulation of namespaces may
clash with public values. Namespaces must be supported by sufficient
accountability structures.

The ICANN debate is a prime example of this governance dimension.
To what extent ICANN should exercise control over the domain name
space and what accountability structures are appropriate is fiercely con-
tested in Internet policy circles.26 The UDRP has come under criticism for
being biased toward the interests of trademark holders.27 ICANN has
been accused of creating a new body of international, but private trade-
mark law that lacks any of the accountability structures under which tra-
ditional statutes operate. 

The IP and Ethernet address spaces, the TCP/UDP port number space
as well as the Microsoft Passport and P2P namespaces are examples of
namespaces that are subject to purely private governance.28 Bibliographic
classification schemes, which are namespaces as well, are usually either
sponsored by governments or by private consortiums of interested parties
and users.29 Who is governing a namespace determines in part what val-
ues and whose interests are protected by the namespace.

3.3. Namespace Topology
In a namespace, system functions can be positioned in a central location
or distributed along a vertical or horizontal axis. Choosing a topology30
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along these axes has numerous policy and legal implications, as this sub-
section will illustrate.32

3.3.1. Vertical Distribution of Namespaces
Namespace functions can be distributed along a vertical axis in various
ways. Whereas a namespace without any such distribution is a “flat” name-
space, a namespace with full vertical distribution is a “hierarchical” one
(see figure 4.1).

In a flat namespace, a single entity provides the full name service and
thereby operates the full namespace. Therefore, a single point of control
exists. Flat namespaces can be easily regulated, be it by the namespace
provider, by the government, or by hackers. Flat namespaces also have a
single point of knowledge: one database stores the names of all objects as
well as their locations and other attributes. If the database misuses this
knowledge for data mining and marketing purposes, flat namespaces pose
a privacy risk.

Hierarchical namespaces have different characteristics. In a hierarchical
namespace, the name service is distributed over a hierarchy of different
entities. Each entity is responsible for a different subset of names. No sin-
gle entity exercises direct and perfect control over the whole namespace.
Rather, different parts of the namespace can be managed by different enti-
ties, and, occasionally, governed by different policies. Hierarchical name-
spaces therefore enable some competition to occur within the namespace.

The DNS may again exemplify this governance dimension. It consists of
a hierarchically organized network of databases (operated by a network of
so-called “registries”). Therefore, domain names under the TLD .de are
assigned and administered by a different registry than domain names
under the TLD .com. The registries have at least some discretion in the
way they assign domain names. Many country-code top level domain

Figure 4.1
Flat versus Hierarchical Namespaces31
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(ccTLD) registries, for example, do not impose ICANN’s UDRP upon
domain name registrars and registrants. To some extent, responsibility for
assigning domain names and for maintaining the name service is distrib-
uted throughout the hierarchical DNS network.33 Thereby, the decision as
to what policies are appropriate for governing the domain name space is
decentralized as well. This decentralization in deciding policy issues could
only be achieved by making a technical decision at the design stage of the
DNS: the choice of a hierarchical structure as the DNS’ topology. 

ENUM, IP addresses, and the Library of Congress bibliographic classi-
fication are further examples of hierarchical namespaces. Conversely,
Microsoft Passport and TCP/UDP port numbers are flat namespaces.

3.3.2. Horizontal Distribution of Namespaces
Besides different vertical distributions, namespace functions can be dis-
tributed along a horizontal axis in various ways. Whereas a namespace
without any such distribution may be called a “centralized” namespace,
a namespace with full horizontal distribution is a “decentralized” one.
Between those two extremes lie various forms of “federated” or inter-
connected namespaces (see figure 4.2). Choosing a namespace topology
along the horizontal axis determines its regulability as well as its privacy,
liability, and competition implications.

3.3.2.1. Centralized Namespaces
In a centralized namespace, a single entity provides the name service and
thereby operates the full namespace.34

(a) Centralized
 Namespace

(b) Federated
 Namespaces

(c) Decentralized
 Namespace

Figure 4.2 
From Centralized to Decentralized Namespaces
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Regulability Centralized namespaces have a single point of control that
can be regulated. This is most obvious in centralized peer-to-peer (P2P)
systems. In a P2P file sharing network, files can be shared among the par-
ticipating peer computers without any intervention by a centralized
server. In order to share files, however, the individual peer must know
where files are located in the network. Therefore, P2P networks need a
namespace in which each file that is available in the network is assigned
to the address of the peer computer where the file is located. 

Early P2P systems used a centralized namespace for locating files in the
network. Until Napster was shut down by a court order in 2001, for
example, it used a centralized namespace that was located at a server
operated by Napster. P2P systems such as Napster have been criticized for
facilitating mass-scale piracy. To suppress such piracy, record companies
and other copyright holders have demanded that Napster be shut down.
In a P2P network with a centralized namespace, shutting down the over-
all system is a relatively easy task. Shutting down the central namespace
destroys the whole P2P network, because without the namespace, a peer
computer can no longer locate any file in the P2P network. Therefore, a
centralized topology opens the namespace to regulation of various sorts:
the government or courts may order that the namespace be shut down.
Also, the namespace may be shut down by the namespace provider or by
hackers. Centralized namespaces are prone to regulation.

Privacy A centralized namespace is not only easy to regulate, it may also
pose privacy risks. In a centralized namespace, all information about the
namespace is located within one entity. This entity assigns names, it
knows who is accessing the namespace and which names are looked up.
During Napster’s operation, for example, Napster was in the unique posi-
tion to know about every download occurring from every computer con-
nected to the Napster system. Such information can be valuable data for
surveillance, data mining, marketing and personalization purposes.

However, centralized namespaces may have ambivalent implications
for privacy protection, as the Microsoft Passport user namespace exem-
plifies. By mapping unique identifiers to individual users, this system
allows users to establish lasting digital identities on the Internet. Once a
user is registered in this user namespace, he can access all web sites that
use Microsoft Passport as their authentication service without having to
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authenticate himself at each individual web site, as Microsoft Passport
will provide the participating web site with the necessary authentication
information.35

Microsoft Passport is a centralized user namespace as Microsoft is cur-
rently the only provider of the namespace. User namespaces can theoret-
ically be used to collect large amounts of personal data. Microsoft
Passport can store the name of the user, his credit card information and
address, as well as demographic or preference data such as gender, occu-
pation, ZIP code, birthday, and language preference. Passport does not
transmit such data to participating web sites without the user’s consent.
Rather, as a default, Passport only transmits a 64-bit-long unique user
identifier. Thereby, users can access third-party web sites—such as eBay
or McAffee—without having to provide the web site with any personal
information such as the user’s name, e-mail address, or phone number.
Such namespace design can enhance the privacy of its users in light of the
fact that the amount of information a user has to share with a particular
web site to gain access can be decreased. 

This is not to say that the users’ privacy is perfectly or even adequately
protected in Microsoft Passport.36 Indeed, the centralization of informa-
tion storage may lead to increased privacy risks if the central information
storage provider is not trustworthy. However, the Passport example illus-
trates how different namespace topologies lead to different allocations
and sizes of privacy risks. Centralized namespaces may protect privacy
interests because services that depend on the namespace do not have to
store personal information by themselves. However, they may also
threaten privacy interests as the central storage may be insecure or the
namespace provider itself may misuse the stored information.

Liability In a centralized namespace, knowledge about all issues relating
to the namespace is centralized as well. This centralization of knowledge
means that, under certain circumstances, the single namespace provider
might be held responsible for the activities that its users engage in with
the names. Doctrines of contributory and vicarious infringement can be
used against centralized namespaces. The courts, for example, held
Napster responsible for alleged copyright violations of its users because,
as a provider of a centralized namespace, Napster had knowledge about
every event occurring within the namespace.
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Competition Choosing a centralized topology for a namespace also
influences the competitive framework in which the namespace operates.
Namespaces are subject to network effects:37 the more users and service
providers use a particular namespace, the larger and therefore more valu-
able the namespace becomes to them.38 Therefore, in communication
markets shaped by network effects, the optimal number of namespaces is
often one. Network effects can lead to de facto standards, or even monop-
olies in a market. In such markets, switching from one namespace to
another may involve such high costs for both consumers and producers
(“switching costs”) that the market is locked into a particular namespace.

Many centralized namespaces are subject to these effects. Network
effects are one of the main reasons why no competitor to the ICANN-
administered DNS has succeeded in providing universally accessible alter-
nate top level domains.39 The refusal of AOL to interconnect its instant
messaging systems with competing systems can be explained by network
effects as well.40

3.3.2.2. Federated Namespaces
Competition Although network effects can lead to a namespace monop-
oly, this is not inherently bad from an economic perspective. If, in a par-
ticular market, having a single namespace is more efficient than having
several competing namespaces, then this is desirable.41 Having a single
namespace does not mean, however, that the namespace should be owned
by a single company, or that only one company should provide the whole
namespace. Rather, such namespaces can be opened to competitors. Sev-
eral competitors may offer competing namespace services that adhere to
one common standard. Open standards reduce the lock-in effects pro-
duced by network effects. They shift the locus of competition from com-
peting for the market to competing within the market, using common
standards.42 Such a market structure may combine the best of both
worlds: the efficiency gains of one common namespace pushed by net-
work effects, and the efficiency gains of competition between different
providers in this namespace.

Centralized namespaces can be opened to competition by introducing
interoperability and interconnection between different namespace pro-
viders, that is, by “federating” the namespace (see figure 4.2).43 Federat-
ing namespaces frees them from proprietary control. Microsoft Passport
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may exemplify the difference between centralized and federated name-
spaces. Microsoft formerly structured its Passport namespace as a pro-
prietary service. Passport did not interoperate with other competing
identification and authentication services. In such a centralized name-
space, technical, economic, and policy control are exercised by a single
entity. However, in September 2001, Microsoft announced that it would
open Passport to other authentication systems. A user with an account at
a competing authentication system could still access web sites that use
Passport as their authentication service. For Passport would accept the
authentication from the competing service and issue a Passport ticket for
this user. In other words, Passport would translate the “foreign” identity
into a Passport identity.44

By creating interconnections between different namespaces, competi-
tion between the federated, interoperable namespaces becomes possible.
A competing user authentication service, for example, could offer its serv-
ice under a privacy policy different from Passport’s privacy policy. If
Microsoft chose to offer Passport only on a high usage fee basis or if it
tied the Passport service to another product, a competitor could always
offer his authentication service under very different terms, but still inter-
operate with Passport.45 By federating user namespaces, they are no
longer a proprietary tool for data mining, but rather an open authentica-
tion platform upon which other applications can build.

Further examples of federated namespaces are PKI namespaces that
employ bridge certification authorities, oligarchy models, mesh architec-
tures and various means of cross-certification,46 interconnected telephone
networks,47 the Internet,48 as well as the discussions about interoperable
instant messaging systems and about root zone level competition in the
DNS.49

Privacy The partial decentralization in federated namespaces may be
used to enhance the protection of privacy interests. In a centralized user
namespace such as the current Microsoft Passport architecture, each user
is assigned a globally unique ID. Globally unique IDs always pose privacy
risks as they can easily be used to connect personal information gathered
from various sources. In the federated user namespace of the Liberty
Alliance, a competing project for standardizing a federated user name-
space,50no globally unique ID that is tied to a particular identity provider
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exists. Rather, users have different accounts with one or more identity
providers as well as with numerous service providers. With the consent of
the user, all or some of his identities can be linked together. Even if two
identities are linked together, however, no common identity exists. Both
services remember the other’s handle for the user and communicate with
each other only with these handles. This architecture enables the user to
decide in a very fine-grained way which identities become linked together
and which should stay separate. Thereby, the user can control which
providers can exchange information about him.51 Federating namespaces
can enhance privacy protection as the overall namespace becomes modu-
larized.

3.3.2.3. Decentralized Namespaces
Whereas in a federated namespace, a small number of interconnected
namespaces exists, in a fully decentralized namespace, the namespace
itself is dispersed across the network beyond recognition. Decentralized
P2P networks are prime examples of such namespaces. In a fully decen-
tralized P2P system, no single namespace exists. Rather, each peer has a
namespace in which all locally stored files are registered. Resolving a
name means searching the whole network or at least significant parts of
it. The P2P system Gnutella uses such architecture. Other decentralized
namespaces include encryption systems—such as the original Pretty Good
Privacy (PGP) system—that do not employ a structured PKI architecture,
but rather a more anarchical model in which public keys are certified on
a peer-to-peer basis.52 Decentralized namespaces possess interesting fea-
tures regarding their regulability, privacy protection and the liability of
the namespace “providers.”

Regulability If copyright holders want to shut down a fully decentral-
ized P2P network, they cannot simply shut down a central namespace,
because the namespace is scattered across the individual peers of the P2P
network. Shutting down any one of the peers in the network would not
impact the overall network. Fully decentralized namespaces are much
harder to regulate than centralized namespaces.

Liability and Privacy As no single entity exists that operates the name-
space, liability for actions occurring within the namespace is scattered as
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well; there are only the individual users who could be held liable, but no
central entities, as no such entities exist. In a fully decentralized name-
space, knowledge for actions occurring on top of the namespace is dis-
persed throughout the network. In a decentralized P2P network, for
instance, no central entity exists that monitors all the transactions occur-
ring in the network. Some of these networks—such as Freenet—are even
designed with the explicit purposes of preserving privacy for information
producers and consumers and resisting censorship.53 Surveillance of fully
decentralized namespaces is an intricate task.

As this subsection has shown, choosing a topology for namespaces has
far-reaching implications from a legal and policy perspective. The more
decentralized a namespace becomes, the harder it becomes to regulate, the
more it protects the privacy and anonymity of its users, the more difficult,
more expensive and more inefficient it becomes to hold someone liable for
the actions occurring on top of the namespace, and the more competition
it enables within the namespace.

3.4 Intensity of Namespace Governance
Namespaces can be governed with various intensities. Whether a name-
space is tightly controlled or merely left to its own impacts various policy
aspects of namespace governance, ranging from regulability to innovation
issues.

3.4.1. Control versus Coordination
Some namespaces are tightly controlled and coordinated. Some name-
spaces are coordinated, but not controlled. Other namespaces are neither
controlled nor coordinated. In various namespaces, some control or coor-
dination is necessary for technical reasons. If a namespace, for example,
provides fewer names than needed, that is, if it is a scarce namespace,
coordination mechanisms must exist to assign names in an efficient and
resource-saving manner. Coordination, however, is not the same as tight
control. 

A namespace that illustrates the difference in degree between control
and coordination is the IP address space. IP addresses form a distinct
namespace that is administered by the “Internet Assigned Numbers
Authority” (IANA). Traditionally, such addresses had been assigned
entirely on a first come, first served basis. In the early 1990s, however, it
became evident that the IP address space would be used up in a few years.
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To cope with this scarcity, IP address registries began to impose policies
that assigned IP addresses based on demonstrated need and made them
subject to annual fees. Thereby, the registries attempted to prevent the
stockpiling of IP addresses and conserve the current address space as long
as possible. The registries increasingly used their technical control over
the IP address space to facilitate rationing and policy enforcement.
However, apart from this scarcity problem, the IP address assignment
process is still restricted to mere coordination tasks. The IP address reg-
istries do not exercise any control over any other policy issues that would
be worth mentioning.54

If one compares the regulatory philosophy governing the IP address
space with the current regulatory philosophy governing the domain name
space, the difference in degree between control and coordination becomes
obvious. Name scarcity may necessitate a coordination of the name assign-
ment process. It does not, however, necessitate any tight control over other,
policy-related issues of the namespace.

3.4.2. Control versus Uncoordination and Decentralized Innovation
In some infinite namespaces, the aforementioned coordination problems
are solved by the sheer size of the namespace. Such namespaces are fully
“democratized.” No coordination is necessary, because no entity in the
namespace has more knowledge, control, or responsibility over the name-
space than any other entity in the namespace. Such namespaces create
open platforms that enable decentralized, uncoordinated innovation.

This governance implication of creating infinite namespaces can be best
observed in the TCP/UDP port number space. Port numbers provide a
standardized means for different computer programs to communicate
with each other over the Internet.55 In combination with the IP address of
a computer, port numbers uniquely identify every program running on any
computer connected to the Internet.56 Therefore, port numbers provide a
service namespace that identifies applications running on networked com-
puters.

In total, 65,535 distinct port numbers exist. The first 1,024 of the
65,535 ports are all so-called “well-known ports” that are assigned to
programs that are widely used across the Internet. Port numbers in the
range from 1,024 to 49,151 are called “registered ports.” They are
assigned to less common programs. Both well-known and registered ports
are listed in a list maintained by the “Internet Assigned Numbers
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Authority” (IANA).57 While IANA exercises some control over the assign-
ment of ports 0 through 49,151, the ports 49,152 through 65,535 are
totally unassigned (“private ports”). Every application that wants to com-
municate with another application running on a remote computer can do
so by simply using one of the private ports. 

Therefore, 25 percent of the port number space are not only uncon-
trolled, but also uncoordinated. Leaving the port number space open
arguably played a major role in fostering innovation on the Internet. To
realize how this value is embedded in the structure of the port number
space, one need only imagine a different design. First, imagine that IANA
assigned every port number to specific programs so that no private ports
exist. Secondly, imagine that IANA assigned port numbers only accord-
ing to a set of predetermined rules. It could auction ports or charge an
administrative fee for assignment. It could choose to assign no ports to
P2P applications because of piracy concerns. It could choose to assign no
ports to video streaming software because it did not want the Internet to
become a competitor of cable TV. Fortunately, it is unrealistic that IANA
would ever assign port numbers based on such criteria. The scenario
becomes more plausible, however, if one imagines, thirdly, that it was not
IANA that assigned the port numbers, but a company such as AT&T or
Microsoft. In such a scenario, the control over the port number space
could be used to allow the operation of certain kinds of applications on
the Internet while shutting down other applications.

By keeping 25 percent of the port number space open and uncoordi-
nated, IANA has chosen a different path. It cannot prevent anyone from
writing an application that operates over the Internet using a private port.
Since nobody exercises control over the port number space, everybody is
free to invent new technologies running atop of the Internet without hav-
ing to ask anyone for permission. When Tim Berners-Lee developed the
Hypertext Transfer Protocol (HTTP), one of the technologies underlying
the World Wide Web, he did not have to ask the AT&Ts or Microsofts of
this world for permission to use a port number. The port number space
was a free resource.58

The observation that certain design choices in the Internet architecture
foster innovation occurring on the Internet is not novel. Indeed, it lies at
the heart of the so-called “end-to-end argument” (e2e). First described by
Saltzer, Reed and Clark in a seminal paper dating from 1984,59 the e2e
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argument claims that as much intelligence as possible should reside at the
“edges” of a network, that is, at applications running on networked com-
puters, not in the network itself.60 It vests power in end users and disables
control by a central actor within the network.61 E2e thereby ensures that
the network is a neutral platform that does not discriminate between dif-
ferent applications or services.62 Concerning innovation, e2e implies that
“innovators with new applications need only connect their computers to
the network to let their applications run.”63 By decentralizing control, e2e
enables decentralized innovation.64 E2e is also an architectural principle
of how to design a computer network system under uncertainty—uncer-
tainty concerning how the network will be used in the future, and uncer-
tainty as to what kind of applications will be run over the network.65

Although in a network, no single entity may exist that can anticipate all
possible uses of the network, this knowledge may indeed exist, but may
be distributed among a myriad of individual actors in the network. E2e
provides a mechanism to cope with such extremely dispersed knowledge
in a network.66 If what kind of innovation will occur on a network is not
predictable, e2e argues, the network should not be biased by its very
architecture toward any specific kind of innovation.67

The connection between e2e and innovation is not a novel observa-
tion.68 However, previous analyses of this connection did not notice that,
in this regard, e2e was implemented on the Internet by a particular design
of a namespace: the TCP/UDP port number space. As was described
above, the port number space leaves 25 percent of all port numbers unco-
ordinated, thereby enabling decentralized innovation. In regards to inno-
vation policy, the openness of the TCP/UDP port number space is the
Internet’s implementation of the end-to-end argument. 

3.5 Scope of Namespace Governance
The governance of namespaces may differ not only in intensity, but also in
scope. Determining the scope of namespace governance impacts various
policy aspects, ranging from privacy and regulability to innovation issues.

3.5.1. Information-rich versus Information-poor Namespaces
Namespaces can be designed to collect large amounts of personal informa-
tion about the persons who are accessing and registering with the name-
space. They can also be designed to store as little personal information as



possible. Whereas information-rich namespaces may lead to privacy con-
cerns, information-poor namespaces may become a tool for privacy pro-
tection. The DNS is an example of an information-rich namespace:
personal information about the registrants of Internet domain names has
traditionally been publicly available through the WHOIS database. In
contrast, no global public databases exist that contain personal informa-
tion about every telephone subscriber. From an outside perspective, the
telephone network is therefore an information-poor namespace.

3.5.2. Single-purpose versus Multi-purpose Namespaces
While some namespaces serve specific narrow purposes, other name-
spaces can be used for many different purposes and accessed by different
applications. This has implications for regulating such namespaces and
for innovation occurring on top of them.

Regulability The P2P file namespace Napster served a narrowly con-
fined purpose: to identify and locate music files in the network. Con-
versely, the DNS device namespace serves many different purposes. From
the perspective of the DNS, it does not matter whether domain names are
resolved in order to locate music, video, text documents, persons or any
other resources. The DNS is a multi-purpose namespace. Single-purpose
namespaces are more prone to regulation than multi-purpose name-
spaces. As soon as a court had determined that the Napster namespace
was used mainly for illegitimate purposes, the namespace could be regu-
lated. A namespace such as the DNS, which is used for some illegitimate,
but also for many more legitimate purposes, would be much harder to
shut down under this rationale.

Innovation around Namespaces Whether a namespace serves a single or
multiple purposes, also determines to a large extent whether the name-
space fosters or hinders innovation. Some multi-purpose namespaces are
“vertically innovation-friendly” in the sense that they do not prevent the
creation of other namespaces on top of them (see figure 4.3). 

Such multi-purpose namespaces facilitate innovation in software appli-
cations that need their own namespaces, because such applications can
use the existing namespace infrastructure and build their own namespaces
on top of it. A single-purpose, not vertically innovation-friendly name-
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space prevents such namespace creation by contractual or technological
means. A prime example is the interrelation among the Ethernet address,
IP address, and domain name spaces. All three namespaces are vertically
innovation-friendly as they are built on top of each other: while the DNS
resolves domain names into IP addresses, the “Address Resolution
Protocol” (ARP) resolves IP addresses into Ethernet addresses.69 The
Ethernet address space did not prevent the creation of the IP address and
domain name spaces on top of it. Other examples of layered namespaces
include instant messaging services that build user namespaces on top of
the IP address or the domain name space. The Madster network70 creates
a virtual private network on top of the America Online Instant Messenger
(AIM) user namespace. It enables users identified by the underlying AIM
user namespace to share music and other files identified by the Madster
file namespace. This example shows that file namespaces can be built on
top of user namespaces that in turn are built on top of several layers of
device namespaces. Creating multi-purpose namespaces can therefore fos-
ter openness and decentralization—one of the central goals of the e2e
argument.71

Name Resolution

Name Resolution

Figure 4.3
Vertically Innovation-friendly Namespaces
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3.5.3. Fixed versus Adaptive Internal Structure
Designing the internal structure of a namespace is complicated by the fact
that, to put it simply, history matters. Decisions made at the time of the
initial technical design of a namespace may impede its use at a later time
when the environment in which the namespace operates has changed.
Building a comprehensive, rigid namespace structure at one time does not
mean that this structure will be the best possible structure in the future.

Changing Number of Names The most widespread problem in this
regard is that the size of a namespace may gradually prove too small. For
this reason, the size of the IP and the Ethernet address spaces was
enlarged over time. Similar problems arose in the domain name, the
Social Security number and the bar code space.72 Making a namespace
too small in the beginning may put it at a disadvantage in the long run.

Changing Kinds of Names A namespace can encode information about
the kinds of names that are included in the namespace in its very struc-
ture. Because the kinds of names the namespace has to deal with change
over time, its structure may become outdated. This is especially important
in a particular class of namespaces: bibliographic classifications schemes.73

For a long time, classification schemes organized knowledge in a strictly
hierarchical manner. The Library of Congress Classification (LCC), one
of the largest in the world, continues to do so up to the present day. In
such a classification scheme, each book or document is assigned one or
several numerical classifiers that locate the contained knowledge in a hier-
archical representation of all existing knowledge.

However, all bibliographic classification schemes have to grapple with
the problem that knowledge is constantly emerging and changing. As new
subjects and areas of research emerge, classification schemes become out-
dated.74 Although many classification schemes are updated by their edi-
tors on a regular basis, it can take years until new fields of science and
knowledge are properly reflected in the schemes. Sometimes, classification
schemes are even incapable of integrating new subjects into their existing
structure. Such classification difficulties impede the organization and pro-
cessing of new knowledge, which can have detrimental impact on scien-
tific progress.75 These problems of coding information into the structure



of the namespace and of the resulting path dependencies are not confined
to bibliographic classification schemes, but can be observed in other
namespaces as well.76

Regarding bibliographic classification systems, library and information
science has invested large amounts of time and effort to solve this prob-
lem. Over the last few decades, various forms of “self-perpetuating” clas-
sification schemes have been proposed. They are based on an idea
developed by the Indian librarian Shiyali R. Ranganathan in the 1930s.
As it is beyond the scope of this article to describe his so-called “faceted
analytico-synthetic” approach in detail, suffice it to say that it attempts to
provide librarians with modularized tools by which they can build classi-
fication numbers on their own in a decentralized, yet uniform way.
Thereby, even different classifiers working in different libraries should be
able to create new subjects without waiting for the next edition of the
classification and yet achieve identical results.77

The faceted analytico-synthetic approach, which has been adopted 
to varying degrees by many current classification schemes,78 exemplifies
how namespaces can be designed so that their structure can be adapted in
a decentralized, yet uniform way if the kind of names that have to be
identified changes over time. By providing tools for modularized and
decentralized name creation, namespaces can be dynamically changed in
substance and scope without changing their underlying basic modular
components. Such ideas can be found and applied in various name-
spaces.79

4. Implications of Governance Dimensions

Hitherto, this article has identified several dimensions along which name-
space governance can be studied (means, intensity and scope of gover-
nance, namespace topology and governance by whom?). Although these
dimensions differ in many respects, they are concerned with two basic
aspects, which will be summarized in the following discussion.

4.1. Namespace Architectures Protect and Express Values
As this article has illustrated, technical control over a namespace can be
used as leverage for policy and legal control. Namespaces protect policy
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and legal values. The imposition of the UDRP onto the DNS protects
trademark-related interests; the federation of namespaces enables compe-
tition between different namespaces; decentralized namespaces can pro-
tect privacy interests; uncoordinated namespaces enable an open platform
for decentralized, uncoordinated innovation.

At the same time, by protecting certain values, many namespaces com-
municate a particular Weltanschauung. This is particularly noticeable in
bibliographic classification schemes. Classification schemes often demon-
strate structural biases on the basis of gender, race, ethnicity, culture, or
religion.80 The Dewey Decimal Classification class for religion is biased
toward—or, more gently spoken: heavily focused on—Christianity.81 The
Library of Congress Classification exhibits distinct biases “towards the
social structure, history, law and cultural concerns of the United States.”82

The plasticity of bibliographic classification schemes can also be used
strategically: Chinese classification systems have been deliberately shaped
to reflect particular political and ideological beliefs.83

This is not the place to criticize particular classification schemes.
Indeed, some biases in classification schemes may be unavoidable.84

Biased bibliographic classification schemes merely illustrate that name-
spaces are social constructs that reflect the same biases as the culture that
creates them.

4.2. Allocation of Knowledge, Control, and Responsibility
While this article has identified several distinct governance dimensions,
most of them can be reduced to a single, more abstract dimension. Most
governance dimensions described thus far differ in the allocation of knowl-
edge, control, and responsibility within a namespace.

A flat namespace, for example, has a single point of knowledge. One
database knows all names and their related attributes. Such centralized
knowledge can pose a privacy risk. At the same time, centralized knowl-
edge can lead to centralized control. If one single entity in a namespace
knows about all actions occurring within the namespace, it is an optimal
starting point for namespace regulation. The existence of such a control
point can lead to a situation in which the flat namespace is held centrally
responsible for all actions occurring within the namespace. The Napster
case is a prime example of such a centralization of knowledge, control,
and responsibility.
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In vertically distributed, that is, hierarchical namespaces, different parts
of the namespace can be managed by different entities and, occasionally,
different policies. Hierarchical namespaces distribute knowledge, control,
and responsibility over different hierarchies of the namespace. Other
dimensions of namespace governance have similar features. Table 4.1
gives an overview of the allocation of knowledge, control, and responsi-
bility in most of the dimensions of namespace governance identified in
this article.

5. Designing Namespace Governance

Designing the architecture of namespaces is not a mere technical matter.
It entails decisions about legal and policy questions. Structure has con-
sequences. While the article has provided a descriptive analysis of the close
intertwining between technology, law and policy in regards to name-
spaces, it has not addressed the question what the normative consequences
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Table 4.1
Allocation of Knowledge, Control, and Responsibility

Namespace Architecture
Allocation of

Knowledge Control Responsibility

Vertical Flat c85 c c
Distribution Hierarchical d m m

Horizontal Centralized c c c

Distribution Federated m m m
Decentralized d d d

Controlled c c c
Intensity Coordinated m d m

Uncoordinated d d d

Information-rich c c c
Information-poor d d d

Single-purpose c c c

Scope Multi-purpose d d d

Rigid Internal c c c
Structure

Adaptive Internal d d d
Structure
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of this analysis are. Should namespaces be designed according to certain
principles? What are those principles?

Although answering these questions seems necessary to develop a full-
fledged normative theory of namespace governance, this article does not
attempt to provide such answers. This would not only be beyond scope
of the article, but perhaps even impossible for several reasons. First, as
namespaces are used in many different areas, it seems hard to draw any
general normative conclusions that are applicable to namespaces in gen-
eral. After all, authenticating users in a PKI system is not the same as
developing a method to place books in library shelves in some reasonable
order. Secondly, developing a normative theory of namespace regulation
should be based on a sound general normative theory of technology reg-
ulation. Such theory would have to consider the advantages and disad-
vantages of an ex ante regulation (which may be impossible owing to a
lack of predictability) and an ex post regulation (which may be impossi-
ble owing to path dependency). Discussing and developing such a general
normative theory of technology regulation is an endeavor that is far
beyond the scope of this article. Thirdly, a normative theory of namespace
governance would have to consider the dynamic interaction between the
different governance dimensions described above. And, finally, it would
also have to take into account the dynamic interactions between different
namespaces. If one namespace, for example, is designed to be innovation-
friendly, but depends on another namespace that is innovation-hostile,
openness and innovation are not preserved in the overall system. When
the recording industry wanted to shut down Napster, it could have tried
to shut down the TCP port 6699 over which Napster clients communi-
cated. However, the e2e-compliant port number space made such regula-
tion impossible. To achieve its goal, the recording industry turned to
another namespace that was more controllable: Napster’s own file name-
space. As long as an open and decentralized namespace depends on
another namespace with a different architecture, keeping the namespace
open and decentralized does not necessarily mean that openness and decen-
tralization will ultimately reign.

For all these reasons, the article is confined to presenting a taxonomic
structure under which the governance of various namespaces can be ana-
lyzed. This taxonomy proves helpful for discussing the legal and policy
implications of a namespace during its technical design. If one determines,
for example, that a namespace should be open, enable competition, pro-
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tect privacy and foster decentralized innovation, the taxonomy presented
provides answers as to how these legal and policy goals may be imple-
mented in a namespace.

Namespaces are an overlooked facet of governance both in real space
and cyberspace. Although we are surrounded by namespaces, policy dis-
cussions have not regularly drawn any attention to general policy prob-
lems of namespaces. This article has shown that the technical design of
namespaces in general has numerous legal and policy implications. While
the article has focused mainly on namespaces in cyberspace, many of its
findings can be applied to namespaces in real space as well. As we are lit-
erally surrounded by namespaces both in cyberspace and real space, gov-
ernance in namespaces could be a ubiquitous theme as well.
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The Geographic Dispersion of Commercial
Internet Use

Chris Forman, Avi Goldfarb, and Shane Greenstein

1. Introduction

Advances in frontier technology are only the first step in the creation of
economic progress. The next step involves use by economic agents.
Adoption by users typically needs time, invention, and resources before
economic welfare gains are realized. This principle applies with particu-
lar saliency to the Internet, a malleable technology whose form is not
fixed across locations. To create value, the Internet must be embedded in
investments at firms and households that employ a suite of communica-
tion technologies, TCP/IP protocols and standards for networking
between computers. Often organizational processes also must change. 

The dispersion of Internet use to commercial users is a central concern
for economic policy. As a general purpose technology (GPT) (Bresnahan
and Trajtenberg 1995), the Internet will have a greater impact if and
when it diffuses widely to commercial firms. This is particularly so
because commercial firms do the vast majority of the investment in
Internet infrastructure, and at a scale of investment reaching tens of bil-
lions of dollars. Concerns about dispersion are difficult to address, how-
ever. Measuring dispersion requires a census of commercial Internet use,
which, in turn, requires extensive data and an appropriate framework.
This has not been done by any prior research. This study fills this gap. 

We construct a census of adoption, the most common yardstick for
measuring a new technology’s use (Rogers 1995). We use this census to
answer questions on the regional distribution of commercial Internet use.1

How widely dispersed is Internet technology across locations and indus-
tries? Which regions adopt often and which do not? How does this meas-
urement of dispersion compare with other ways of measuring the spread
of the Internet? 
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Three themes shape our approach to answering these questions. First,
our approach is consistent with standard ruminations about the strategic
advantages affiliated with adoption of Internet technology. For example,
some investments in Internet technology are regarded as “table stakes”—
they are required for companies to be a player in a market—whereas
other investments are regarded as the basis of competitive advantage
(Porter 2001). Second, our framework extends principles of “universal
service” to Internet technology (Compaine 2001, Noll et al. 2001). Third,
since there is no preset pattern for the adoption of GPTs, we seek to doc-
ument differences in adoption between locations. 

We propose to analyze the dispersion of use of the Internet in two dis-
tinct layers. In one layer—hereafter termed participation—investment in
and adoption of Internet technology enables participation in the Internet
network. Participation is affiliated with basic communications, such as
email use, browsing and passive document sharing. It also represents our
measure of “tables stakes,” namely, the basic Internet investment required
to do business. In the second layer—hereafter termed enhancement—
investment in and adoption of Internet technology enhances business
processes. Enhancement uses Internet technologies to change existing
internal operations or to implement new services. It represents our meas-
ure of investment aimed at competitive advantage. 

Our analysis covers all medium and large commercial users, approxi-
mately two-thirds of the workforce. We use a private survey of 86,879
establishments with over 100 employees. The survey is updated to the end
of 2000. Harte Hanks Market Intelligence, a commercial market research
firm that tracks use of Internet technology in business, undertook the sur-
vey. We use the County Business Patterns data from the Census and rou-
tine statistical methods to generalize our results to the entire population
of medium to large establishments in the United States. 

We develop three major conclusions: First, we conclude participation
and enhancement display contrasting patterns of adoption and disper-
sion. Overall, we find an average rate of adoption in excess of 88 per-
cent; participation is near saturation in a majority of geographic
locations. By any historical measure, such extensive adoption is remark-
able for such a young technology. In contrast, though enhancement is
widespread across industries and locations, the rate is much lower than
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that found for participation. Such investment occurs at approximately
12.6 percent of establishments.

Second, we show that Internet technologies displayed geographic usage
patterns common to other communication technologies; however we
argue different reasons from other authors. Specifically, there is evidence
consistent with a mild geographic digital divide in both participation and
enhancement. Although participation is high, the average establishment
in a small metropolitan statistical area (MSA) or rural area is about 10
percent to 15 percent less likely to participate than one in the largest
MSAs. Also, establishments in MSAs with over one million people are
one and a half times as likely to use the Internet for enhancement than are
establishments in MSAs with less than 250,000 people. 

Why do some regions lead and others lag? We offer an explanation
that differs sharply with the literature on digital divide. We conclude that
the (preexisting) distribution of industries across geographic locations
explains much of the difference in rates in enhancement. This is not the
entire explanation, but it is certainly important. Hence, we question the
prevailing opinion that the dispersion of the Internet sharply benefited a
small number of regions. We argue that regional growth policies, in addi-
tion to focusing on correcting lack of participation in a few locations,
should also focus on understanding how regional growth policies can
broaden the foothold that enhancement has across the majority of
regions. 

Third, existing studies fail to document the dispersion of use by com-
mercial establishments. We establish this by comparing our data with
other measures. We find that the geographic dispersion of commercial
Internet use is positively related to the dispersion in household and farm
use, as documented in previous research, but the relationship is not
strong. Hence, we conclude that previous studies provide a misleading
picture of dispersion.2

2. Background

Our framework builds on microstudies of Internet investment in com-
mercial establishments and organizations.3 It is motivated by the user-ori-
ented emphasis in the literature on GPTs.4
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2.1 General Purpose Technologies and the Commercialization of the
Internet
The diffusion of the Internet can be viewed in the context of observations
about technological convergence (Ames and Rosenberg 1984), which is
the increasing use of a small number of technological functions for many
different purposes. Bresnahan and Trajtenberg (1995) develop this further
in their discussion of GPTs, which they define as capabilities whose adap-
tation raises the marginal returns to inventive activity in a wide variety of
circumstances. GPTs involve high fixed costs in invention and low mar-
ginal costs in reproduction. A GPT is adapted for any new use, and this
adaptation takes time, additional expense and further invention. Follow-
ing the literature, we label these as co-invention expenses. Studies have
found that co-invention influences computing and Internet technology
investments by business users (Bresnahan and Greenstein 1997, Forman
2002). 

Almost by definition, GPTs have a big impact if and when they diffuse
widely, that is, if they raise the marginal productivity of a disparate set of
activities in the economy. As a practical matter, “disparate” means a great
number of applications and industries, performed in a great number of
locations. What stands in the way of achieving wide and disparate diffu-
sion? Barriers arise as a result of users facing different economic circum-
stances, such as differences in local output market conditions, quality of
local infrastructure, labor market talent levels, quality of firm assets or
competitive conditions in output markets. Simply put, these barriers are
different co-invention expenses. 

There is no preset pattern for the dispersion of GPTs. They can diffuse
in layers or waves (e.g., Lipsey, Becker, and Carlaw 1998). Below we
argue that analysis of the dispersion of the Internet to commercial busi-
ness requires analysis of distinct layers. We hypothesize that the co-inven-
tion costs of certain types of Internet investment were low, whereas other
bottlenecks persistently produced high coinvention costs. For low co-
invention activities, adoption became a requirement to be in business.
When the costs were higher and the benefits variable for other aspects,
firms were more hesitant, investing only when it provided competitive
advantage. 

Consequently, we ignore differences across applications and intensities
of use within an establishment. We focus on two layers that vary across
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location and industry. We label these layers as participation and enhance-
ment. 

The first layer, participation, is a key policy variable. As noted, it rep-
resents the basic requirements for being at the table for medium and large
businesses. By 2000, participation was regarded as a routine matter. Its
emphasis also arises in many studies of ubiquitous communications net-
works. A ubiquitous network is one in which every potential participant
is, in fact, an actual participant. Concerns about ubiquity emerge in pol-
icy debates about applying principles of “universal service” to new tech-
nologies (Cherry, Wildman, and Hammond 1999, Compaine 2001, Noll
et al. 2001). For our purposes, we recognize that many different policies
for ubiquity target geographic variance in adoption (e.g., reducing
urban/rural differences).

The second layer, enhancement, is also important for policy because its
use is linked to the productive advance of firms and the economic growth
of the regions in which these firms reside. It usually arrives as part of
other intermediate goods, such as software, computing or networking
equipment. Implementation of enhancement was anything but routine.
Enhancement included technical challenges beyond the Internet’s core
technologies, such as security, privacy, and dynamic communication
between browsers and servers. Organizational procedures usually also
changed. Benefits accrue to the business organization employing enhance-
ment through the addition of competitive advantage, but the co-invention
costs and delays vary widely. 

Participation represents a measure of “table stakes,” while enhance-
ment represents a measure of investment for competitive advantage.5

Both layers of activity are important for economic advance, but each has
distinct effects on regional and industrial growth. We do not necessarily
presume that the two are closely related, but intend to measure the cor-
relation between them. 

3. Data and Method

The data we use for this study come from the Harte Hanks Market
Intelligence CI Technology database (hereafter CI database).6 The CI
database contains establishment-level data on (1) establishment charac-
teristics, such as number of employees, industry and location; (2) use of
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technology hardware and software, such as computers, networking
equipment, printers and other office equipment; and (3) use of Internet
applications and other networking services. Harte Hanks Market Intelli-
gence (hereafter HH) collects this information to resell as a tool for the
marketing divisions at technology companies. Interview teams survey
establishments throughout the calendar year; our sample contains the
most current information as of December 2000.

HH tracks over 300,000 establishments in the United States. Since we
focus on commercial Internet use, we exclude government establishments,
military establishments and nonprofit establishments, mostly in higher
education. Our sample contains all commercial establishments from the
CI database that contain over 100 employees, 115,671 establishments in
all;7 and HH provides one observation per establishment. We will use
86,879 of the observations with complete data generated between June
1998 and December 2000. We adopt a strategy of utilizing as many
observations as possible, because we need many observations for thinly
populated areas.8 This necessitates routine adjustments of the data for the
timing and type of the survey given by HH. 

3.1. Data Description and Sample Construction 
To obtain a representative sample, we compared the number of firms in
our database to the number of firms in the Census. We calculated the total
number of firms with more than 50 employees in the Census Bureau’s
1999 County Business Patterns data and the number of firms in our data-
base for each two-digit NAICS code in each location. We then calculated
the total number in each location. This provides the basis for our weight-
ing. The weight for a given NAICS in a given location is 

Therefore, each location-NAICS is given its weighting from its actual
frequency in the census. In other words, if our data under-samples a given
two-digit NAICS at a location relative to the census then each observa-
tion in that NAICS-location is given more importance.

Using two survey forms, HH surveyed establishments at different
times. To adjust for differences in survey time and type, we econometri-

Total # of census establishments
in location — NAICS

Total # of census establishments
in location

Total # of establishments
in our data in location

Total # of establishments
in our data in location — NAICS
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cally estimate the relationship between an establishment’s decision to par-
ticipate or enhance as a function of its industry, location, timing of survey
and form of survey. We then calculate predicted probabilities of adoption
for each establishment as if it were surveyed in the second half of 2000
and were given the long survey. Once we weight by the true frequency of
establishments in the population, we have information about establish-
ments related to two-thirds of the U.S. workforce. The more observations
we have for a given region or industry the more statistical confidence we
have in the estimate. 

3.2. Definitions of behavior
Identifying participation was simple compared to identifying enhance-
ment. We identify participation as behavior in which an establishment has
basic Internet access or has made any type of frontier investment. In con-
trast, for enhancement, an establishment must have made the type of
investment commonly described in books on electronic commerce. We
identify enhancement from substantial investments in electronic com-
merce or “e-business” applications. We look for commitment to two or
more of the following projects: Internet-based enterprise resource plan-
ning or TCP/IP-based applications in customer service, education, extranet,
publications, purchasing or technical support. 

In table 5.1 we show the results of these definitions. Participation by
establishments within the sample is at 80.7 percent (see Unweighted Aver-
age in table 5.1). The sample under-represents adopters. Our estimate of
the economy-wide distribution, using the true distribution of establish-
ments from the Census, is 88.6 percent (see Weighted Average in table

Table 5.1
National Internet Adoption Rates (in percentages)

Weighted Unweighted Northeast Midwest South West
average average

Participation 88.6% 80.7% 88.0% 88.7% 89.0% 85.7%

Enhancement 12.6% 11.2% 12.7% 12.7% 12.4% 12.5%

Enhancement & 23.2% 18.1% 24.0% 23.1% 22.7% 23.3%
experimenting 
with enhancement
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5.1). Enhancement has been undertaken by 11.2 percent of our sample
and 12.6 percent of the true distribution. We also can estimate the rate of
adoption by “experimenters,” that is, those establishments with some
indication of use, but not much. As one would expect for a technology still
in the midst of diffusion, the proportion for experimenters (combined with
enhancement) is considerably higher than for enhancement alone, reach-
ing 18.1 percent for the unweighted average and 23.2 percent for the
weighted average. We have explored this latter definition and found that
it tracks the enhancement definition we use below, so it provides no addi-
tional insight about the dispersion of use. We do not analyze it further.

4. Distribution Across Metropolitan Areas
In this section we estimate the dispersion of Internet technology to urban
businesses. We identify features of urban leaders and laggards. We also
show how the (preexisting) geographic distribution of industries is respon-
sible for Internet technology’s geographic distribution.

Tables 5.2a and 5.2b cover the largest economic areas in the United
States. In them we list the estimates for both participation and enhance-
ment, organized by MSAs with over one million people and listed by
areas in the order of highest to lowest adoption rates.9

In tables 5.3a, 5.3b, and 5.3c we summarize results for all MSAs by
population and average establishment size. Finally, in tables 5.4a, b, and
c we show the estimates for the top ten areas for enhancement by popu-
lation group as defined above. We also list the standard errors10 and num-
ber of observations to show where we have statistical confidence in the
estimates. 

4.1. Participation
Table 5.2a shows that participation is high in major urban locations.
Virtually all establishments in the major urban areas are participating;
they have paid the “table stakes.” We estimate that thirty-five of the forty-
nine major metropolitan areas (MSAs) are above 90 percent.11 All but five
are within a 95 percent confidence interval of 90 percent. Big differences
among metropolitan areas are apparent only at the extreme. The bottom
ten areas range from 89.1 percent in Pittsburgh to 84.6 percent in
Nashville. Although these are the lower adopting areas, they are not very
low in absolute value. 
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From table 5.3a we see that large MSAs are highest with their average
participation of 90.4 percent. Participation in medium MSAs averages
84.9 percent. In small MSAs the participation rates are even lower, 75.5
percent on average.

We examined participation across 320 MSAs in the country (un-
weighted by population size).12 The median MSA in the United States has
participation at 84.3 percent. The lower quartile is 76.4 percent. Of the
80 MSAs in the lowest quartile, 69 have a population of under one-quar-
ter million. In other words, very low participation in urban settings, when
it arises, exists primarily in small MSAs.

4.2. Enhancement
In table 5.2b we examine the use of enhancement at establishments in
MSAs with over one million people. We estimate that thirty-eight of the
forty-nine areas are above 12.5 percent. All but one are within a 95 per-
cent confidence interval of 12.5 percent. The top ten include a set of areas
that partially overlaps with the list in table 5.2a. It begins with the greater
Denver area (with 18.3 percent) at number one and the greater Portland
area at number ten (with 15.1 percent). In between are the greater San
Francisco Bay Area, the greater Salt Lake City area, Minneapolis/St Paul,
the greater Houston area, Atlanta, Oklahoma City, Dallas/Fort Worth,
and San Antonio. Again, big differences with these leaders are only
apparent at the extremes. The bottom ten areas range from 12.4 percent
in Phoenix to 9.0 percent in Las Vegas. Even so, these low adopting areas
are, once again, not very low relative to the average. 

Overall, establishments in urban settings are more likely to adopt
enhancement than those located outside major metropolitan areas. Table
5.3a shows the adoption of enhancement in MSAs of different population
size, highlighting again that large MSAs are somewhat exceptional. Estab-
lishments in large MSAs have adoption rates of 14.7 percent. In medium
MSAs, it averages 11.2 percent. In small MSAs the rates are even lower,
9.9 percent on average. Table 5.3b strongly hints at the explanation for
these differences. The upper quartile of two-digit NAICS industries with
the highest enhancement adoption rates includes management of compa-
nies and enterprises (55), media, telecommunications and data processing
(51), utilities (22), finance and insurance (52), professional, scientific and
technical services (54) and wholesale trade (42).13 The fraction of the
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Table 5.2a 
Participation Among Metropolitan Areas with Over One Million People

Rank City Rate Std Obs Population
error

1 San Francisco–Oakland– 96.4% 0.4% 2135 7,039,362
San Jose, CA

2 Denver–Boulder– 95.9% 0.7% 940 2,581,506
Greeley, CO

3 Cleveland–Akron, OH 94.8% 0.6% 1099 2,945,831
4 Seattle–Tacoma– 93.9% 0.5% 1012 3,554,760

Bremerton, WA
5 Salt Lake City– 93.5% 0.8% 535 1,333,914

Ogden, UT
6 San Antonio, TX 93.3% 0.8% 395 1,592,383
7 Providence–Fall River– 93.0% 1.2% 290 1,188,613

Warwick, RI–MA
8 Grand Rapids–Muskegon– 93.0% 0.7% 503 1,088,514

Holland, MI
9 Minneapolis– 92.7% 0.5% 1411 2,968,806

St. Paul, MN–WI
10 Los Angeles–Riverside– 92.5% 0.4% 4099 16,373,645

Orange County, CA
11 Kansas City, MO–KS 92.2% 0.6% 753 1,776,062
12 Austin–San Marcos, TX 92.1% 0.7% 344 1,249,763
13 Dallas–Fort Worth, TX 92.1% 0.5% 1720 5,221,801
14 Portland–Salem, OR–WA 92.1% 0.6% 776 2,265,223
15 Houston–Galveston– 91.7% 0.6% 1413 4,669,571

Brazoria, TX
16 Phoenix–Mesa, AZ 91.6% 0.7% 988 3,251,876
17 Raleigh–Durham– 91.6% 0.9% 398 1,187,941

Chapel Hill, NC
18 Columbus, OH 91.5% 0.9% 574 1,540,157
19 Milwaukee–Racine, WI 91.5% 0.7% 855 1,689,572
20 San Diego, CA 91.5% 0.7% 738 2,813,833
21 Detroit–Ann Arbor– 91.4% 0.6% 1621 5,456,428

Flint, MI
22 Indianapolis, IN 91.3% 0.8% 646 1,607,486
23 Greensboro–Winston-Salem– 91.1% 0.9% 570 1,251,509

High Point, NC
24 Atlanta, GA 90.9% 0.6% 1426 4,112,198
25 Miami–Fort Lauderdale, FL 90.9% 0.7% 1010 3,876,380
26 Charlotte–Gastonia– 90.7% 0.9% 618 1,499,293

Rock Hill, NC–SC
27 Boston–Worcester– 90.6% 0.5% 2231 5,819,100

Lawrence, MA–NH–ME–CT
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Table 5.2a 
(Continued)

Rank City Rate Std Obs Population
error

28 Chicago–Gary– 90.5% 0.4% 3431 9,157,540
Kenosha, IL–IN–WI

29 New York–Northern  90.5% 0.4% 4775 21,199,865
New Jersey–Long Island, 
NY–NJ–CT–PA 

30 Washington–Baltimore,  90.4% 0.5% 2222 7,608,070
DC–MD–VA–WV

31 Philadelphia–Wilmington– 90.3% 0.5% 1745 6,188,463
Atlantic City, PA–NJ–
DE–MD

32 Rochester, NY 90.3% 1.0% 373 1,098,201
33 Hartford, CT 90.2% 0.9% 500 1,183,110
34 Oklahoma City, OK 90.2% 1.1% 339 1,083,346
35 Memphis, TN–AR–MS 90.0% 1.0% 437 1,135,614
36 Louisville, KY–IN 89.9% 1.0% 448 1,025,598
37 Cincinnati–Hamilton,  89.7% 0.8% 772 1,979,202

OH–KY–IN
38 St. Louis, MO–IL 89.7% 0.7% 936 2,603,607
39 Pittsburgh, PA 89.1% 0.8% 727 2,358,695
40 Buffalo–Niagara Falls, NY 88.5% 1.1% 393 1,170,111
41 Tampa–St. Petersburg– 88.4% 0.9% 812 2,395,997

Clearwater, FL
42 Jacksonville, FL 87.6% 1.3% 373 1,100,491
43 Las Vegas, NV–AZ 87.2% 1.2% 417 1,563,282
44 Sacramento–Yolo, CA 87.0% 1.2% 427 1,796,857
45 Norfolk–Virginia Beach– 86.9% 1.2% 374 1,569,541

Newport News, VA–NC
46 New Orleans, LA 86.0% 1.1% 386 1,337,726
47 West Palm Beach– 85.9% 1.2% 299 1,131,184

Boca Raton, FL
48 Orlando, FL 85.5% 1.0% 622 1,644,561
49 Nashville, TN 84.6% 1.1% 466 1,231,311
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Table 5.2b 
Enhancement among Metropolitan Areas with Over One Million People

RankCity Rate Std Obs Population
error

1 Denver–Boulder–Greeley, CO 18.3% 1.3% 940 2,581,506
2 San Francisco–Oakland– 17.0% 0.9% 2135 7,039,362

San Jose, CA
3 Salt Lake City–Ogden, UT 16.7% 1.7% 535 1,333,914
4 Minneapolis–St. Paul,  15.9% 1.0% 1411 2,968,806

MN–WI
5 Houston–Galveston– 15.7% 1.0% 1413 4,669,571

Brazoria, TX
6 Atlanta, GA 15.4% 1.0% 1426 4,112,198
7 Oklahoma City, OK 15.4% 2.0% 339 1,083,346
8 Dallas–Fort Worth, TX 15.3% 0.9% 1720 5,221,801
9 San Antonio, TX 15.3% 1.9% 395 1,592,383
10 Portland–Salem, OR–WA 15.1% 1.3% 776 2,265,223
11 Providence–Fall River– 14.9% 2.2% 290 1,188,613

Warwick, RI–MA
12 Austin–San Marcos, TX 14.7% 1.9% 344 1,249,763
13 Cleveland–Akron, OH 14.7% 1.2% 1099 2,945,831
14 Tampa–St. Petersburg– 14.6% 1.3% 812 2,395,997

Clearwater, FL
15 Memphis, TN–AR–MS 14.5% 1.8% 437 1,135,614
16 Seattle–Tacoma– 14.5% 1.2% 1012 3,554,760

Bremerton, WA
17 Hartford, CT 14.4% 1.6% 500 1,183,110
18 San Diego, CA 14.3% 1.3% 738 2,813,833
19 Cincinnati–Hamilton,  14.2% 1.3% 772 1,979,202

OH–KY–IN
20 Washington–Baltimore, 14.2% 0.8% 2222 7,608,070

DC–MD–VA–WV 
21 Chicago–Gary–Kenosha,  14.1% 0.7% 3431 9,157,540

IL–IN–WI
22 Rochester, NY 14.1% 1.9% 373 1,098,201
23 Boston–Worcester–Lawrence,  13.9% 0.8% 2231 5,819,100

MA–NH–ME–CT
24 Detroit–Ann Arbor–Flint, MI 13.8% 0.9% 1621 5,456,428
25 Kansas City, MO–KS 13.7% 1.3% 753 1,776,062
26 Raleigh–Durham– 13.7% 1.7% 398 1,187,941

Chapel Hill, NC
27 Pittsburgh, PA 13.6% 1.3% 727 2,358,695
28 Indianapolis, IN 13.6% 1.4% 646 1,607,486
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Table 5.2b 
(Continued)

RankCity Rate Std Obs Population
error

29 Charlotte–Gastonia– 13.6% 1.5% 618 1,499,293
Rock Hill, NC–SC

30 West Palm Beach– 13.6% 2.0% 299 1,131,184
Boca Raton, FL 

31 Los Angeles–Riverside– 13.5% 0.6% 4099 16,373,645
Orange County, CA

32 Miami–Fort Lauderdale, FL 13.5% 1.1% 1010 3,876,380
33 New York–Northern 13.5% 0.6% 4775 21,199,865

New Jersey–Long Island, 
NY-NJ-CT-PA 

34 Philadelphia–Wilmington– 13.3% 0.9% 1745 6,188,463
Atlantic City, PA–NJ–
DE–MD

35 St. Louis, MO–IL 13.2% 1.2% 936 2,603,607
36 Louisville, KY–IN 13.2% 1.6% 448 1,025,598
37 Columbus, OH 13.0% 1.5% 574 1,540,157
38 Buffalo–Niagara Falls, NY 12.9% 1.7% 393 1,170,111
39 Phoenix–Mesa, AZ 12.4% 1.1% 988 3,251,876
40 Greensboro–Winston-Salem– 12.2% 1.4% 570 1,251,509

High Point, NC
41 Grand Rapids–Muskegon– 12.0% 1.5% 503 1,088,514

Holland, MI 
42 New Orleans, LA 11.9% 1.7% 386 1,337,726
43 Milwaukee–Racine, WI 11.7% 1.2% 855 1,689,572
44 Nashville, TN 11.7% 1.5% 466 1,231,311
45 Jacksonville, FL 11.3% 1.7% 373 1,100,491
46 Sacramento–Yolo, CA 11.8% 1.6% 427 1,796,857
47 Norfolk–Virginia Beach– 10.8% 1.7% 374 1,569,541

Newport News, VA–NC
48 Orlando, FL 10.5% 1.3% 622 1,644,561
49 Las Vegas, NV–AZ 9.0% 1.4% 417 1,563,282
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number of these establishments over the total number of establishments
in an MSA is highest in large MSAs (27.5 percent). That accounts for
much of the difference between larger and smaller MSAs.

Table 5.3c provides a test of this proposition. It shows the results from
a simple regression that predicts enhancement for an MSA, illustrating
the effect of industry presence controlling for area size and establishment
size. The coefficient shows that a ten percent drop in the percent of firms
from leading industries (from e.g., 0.3 to 0.2) would lead to the 2 percent
drop in the enhancement rate within an MSA. The importance of indus-
try continues to come through even with the addition of MSA size effects,
interaction terms, average establishment size, and other measures of lag-
gard industries.14 In sum, an area is advanced because its establishments
happen to come from a leading industry. To be fair, the presence of lead-
ing industries is not the only factor, but it is an important one. It alone
explains 20 percent of the variance in enhancement. In the last column we
also show a similar result for participation. This demonstrates that the
presence of leading industries strongly shapes participation as well. 

Table 5.3a 
Average Adoption by Size of MSA

Population Average Standard Average Standard Number 
participation by error enhancement error of areas
MSA population

> 1 million 90.4% 0.1% 14.7% 0.2% 57

250,000– 84.9% 0.2% 11.2% 0.3% 116
1 million

<250,000 75.5% 0.2% 9.9% 0.3% 143

Table 5.3b 
Percentage of Establishments in Top Quartile Industry for Enhancement, 
by Size of MSA

Population Percentage of establishments  # of areas
in top quartile

> 1 million 27.5% 57
250,000–1 million 19.5% 116
< 250,000 19.0% 143



Table 5.3c
Importance of Industry and Population on Enhancement and Participation (standard errors in parentheses)

(1) (2) (3) (4) (5) (6) (7)
enhancement enhancement enhancement enhancement enhancement enhancement participation

(a) Percent firms 0.259*** 0.214*** 0.212*** 0.223*** 0.192*** 0.177*** 0.565***
in top quartile (0.0291) (0.0388) (0.0612) (0.0606) (0.0613) (0.0616) (0.108)

(b) MSA population 0.0127* 0.0189 0.0241 0.0227 0.0187 0.177***
greater than 1 million (0.00719) (0.0221) (0.0219) (0.0218) (0.0219) (0.0384)

(c) MSA population between 0.00331 0.000163 0.00335 0.00462 0.00248 0.102***
250,000 & 1 million (0.00479) (0.0132) (0.0131) (0.0130) (0.0131) (0.0230)

(a)*(b) -0.0250 -0.0563 -0.0554 -0.0317 -0.458**
(0.105) (0.104) (0.103) (0.104) (0.182)

(a)*(c) 0.0199 -0.00690 0.0118 0.00792 0.226
(0.0876) (0.0870) (0.0863) (0.0867) (0.152)

% retailing -0.158*** -0.186*** -0.267**
(0.0630) (0.0624) (0.111)

% of firms with over 0.385*** 0.321*** 0.419*
50 employees that have over (0.131) (0.132) (0.233)
500 (census)

% of firms with over 0.0823
50 employees that have over (0.229)
1000 (census)

Constant 0.0706*** 0.0739*** 0.0742*** 0.0559*** 0.0906 0.110 0.719***
(0.00496) (0.00538) (0.00768) (0.00981) (0.0169) (0.0154) (0.0298)

Rsq 0.1995 0.2074 0.2079 0.2292 0.2445 0.2306 0.5338

***significant at 99% confidence level **significant at 95% confidence level *significant at 90% confidence level
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In tables 5.4a, 5.4b, and 5.4c we further examine differences in enhance-
ment rates across small, medium and large MSAs, listing the ten leading
MSAs for enhancement according to MSA size. In addition we look at the
percentage of leading enhancement industries within each MSA. This
breakdown of information highlights the differences between large,
medium, and small MSAs. These figures reinforce the results in table 5.3,
showing that MSAs with leading enhancement rates are not only the
larger ones, but also the ones with the highest percentage of leading estab-
lishments. Moreover, they show that the difference in enhancement rates
between MSA sizes are driven by differences in industry composition at
the lower tail of the distribution. Table 5.4a shows the enhancement rates
for the top ten and bottom ten large MSAs. The average of the fraction
of leading establishments in the top ten large MSAs (26.6 percent) ex-

Table 5.4a
Leading Adopters of Enhancement among MSAs with Over One Million in
Population

MSA Adoption Standard Number of % Establishments
rate error observations in top quartile

San Jose, CA 20.0% 1.6% 638 33.2%

Denver, CO 17.1% 1.4% 778 31.1%

Salt Lake City– 16.7% 1.7% 535 26.1%
Ogden, UT

San Francisco, CA 16.5% 1.5% 608 39.4%

Houston, TX 16.2% 1.1% 1320 26.5%

Seattle–Bellevue– 16.0% 1.3% 799 29.1%
Everett, WA

Minneapolis– 15.9% 1.0% 1411 28.2%
St. Paul, MN–WI

Portland– 15.6% 1.4% 683 27.5%
Vancouver, OR–WA

Oklahoma City,  15.4% 2.0% 339 19.7%
OK

Atlanta, GA 15.4% 1.0% 1426 32.0%

Average of Top Ten 16.5% 26.6%
Large MSAs

Average of Bottom 10.7% 21.7%
Ten Large MSAs
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ceeds the fraction (21.7 percent) in the bottom ten large MSAs (note that
the laggards are not shown in this table).

In table 5.4b and 5.4c we can see that the levels of adoption among the
leaders of medium MSAs are very similar to those shown in table 5.4a,
but the standard errors are much larger owing to smaller sample size.
These standard errors make us cautious to emphasize any details about
particular locations in these rankings, but we are able to make broad
statements. As before, among medium and small MSAs the average frac-
tion of leading industries in the ten leading MSA’s (24.4 percent and 16.4
percent respectively for medium and small) exceeds the average fraction
of leading industries in the ten laggard MSAs (16.3 percent and 11.1 per-
cent respectively). While leading medium and small MSAs are just as
likely to be as advanced as leading large MSAs, however, there are many

Table 5.4b 
Leading Adopters of Enhancement among MSAs with 250,000 to One Million
in Population

MSA Adoption Standard Number of % Establishments
rate error observations in top quartile

Huntsville, AL 19.5% 3.3% 136 27.7%

Appleton–Oshkosh 19.4% 3.2% 150 14.4%
–Neenah, WI

El Paso, TX 18.8% 2.8% 185 15.0%

Boulder–Longmont,  18.4% 3.4% 121 33.8%
CO

Des Moines, IA 18.0% 2.6% 234 33.7%

Biloxi–Gulfport– 17.8% 4.4% 74 19.6%
Pascagoula, MS

Omaha, NE–IA 17.3% 2.1% 343 31.6%

Pensacola, FL 17.1% 4.0% 86 17.1%

Peoria–Pekin, IL 16.2% 3.2% 136 20.3%

Kalamazoo– 16.2% 2.9% 172 15.6%
Battle Creek, MI

Average of Top Ten 17.9% 24.4%
Medium MSAs

Average of Bottom 4.4% 16.3%
Ten Medium MSAs
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medium and small MSAs with fewer establishments in the top quartile of
enhancement adoption. In other words, the difference in distributions arises
entirely at the lower tail.

4.3. Comparison with other findings
We compared our findings against the National Telecommunications
Information Administration (NTIA) studies of Internet technology use in
households for the same year. This study is one among many from NTIA
about the digital divide. We aggregated data that appeared in summary
form in the NTIA report to the MSA level. We were able to compute
household adoption rates for PCs and the Internet for 231 MSAs, a sam-
ple weighted toward large to medium MSAs.15 The correlations between
these MSA averages for households and our estimates for commercial
establishments in the same location are positive but weak. They range
between 0.13 and 0.17. The rank Spearman correlations are mildly higher,
between 0.17 and 0.22.

Table 5.4c 
Leading Adopters of Enhancement among MSAs with Less Than 250,000 in
Population

MSA Adoption Standard Number of % Establishments
rate error observations in top quartile

Rapid City, SD 25.6% 6.2% 41 13.5%

Missoula, MT 19.1% 6.1% 32 17.6%

Charlottesville, VA 18.2% 5.5% 47 25.2%

Decatur, IL 17.3% 5.9% 37 16.5%

Cheyenne, WY 17.1% 7.1% 19 14.3%

Dover, DE 17.0% 5.3% 29 20.3%

Jackson, TN 16.9% 4.9% 55 3.7%

Sioux Falls, SD 16.8% 3.9% 86 24.6%

Jackson, MI 16.1% 4.9% 50 8.9%

Casper, WY 16.0% 6.9% 23 14.3%

Average of Top Ten 18% 16.4%
Small MSAs

Average of Bottom 2.1% 11.1%
Ten Small MSAs
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We conclude that the household use of the Internet or computers is
mildly informative about the use of the Internet at commercial establish-
ments, as one would expect if the education of the local labor force influ-
ences both. However, we also conclude that the correlation is weak within
most medium to large MSAs. This is consistent with the view that com-
mercial establishments in urban areas train their workers or simply find
mobile technically adept employees. Our findings also support the view
that the factors necessary to foster participation and enhancement of
Internet business processes did not depend much on local household
behavior.

Unlike much previous literature,16 we find no evidence that this tech-
nology is being dominated by a small set of users concentrated in a small
region, whether it is in Silicon Valley, along Route 128 outside of Boston,
or in any other major urban center. Participation was widespread by the
end of 2000, though it tends to mildly favor establishments in heavily
populated areas. The use of enhancement to gain competitive advantage
spread widely but favored medium and large urban areas with a heavy
mix of industries that were high adopter industries. Large MSAs have
fewer laggards than medium and small MSAs. We conjecture that the lag-
gard small and medium MSAs may suffer from an inability to achieve
scale economies in secondary markets for programmer, technical and
other complementary services.

We will say more about the urban/rural divides below, but we specu-
late at this point that the difference in findings between our study and pre-
vious studies arises for four reasons: (1) We are observing medium to
large commercial adopters, who have the highest propensity to invest in
Internet technology; (2) We are observing their behavior late enough in
the diffusion cycle to overwhelm geographic biases associated with very
early experimentation (i.e., early experimentation tends to favor areas
with a high proportion of technical and scientific users); (3) We are
observing business use, which has quite distinct determinants compared
with household and farm adoption of computing and internet technology;
(4) We are observing use of technology, not production or design of new
products, and the latter tends to receive much more attention in public
discussion, but leaves a false impression about use. 
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4.4. Urban dispersion in broader perspective
We close the discussion of MSA adoption by noting that the geographic
distribution of establishments largely existed prior to the commercializa-
tion and diffusion of the Internet. This leads to three striking observa-
tions. First, the preexisting distribution of industries shaped the diffusion
of Internet technology. 

Second, this technology was adopted across many industries—not all
of which share similar geographic distributions. Hence, there are straight-
forward economic reasons why the use of this technology had a large dis-
persion over geographic space. It would have taken an implausibly fast
and massive relocation of existing establishments and labor markets to
concentrate this technology in a small number of places. 

Third, concerns about the concentration of use (as emphasized in stud-
ies of the digital divide and early development of Internet infrastructure)
are out of proportion with the technology’s actual pattern of diffusion in
business. To be sure, there are leader and laggard regions, but we hardly
find it alarming, nor surprising, for an expensive business technology just
past its early stages of development. 

In this sense, we agree strongly with analysts who argue that geogra-
phy plays a role in shaping the diffusion and impact of virtual commu-
nities.17 At the same time these findings make us skeptical that this
technology’s diffusion is headed toward geographically concentrated use.
Too many regions have numerous establishments using the Internet for
enhancement. 

5. Urban/rural divides across states

Tables 5.5a and 5.5b present adoption rates for participation and enhance-
ment for rural and nonrural establishments across all the states in the
United States except New Jersey and the District of Columbia.18 This is
also a useful perspective for policy, since many policies for encouraging
universal service within rural communities are determined by state regu-
lators and legislatures.

5.1. Participation and enhancement
The estimates for participation in table 5.5a are high in most rural estab-
lishments, as expected. One striking feature of the table is its spread.
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There are only five states where the rate of participation in rural areas is
lower than 80 percent, and eighteen below 87 percent; however, this is
still worse than in urban areas. There are two states with urban areas
below 80 percent adoption (Vermont and Montana) and only six below
87 percent. 

The estimate for rural enhancement adoption in table 5.5b has a dis-
tinct distribution. The enhancement rates in the leading states are com-
parable with the leading metropolitan areas. The lead state is Minnesota
with a rate of 15.5 percent. This is followed by Rhode Island, South
Carolina, Louisiana, New York, Ohio, West Virginia, Wyoming, Utah
and Alaska. In the leading rural states the rates in the urban and rural
areas are comparable. However, the differences in the lower tail are large.
Twenty-four states have rural enhancement rates below 10 percent, while
only three states have urban rates under 10 percent. 

We compare the rank ordering of tables 5.5a and 5.5b. Five states are
in the top ten of both tables. Generally, however, the ranking in both
tables are only weakly correlated. The Spearman rank correlation coeffi-
cient is 0.296, positive but not large. This is further evidence that partic-
ipation and enhancement are distinct.

5.2. Comparison with other findings
We compared our estimates with a previous survey of rural Internet tech-
nology development—the United States Department of Agriculture
(USDA) estimates for computer and Internet use by U.S. farmers, sum-
marized at the state level.19 The correlation between participation at rural
commercial establishments and farm computer use is 0.41. For enhance-
ment, it is 0.18. While these correlations are positive, only the first one is
large. Not surprisingly, we conclude that the USDA survey is an incom-
plete assessment of nearby commercial Internet use. Our survey and theirs
should be positively related, because the level of sophistication of the gen-
eral population influences adoption at farm and nonfarm establishments.
However, the economic costs and benefits from adoption differ between
farming and nonfarming establishments. These results warn against infer-
ring much about rural conditions from farm data alone.

As another important lesson in the economic geography of the Internet
policies, tables 5.6a and 5.6b include adoption rates for states. As indicated
by many previous tables, this level of aggregation hides much variance at
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Table 5.5a 
Participation in Rural Areas by State

Rank State Rural Std Observations Urban Std Observations
rate error rate error

1 IN 92.9% 0.8% 653 88.9% 0.6% 1745
2 MN 92.9% 0.7% 566 91.0% 0.5% 1628
3 WI 91.9% 0.7% 672 90.9% 0.5% 1728
4 WY 91.6% 1.7% 96 82.1% 2.8% 42
5 NY 91.5% 0.8% 365 89.4% 0.4% 4193
6 NE 91.3% 1.0% 250 91.5% 0.8% 460
7 MI 91.1% 0.9% 532 91.2% 0.5% 2623
8 OH 90.9% 0.8% 735 89.5% 0.4% 3465
9 UT 90.7% 1.3% 124 92.3% 0.7% 627
10 KS 90.6% 1.0% 327 92.8% 0.6% 623
11 SD 90.5% 1.6% 140 88.4% 2.0% 127
12 AR 90.2% 1.1% 371 88.8% 1.0% 481
13 ID 89.9% 1.2% 188 88.0% 1.3% 160
14 IA 89.7% 0.8% 555 88.0% 0.9% 644
15 LA 89.7% 1.3% 228 91.4% 0.7% 992
16 MO 89.4% 1.0% 438 90.1% 0.5% 1505
17 WV 89.3% 1.2% 223 89.3% 1.3% 242
18 IL 89.1% 1.0% 585 89.2% 0.4% 3977
19 AL 89.0% 0.9% 384 90.1% 0.7% 1138
20 VT 89.0% 1.2% 107 78.9% 2.0% 71
21 KY 88.7% 0.8% 574 89.4% 0.7% 798
22 WA 88.7% 1.2% 215 92.1% 0.5% 1408
23 TX 88.5% 0.9% 492 90.1% 0.4% 5073
24 AK 88.4% 1.6% 97 90.1% 2.1% 91
25 NC 88.1% 0.8% 895 89.9% 0.5% 2122
26 SC 87.9% 1.3% 331 87.4% 0.8% 921
27 OK 87.8% 1.5% 238 92.1% 0.7% 683
28 VA 87.4% 1.1% 411 89.2% 0.5% 1603
29 MD 87.2% 2.2% 114 87.8% 0.8% 1352
30 GA 87.1% 0.8% 749 88.1% 0.6% 1859
31 TN 87.1% 1.2% 545 90.3% 0.6% 1463
32 NV 86.6% 2.4% 72 86.0% 1.1% 537
33 NH 86.5% 1.1% 163 88.9% 1.3% 297
34 OR 86.4% 1.4% 224 91.7% 0.6% 855
35 MS 85.7% 1.0% 564 89.6% 1.2% 302
36 CO 84.6% 1.1% 153 90.0% 0.6% 1246
37 PA 84.6% 1.0% 502 89.6% 0.4% 3489
38 ND 83.8% 1.1% 112 89.0% 1.4% 152
39 NM 83.1% 1.9% 131 84.5% 1.2% 261
40 CA 82.0% 1.8% 183 91.4% 0.3% 8379
41 FL 81.9% 1.8% 206 87.9% 0.5% 4289
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Table 5.5a 
(continued)

Rank State Rural Std Observations Urban Std Observations
rate error rate error

42 MT 81.9% 2.1% 114 72.2% 2.2% 90
43 ME 81.8% 1.2% 202 92.1% 1.5% 217
44 HI 81.2% 1.8% 100 92.4% 1.1% 231
45 AZ 79.1% 2.4% 89 90.0% 0.6% 1300
46 CT 78.9% 1.2% 89 89.7% 0.6% 1136
47 MA 74.0% 3.5% 33 92.6% 0.5% 2221
8 DE 71.5% 4.6% 31 85.5% 1.4% 208
49 RI 67.9% 2.6% 21 92.4% 1.1% 290

the MSA and rural levels. The open question is “How badly do you do if
state data is the only thing available?” First, we look at participation.
This distribution lacks much variance. The highest state (Massachusetts
at 92.4 percent) is hardly higher than the median state (Arkansas at 89.4
percent). Only six states are below 87 percent. Next, we examine
enhancement across states. Again, there is not much of a spread. The
highest state (Colorado at 16.7 percent) is not much higher than the
median (Nebraska at 12.8 percent), and the difference in point estimates
is not statistically significant at a 95 percent confidence level. Only three
states are less than 10 percent in their point estimates, and none are below
10 percent at traditional significance levels. In general, because urban and
rural are not highly correlated, these state-level statistics mask the infor-
mation in more detailed data. At the same time the rates for participation
and enhancement are positively correlated (at 0.40).

5.3. Urban/rural divides in broader perspective
We conclude that enhancement needs to be understood at a fine geo-
graphic level, preferably with data relating adoption to MSA and estab-
lishments. When this is done, it is apparent that in terms of both
participation and enhancement, there are distinct differences between the
establishments found in the most populous urban centers and the least
dense, even within the same state. We further conclude that concerns
about digital divide in commercial establishments are justified, but only if
properly qualified. Since participation was not costly, it is surprising and
disturbing to find any establishment in any area with low participation.
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Table 5.5b 
Enhancement in Rural Areas by State

Rank State Rural Std Observations Urban Std Observations
rate error rate error

1 MN 15.5% 1.6% 566 15.5% 0.9% 1628
2 RI 14.9% 6.4% 21 15.5% 2.2% 290
3 SC 14.9% 1.7% 331 10.7% 1.1% 921
4 LA 13.4% 2.3% 228 12.0% 1.2% 992
5 NY 13.0% 1.8% 365 12.7% 0.6% 4193
6 OH 12.5% 1.2% 735 12.4% 0.6% 3465
7 WV 12.5% 2.0% 223 8.6% 1.5% 242
8 WY 12.5% 3.4% 96 18.5% 5.7% 42
9 UT 12.4% 3.0% 124 16.2% 1.6% 627
10 AK 12.2% 3.2% 97 15.2% 3.8% 91
11 DE 12.2% 5.1% 31 14.2% 2.2% 208
12 NV 12.1% 3.8% 72 9.4% 1.3% 537
13 ND 11.8% 3.0% 112 8.7% 2.2% 152
14 CT 11.7% 2.3% 89 14.6% 1.1% 1136
15 WA 11.6% 2.2% 215 13.5% 1.0% 1408
16 WI 11.6% 1.4% 672 13.4% 0.9% 1728
17 IA 11.4% 1.4% 555 15.5% 1.4% 644
18 ID 11.4% 2.4% 188 10.2% 2.5% 160
19 IL 11.4% 1.2% 585 14.3% 0.6% 3977
20 IN 11.4% 1.3% 653 12.2% 0.8% 1745
21 AL 10.9% 1.6% 384 11.9% 1.0% 1138
22 GA 10.8% 1.2% 749 14.0% 0.9% 1859
23 VA 10.3% 1.6% 411 13.8% 0.8% 1603
24 VT 10.2% 2.9% 107 11.3% 3.7% 71
25 OR 10.1% 2.0% 224 14.6% 1.2% 855
26 AR 9.9% 1.6% 371 13.8% 1.6% 481
27 HI 9.6% 3.0% 100 10.1% 2.1% 231
28 KY 9.6% 1.3% 574 13.0% 1.1% 798
29 MO 9.6% 1.5% 438 13.6% 0.8% 1505
30 MS 9.6% 1.3% 564 13.4% 2.0% 302
31 MT 9.4% 2.7% 114 15.3% 3.5% 90
32 TN 9.3% 1.3% 545 12.2% 0.9% 1463
33 TX 9.3% 1.4% 492 14.6% 0.6% 5073
34 OK 9.2% 1.9% 238 15.0% 1.4% 683
35 AZ 9.1% 2.9% 89 11.5% 0.9% 1300
36 CA 9.1% 1.8% 183 13.8% 0.5% 8379
37 CO 9.1% 3.0% 153 16.9% 1.1% 1246
38 NC 8.9% 1.0% 895 12.3% 0.8% 2122
39 KS 8.2% 1.5% 327 13.1% 1.2% 623
40 PA 8.2% 1.3% 502 12.9% 0.6% 3489
41 NE 7.7% 1.7% 250 15.2% 1.7% 460
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To be sure, if these disparities persist, then it is worrisome for business
prospects in those locations since nearly every other establishment in the
United States takes this technology for granted. Nevertheless, the scope of
the problem is limited: Laggard areas do not have large populations. 

The dispersion of enhancement provides a different set of insights. This
distribution is much more skewed. Yet, such skew is not strong evidence
of a digital divide. It is more understandable as an economic matter. First,
skew could arise alone from thin technical labor markets in smaller MSAs
and rural areas. This would drive up costs of operating facilities employ-
ing Internet technology. 

Second, this reasoning also suggests that preexisting single-establish-
ment organizations would hesitate to open their own complex Internet
facilities until the costs are lower. Either case would lead to more use of
enhancement in major urban areas. 

6. Conclusions

The diffusion of Internet technology has important consequences for
comparative regional economic growth. However, there has been remark-
ably little statistical evidence documenting the uses and benefits of
Internet adoption among commercial organizations. This lack of data has
engendered some long-standing misperceptions about Internet use that
could potentially cloud decision-making of policymakers. In this chapter,
we have developed a framework for understanding commercial Internet

Table 5.5b 
(continued)

Rank State Rural Std Observations Urban Std Observations
rate error rate error

42 NH 7.7% 2.3% 163 11.0% 1.9% 297
43 SD 6.9% 2.3% 140 20.9% 3.6% 127
44 FL 6.8% 1.9% 206 12.8% 0.6% 4289
45 NM 6.4% 2.2% 131 13.4% 2.1% 261
46 MA 5.6% 3.6% 33 14.4% 0.9% 2221
47 MD 5.6% 3.0% 114 15.5% 1.0% 1352
48 ME 5.6% 1.9% 202 11.0% 2.3% 217
49 MI 5.6% 1.4% 532 13.7% 0.8% 2623
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Table 5.6a 
Participation among States

Rank State Adoption Standard Number of
rate error observations

1 MA 92.4% 0.4% 2254
2 KS 92.0% 0.5% 950
3 WA 91.9% 0.5% 1624
4 UT 91.8% 0.6% 751
5 CA 91.4% 0.3% 8581
6 MN 91.3% 0.4% 2194
7 OK 91.3% 0.7% 921
8 NE 91.3% 0.7% 710
9 MI 91.2% 0.4% 3159
10 LA 91.2% 0.6% 1220
11 WI 91.0% 0.4% 2400
12 OR 90.6% 0.5% 1079
13 IN 90.6% 0.5% 2398
14 WY 90.6% 1.5% 138
15 SD 90.5% 1.3% 267
16 RI 90.5% 1.0% 311
17 TX 90.0% 0.3% 5572
18 MO 89.8% 0.5% 1943
19 NJ 89.8% 0.5% 2020
20 TN 89.8% 0.6% 2008
21 AL 89.8% 0.6% 1522
22 OH 89.7% 0.4% 4203
23 CO 89.6% 0.6% 1403
24 NY 89.5% 0.3% 4558
25 NC 89.4% 0.4% 3021
26 AK 89.4% 1.4% 188
27 AZ 89.4% 0.6% 1389
28 WV 89.3% 0.9% 465
29 HI 89.3% 0.9% 331
30 PA 89.2% 0.4% 4000
31 IL 89.1% 0.4% 4563
32 AR 89.1% 0.7% 853
33 ID 89.1% 0.9% 348
34 CT 89.0% 0.6% 1199
35 VA 89.0% 0.5% 2015
36 KY 88.9% 0.6% 1372
37 ND 88.8% 0.9% 268
38 IA 88.6% 0.6% 1200
39 NH 88.3% 1.0% 460
40 MD 88.2% 0.5% 1466
41 FL 87.7% 0.5% 4501
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use and employed a unique data set to clarify the reality of commercial
Internet usage.

We demonstrated the importance of distinguishing between different
layers of Internet technology. Rapid diffusion in participation did not nec-
essarily imply rapid diffusion in enhancement. This distinction is crucial
to understanding the evolution of this technology. The widespread belief
that Internet technology diffused rapidly and became table stakes for
business was true for participation but not enhancement. Recent concerns
that innovation in Internet technology has subsided are misplaced. We
speculate that diffusion of enhancement will follow a more traditional
path than participation, taking time, innovation, and resources before
economic welfare gains are realized. There is still a large possibility that
economic gains will manifest themselves in the future. 

We showed that Internet use is widely dispersed across geographic
regions. It is factually incorrect to characterize regional rivalry in use of
the Internet as if use were concentrated. We conclude that research
focused on concentration or digital divides—heretofore a central concern
of the literature on Internet geography—is a misleading basis for formu-
lating regional economic policy about Internet use in business. To be sure,
the concerns about low growth are real for the areas in which adoption
lags, but economic policy for laggards has little to do with the majority
of areas, which do not lag. Policies for regional development in most

Table 5.6a 
(continued)

Rank State Adoption Standard Number of
rate error observations

42 GA 87.7% 0.5% 2610
43 SC 87.7% 0.7% 1252
44 ME 87.5% 0.9% 419
45 MS 87.3% 0.8% 866
46 VT 86.6% 1.0% 178
47 NV 86.5% 1.0% 609
48 DC 85.9% 0.5% 285
49 NM 84.1% 1.0% 392
50 DE 84.0% 1.3% 239
51 MT 81.3% 1.5% 204
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Table 5.6b 
Enhancement among States

Rank State Adoption Standard Number of
rate error observations

1 CO 16.7% 1.0% 1403
2 UT 15.6% 1.4% 751
3 MN 15.5% 0.8% 2194
4 RI 15.3% 2.1% 311
5 WY 15.1% 3.0% 138
6 CT 14.5% 1.1% 1199
7 MA 14.3% 0.9% 2254
8 SD 14.2% 2.1% 267
9 TX 14.2% 0.5% 5572
10 DE 14.2% 2.1% 239
11 DC 13.8% 0.9% 285
12 AK 13.8% 2.5% 188
13 OR 13.8% 1.1% 1079
14 IA 13.8% 1.0% 1200
15 NJ 13.8% 0.8% 2020
16 OK 13.7% 1.2% 921
17 IL 13.7% 0.6% 4563
18 CA 13.7% 0.5% 8581
19 WA 13.3% 0.9% 1624
20 VA 13.3% 0.7% 2015
21 MI 13.3% 0.7% 3159
22 GA 13.3% 0.7% 2610
23 WI 13.3% 0.7% 2400
24 MD 13.0% 0.8% 1466
25 MT 12.9% 2.3% 204
26 NE 12.8% 1.3% 710
27 MO 12.8% 0.7% 1943
28 NY 12.7% 0.6% 4558
29 OH 12.5% 0.6% 4203
30 FL 12.5% 0.6% 4501
31 PA 12.4% 0.6% 4000
32 LA 12.2% 1.0% 1220
33 IN 12.1% 0.7% 2398
34 AR 12.0% 1.2% 853
35 KY 11.7% 0.8% 1372
36 AL 11.7% 0.9% 1522
37 KS 11.6% 1.0% 950
38 TN 11.6% 0.8% 2008
39 NM 11.6% 1.7% 392
40 NC 11.5% 0.6% 3021
41 AZ 11.3% 0.9% 1389
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places should devote attention to the factors that are possibly comple-
mentary to the use of the Internet for competitive advantage (e.g., such as
immobile skilled labor, see Feldman 2002, Kolko 2002). Bottlenecks in
complementary factors will determine regional rivalry in the future.
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Notes

1. For discussion on how Internet use varies across industries, see Forman,
Goldfarb, and Greenstein (2002).

2. Nevertheless, there has been much progress. For information about PC use, see,
e.g., National Telecommunications Information Administration (2001), Census
(2002), and Goolsbee and Klenow (1999); and for the beginnings in measuring
electronic commerce see, e.g., Atrostic, Gates, and Jarmin (2000), Landefeld and
Fraumeni (2001), Mesenbourg (2001), or Whinston et al. (2001). We discuss this
further below. Several studies have also examined commercial Internet use, but
are too small to study dispersion. E.g., Varian et al. (2001), Whinston et al.
(2001), Forman (2002), and Kraemer, Dedrick, and Dunkle (2002).

Table 5.6b
(continued)

Rank State Adoption Standard Number of
rate error observations

42 MS 11.2% 1.1% 866
43 VT 11.0% 2.3% 178
44 ID 10.9% 1.7% 348
45 NH 10.6% 1.5% 460
46 SC 10.5% 0.9% 1252
47 ND 10.3% 1.8% 268
48 HI 10.0% 1.7% 331
49 ME 9.9% 1.5% 419
50 NV 9.8% 1.2% 609
51 WV 8.8% 1.3% 465
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3. See, e.g., Forman (2002), Gertner and Stillman (2001), Carlton and Chevalier
(2001).

4. See, e.g., Bresnahan and Trajtenberg (1995), Bresnahan and Greenstein (1997),
Helpman (1998).

5. Careful readers will notice that this varies from the definitions employed by
Porter (2001). This is due to a difference in research goals. Throughout his arti-
cle, Porter discusses the determinants of, and shifting boundaries between, invest-
ments that provided table stakes and those that complement a firm’s strategy and
enhance competitive advantage. He argues that these levels vary by industry and
firm. This is the proper variance to emphasize when advising managers about
their firm’s strategic investment. However, when measuring this variance for pur-
poses of formulating policy advice it is useful to shift focus. Our measurement
goals require both a standardized definition (of something of interest for policy,
but consistent with the spirit of strategy research) and a consistent application
across industries and locations. 

6. This section provides an overview of our methodology. For a more detailed dis-
cussion, see Forman, Goldfarb, and Greenstein (2002).

7. Previous studies (Charles, Ives, and Leduc 2002; Census 2002) have shown
that Internet participation varies with business size, and that very small establish-
ments rarely make Internet investments for enhancement. Thus, our sampling
methodology enables us to track the relevant margin in investments for enhance-
ment, while our participation estimates may overstate participation relative to the
population of all business establishments.

8. If we were only interested in the features of the most populated regions of the
country, then we could easily rely solely on the most recent data from the latter
half of 2000, about 40 percent of the data. However, using only this data would
result in very small number of observations for most regions with under one mil-
lion in population.

9. When two or more MSAs are part of the same urban environment, the census
combines them into CMSAs. For example the Dallas-Fort Worth CMSA contains
both Dallas and Forth Worth. In table 5.2 we present the CMSA results rather
than the individual MSA results when an MSA is part of a CMSA. However,
because we will be comparing data between metropolitan areas of different sizes,
the only standard of measure we can use is the MSA, as opposed to the CMSA,
which applies only to large areas. Thus, in our tables 5.3 and 5.4 we will be dis-
cussing rates of adoption in MSAs. This causes for a slight shift in the hierarchy
of leaders and laggards. (See, for example, the minor changes in the top ten lead-
ers of enhancement between tables 5.2b and 5.4a.)

10. These are computed using the delta method. 

11. For metropolitan areas consisting of more than one PMSA, we use the CMSA
rather than PMSA metropolitan area definition. 

12. Since these results are simple, we discuss them only in the text. They are not
reported in any table.

13. For more details on inter-industry differences in adoption rates, see Forman,
Goldfarb and Greenstein (2002).
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14. In Forman, Goldfarb, and Greenstein (2002), we show that retailing is a lag-
gard industry. We tried a number of variations on the same type of regression,
with similar qualitative results. Hence, we show the simplest result here.

15. Disclosure rules prevent the cell size from becoming too small. Hence, this
sample undersamples small MSAs. The smallest cell size for any MSA in this data
is six observations, for the next smallest it is eight, for the next it is ten. 

16. See, e.g., Kolko (2002), Moss and Townsend (1997), Zooks (2000a, 2000b),
Saxenian (1994), Castells (2002).

17. In addition to those already cited, see research on the geography of cyber-
space. See, e.g., Cairncross (1997), Kitchin and Dodge (2001), Kotkin (2000),
Kolko (2002), Castells (2002) chapter 8, Zooks (2000a, 2000b).

18. New Jersey has only one rural establishment in our data and D.C. has none. 

19. The USDA groups several states together, so we only can compare 30 states.
We use the data released 30, July 2001, available at 
http://usda.mannlib.cornell.edu/reports/nassr/other/computer/.
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6
Some Economics of Wireless
Communications

Yochai Benkler

I. Introduction

In the first half of the twentieth century there was roughly universal agree-
ment that “spectrum” was scarce, and that if it was to be used efficiently,
it had to be regulated by an expert agency. A little over forty years ago,
Coase wrote a seminal critique of this system, explaining why “spectrum
scarcity” was no more reason for regulation than “wheat scarcity.”1

“Scarcity” was the normal condition of all economic goods, and markets,
not regulation, were the preferred mode of allocating scarce resources. In
the 1960s and 1970s a number of academic studies of property rights in
spectrum elaborated on Coase’s work,2 but these remained largely outside
the pale of actual likely policy options. Only in the 1980s did a chairman
of FCC voice support for a system of market-base allocation,3 and
Congress eventually permitted the FCC to use auctions instead of com-
parative hearings in the 1990s.4 Auctions, however, are but a pale shadow
of real market-based allocation. Since the mid-1980s, and with increasing
acceptance into the 1990s, arguments emerged within the FCC in favor
of introducing a much more serious implementation of market-based
allocation.5 This would call for the definition and auctioning of perpetual,
exclusive property rights, which could be divided, aggregated, resold, and
reallocated in any form their owners chose to do. 

Just as this call for more perfect markets in spectrum allocations began
to emerge as a real policy option6 a very different kind of voice began to
be heard on spectrum policy.7 This position was every bit as radically dif-
ferent from the traditional approach as the perfected property rights
approach, but in a radically different way. The argument was that tech-
nology had rendered the old dichotomy between government licensing of
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frequencies and property rights in frequencies obsolete. It was now possi-
ble to change our approach, and instead of creating and enforcing prop-
erty rights in spectrum blocks, we could rely on a market in smart radio
equipment that would allow people to communicate without anyone hav-
ing to control “the spectrum.” Just as no one “owns the Internet,” but
intelligent computers communicate with each other using widely accepted
sharing protocols, so too could computationally intensive radios. This
approach has been called “spectrum commons,” because it regards band-
width as a common resource that all equipment can call on, subject to
sharing protocols, rather than as a controlled resource that is always
under the control of someone, be it a property owner, a government
agency, or both. It is important to understand, however, that resource-
focused metaphor has its limitations. As this chapter explains, “spec-
trum” is not best analyzed as a discrete resource whose optimal
utilization is the correct object of policy. The correct object of optimiza-
tion is wireless network capacity, which may or may not be optimized by
focusing on “spectrum utilization.” I will therefore mostly refer in this
chapter to “open wireless networks” rather than to spectrum commons. 

Most of the initial responses to this critique were similar to the
responses that greeted the economists’ critique forty years ago—incom-
prehension, disbelief, and mockery,8 leading Noam to call the standard
economists’ view “the new orthodoxy.”9 But reality has a way of forcing
debates. The most immediate debate-forcing fact is the growth of the mar-
ket in high-speed unlicensed wireless communications devices, in particu-
lar the 802.11x or WiFi family of standards. Particularly when compared
to the anemic performance of licensed wireless services in delivering high-
speed wireless data services, and the poor performance of other sectors of
the telecommunications markets, the success of WiFi forces a serious
debate. It now appears, indeed, that serious conversation between the two
radical critiques of the licensing regime is beginning to emerge.10

What I hope to do in this chapter is (a) provide a concise description
of the technological developments that have changed the wireless policy
debate; (b) explain how these changes critique the spectrum property
rights approach and suggest that open wireless networks will be more
efficient; and (c) outline a transition plan that will allow us to facilitate an
experiment in both approaches so as to inform ourselves as we make
longer term and larger scale policy choices in the coming decade. 
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II. Technical Background

The traditional model of wireless communications looks at the world
through the eyes of a lone, stupid receiver. Stupid, because it is a receiver
in whose eyes (or ears) all electromagnetic radiation is equal. It sees the
world as a mass of radiation, undifferentiated except by the frequency of
its oscillation, so that any given range of frequencies seems undifferenti-
ated, as in figure 6.1. 

Lone, because it does not seek or rely in any way on communications
with other receivers, it simply waits for some source of radiation that is
much more powerful than all other radiation that has a similar frequency,
and it treats that radiation as a signal from a “transmitter,” which it then
translates into human communication—audio, video, or text. The spike
in the center of figure 6.2 represents the powerful signal, which is then
decoded by the receiver into humanly meaningful communication. 

The problem of “interference” occurs when a receiver that is lone and
stupid and has such a simple picture of the world encounters more than
one source of powerful radiation that it tries to decode and cannot
because, as in figure 6.3, neither source is now sufficiently more powerful
than all other sources of radiation. But “interference” is just a property
of the decoding model that the receiver uses, not of nature. The electro-
magnetic waves do not actually bounce off each other or “fall” to the

Figure 6.1 (left)
The world in the eyes of a stupid, lone receiver

Figure 6.2 (right)
Receiver treats high-power radiation as signal

All radiation is initially seen as 
undifferentiated background “noise”

Traditional Approach to
Wireless Communications

Signal > Noise

Traditional Approach to 
Wireless Communications
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ground before reaching the receiver’s antenna. “Interference” describes
the condition of a stupid lone receiver faced with multiple sources of radi-
ation that it is trying to decode but, in its simplicity, cannot. To solve this
problem, we created and have implemented since 1912 a regulatory sys-
tem that prohibits everyone from radiating electromagnetic waves at fre-
quencies that we know how to use for communication, and then permits
in individual cases someone, somewhere, to radiate within tightly regu-
lated parameters designed to permit the simple receivers to deliver intelli-
gible messages to their human owners. 

This model was a reasonably good approximation of the practical
characteristics of wireless communications networks given the high cost
of computation and the conception of the relationship between terminals
and networks that prevailed both in broadcast and in switched telephone
networks throughout most of the twentieth century. That is, a computa-
tionally intensive machine was not really conceived before Turing in the
1930s, well after the regulatory framework we now have was created,
and not really practical as a commercially viable end-user terminal until
the early 1990s. The role of terminals in a network—radios and tele-
phones—was largely to be dumb access points to a network whose intel-
ligence resided at the core. The stupid lonely terminal, or receiver, was the
correct assumption during this period, and it is what drove the picture of
the world upon which both radio regulation and its property-based cri-
tique have been based ever since. If in fact all receivers can do to differ-
entiate sources of radiation is to look at their frequency and relative

Traditional Approach to
Wireless Communications

Interference
solved by 
licensing for:
distance/
power
frequency
time

Figure 6.3 (left)
“Interface” in the eyes of a simple receiver
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power, and if the ability to listen for frequencies has to be hardwired into
the circuits of the receiver, then from the perspective of the receiver there
really are “channels” of “bandwidth” that correctly define the way the
world is, in the only terms that that machine can perceive the world. It is
also then true, as a practical matter, that if more than one person radiates
in the “channel” the receiver cannot make head or tail of the message.
And when this is the state of commercially available technology for
almost a hundred years, we all begin to think of “the airwaves” as being
divided into “channels” that can be used for various communications, but
only if someone has an exclusive right to transmit. And it is this picture,
embedded in our collective minds since our parents or grandparents sat
and listened to the magical voices coming from the box in the 1920s, that
underlies both current spectrum regulation and its spectrum property
alternative. 

The traditional model is no longer the most useful model with which
to understand the problem of how to permit people to communicate
information to each other electronically without being connected by
wires. This is so because of one huge practical fact and two fundamental
theoretical developments that have intervened since the problem of radio
regulation was imprinted on our collective minds. Together they mean
that the stupid, lone receiver is the wrong starting point for wireless com-
munications systems design, and hence for the institutional framework
designed to support it. 

The practical fact is the dramatic decline in the cost of computation. It
means that receivers can use computationally intensive approaches for
both signal processing and network communications to differentiate
among different sources of electromagnetic radiation. No longer are fre-
quency and power the two sole parameters that can be used, nor must any
of the differentiating characteristics be hardwired into receivers. 

The first theoretical development—Claude Shannon’s information the-
ory—is over fifty years old.11 Shannon was first to define “information”
as a measurable entity independent of its transmission medium. Since
Shannon, a communication can be described in terms of the probability
that a receiver will successfully decode the information content of a trans-
mitter’s transmission, rather than the successful delivery of a medium—
such as a piece of paper or some specified energy—to a receiver. Among
his innovations Shannon developed a formula to represent the informa-
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tion capacity of a noisy communications channel. His capacity theorem
implies that there is an inverse correlation between the width of the band
of frequencies of electromagnetic radiation that encodes information and
the signal to noise ratio—that is, the power of the radiation that encodes
the desired communication relative to other sources of radiation with a
similar frequency when it reaches the receiver. The implication of this
theory is that if a communication is sent using a sufficiently wide band of
frequencies, the power of its signal need not be greater than the power of
other sources of radiation. This implication was not practically usable for
wireless communications until substantial computation became cheap
enough to locate in receivers and transmitters, but it is now the basis of
most advanced mobile phone standards, as well as of WiFi networks and
other wireless systems. 

What is crucial to understand about the implication of Shannon’s
capacity theorem in particular, and his information theory more generally,
is the concept of processing gain. “Gain” is used in radio technology to
refer to a situation where, considering only the power at which the trans-
mitter radiates its signal, the distance between the transmitter and the
receiver, and the receiver’s required signal-to-interference ratio, the
receiver would not be able to tell the difference between signal and noise,
but something is done to the receiver or the transmitter, other than
increasing transmission power, that increases the probability that the
receiver will correctly decode the signal as though it were more powerful.
Antenna gain—the use of a better or more sensitive antenna, is the most
intuitively obvious form of gain. You can have bad reception, until you
move your antenna, and then you get good reception. The transmitter did
not increase power, but your use of the antenna created a perceived gain
in signal strength. Processing gain relates to the same idea, but refers to
using more complex encoding of the information, and the processing
power necessary to decode it, rather than radiation power, to compensate
for low transmission power. 

A common approach for this is known as direct sequencing spread
spectrum. A transmitter will take the message it intends to send, say,
“Mary had a little lamb,” which in the traditional model would have been
sent as the powerful signal described in figure 6.2. 

Instead of sending the minimally complex code at the narrowest band-
width, the transmitter adds more complex encoding, for example, adding
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xyz123. . . to each packet of data that makes up the message. It then sends
this message over a wide band of frequencies, much wider than the min-
imal frequency bandwidth necessary purely to carry the actual message to
a stupid receiver. As figure 6.4 illustrates, because of Shannon’s theorem
this allows the transmitter to send the message at much lower power than
it would have to use were it using a narrow channel—indeed, at such low
power that it is no more powerful than other sources of radiation that, in
the old model, would have been treated simply as background noise. The
receivers, which are in fact computers, listen to very broad ranges of fre-
quencies, and instead of differentiating between sources of radiation by
their relative power they identify radiation patterns that coincide with the
code that they know is associated with the transmission they are listening
for. In our case, whenever a receiver listening for “Mary had a little lamb”
perceives radiation that would mean something if correlated to the code
xyz123. . ., it treats that radiation as part of the message it is looking for.
But it ignores “Mary” from the message “Mary Queen of Scots abc987
. . . .” In effect, the receivers used computation and complex encoding to
create a “gain,” just like an antenna creates antenna gain, so that the
weak signal is comprehended by the smart receiver to the same extent that
a stupid receiver would have understood a much stronger signal in a nar-
row channel. This is called processing gain. Needless to say, the descrip-
tion oversimplifies and the technique I used to illustrate this point is only
one of a number of techniques used to attain processing gain. Processing
gain challenges the prevailing paradigm because it means there is no
necessity that anyone be the sole speaker in a given “channel.” Many
sources can radiate many messages at the same time over wide swaths of

Mary had a little lamb xyz12378965401
20948345987weoirh0120398

Receiver separates S from N by code

The broader the bandwidth the greater 
the processing gain

Figure 6.4 (right)
Code-based spread spectrum techniques
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frequencies, and there may not be “interference” because the receivers
can use techniques that are computationally intensive to differentiate one
from the other. 

From a policy perspective, the most important thing to understand
about processing gain is that it increases as bandwidth and computation
available to a wireless network increase. The wider the band, the less
power a transmitter-receiver pair needs in order for a receiver to under-
stand the transmitter, but at the cost of more complex computation.
Limiting the bandwidth of a signal limits the processing gain a sender-
receiver pair can achieve irrespective of how computationally sophisti-
cated the equipment is. As more devices use a band, their low power
builds up locally (their effect on unintended receivers rapidly declines as
a function of distance from the transmitter), requiring all proximate
devices to increase their processing gain. With infinite bandwidth and
costless computation, this would not present an efficient limit. With finite
bandwidth and costly computation, increased information flow through
a network will result in some social cost—either in terms of the cost of
computation embedded in the equipment, or in terms of displaced com-
munications—the communications of others who have less sophisticated
equipment and cannot achieve the same processing gain. This means that
the cost of computation and the permission to use wide swaths of spec-
trum are the limits on how many users can use a specified band with pro-
cessing gain. A perfect commons in all frequencies would mean that
wireless networks could increase in capacity as a function of the rate of
improvement of processors. A licensing or spectrum property regime will
limit that growth when, and to the extent that, those who control fre-
quencies release them to open wireless network use more slowly than the
rate of growth in computation capabilities of user equipment. 

The second theoretical development that works in conjunction with
Shannon’s theory is tied to the evolution of networked communications
that accompanied the development of the Internet, and of work done to
improve the efficiency of cellular systems under the rubric of multi-user
information theory.12 This work suggests that there is another source of
“gain,” independent of processing gain, that every receiver can get from
being part of a network of receivers, rather than being a lone receiver.
David Reed has described this gain as cooperation gain, and has been the
most important voice in focusing the public policy debate on the poten-
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tial of this type of gain to scale capacity proportionately with demand. In
multi-user information theory it has been called diversity gain. This
includes both the value added by repeater networks13 and the information
value that multiple receivers can gain by cooperating to help each other
detect signals. 

The most intuitive form of cooperation gain is the effect that adopting
a repeating, mesh architecture has on the capacity of a wireless commu-
nications network. 

At the simplest level, take the network depicted in figure 6.5, and
imagine that Bob wants to talk to the Bank, while Jane wants to talk to
the Video Store, ignoring for a moment processing gain. In the tradi-
tional model, they would each have had to radiate with enough power
to reach their destination. Because they are closer to each other than to
their destination, they would not have been able to do so at the same fre-
quency. In a repeating network, however, neither need radiate at that
high power. Instead, each need only reach a neighbor who can further

Jane 

Bob

Library 

Internet 

Ann 

Internet 

School 

John 

Bank; ATM 

Video store 

Figure 6.5
Network with repeaters minimizing power
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relay the message with several low power hops, none of which is power-
ful enough to interfere with the parallel path of hops used by the other.
Thus, even without processing gain, the two messages could have used
the same frequency. This is precisely the rationale of adding cells to a cell
phone network in order to increase the number of people who can com-
municate over the same set of frequencies by “reusing spectrum.” The
thing to understand is that, just as adding cells to a cell phone network
adds capacity to the same band of frequencies, but at the cost of added
complexity in network management, so too adding users to an open
wireless network can add capacity, not only demand. But adding cell
towers means adding infrastructure to support more users, which is not
counterintuitive. The notion that adding users—those who are the source
of increased demand for capacity—itself could also add capacity is thor-
oughly counterintuitive. It shifts the question of network design from
one of building enough infrastructure to support x number of users, to
one concerned with a particular Holy Grail—how to design the equip-
ment and the network so that users add capacity at least proportionately
to their added demand. If a network can be designed so that each user
can add at least as much capacity as he or she requires from the network,
then adding the user to the network is costless except for the cost of the
equipment.

Multi-user information theory more generally suggests that there are
many techniques for increasing the capacity of a network of users by rely-
ing on cooperation among an increasing number of nodes in the network,
both as repeaters to lower power output, and as receivers. These include14

using mobility and relative spatial location of coordinated receivers;
allowing receivers to recognize each other’s radiation structure, so they
can filter it out without complex encoding; and using the antennas of
cooperating devices as mutually reinforcing antenna arrays. This body of
work shows quite clearly that repeater networks and multi-user detec-
tion can be achieved in ad hoc networks, and that cooperation gain can
be attained efficiently without a network owner providing centralized
coordination. 

In combination, these two effects—processing gain and cooperation or
diversity gain—convert the fundamental question of “spectrum manage-
ment”—how to use a finite and fixed resource—into a different funda-
mental question. The basic point to see is that the bandwidth of the
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frequencies needed for a communication is not an independent and finite
resource, whose amount is fixed prior to the act of communicating, and
to which property rights can be affixed so that it is efficiently allocated
among communications. Bandwidth is one important parameter in an
equation that includes radiation power, processing power of receivers and
transmitters, bandwidth, antenna design, and network architecture.
Different configurations of these parameters are possible: some will invest
more in signal processing, some in network design, some in utilization of
specified bandwidth. A policy approach that assumes that bandwidth is
“the resource” whose regulation needs to deliver the socially desirable
outcome of efficient wireless communications ignores and burdens a
whole set of strategies to providing the functionality of wireless commu-
nication that rely on intensive use of computation and network architec-
ture, rather than on bandwidth intensive usage. The basic economic
policy choice we now face is whether wireless communications will be
better optimized through the implementation of wireless communications
systems designed to scale capacity to meet demand dynamically and
locally, or by systems based on licensing or spectrum property rights,
designed, at best, more efficiently to allocate capacity that is fixed in the
short term and grows slowly. 

III. Capacity Growth and Allocation in Wireless Communications
Systems

While it is common to talk about optimizing “spectrum use,” then, a bet-
ter definition of what we should optimize is the capacity of users to com-
municate information without wires. This part outlines a framework for
specifying and analyzing the social cost of a wireless communication.

The Social Cost of a Wireless Communication
Let a. . .n represent a network of devices that enables communications at
least among some nodes that are part of this network (some, like base sta-
tions, may be dedicated solely to facilitating communication among oth-
ers). This includes open networks, but is general enough to describe even
the receiver-transmitter pair involved in a traditional broadcast transmis-
sion or a proprietary cellular communications system. The social cost of
a wireless communication between any a and b that are part of a. . .n is
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defined by three components. First, equipment cost of the network of
devices that enables a and b to communicate, Ea. . . .n. The equipment cost
parameter is intended to be expansive, and to cover all costs including
labor and software etc. related to network maintenance necessary to
enable the communication. Second, displacement, Da,b where Da,b repre-
sents the number of communications between any sender-receiver pair x,
y that the communication between a, b displaces, and their value to x, y.
Third, overhead O, which refers to transaction and administrative costs.
The cost of the communication is, then, Ca,b = Ea. . . .n + Da,b + O.

Equipment At this early stage of the development of equipment markets
that are the precursors of open wireless systems it is hard to say anything
definitive about the total equipment cost of open wireless networks ver-
sus spectrum property based networks. We do, however, have reasons to
think that the investment patterns will be different in each of the two sys-
tems. Property systems will invest more at the core of the network and less
in end user equipment, while open wireless networks will have exactly the
opposite capital investment structure.

The end user equipment market is the primary market driving innova-
tion and efficiency in the open wireless network model. Processing gain
and cooperation gain increase the capacity of a network, but at a cost of
increasing the complexity of the network and the signal processing
involved. The cost-benefit tradeoff in open wireless systems is therefore
part of the end user equipment cost. Users will generally invest in better
equipment up to the point where the value of additional capacity gained
from the investment will be less than the incrementally higher cost. It is a
dynamic we know well from the computer market, and it is a dynamic we
are beginning to see in the WiFi market precisely for wireless communi-
cations capabilities, as we begin to see a migration from the cheaper
802.11b equipment to more expensive, higher speed 802.11a equipment.
The result is that the value of communicating without wires in an open
wireless system is capitalized in the end user equipment, and the sophisti-
cation and capacity of a network built of such devices is a function of the
demand for computationally intensive end user equipment.

In spectrum property based networks, the efficiency of the system
arises from pricing communications over time. It is impossible both to
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capitalize the value of free communications over the lifetime of the equip-
ment into the ex ante price of user equipment, and to price usage ex post
to achieve efficiency. The prospect of paying ex post will lead users to
invest less in the computational capabilities of the equipment ex ante,
leaving the network owner to make up the difference in the intelligence of
the network as a whole by investing at the core of the network. These
investments can both improve the capacity of the network—for example
by adding cell towers to intensify reuse of the same frequencies—and
implement pricing, such as by adding local market-exchange servers that
would allow the network owner to price efficiently on a dynamic, local
basis. Whether these investments, financed in expectation of being cov-
ered through usage fees, will be higher or lower in total than the invest-
ments to be made by users in open wireless network equipment is not, a
priori, clear. 

It is important to see, however, that the efficiency with which a spec-
trum property based system can price bandwidth is limited by its invest-
ment in infrastructure equipment. Demand for communication is highly
variable, and, as the following section explains, the displacement effect
of any given wireless communication is highly localized.15 In order to
price efficiently, a spectrum-property based network must dynamically
acquire information about the communications needed and the local
conditions under which they must be cleared. Doing so requires deploy-
ment of many local market exchanges or pricing points that will collect
information about who wants to transmit at a given moment and what
their displacement effect will be, so as to price communication for that
moment for that locale dynamically. A spectrum property owner will
only invest in such equipment up to the point where efficiency gains from
investing in the necessary equipment outweigh the cost of the added
equipment. At that point, the spectrum owner will price based on more
global judgments regarding types of competing uses, rather than on
dynamically updated information about actual intended usage and
actual local displacement effects.

Displacement The second parameter contributing to the social cost of a
communication is its displacement effect—that is, the extent to which the
clearance of one communication in its intended time frame displaces the
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clearance of another in that other communication’s intended time frame.
While equipment cost is mostly a fixed cost for any specific communica-
tion, displacement represents its primary variable cost. In order to see the
effects of processing and cooperation gain on displacement, I derive the
definition of the economic displacement effect of a transmission from the
definition used in multi-user information theory to define the capacity of
a sender-receiver pair to transmit information. First, let us define the dis-
placement effect of a communication between sender-receiver pair a, b,
D a,b, as RDx,yVx,y, that is, the sum of communications dropped because of
the a, b communication by any other pair, x, y, each multiplied by its
value to its senders and receivers. For purposes of this general analysis, I
will assume that any given Dx,y has a value of either 0 or 1, that is, it either
is dropped or it is not. The value of Da,b, will be the total number of com-
munications where the transmission from a to b causes Dx,y to equal 1,
multiplied in each case by the value of the communication to its partici-
pants. If we wanted a more fine-grained cost-benefit analysis that includes
lost speed, we could further refine this definition by treating incremental
declines in information throughput rates as independent cases of dis-
placed communication, and treat Dx,y as having some value between 0
and 1 based on the number of incremental decreases in throughput.

Here I adapt a multi-user version of Shanon’s theorem16 to define the
information that is being lost or communicated as the information in the
potentially displaced communication, while separating out the marginal
contribution of the communications whose displacement effect we are
measuring to the total radiation that the potentially displaced communi-
cation must deal with in order to achieve effective communication. Let
Px(t) be the transmit power of node x, and cx,y(t) the channel gain between
x and y, such that the received power of the transmission by x at y is
Px(t)cx,y(t). Let b be the signal to interference ratio needed by y for com-
munication, and N0 the level of electromagnetic radiation treated by y as
background noise that exists in the channel that x, y, are using independ-
ent of the transmission from a to b. Let k represent any node that is part
of a. . .n, including a and b, that radiates to facilitate the transmission
from a to b. Pk(t)ck,y(t) is the received power at y of the transmission by
each k as part of the communication a, b. p represents the processing gain
of system a. . .n, and a the cooperation gain of that system. The value of
p is 1 for a system that has no processing gain, and increases as process-



Some Economics of Wireless Communications 163

ing gain increases. The value of a is 0 for a system that uses no coopera-
tion gain, and increases as cooperation gain increases.

Dx,y = 1 when 

Dx,y = 0 when 

This is a rather complex formulation of the fairly simple intuition that
one communication displaces another when the marginal contribution of
the former to the total radiation perceived as noise by the receiver of the
latter leads that receiver to fail to decode the information. The value of
this formulation, nonetheless, is that it separates out the marginal contri-
bution of the communications system involved in transmitting the poten-
tially interfering communication, expresses the effect of processing gain
and cooperation gain in determining that marginal contribution, and
underscores the externalities imposed by the sensitivity of the displaced
communication, expressed by b, in contributing to the perceived social
cost of the potentially displacing communication. 

Three types of effect on processing gain, cooperation gain, and the sig-
nal to interference ratio of devices that might be displaced, b, suggest that
the total number of displaced communications is likely to be smaller for
communications in open wireless networks than for communications in a
spectrum property-based system. First, p increases with bandwidth. A
property system that prices bandwidth will, all things being equal, induce
lower usage of bandwidth than a system that does not price bandwidth—
that is, after all, precisely its purpose. Transaction costs associated with
pricing over time contribute further to reducing the bandwidth used. Any
wireless communications system that uses less bandwidth than it is com-
putationally capable of using will be able to attain less processing gain
than its potential, and hence will displace more communications than it
could if it were to use as much bandwidth as it was computationally capa-
ble of using in order to attain processing gain.
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Second, p and a are a function of the computational ability of the edges
of the network—the receivers and the transmitters. Processing gain and
cooperation gain increase with computational intensity. As explained in
the discussion of equipment investments, the capital investment structure
of spectrum property-based systems will generally reduce the computa-
tional capacity at the edges, in particular user equipment, be it transmit-
ter or receiver. This is because a property system with a network operator
will migrate value into the network as the basis for long term pricing of
communications, rather than building all the long-term value of commu-
nication into end-user equipment. Assuming that computational capabil-
ity is the primary source of equipment cost, a system that wants to price
usage over time rather than capitalizing the value of free usage over time
into the cost of the user equipment will build less computationally inten-
sive user equipment and replace computation at the edges, which is not
usage priced, with power and computation in the network, which is sus-
ceptible to usage-based pricing. If this in fact describes the likely equip-
ment investment structure of spectrum property systems as a direct
consequence that their claim to efficiency requires that they price over
time based on usage, then a spectrum property based network will have
simpler equipment at its edges, total demand for communications with
either system being equal. It will therefore have lower processing and
cooperation gain than open wireless networks, unless the spectrum owner
invests enough in intelligent network components very close to the end
users so as effectively to replicate the spatial diversity and receiver pro-
cessing capabilities of open wireless networks. That, however, would
roughly require replication of the entire investment that an open wireless
network would make within the owned infrastructure, and would still
require in addition end user equipment and devices intended to price
usage. Again, this suggests that an open wireless network will likely dis-
place fewer communications than a spectrum-property based system.

Third, for any receiver, a low b is a positive externality, in that it makes
that receiver more impervious to the effects of other transmissions.
Communications between any a, b pair near an x, y pair are less likely to
displace x, y when y has a low b. The a, b communications therefore
impose less social cost than they would have had they displaced x, y, but
the benefit of communications between a, b made possible by this lower
cost are captured by a, b, not by y. Making a receiver more resistant to
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interference, however, imposes a cost on y. Conversely, all things being
equal, having a higher b makes y’s receiver cheaper, but causes more com-
munications a, b, to displace it, thereby making the a, b communication
appear to have a higher social cost measured in Dx,y. A high b is therefore
a negative externality. Like Coase’s famous vibration-sensitive physician,
a cheap receiver as much “interferes” with the transmissions of its neigh-
bors as these neighbors “interfere” with the cheap receiver’s reception.
Receivers designed to be part of open wireless networks need a low b in
order to communicate, since they are designed to operate in the presence
of many other transceivers sharing the same bandwidth. Each receiver
therefore sees at least some of the benefit of the low b as a private gain,
and the benefit increases proportionately with the expense of making the
receiver require ever-lower signal-to-interference ratios. Receivers
designed to be part of spectrum property based systems, on the other
hand, will be cheaper and have higher b values. Receivers in such systems
need not have a low b because the purpose of the property system is to
allow them to be reached by transmitters who need not share the channel
with anyone else. The b rate is pure externality to a receiver in a system
of property in transmission rights.17

Because of these three factors, any a, b, communication cleared
through a spectrum property system is likely to have lower values for p
and a, and any x, y communication in such a system will likely have
higher values for b. If all devices are part of a spectrum property based
system, a given a, b communication will cause the largest number of com-
munications to be displaced. In a system where a, b are part of an open
wireless network and x, y are not, a, b will have a lower displacement
effect. The lowest displacement will occur if all devices involved are part
of open wireless networks. If the property system is to be more efficient
than the open wireless system, then, it must gain its efficiency from the
Vx,y element of the displacement parameter. That is, the contribution to
the social cost of a property system represented by its displacement fac-
tor, RDx,yVx,y, will be lower than the displacement factor of an open net-
work only if the value differential between those communications that
each system drops is sufficiently high in favor of the pricing system that it
overcomes the higher volume of displacement likely to be caused by the
spectrum property based system. 

This formulation obviously includes the edge case that all sides to the
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spectrum policy debate agree on—that is, that where an open network’s
capacity will be greater than demand, there is no scarcity and the prop-
erty system imposes a social cost without providing any benefit. Similarly,
but less definitively, when the volume of displacement is very small, pric-
ing will improve performance only if the communications that happen to
be dropped by the value-insensitive protocol of the open wireless network
have an unusually high value.

More generally, it is likely that there will be some range where the total
value of the displacement factor for open networks will be smaller than
the displacement value of a spectrum property system, and this range will
grow as a function of computation, the amount of bandwidth that open
systems are permitted to use, and the pricing inefficiencies in spectrum
property based networks. The speed of computation growth is given by
the innovation rate in the computation markets. Moore’s Law has been a
reasonable predictor of this for quite a while. The extent to which this
growth can be used to improve the efficiency of open wireless networks is
partly limited by the total bandwidth that regulation permits equipment
manufacturers to use for achieving processing gain. 

Overhead: transaction costs and administrative costs—The most
important transaction costs associated with open wireless networks are
expressed as the network management overhead that devices need to use
in order to coordinate their communications. The most important trans-
action costs associated with spectrum property based markets are those
entailed by the need to negotiate clearance of permissions to transmit in
a specified bandwidth. Their most important effect will be to cause spec-
trum-property based systems to price spectrum inefficiently, given the
dynamic and local demand for wireless communications capacity. The
primary administrative costs of the property system are the definition and
judicial enforcement of the property rights. The primary administrative
costs of the open wireless system are the standards setting processes and
the administrative enforcement of equipment compliance with them.

There are two reasons for the central importance of dynamic adapta-
tion to the efficiency of wireless communications systems. First, wireless
communications capacity is mostly determined by local conditions, such
as who is trying to communicate in a relatively small geographic space, or
whether there are leafy trees between two nodes etc. Second, human
demand for communication is highly variable, even over large-scale net-
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works and time frames, and certainly where the relevant demand exists in
geographically small areas and for brief time frames.18

As I explained in the technical description, open wireless approaches
rely on intelligent devices that constantly reconfigure the network archi-
tecture, the power used, and the frequency bands used—both in terms of
total bandwidth used and in terms of specific frequencies used—to fit the
dynamically changing environment and usage patterns. Property rights
and pricing mechanisms that are attached to spectrum allocations—that
is, to a particular band of frequencies—burden this dynamic adaptation
of wireless networks by making the bandwidth parameter “sticky.” Band-
width is one parameter that, unlike computation, architecture, and
power, cannot be changed unilaterally and locally by the network of intel-
ligent devices. It requires a transaction. 

To illustrate the problem, imagine an automated market exchange
point where all proprietors of bandwidth are present to vend their wares,
ignoring difficulties with multiple property holders whose systems do not
intersect, and ignoring that network equipment costs will limit how much
a spectrum property owner will be willing to invest in equipment intended
to gather information so as to price efficiently. The optimal transmission
path and architecture for any given sender-receiver pair in a network of
transceivers is highly local and dynamic. This is particularly so when
mobile units are considered. For example, figures 6.6, 6.7, and 6.8 describe
three different potential states that a specific sender receiver pair a, b
might be in, depending on the presence or absence of, say, trees and addi-
tional nodes available for repeating or collaborative detection. 

In each case M represents the market exchange point, x, y represent a
sender receiver pair whose displaced communication, if any, represents the
social cost of permitting a and b to communicate as they had intended. I
assume for simplicity that there is some mechanism for a, b to communi-
cate to M that is fixed and does not itself require a negotiation of spec-
trum rights. In figure 6.6, a, b is a lonely pair, with no repeating nodes
available to cooperate, and with no obstacles to block line of sight. Under
these conditions the pair could transmit a given number of bits per sec-
ond using either high or low frequency spectrum, using a little bit of
bandwidth, say, 6MHz, at high power, or a larger amount of bandwidth,
say 300MHz, which would give them sufficient processing gain to trans-
mit at such low power that no other sender-receiver pair in the area
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affected by their radiation would be displaced. In other words, given the
signal to interference ratio necessary for the pair x, y to communicate, and
the distance from a, b to x, y, a transmission in a, b spread over 300MHz
will not affect the ability of x, y to communicate. In terms of the quasi-
formal representation of the displacement parameter, if the signal is spread
over 300MHz then Dx,y = 0, but if it spread over, say, anything less than
50MHz, Dx,y = 1, while if it is spread between 100–250MHz, 0 < Dx,y < 1.
Imagine that all the frequencies are divided into 20MHz to 50MHz
blocks. This is a reasonable assumption given that the cost of attaining
processing gain is tied to computation and the price of computation drops
rapidly over time. We can therefore safely assume that at any given time
user equipment will be computationally capable of using more processing
gain than it could have used in the past. Hence, even assuming that past
aggregations of bandwidth that permitted open wireless operation had a
width sufficient to take advantage of all the computation then available,
whatever that efficient bandwidth was in the past it will be less than what
current computation makes possible at reasonable consumer prices. a, b,
are computationally capable of using 300MHz, but can only communi-
cate over 300MHz if they can get transmission rights from at least six
owners, each of whom owns at least 50MHz of bandwidth. As we defined
the effect of processing gain achieved by spreading over 300 MHz, the
correct price of the transmission right necessary to spread the signal over
300MHz is zero, since spreading the signal to that width will reduce the
marginal social cost of the bandwidth used by the communication—its
displacement effect—to zero. Yet no single owner would be willing to sell
transmission rights over its spectrum for that amount, given nonzero
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Figures 6.6 
a and b have a clear line of sight no other nodes present for repeating
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transaction costs associated with fixing the correct price, as well the cost
of communications that would be displaced if the signal is spread only to
50MHz, rather than 300MHz, which is all the spectrum owner can secure
and monitor unilaterally. All parties would have to negotiate simultane-
ously as to whether a, b would spread to 100, 200, or 300 MHz given
cumulative transaction costs of deciding which power/bandwidth combi-
nation would be less expensive to combine, given the resulting effect, if
any, on any pair x, y. Note that, knowing that they will encounter such
transaction cost constraints on their ability to pursue feasible nondisplac-
ing communications, a and b will both under-invest in high-computation
equipment in the amount of lost potential communications over the life-
time of the equipment that they will not be able to achieve because of
transaction costs. 

Open wireless networks, however, also have transaction costs, specifi-
cally the overhead traffic necessary to identify the most efficient trans-
mission path. 

If high enough, these will also constrain efficient communication under
that approach. While true, it is important to understand that these are
transaction costs that both open wireless systems and proprietary spec-
trum systems must incur, if pricing in the latter is to be efficient. Take, for
example, a similar situation to the one in figure 6.6, but because a and b
are mobile units, geography and network topology between them change.
In figure 6.7, a tree has intervened between them and one more poten-
tially cooperating node has appeared as well. Now a and b need lower
frequency spectrum (which can go through leaves) if they are to commu-
nicate directly, but can use higher frequency spectrum with direct line of
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Figures 6.7
a and b have a clear line of sight no other nodes present for repeating
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sight if they use d as a repeater. In figure 6.8, not only has a tree appeared,
but so have some buildings, and additional nodes e and f situated behind
a set of buildings whose multi-path effects would let the smart antennas
of e and f achieve multi-user detection in cooperation with b. a and b have
to compute which of several strategies would result in the lowest error
rate at the minimal power at a desired speed: relying on nodes e and f as
a distributed antenna array for b, on d and f as repeaters for b (perhaps
alternating high frequency for the first and last hops from a to d and from
f to b, and low frequency from d to f), or on direct communication at a
low frequency. 

Without computing all these potential courses of action, it is impossi-
ble to tell what effect the desired communication from a to b would have
on any given sender receiver pair x, y. Because the effect on x, y represents
the marginal social cost of the a, b communication, it is impossible effi-
ciently to price the bandwidth a and b need before a and b have all the
information they need in order to determine what is the lowest possible
displacement they could cause other communications. A spectrum market
has higher transaction costs for achieving efficiently priced communica-
tions than an open wireless network has for efficient communication at
least to the extent of the positive transaction costs incurred after a, b com-
municate to the exchange the range of possible communication patterns
open to them. The point here is not that property rights burden open
wireless networks, as they surely do and as I will discuss in the next few
paragraphs. The point is that any potential communication from any a to
any b, whether done in an open wireless network or in a proprietary sys-
tem, will need to map its least displacing configuration, given available
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Figures 6.8
a and b have a tree in between then, but clear lines of sight to a cooperating node
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network topology and deployed equipment at any given time t, as a pre-
condition to efficient pricing. “Spectrum” at that time and place cannot
be priced efficiently in the absence of this information, for this is the infor-
mation that defines the marginal cost of any communication over any
wireless network. To the extent that a spectrum property based system
cuts its transaction costs by pricing spectrum on less refined information,
to that same extent it is pricing inefficiently.

In the most technologically sophisticated version of the property
rights argument, Faulhaber and Farber recognize the fact that transac-
tion costs (which they call direct) of a spectrum property system are
higher than the transaction costs of an open wireless approach, or a spec-
trum commons. Indeed, it is to solve this problem that they propose a
modified property system, rather than one based on perfect rights of
exclusion. Their preferred regime implies into all property rights in spec-
trum a public “easement” that permits anyone, anywhere, to transmit at
any frequency as long as they do not interfere with the owner of the right
to transmit in that frequency. This modified property regime is intended
to permit very wide band communications that are “below the noise
floor” given the operating parameters of the devices that operate with
the property owner’s permission in the frequencies they use, as well as
agile radios that occupy frequencies only when their owner is not using
them, and as soon as the owner wants to transmit, hop to a different,
unused frequency. While Faulhaber and Farber agree that direct transac-
tion costs are likely to be higher in either property-based approach than
in a commons-based approach, they do not attempt to specify the effect
of these transaction costs. It is important to emphasize that these trans-
action costs go precisely to limit the capacity of the spectrum property
system to do the one thing that potentially could make it more efficient
than open wireless networks—that is, accurately to identify competing
values that users place on communications, and to adjust the price of
bandwidth accordingly. The important measure of the transaction costs
is the extent of the deviation they cause from efficient pricing in the spec-
trum property based system. The more that transaction costs cause the
spectrum property system to use prices that reflect statistical judgments
about competing usage patterns, rather than actual real-time bids, the
less of a value there is in these systems as compared to an open wireless
system that treats all communications equally and will drop high and
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low value communications with equal probability, but will drop fewer
communications in total. 

Faulhaber and Farber are also quite cognizant not only of the internal
limits that the transaction costs associated with spectrum property rights
impose on that system’s own efficiency, but also of the externalities that
implementing such a system would cause, in terms of the constraints it
would place on the technological evolution of efficient open wireless net-
works. Recall, the problem is that the number of rights holders that a
transmitter-receiver pair must negotiate with in order to pull together the
right to transmit in a band say, 10GHz wide, is so great that as a practi-
cal matter that mode of communication will be unavailable under a pure
spectrum property rights approach. They recognize this as a problem akin
to what has come to be known as the “anticommons” problem,19 that is,
a particularly virulent version of the Coasian problem of inefficient design
or allocation of rights in the presence of high transaction costs. It is a con-
dition where rights are so fragmented relative to the efficient contours of
a usable resource that the transaction costs of assembling a usable
resource out of these fragments are too high to permit it to occur, causing
stasis. Faulhaber and Farber offer two types of solutions to this problem.
First, they claim that because of the easement they postulate in their mod-
ified property regime, that is, the right of anyone to transmit in any fre-
quency as long as they are not interfering with the licensed user/owner,
anyone will be able to transmit the 10GHz wide signal as long as they are
“below the noise floor.” Second, to the extent that communications that
would interfere with other devices are desired, they should be permitted
in bands purchased for this purpose by the Federal or even state or local
governments, or perhaps by manufacturers of open wireless network
equipment, seeking to make the market in their equipment more attrac-
tive to consumers.

While their modified system is much better than the pure property sys-
tem, it is still substantially constraining to open wireless network design,
and again it is Coase who helps us understand why. In both his Federal
Communications Commission piece and in the Nobel-winning article he
wrote the following year, The Problem of Social Cost, Coase introduces
the problem of the physician and the confectioner who are neighbors. The
confectioner’s equipment makes vibrations that make it difficult for the
physician to see patients. Normal legal thinking at the time would treat
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the confectioner as “causing” damage to the physician by making noise
and vibrations. One of Coase’s great insights in that article was that the
physician is “causing” the damage to the confectioner by being so sensi-
tive, just as much as the opposite is true. Who should be shut down or
made to pay cannot therefore be decided on the basis of stating who is
“causing harm,” but should rather be based on whose activity is more
socially valuable. The lesson is directly applicable to the proposition that
open wireless networks need not be adversely affected by an exhaustive
Big Bang auction of property rights as long as they are permitted to oper-
ate without interfering with rights owned under that regime. If, however,
we define the operating parameters of open wireless networks based on
the sensitivities of the property-based services, we have effectively treated
the property-based system as the physician, and the wide band devices
and agile radios as the confectioner. But saying that we will allow con-
fectioners so long as their equipment does not vibrate is not to say that
we now allow both physicians and confectioners. It is to say that we have
chosen to make the world safe for physicians and constrained for confec-
tioners. This may be the right decision or the wrong decision from a social
welfare perspective, but it is a decision in favor of one approach, not an
accommodation of both. 

To be less metaphoric, the level of noncooperating radiation in any
given band affects the extent to which a system needs processing and
cooperation gain to achieve a certain rate of information delivery through
an open wireless network. The more radiation there is, the greater the
complexity of the solution to the problem of communicating information
through the channel. The greater the complexity of a system, the greater
the cost of the equipment needed to implement it. So, holding all other
things equal, if you permit only open wireless systems to operate in a
given range of frequencies, they will be able to achieve a given through-
put at lower cost than they could if they need to achieve the same
throughput in the presence of high powered communications. So, while
the modified property right is much better than the perfect property rights
regime in that it does not completely prohibit open wireless systems, it
still imposes a burden on the development of those systems. Perhaps the
proponents of spectrum property rights are correct, and that burden is
socially justified given the relative value of both types of approaches—the
proprietary and the open—to wireless communications. But the modified
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property right does not allow us to eat our cake and have it too. We must
still choose how much we will have of each type of wireless communica-
tions facility. 

As for the suggestion that the Federal or state or local government bod-
ies will buy spectrum to create parks, this is a surprisingly naive proposal
from two such sophisticated authors. If one were to think that Congress
and the federal government were rational decision makers who operate to
optimize the public good with the same efficiency as, say, any large cor-
poration maximizes the benefits to its shareholders, this might not funda-
mentally be a mistaken approach. But the notion that Congress is equally
likely to appropriate $x already in the Treasury as it is to forgo potential
revenue by refraining from auctioning the spectrum, particularly under
the politically palatable heading of reserving it for a public trust, is sur-
prising. As a matter of treating the government as a rational agent
responding to real costs, forgoing x millions of dollars by refraining from
auctioning the spectrum is identical to spending that amount of money
after the spectrum is sold. As a matter of practical politics, they are not
similar in the least. I suspect that the reason for this aspect of the
Faulhaber and Farber proposal has more to do with the integrity of the
transition policy—that is, with the big bang auction that is intended to
launch the property system. But this is a transition policy that would
result in substantially lower public investment in space for open wireless
networks than might a differently framed public debate, and the transi-
tion policy should not be allowed to preempt the outcome of such a con-
troversial policy question. 

As for administrative costs, or what Faulhaber and Farber call indirect
transaction costs, they suggest that the open wireless approach has the
highest indirect costs, because uncertainty as to what equipment is “inter-
fering” or complying with the open protocols and what is not will be con-
fusing and difficult, and hence costly, for courts to sort out, and will lead
to much litigation. They claim that the pure property regime will have the
lowest indirect costs, because courts are most adept at solving property
rights disputes. And they see their own preferred modified property
regime as having higher administrative costs than pure property, because
the boundary between the easement and the property rights will lead to
difficult litigation, but lower than the administrative costs of open sys-
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tems, because courts, familiar with property disputes, will find a property
framework easier to design and enforce than an open system.

This view of the administrative costs takes a somewhat more rosy view
of property litigation, and a more dim view of administrative equipment
certification and private standard setting, than I would. All one need do
is look at the decades-long history of some of the cases that I teach every
year in my first year property course to see that courts do indeed resolve
property disputes, but to say that they will do so efficiently because of
their experience with real property is somewhat optimistic. It is important
in this regard to see that disputes about use of open wireless networks will
occur not with regard to property-type claims, but with regard to equip-
ment compliance with standards. Here, standards can be set for whole
industries by open processes like the IEEE or W3C standard setting
processes. The FCC can then certify equipment as it does now on a Part
15 model. In all these cases, the administrative costs are incurred, but
once incurred apply industry wide, and can be enforced against noncom-
plying equipment fairly simply by engineering tests of the equipment. This
is by no means a costless exercise for dispute resolution, but it is vastly
cheaper and more certain than relying, say, on the owner of property
rights in 724–744MHz in Des Moines, Iowa, to sue the owner of
745–747MHz in one neighborhood there for using a particular antenna
configuration, with the owners of 748–768MHz and 712–23MHz as
third party intervenors, and then on courts of appeal to resolve conflicts
between how the Iowa court and another court, say adjudicating similar
claims in the 2GHz band in Memphis Tennessee, decided the case by
applying the sic utere tuo ut alienum non laedaes maxim rather than
damnum absque injuria.

More generally, others who have written in favor of property rights in
spectrum have treated “property” as being antiregulation, and commons
as being regulation by the back door.20 The dichotomy between the two
in this regard is, however, overstated. In order to have efficient property
rights, it is necessary to define, enforce, and update the definition of the
content of property rights.21 These are all functions that require thought-
ful institutional design, initially through Congress, later through enforce-
ment agencies or courts. None of this is new or surprising to anyone who
teaches a first year property course, and must take the students through
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the centuries of choices made by judges and legislatures between barons
and King, modernizing landowners and their overbearing dead ancestors,
or developers and the neighbors who wanted a quite residential commu-
nity, not a gas station next door. Lacking the benefit of centuries of grad-
ual development, property rights in spectrum are unlikely to involve less
explicit regulatory choices, and Faulhaber & Farber correctly identify the
need for well designed governmental planning in the initial creation of the
property rights and well functioning dispute resolution to fine tune the
rights when realty teaches us the limitations of the original design.22

Similarly, in order to have efficient commons, some set of rules about
usage may well be necessary. Property rights can be defined or interpreted
in an inefficient and corrupt manner, as can a commons oriented regula-
tory processes. The trick in setting up either arrangement will be to make
sure that they are designed so as not to allow the recreation of command
and control regulation through the backdoor. 

Pricing, Block Allocations, QoS, and the Big Bang 
The transaction costs analysis suggests three additional observations with
regard to the policy implications of the potential value of pricing. Recall
that the efficiency with which open wireless networks can provide wire-
less communications capacity does not necessarily mean that there will
never be situations where pricing of bandwidth can improve the efficiency
of communication. It is possible that when demand exceeds capacity of a
given network of devices, as deployed in a given locale at a given time,
introducing pricing will improve allocation of whatever capacity is attain-
able by the network of devices in place. Three points need to be made
with regard to this observation, however. First, the introduction of pric-
ing does not itself support the creation of property rights in blocks of
spectrum, as compared to a single fluid market exchange in spectrum on
the model proposed by Eli Noam.23 Second, even if some quality of serv-
ice (QoS) assurance is attainable through the introduction of pricing, that
still does not mean that the game is worth the candle—that is, that the
cost and implications of introducing a pricing system for assuring QoS is
worth the social cost of setting up the pricing system. The experience of
wired networks suggests otherwise. Whether it is or is not is a question
that can only be determined empirically over time, as we get better infor-
mation about wireless network usage and capacity given the presence of
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open wireless networks. Third, whatever the possible merits of pricing,
they do not merit, based on our present knowledge, a “big bang” auction
of all spectrum, but at most the dedication of some bands to provide pric-
ing to handle peak utilization periods.

First, the dynamic, local, and highly variable nature of demand for
wireless communication suggests that block allocation will be systemati-
cally inefficient. Similar to demand for electric power distribution, design-
ing capacity to meet highly variable demand will be more efficient if
demand can be averaged over all users throughout the year rather than if
it is averaged among the contingent distributions of customers of differ-
ent firms.24 One does not want transaction costs involved in shifting users
from, say, 724–726 MHz to 964–966MHz to be higher than shifting
those same users to 728–730MHz, as they might be if there is one owner
for 720–730MHz and a different one for 960–980MHz. If transaction
costs are higher in this way, then there will be situations where a commu-
nication would have cleared given over-utilization of the 720–730MHz
band but under-utilization of the 960–980MHz band had these bands
been part of a single transactional unit, but will not clear because these
bands are separated into two transactional units. This inefficiency of block
allocation is central to the efficiencies of the Noam-style market, where all
spectrum is available all the time for both spot-market and forward con-
tract purchases, so that the local and dynamic variability in demand can
be averaged over the entire usable spectrum as opposed to over smaller
ranges of bands. To the extent that the presence of rights in discrete blocks
of spectrum add stickiness to the efficiency of the market clearance of
bandwidth, to that same extent rights in blocks of spectrum will be less
efficient than a single dynamic market in all usable frequencies.

Second, the case of demand occasionally exceeding capacity in a sys-
tem that throughout many moments has an excess of capacity is very sim-
ilar to the problems of quality of service presented by wired networks,
and for which models of pricing bits have been proposed.25 Pricing-based
QoS solutions in wired networks have not, however, been adopted, and
there are some reasons to think that they are unnecessary in the foresee-
able future for wireless networks. Partly this is due to the fact that com-
putation, storage and caching capabilities have grown so quickly that
adding capacity to more than meet demand has been a more efficient solu-
tion in the wired world than accepting that capacity cannot meet demand
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and allocating slow-growing capacity to meet it. In wireless, it is likely
that the declining price of computation and the growing market in wire-
less communications devices will, for any useful time horizon, make it
cheaper to increase supply by improving the end user devices than to
introduce a pricing system to allocate slower growing capacity. There is
perhaps a more systematic problem with pricing bandwidth as a means of
assuring QoS. At all times when demand is not high, pricing the alloca-
tion of spectrum introduces a pure transaction cost of maintaining a sys-
tem that will be available to clear excess demand in those more rare
events when demand exceeds capacity. It is only in those peak moments
that pricing could in principle improve the efficiency of communications.
The aggregate cost-benefit analysis of any pricing system must compute
the total transaction costs attached to all communications, relative to the
benefit attained in the moments where demand exceeds capacity. While
there is no a priori reason to think that pricing will not be beneficial,
whether or not it will in fact be beneficial would largely depend on traf-
fic patterns in a system whose characteristics may change dramatically
over the time between now and when capacity will begin to grow slowly
enough to justify pricing.

Finally, while it is possible that some pricing of spectrum will improve
efficiency of some systems sometimes, that possibility does not support a
“big bang auction” to create property in all spectrum, always, every-
where, now. In public highways, for example, it is likely that creating a
pricing system by using toll roads or paid carpool lanes in specific loca-
tions with predictable congestion patterns will improve efficient traffic
flows. This may indeed recommend introduction of pricing in some pre-
dictably congestion-prone roads. But it would be odd to derive from that
likely geographically and temporally focused improvement that we would
be better off introducing property rights, toll-booths, and electronic pay-
ment systems for use in all city streets and sidewalks, dirt roads, or high-
ways at nighttime, on the off chance that sometimes these too may
become congested and pricing could then be useful to help improve their
efficient utilization. It is, in other words, possible that benefits could be
attained by allowing some “spectrum” to be treated as a reservoir of
bands usable for pricing to serve QoS needs. But that is no basis to have
a big bang auction of all usable frequencies, nationwide, before we know
how the market in open wireless network equipment develops, and before
we know how much spectrum, if at all, could usefully be priced, some-
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times, in some locales. At most, the theoretical value of pricing suggests
that it would be plausible to adopt a policy of increasing the flexibility
permitted to current licensees to use their presently owned bands for
resale when utilization is low, or perhaps for dedicating some bands to be
run on the Noam pricing model. 

Capacity, Growth, and Efficiency: Conclusion
The economic comparison between the efficiencies of property rights in
spectrum allocations and those of open wireless networks can be restated
in the following main points:

• The choice is between a market in infrastructure rights and a market
in equipment, not between a market approach and a nonmarket
approach

• Evaluating the social cost of a communication in either system
requires evaluating the equipment cost involved in enabling the com-
munication, the displacement effect a cleared communication has on
other communications that are not cleared because of it, and the over-
head involved in clearing the communication in terms of transaction
costs and administrative costs. 

• It is difficult to predict the total cost of equipment necessary for spec-
trum-property based communications relative to the cost of open wire-
less network equipment. It is likely that investment in a spectrum
property model will be more centralized at the core of the network,
with cheaper end user devices, and investment in an open wireless
model will be more decentralized and located in the hands of users,
representing a capitalization of the value of communications over the
useful lifetime of the equipment either in the hands of the network
owner (with spectrum property) or in the hands of users, in the
absence of a network owner.

• Open wireless systems are likely to be able to grow capacity more rap-
idly than spectrum property based systems, because the free availabil-
ity of bandwidth and the higher computational intensity of end user
equipment will allow such systems to use and improve processing and
cooperation gain in pace with the price/power growth in processing,
while property based systems will be limited by the lower computa-
tional complexity of end user devices, the relative stickiness of propri-
etary bandwidth, and the likely higher signal-to-noise ratio required
by receivers. 

• The relative advantage of pricing bandwidth will occur, if at all, only
at peak utilization moments, and is akin to pricing based QoS
approaches in wired networks. Attaining that advantage may not be
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worth investing in deploying these approaches at all, as it has not in
the unregulated world of wired networks.

• Transaction and administrative costs of markets in spectrum are likely
to be higher than those associated with communications in open wire-
less networks
• Direct transaction costs will limit the ability of spectrum property

based systems to price efficiently
• Given that spectrum property based systems grow capacity more

slowly than open wireless systems, the limitations on their capac-
ity to price efficiently may be fatal to their justifiability

• Administrative costs of litigation in a property system are likely to
be higher than the administrative costs of equipment certification
processes, at least if the latter are designed to be no more burden-
some than current equipment certification programs, and particu-
larly if those are streamlined for standards set in open private
standard setting processes. 

IV. Innovation, Welfare, and Security

In addition to the fundamental point about the limitations of property in
spectrum allocations as mechanisms for optimizing the capacity of users
to communicate without wires, there are other, more general points to
make regarding the likely advantages and limitations of open wireless sys-
tems. These fall into the categories of innovation, welfare enhancement,
and security. 

Innovation In addition to reasons we have to think that property in
spectrum will not improve capacity utilization over time, we have reasons
to believe that an open wireless system will have better characteristics
where innovation is concerned. The property-in-spectrum model relies on
the owners of spectrum to innovate in order to increase the value of their
spectrum. The open wireless approach, on the other hand, relies on the
openness of the system and on the notion that the smartest people usually
work for someone else. That is, the principle of innovation underlying the
Internet, as Lessig described so forcefully in The Future of Ideas, is the
idea that the network itself is simple and open. Everyone then gets to
innovate as they wish, and can use the network as long as they can trans-
late their new applications into simple modules that can be transmitted
using TCP/IP, the open protocol underlying Internet communication. This
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is fundamentally different from innovation in the Bell System—an
immensely innovative company in its own right—where innovation
occurs primarily in Bell Labs, because only they have permission to imple-
ment. Innovations from the outside are permitted if and only if they fit the
Bell revenue model. In wireless systems design too, owners of spectrum
are likely to invest in innovation so as to increase the value of “their”
spectrum. But they will likely prevent the implementation of innovative
communications technology by most outsiders unless it fits their revenue
model and they can appropriate it. With a commons approach toward
spectrum, however, anyone can innovate. Anyone can develop a device,
and if it works better, users will adopt it. Anyone can set up an Internet
service, anywhere, and if it offers better service—faster or more robust,
cleaner of commercial advertising or better at delivering targeted adver-
tising—that person can offer the service without asking permission of an
“owner” of the system, as one would need today for cable or licensed
wireless Internet access. This freedom to innovate and implement has
proven enormously important to growth and innovation in the space of
computers and the Internet. Adopting an open spectrum policy would
structure the environment for innovation in the wireless communications
systems design along the same lines, rather than on the old, centralized
innovation model. 

Welfare optimization While much of Part IV was devoted to describing
the comparative welfare implications of each approach, there is a separate
element of welfare optimization that merits separated note. A particular
type of constraint on the ability of spectrum property based systems to
price efficiently has to do with the difference in their investment structure.
As Part IV explains, open wireless systems are built of end user equipment
designed to optimize end user capacity to communicate, while owned net-
works rely on greater investment at the core of the network in terms of
designing capacity optimization and pricing. A consequence of this dif-
ferential investment pattern is that open wireless networks are likely to
adapt more rapidly to changing consumer preferences than proprietary
networks.

Posed with the need to invest in infrastructure and in a system to col-
lect information about preferences and to minimize transaction costs
associated with satisfying them, proprietary network owners must make
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decisions regarding for what they will optimize the network and pricing
schemes. If SMS messaging is the big thing today, and the network
provider believes that mobile gaming is the killer app of tomorrow, then
the provider will design the network to serve the present and expected
future applications best. If it turns out that some portion of the popula-
tion, immediately or thereafter, wants to use the system to compare live
feeds of traffic from automobile-mounted webcams, and the system does
not price or service that use well, the operator will have to recognize that
use, compare it to others, and optimize equipment within the network to
service and price it. The lag between the redesign of the network and the
contracts and the changing needs of consumers is a source of welfare
loss. 

Open wireless systems, on the other hand, are built by equipment man-
ufacturers that capture the future communications value embedded in the
equipment at the moment of sale. To do so, they are likely to design flex-
ible devices that can adapt to give their owners whatever utility the owner
wishes over time. That is precisely the value embedded in general purpose
computers, and it is precisely this agility and built-in capacity to be repur-
posed by the user as the user’s preferences change over time that has
driven the value of the computer market. Wireless equipment manufac-
turers too will try to embody as great a future value as possible in the
equipment, in order to enhance its value to users. Innovation and chang-
ing possibility sets lead consumers to have rapidly evolving preferences. A
system that allows users dynamically to repurpose the network will
enhance welfare as compared to a system that requires a centralized deci-
sion to shift optimized uses to fit demand. 

Security In the context of communications networks in general, and
wireless networks in particular, security usually arises in the context of
three questions: how easy it is to cause the network to collapse, how easy
it is to infiltrate and eavesdrop on the network, and how readily available
it is for security forces to use in emergencies. The Internet and the encryp-
tion debates of the 1990s have shown us that there are real tradeoffs
between closed proprietary and open networks in these regards. While it
is hard to specify which approach will be better under all conditions, open
networks have important characteristics that could make them more,
rather than less secure than closed networks. First, because open net-
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works rely on densely deployed, self-configuring, decentralized mesh net-
works, physically bringing down the network is extremely difficult. On
September 11, 2001, for example, traditional wired and wireless tele-
phone networks were overloaded, New York City’s public radio station
was down, but email, instant messaging, and IP-based voice communica-
tions applications like NetMeeting were functioning. High-speed data
connections were available downtown for the first few weeks only by
using WiFi networks.26 The basic characteristic of the Internet’s robust-
ness—its redundancy and decentralized architecture—is replicated in
open wireless networks at the physical layer of the communications infra-
structure. Second, communications that rely on processing gain and
encryption are much harder to tap and infiltrate than communications
that use high power communications. They are widely deployed by the
military, which, of course, cannot assume that its enemies will comply
with FCC regulations as to spectrum use, and so must design its systems
for environments where no one has exclusive control over spectrum.
Third, both of these characteristics also suggest that widespread deploy-
ment of redundant, robust communications networks that rely on encryp-
tion will actually provide a more robust system for public security
communications in time of emergency than approaches that rely on pro-
prietary or regulated control over specified blocks of spectrum, which
depend on infrastructure that can be bombed or communications proto-
cols that can be jammed. The physical infrastructure of an open wireless
network will be more robustly and ubiquitously available and the plat-
form it will offer will be less susceptible to jamming. All that needs to be
implemented, if anything need be done, is to build into the network pro-
tocols an ability to recognize an emergency signal and give it precedence
to overcome the potential for latency. 

V. Policy Recommendations

The conclusion of my analysis suggests that there are strong reasons to
think that permitting the operation of open wireless networks will be a
superior approach toward wireless communications than creating an
exhaustive system of property rights in spectrum. Nonetheless, the rea-
sons to think that an equipment market based on open wireless policies
will be better than an infrastructure market based on property rights in
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“spectrum allocations” are not a priori determinative. This leaves us, as
a polity, in a position of doubt, not knowing which of two policy alter-
natives is preferable, yet convinced that one, or the other, or some com-
bination of the two is likely to be dramatically better than the present
regulatory system. Under these conditions, it seems that the most prudent
course would be to begin to transition away from the present system by
setting up a sufficiently robust experiment with both approaches, so that
experience over the next few years will provide useful information about
the longer-term choice. The elements of such a framework would include; 

• Creating a commons of sufficient magnitude and stability to allow a
credible investment effort by toolmakers—equipment manufacturers
and software companies—in building the tools that can take advan-
tage of an ownerless wireless infrastructure

• Implementing some flexible property rights on a more limited and
experimental basis than proponents of the Big Bang approach propose

• Building revisability into both systems through recovery options
designed to permit policy to abandon or scale back either alternative,
should experience suggest that one is decisively superior, designed so
as to minimize the effect of potential future abandonment on the effi-
ciency of current pricing of spectrum rights or on investment incen-
tives in the equipment market

Expanding the Commons
An expansion of the commons should include three primary components:

• Commons-only designations. Like the U-NII band in the 5 GHz range,
some bands will be designated for use solely by unlicensed device. 
• Unlike the U-NII Band, the regulatory constraints on devices oper-

ated in these commons-only designated bands should be based
solely on the needs of unlicensed devices, and not aimed at protect-
ing incumbent services. Incumbent services sharing these bands
should be cleared. 

• Some bands should permit unlicensed operation below 2GHz, so as
to improve their capacity to pass through walls and be deployed rel-
atively simply in most urban environments. One plausible space for
such a dedication is the 700MHz band of UHF channels that was
slated for auctioning, but for which there was so little demand
given the present state of capital markets that the auctions were
called off. 

• These bands will likely be subject to an equipment certification
process for equipment intended to operate in the unlicensed bands.
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To avoid turning the equipment certification model into back-door
command and control regulation, the process should include fast
track approval for all equipment complying with standards set in
open standard setting processes, and should impose only the mini-
mal nonharmfulness or coexistence standards. 

• Public Trust. Some of these bands could be donated into a non-
governmental body, roughly akin to conservation trusts, whose
charter would require it to permit operation of any and all devices
that meet minimal sharing standards to be set in an open profes-
sional standards setting process, along the lines of the W3C or the
IEEE. The trust would be funded by fees paid by members on the
W3C model, not from spectrum usage fees The trust’s certification
and standards decisions would be relatively insulated from regula-
tion by either regulatory agencies or judicial review by treating the
trust’s control over “its” frequencies as equivalent to the decisions
of a private licensee in the most flexible licensing frameworks, or of
a spectrum property owner should any bands be transitioned to
that model

Underlay and interweaving rights

• Separate from any specific band designations, we should introduce a
general privilege to transmit consistent with the basic principle that
noninterfering uses should be permitted wherever possible. 

• The specific requirement here would be to revisit the FCC’s UWB
Order (Ultrawideband) and the SDR (software defined radio) process,
so as to, in each case, expand to the extent possible the permission for
wireless devices to use any frequency they wish as long as they comply
with one of two basic constraints
• Devices operate at a level of power so low that it does not appre-

ciably affect the information flow rate of licensed incumbent
devices deployed on the day of the approval. All licensed devices
introduced thereafter will not be protected if designed to be less
robust to interference from underlay devices than the incumbent
devices were.

• Devices implement some mechanism for agile radio use, so as to
sense the presence of radiation in a band, and to recognize radiation
from the licensed owner of the band they are using. The devices
must automatically vacate the frequency upon sensing an attempted
use by the licensed owner of the frequency. This would assure that
these devices only use frequencies when the licensed owner is not
attempting to use them. Because “spectrum” is perfectly renewable
and reusable with no degradation, such use imposes no cost on the
licensed owner, but offers socially valuable communications capacity.



186 Chapter 6

The overall system would look roughly as described in figure 6.9.

Revisability: Experimenting with Spectrum Rights
In a similar fashion, we should work to identify a series of ranges of fre-
quencies that have roughly similar propagation characteristics, and that
could be subject to greater flexibility. The spectrum needed for this exper-
iment will be easier to locate, because the experiment will represent a
windfall to the incumbent licensees, wherever it is located. The big bang
auction design is intended to create incentives for incumbent licensees to
participate. To do so, it gives licensees a right to all the money paid at the
auction, and gives them a choice between, on the one hand, not placing
their rights up for auction and retaining the precise contours of their
license, and on the other hand placing their licensed spectrum up for auc-
tion but retaining a right to refuse to sell if the bids do not meet their
reservation price. This option makes the licensees strictly better off by
being designated as eligible to participate. 

The primary institutional design question here, then, is how to exper-
iment with the spectrum property idea without imposing too great a dif-
ficulty on reversing course in a few years, if our experience with the two
systems strongly suggests that the preferable solution is to have less prop-
erty in spectrum and more open wireless networks. The concern, of
course, is that should property rights be created in too much spectrum,
their incumbents will prove very difficult to clear to make way for open
wireless networks. A parallel right to redesignation should be imple-
mented for the spectrum commons bands should the opposite conclusion
emerge from experience.

700 MHz? <2 GHz 5 GHz 50 GHz

Underlay & interweaving in all bands: UWB & SDR

No regulation
commercial operation

permitted

Part 16/Meta 
Part 68 and
or Public Trust

Figure 6.9 
Interlocking commons for open wireless networks
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The institutional design should include two constraints. First, no more
frequencies should be designated for the spectrum market experiment
than necessary to make it viable. Certainly, this should be no more than
the bandwidth set aside specifically for open wireless networks, given that
this approach is most effective at allocating narrow bands, whereas open
wireless networks rely on wide bands as a baseline requirement. 

Second, the property rights should include a recovery reservation, such
that, should our understanding of the relative value of the approaches
over time develop to favor much broader permission for open wireless
networks, the cost of implementing the change will not be prohibitive.
The trick will be to design the recovery system in such a way so as not to
burden too much the present efficient pricing of the spectrum auctioned.
The primary vehicle here could be to create a preset low cost buyback
option in the government, that would allow the government the option to
redesignate the frequencies to open wireless network use upon payment
of a reduced recovery rate. The “redesignation” option, rather than a
more generally defined repurchase option, is intended to prevent the gov-
ernment from simply speculating in spectrum, exercising the option and
then selling back into a proprietary system. The exercise date must be set
sufficiently far into the future that present discount rates in the wireless
communications industry would make the discounted value of the option
very low. 10 years may be a good baseline, but the precise term should be
based on investment practices in the industry regarding when projected
returns are no longer usefully considered in making an investment deci-
sion. The terms of the option would be set and known before the auction,
so that no expectations are violated after the purchase of the rights. To
prevent inefficient pricing over time as the exercise date grew near,
Congress could create a periodic review process, whereby every three
years, for example, Congress could decide to extend the option exercise
period to the original full period, to cancel the option, or to do nothing,
and keep the option date unchanged. It would choose the first option if
information was still lacking on the relative performance of the two
approaches to wireless communications policy, the second if the spectrum
property approach appeared to be better, and the third if open wireless
networks seemed to be preferable. A similar redesignation caveat should
be included in the instruments permitting various forms of open wireless
communications equipment to function, adjusted to the discount rates in
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the equipment manufacturing industry, which is the primary industry
whose investment incentives will be affected by the option.

VI. Conclusion

Current wireless communications policy operates on technical assump-
tions largely unchanged since Marconi’s time. While there is relatively
widespread agreement that, at least from an efficiency perspective, the
licensing regime that still regulates use of almost the entire usable range
of frequencies is obsolete and should be abandoned, there is quite sub-
stantial disagreement over what its replacement should be. In particular,
there are two primary alternative approaches. The first involves the cre-
ation of more or less perfect property rights in spectrum allocations, so as
to allow bandwidth to be allocated based on market pricing of these
exclusive transmission rights. The second involves the removal of current
prohibitions on wireless communications equipment that prevent the
emergence of open wireless networks built entirely of end user equipment. 

The tradeoff between spectrum property markets and open wireless
networks is primarily a tradeoff between the rate of increase in the capac-
ity of the network and the efficiency with which a given capacity is allo-
cated among competing uses. Spectrum property based markets are likely
to grow capacity more slowly than open wireless networks. Because they
will price usage, however, they are in theory likely, at least at peak uti-
lization moments, to allocate the capacity they have more efficiently than
would an open wireless network. Open wireless networks, however, are
likely to increase capacity more rapidly, and if unconstrained by band use
regulation, could increase capacity at the rate of growth of computation.
Some research suggests that they may even be able to increase capacity
proportionately with the increase of the number of users. Our experience
in wired networks, both the public Internet and proprietary corporate
networks, has been that strategies that have relied on rapid growth of
capacity have been widely adopted, while strategies that assume slow
growing capacity and seek efficiency through pricing to achieve quality of
service assurances have not. It seems odd, in the name of the efficiency of
markets, to adopt by regulation a system of property rights in spectrum
that makes exactly the opposite choice than the one that users and cor-
porations have made in the actual market environment, when presented
with a parallel choice in the context of unregulated wired networks.
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At present, however, the lack of clear empirical evidence in favor of
one or the other of the two radical critiques of the prevailing licensing
regime cautions against any kind of “big bang” approach that will pre-
empt future policy making. What we need is a relatively large-scale exper-
iment in both markets. On the one hand, we should move to deregulate
wireless communications equipment capable of functioning on the open
wireless networks model. This move should be substantial enough to give
equipment manufacturers a credible playing field for which to invest in
equipment design, production, and marketing for ownerless networks. In
parallel, it may be useful to permit some experimentation with spectrum
property allocations, carefully designed so as to preserve longer term flex-
ibility and avoid being locked in to the spectrum property model should
open wireless networks prove to be the better approach.
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Spectrum Management: Property Rights,
Markets, and the Commons

Gerald R. Faulhaber and David J. Farber

Introduction

Since 1927, the electromagnetic spectrum has been allocated to uses and
users by the Federal government, covering broadcast radio, microwave
communications systems, broadcast television, satellites, dispatch, police
and national defense needs, among many others. Assignees receive a
license to broadcast certain material (say, taxi dispatch) at a specified fre-
quency and a specified power level (and perhaps direction). For many pur-
poses, this license is time-limited, but with a presumption of renewal; in
fact, radio licenses are almost always renewed. Licensees can only use the
spectrum for the specified purpose and may not sell or lease it to others.

Economists since Ronald Coase (1959) have argued strongly and per-
suasively that allocating a scarce resource by administrative fiat makes lit-
tle sense; establishing a market for spectrum, in which owners could buy,
sell, subdivide and aggregate spectrum parcels would lead to a much more
efficient allocation of this scarce resource. The Federal Communications
Commission (FCC) has gradually been allocating more spectrum for flex-
ible use and since 1993 has been using auctions to award most new wire-
less licenses. However, this experiment in bringing market forces to bear
to allocate radio spectrum has been applied to only about 10 percent of
the most valuable spectrum. Economists continue to press for “marketiz-
ing” spectrum as the surest means to use this important national resource
efficiently (White (2001)).

Meanwhile, substantial strides have been made in radio technology,
including wideband radio (such as spread spectrum and ultra wideband
(UWB)), “agile” radio (one of several applications of software defined
radio (SDR)) and mesh networks (including ad hoc networks and other
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forms of peer-to-peer infrastructure architectures). The developers of
these technologies note that the products based on these technologies
undermine the current system of administrative allocation of exclusive-
use licenses, and call for an “open range,” or commons, approach to the
spectrum that would do away with exclusive use. “Removing the fences,”
in this view, will lead to more efficient use of the spectrum.

While both economists and radio engineers believe the present system
of spectrum allocation is inefficient and wasteful, they appear to have dia-
metrically opposed views of what should replace it. Economists seek to
unleash the power of the market to achieve efficient outcomes; engineers
seek to unleash the power of the commons to achieve efficient outcomes.
Which is right?

We argue in this chapter that this is a false dichotomy. We propose a
legal regime rooted in property rights that can simultaneously support
both private markets and a commons that can accommodate the rapid
diffusion of the new radio technologies, leading to a far more efficient
allocation of this important and limited national resource.

I. Early Radio History: From Innovation to Government Allocation1

At its earliest inception, radio was seen as useful primarily for marine
communications: ship-to-shore telephony. The failure to heed disaster
calls from the Titanic in 1912 and the failure to fully realize the naval
benefits of wireless in World War I created a public sentiment to improve
the maritime uses of wireless communications, leading to the U.S. Navy’s
efforts to cartelize the industry in 1919–1921.

Broadcast radio seems to have arisen spontaneously in 1920–21, when
the first broadcast stations in New York and Pittsburgh went on the air,
reaching thousands of hobbyists with crystal radios. The popularity of
broadcast radio spread very quickly, and its commercial possibilities were
realized almost immediately. However, the problem of interference was
recognized early. If two (or more) broadcasters in the same city chose to
transmit at the same time on the same (or very close) frequency, then each
interfered with the other’s signals and radio listeners were treated to
cacophony. This was good for no one, and in the early years, a de facto
property right standard of “priority in use” arose; quite simply, the first
user “owned” the frequency, and subsequent users had to broadcast else-
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where. This property right was supported by the Department of Com-
merce and by 1926 was recognized by several courts.

In 1926, Herbert Hoover, Secretary of the Commerce Department,
ordered that the Department stop supporting priority in use claims fol-
lowing two conflicting court decisions. The result was rather chaotic; in
major radio markets, interference became the norm as new firms
attempted to poach on the frequencies of popular radio stations. In the
resulting outcry, Congress passed the Radio Act of 1927, which estab-
lished the Federal Radio Agency (FRA) with the responsibility of stew-
ardship of the spectrum and the sole right to determine what various
frequencies could be used for and who could use them. In the ensuing
years, virtually every country in the world emulated the U.S. by estab-
lishing a national agency solely in charge of allocating spectrum to uses
and assigning it to users. All national agencies gather every three years at
the World Radiocommunications Conference to discuss and resolve
radio spectrum problems across administrative boundaries.

In the United States, the Communications Act of 1934 created the Fed-
eral Communications Commission (FCC), vesting in it the FRA’s spec-
trum allocation authority2 (and abolishing the FRA). Since its inception,
the FCC has interpreted its authority as the nation’s spectrum manager
rather broadly. Until quite recently, it imposed the Fairness Doctrine on
broadcast networks and stations, by which broadcasters were required to
cover controversial issues and provide airtime for contrasting viewpoints.
Currently, the FCC also has the authority to review all corporate mergers
and acquisitions that result in the transfer of radio licenses; the standard
governing this review is a rather general “public interest” standard.

The standard procedure (until quite recently) was that an individual or
firm wishing to use spectrum for a specific purpose license for a particu-
lar frequency in a particular location applied to the FCC for a license that
covered only that purpose, frequency and place. After public notice, any-
one else could also apply for the same frequency and location; should there
be more than one applicant, a comparative hearing was held to determine
which applicant was “more suitable” to discharge the public interest obli-
gations of license-holding. Numerous critics have charged that this process
could be politically influenced; one of the more notorious cases concerns
the radio licenses obtained by Lyndon Johnson in the 1940s while he was
a Congressman, which licenses became the foundation of his personal
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fortune (see Caro (1991)). Applicants were issued licenses for specified
purposes; a license for taxi dispatch could not be used for ham radio, for
example. Further, the license was limited to ten years, although issued
with the presumption of renewal. Recently, renewal has become as easy
as sending the FCC a postcard, but in the past license renewals could be
and were challenged.

The award of the license did not grant the licensee any property rights
in the spectrum beyond that of the license. The licensee could not use it
for any purpose other than that specified in the license. If the licensee were
purchased, or merged with another firm, the transfer of the license had to
be approved by the FCC.

More recently, the FCC and Congress have retreated from the compar-
ative hearings model. After a brief foray into licensing analog cellular
licenses by lottery, Congress gave the FCC authority to conduct auctions
for licenses for commercial services, excluding broadcasting. (Currently,
all mutually exclusive FCC licenses except those used for satellite and
public safety services are subject to auction). A number of auctions have
since been held, raising over $14 billion for the U.S. Treasury.3 Again, the
auction winners, like other licensees, do not actually own the spectrum,
but merely the license to operate mobile or fixed service (excluding broad-
casting). The FCC (nor NTIA) does not assert ownership of the spectrum,
but does retain all rights to control it, including the issuance, condition-
ing and revocation of licenses; however, a recent ruling by a bankruptcy
court in the NextWave case4 ruled that a wireless license is considered an
asset of the firm and the FCC has no primacy over other creditors in
reclaiming this particular asset. This would suggest that the FCC’s resid-
ual control of all wireless licenses is not absolute. Additionally, wireless
licenses granted to satellite systems have been explicitly excluded from the
auction process.5

The results of this process are not difficult to predict. Holders of spec-
trum are unwilling to give it up, even when they are unable to make use
of it. For example, the FCC’s experience in the 1950s with UHF television
assigned 330 Mhz of spectrum to this use.6 The experience was not suc-
cessful, and this band is extremely underused. However, license holders
are unable to use the spectrum for any other purpose (such as wireless
telephony) and are unwilling to give it back (see footnote 39). Thus, this
prime spectrum provides little value to consumers, while other uses (such
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as wireless telephony) claim to be in a “spectrum drought.” The political
nature of spectrum allocation is illustrated by Congress’ direction to the
FCC7 to allocate spectrum to the broadcast industry for DTV (digital tel-
evision), which has allocated channels 2–51 for this purpose.8 The broad-
cast industry appears to be stoutly resisting the deployment of DTV and
yet it is unwilling to give up the spectrum Congress gave it for this pur-
pose. Again, valuable spectrum provides little value to consumers while
other uses are starved for spectrum.9

There are several efforts underway at the FCC to improve this highly
inefficient use of the spectrum. “Flexible use” is a policy initiative in which
wireless license holders are permitted to use their spectrum for products
not specified in their original license. For example, if flexible use were
applied to the UHF channels, then UHF license holders could use their
spectrum for wireless telephony (or any other use).10 Nextel is an entre-
preneur that has already taken full advantage of flexible use, offering cell-
phone service using spectrum from the taxi dispatch band. “Band
managers” would permit the licensing of spectrum to firms who could
then lease this spectrum to others on commercial terms.11 The FCC is also
engaged in band clearing, in which current license holders are offered
spectrum in other bands to give up their current allocation that could be
more constructively deployed in other uses. Currently, the UHF channels
52–69 are targeted for band clearing.

Despite the recent moves toward more market-based spectrum alloca-
tion, the dominant mode of managing the spectrum is administrative fiat.
Perhaps the closest analogy to the U.S.’s current approach is that of GOS-
PLAN, the central planning agency in the former Soviet Union. GOS-
PLAN drew up plans for every sector of the Soviet economy, determined
how much of each scarce input was required for each industry and each
factory, and then issued orders to each factory as to how much it was to
produce and to whom it was to be shipped. GOSPLAN was subject to
intense lobbying by powerful factory bosses regarding quotas and ship-
ments, and allocations were politically mediated. While the FCC only
controls the electromagnetic spectrum, it has operated in a very similar
manner, and subject to the same political pressures. It should be no sur-
prise that both GOSPLAN and the FCC processes have had similar
results: woeful inefficiencies and wasted resources (see, for example,
Kwerel and Felker (1985) and Kwerel and Williams (1992)).
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The basics of the system we use today were established when the most
important use of the spectrum was broadcasting and the range of usable
spectrum was about 1 percent of what it is today. Few would argue that
this system is optimal today, but many may lose if the system were
changed. The system is so embedded in how we use the spectrum that
change is practically unthinkable. Current licensees received scarce spec-
trum years ago at zero cost from the government under the expectation
that it would be theirs forever. These licensees include not only TV broad-
casters and telephone companies using microwave relay systems, but
police and fire departments, Department of Defense, taxi dispatchers and
paging companies. While zero-cost transfers represent a windfall gain to
many licensees, to many others it is a component of their public service
obligation that they could not otherwise afford. Is this a system that is
admittedly highly inefficient yet with so many stakeholders that it cannot
be changed?

II. The Economists’ Critique

Ronald Coase The seminal contribution of economists to the issue of
spectrum allocation was made by Ronald Coase (1959). Coase was
awarded the Nobel Prize in Economics in 1991, and in his Nobel auto-
biography, wrote of this work:

I made a study of the Federal Communications Commission which regulated the
broadcasting industry in the United States, including the allocation of the radio
frequency spectrum. I wrote an article, published in 1959, which discussed the
procedures followed by the Commission and suggested that it would be better if
use of the spectrum was determined by the pricing system and was awarded to
the highest bidder. (Coase 1991)

To an economist, this critique is as natural for the FCC’s method of allo-
cating a scarce resource as it was for the Soviet Union’s method of run-
ning its economy. The market is a far more powerful and efficient allocator
of resources than administrators and bureaucrats can ever be, no matter
how knowledgeable and well intentioned. Efficient markets can realize
their magic because they are highly decentralized processors of informa-
tion. Prices are determined by buyers and sellers interacting in the mar-
ket, to ensure that demand and supply are equated. The ability of the
market price to capture all the information regarding supply and demand
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is far greater than that of a centralized planner no matter how sophisti-
cated their planning and allocation tools.

Coase’s critique seems, in retrospect, blindingly obvious. For almost all
activities in the U.S. economy we rely on markets to allocate resources,
and markets work somewhere between pretty well and extremely well.
Why is spectrum allocated using this wildly inefficient, Soviet-style means
of administrative fiat? Coase’s solution was to create sufficient property
rights in spectrum so that it could be sold to private owners who would
then be free to buy, sell and lease spectrum. In legal terms, ownership of
spectrum would be ownership in fee simple.12 Spectrum could be aggre-
gated or subdivided, according to the needs of customers as expressed
through the market. As a result, all frequencies would move to their high-
est valued use. For example, owners of inefficiently used UHF channels
would have both the ability and incentive to sell or lease their spectrum
to wireless telephony firms, or even become such firms themselves.13 The
price at which such transactions occur would reflect the demand and sup-
ply for spectrum; since certain frequencies are particularly useful for cer-
tain in-demand applications, these frequencies might well command a
price premium relative to other frequencies, as the market dictates.14

Fundamental to the efficiency of markets is scarcity. If resources are not
scarce, if consumers can pick their food off trees that are never exhausted
and if there is infinite bandwidth, then there is simply no need to have
markets, which have costs to organize, administer and maintain. Early
hunter-gatherer cultures existed in such a world of plenty; unfortunately,
as populations expand, the previously plentiful becomes scarce and peo-
ple must find a way to allocate these scarce resources. In our own time,
we have seen the oceans undergo the same transformation, as fisheries
historically treated as an international commons became overfished and
stocks have had to be allocated. Over the long haul, costly trial and error
has demonstrated that when resources are scarce, markets are the most
efficient way to allocate these resources. Grand experiments with govern-
ment (rather than market) allocation of economic resources have ended
badly, to say the least.15

Markets have also shown themselves to be particularly friendly to inno-
vation, as owners of assets strive to make their property more valuable
through the use of new technology. Restricted licensing of spectrum,
however, has the opposite effect. Since a licensee can only use his or her
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frequencies for their designated purpose, the incentives to innovate for a
licensee are mitigated. An existing license holder may have incentives to
innovate to increase the capacity of its frequency band if it can thereby
serve more customers. For example, current licensees of satellite bands
may have incentive to convert these bands to terrestrial digital cellular to
make more efficient use of this spectrum. But since they are barred from
different uses, innovation is limited only to existing authorized uses so that
licensees’ incentives to innovate are less than they otherwise would be.

As with any social change, transiting from a government-assigned
licensing regime to a market regime almost always involves costs to
incumbents who have large stakes in the existing system. As mentioned in
the previous section, there are many beneficiaries of the current system
and they can be expected to resist strongly any solution that involves tak-
ing back their long-held assets. We address this question in “Transitioning
to Markets: A Modest Proposal,” below. For the remainder of this sec-
tion, we analyze a market-based system ignoring for the moment the
problems of actually getting there.

As many college freshmen learn in Econ 1, not all markets work per-
fectly, and there is an extensive theory of “market failure.”16 One such
“failure” that can arise from unrestricted use of property is a “spillover,”
in which one property owner’s use creates costs (or benefits) to others. For
example, a factory may produce pollution that is costly to others; alter-
natively, the owner of an apple orchard creates a positive spillover for the
beekeeper next door (and vice versa). In the case of spectrum, spillovers
in the form of out-of-band power in adjacent frequencies are important,
and can generally be controlled by the careful definition of property
rights. In today’s regime, wireless licensees operate under a set of techni-
cal restrictions regarding power and place of emission, and possibly direc-
tion and time of emission. In a property rights regime, these restrictions
would be codified in the property rights of the frequency owner, who
would then be subject to civil penalties should he or she violate these
restrictions. In fact, such restrictions are often codified in property rights
and laws. My right to use my automobile is restricted by speed limits; my
right to use my real property is restricted by noise and nuisance statutes
of my state, county and local municipality. Property rights in spectrum
would be similarly constrained, and in fact we already know what the
constraints are: they are largely defined by the technical restrictions in
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current licenses. These licenses may also include both use restrictions and
equipment restrictions that would not be included in property rights. The
spillover of interference in adjacent bands can thus be eliminated by suit-
ably constraining each owner’s property right to use his or her frequency,
exactly as we do today. Therefore, the spillovers associated with out-of-
band out-of-area frequency emissions can be fully controlled through the
appropriate and careful definition of the owner’s property rights; emitters
who violated these restrictions could be sued by those who suffered from
the resultant spillovers for damages and perhaps penalties.

Interference From the economic perspective, radio interference is the
spillover that is the primary rationale for government control of the spec-
trum. It is the interference spillover that requires limitations on the prop-
erty rights of ownership in a market regime. While we focus on the
property rights of the transmitters of radio energy, the problem of inter-
ference involves both transmitters and receivers. Restrictions on trans-
mitters include in-band power restrictions, so one transmitter doesn’t
interfere with a transmitter at a distant location, and out-of-band power
restrictions, to control emissions in frequency bands in use by others. But
these constraints are based on the ability of the intended receivers to fil-
ter out spurious signals. For example, early TV receivers had little ability
to reject power spills from adjacent TV broadcast bands. As a conse-
quence, “guard bands” of spectrum were designated between each usable
bands so that out-of-band power leakage would not impinge on nearby
signals. The use of guard bands is wasteful of spectrum today, but was
necessary given the technology of the time. Because they employed unso-
phisticated tuners, early TV sets were relatively inexpensive. Today the
ability to discriminate and filter out-of-band power leakage is very inex-
pensive to build into TV sets. However, the wasted spectrum is still there,
“protecting” TV sets, so television set manufacturers have no incentive to
install more sophisticated tuners. The inefficiency of spectrum use is
locked in because of receivers, not transmitters, require the use of guard
bands.17

Today’s technical rules on interference are likely to become tomorrow’s
property rights in spectrum. They are based on a balancing of the current
technology of both transmitters and receivers. As the technology has
evolved, the current licensing system has not been particularly successful
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at reclaiming valuable spectrum by changing the rules. An important
question for any property rights regime is how well it permits property
rights to evolve with technology.

Markets and Property Rights Coase’s critique of the FCC concluded
that spectrum should be allocated by a market, not administrative fiat.
However, markets can function without explicit assignment of property
rights. Indeed, the current model of FCC auctions for spectrum use is just
that—-a market without property rights. The government conducts the
auction for licenses to use the spectrum with only limited ability of the
licensees to deploy new services through their licensed spectrum and to
transfer or sell it. More complete models of markets without property
rights have been suggested by Noam (1998).18

Theoretically, the benefits of the market could be realized via a gov-
ernment-conducted scheme. As a practical matter, such benefits have been
limited by the lack of a secondary market and by continued political
actions to interfere with the operation of the market, such as the afore-
mentioned problems with NextWave, et al. Even with a well-intentioned
and relatively skillful FCC, outcomes of politically controlled market
mechanisms fall short of a well-functioning private market. But private
markets depend upon clearly defined property rights; in order to realize
the full power of the market to bring about more efficient allocations of
spectrum, private markets and therefore property rights are essential.

Enforcement All property rights must be enforceable if they are to be
meaningful. Today’s licensees must be able to enforce their licenses, and
if ownership of spectrum is permitted, owners must have a way to enforce
their property rights.

Typically, property rights are enforced by the rights-holder lodging a
complaint against an alleged infringer. This might be a simple call to the
police that a stranger is trespassing on my land and refuses to leave. It
could be a patent holder filing suit in court against another party accused
of infringing on his or her patent. Under the current system, a licensee
complains to the FCC who may then investigate the complaint and, if
appropriate, punish the infringer. In an ownership regime, the rights-
holder brings a civil suit against the infringer.19 In certain cases, such as
patent law, special courts are available for adjudicating such cases
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because of the specialized knowledge required. In a spectrum ownership
regime, the FCC could retain an enforcement role, or this role could be
subsumed by special “spectrum” courts, or by the general court system.
Thus, there are a variety of enforcement models available for an owner-
ship regime. Which venue is most appropriate depends upon the transac-
tion costs of each. The general court system has the great benefit that it is
ubiquitous and available locally anywhere in the country. However, if
special expertise is required to litigate spectrum claims because of techni-
cal complexity, then special courts or the FCC may be needed, albeit more
costly. Such agencies are subject to “capture” by their constituent firms,
which raises their cost to the economy. If property rights are sufficiently
simple and clear, then the general courts may be the preferred venue.
Should the property rights be less than simple and clear, however, general
courts may be more prone to error and inconsistency, thus raising their
costs to the economy.

Assumptions Underlying Fee Simple Ownership Since the earliest days
of broadcast, the use of spectrum by licensees has properties that are facil-
itated by a fee simple property rights regime (and facilitated, less effi-
ciently, by the current licensing regime). These properties are:

High Power Within the relevant geographic region, emission is at a high
enough power that more than one emitter at the same (or similar) fre-
quency will cause damaging interference to the signal of at least one emit-
ter. In many cases, broadcasters emit 24 hours a day, 7 days a week, and
noninterfering frequency sharing has not been easy or obvious.

Dedicated Frequencies Most broadcasters emit at a particular fre-
quency (or a limited set of frequencies) so that simple receivers can easily
locate them.

Under these assumptions, dedicating certain frequencies to high-pow-
ered licensees/owners is an efficient response to the interference problem.
The difference between a fee simple property rights regime and the cur-
rent licensing system is that a market-based regime is far more flexible
than the rigid bureaucratic processes of regulation. It is therefore a far
more powerful mechanism to achieve an efficient allocation of the scarce
resource of spectrum, as it harnesses the self-interest of owners rather
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than relying on bureaucratic processes. However, technology has not been
standing still, and new technologies have begun to undermine these
assumptions of high power and dedicated frequencies.

The Engineer’s Critique
Since 1938, the FCC has used its “Part 15” rules to permit the unlicensed
use of certain “intentional emitters,” such as garage door openers and
cordless phones.20 Such unlicensed emitters have been constrained to
operate only within certain frequency bands and at relatively low power.
These limits are enforced by requiring the manufacturers of emitting
devices to certify their products as having been tested and found to be
within the FCC’s frequency and power limits. Manufacturers are required
to submit their devices to the FCC or an FCC-approved testing lab. The
FCC may sample the product for compliance. Certification is required for
imported as well as domestically produced electronic products. While
there are opportunities for cheating the system, the consensus within the
industry and the FCC21 is that type certification has generally worked well
at controlling interference, and industry cooperation on device design to
control interference has been successful.

The openness of Part 15 spectrum has also promoted innovation in
spectrum use. Within the FCC constraints, engineers and scientists have
developed systems for spread spectrum technology into cordless phones,
wireless broadband networks into neighborhoods (such as Metricom’s
Ricochet service), short-range wireless LANs and wireless home networks
(such as “Wi-Fi”). Not surprisingly, radio engineers have lauded the
openness of Part 15 spectrum as a boon to innovation.

Further, many have noted that Part 15 spectrum has property rights
akin to that of a commons: an asset available for the use of all, with com-
mon restrictions governing use restrictions for all.22 If innovation has
been so forthcoming in a commons environment of unlicensed use, then
why not extend the commons environment to the entire spectrum? Advo-
cates of this approach compare the level of innovation that has occurred
under this commons model with the much more disappointing level of
innovation under the current licensing regime, which they sometimes
refer to as a private property regime (which it clearly isn’t). There does
not appear to be an evidentiary base for this assertion, however.
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Engineers point to two recent developments that would seem to make
use of the commons model especially well: ultra-wide band (UWB) radio
and software-defined radio (SDR). These two applications show great
commercial promise, and appear on the surface to be incompatible with
both the existing licensing model as well as a property rights market-
based model. We discuss each in turn:

Wideband This form of radio emissions can be used for a variety of pur-
poses, including ground penetration, through-the-wall imaging, and
short-range “radar” for vehicles. It can also be used for two-way com-
munications. The most successful wideband application today is spread
spectrum, used in many cordless phones. This technology allows a signal
to be “spread” across a range of frequencies, trading off power for band-
width. Ultra-wideband (UWB) operates similarly but in a more extreme
form. The signal to be transmitted is captured in small time intervals
(about 1 microsecond) and the signal is converted to a set of very short
pulses (about 1 picosecond) and these pulses are broadcasted over a very
wide bandwidth (greater than 1 Ghz); the broadcaster emits this picosec-
ond pulse in a time slot every microsecond at very low power; the receiver
(which must be synchronized) picks up the low power signal over this
wide bandwidth, and converts it back to (a very good approximation of)
the original signal.

UWB radios essentially trades off lots of power for lots of bandwidth.
The power of the emission is extremely low;23 for most purposes, it is part
of the background radio noise, and non-UWB receivers that are designed
to reject noise would not recognize the signal, so there is no interference
with high-powered broadcasters. The useful range of UWB at these power
levels is rather short, at most a hundred meters at currently authorized
power levels. Interference with other UWB emitters is unlikely; emitters
more than, say, five miles apart can use the same transmit time slot with-
out interference with each other, and there are many time slots.
Additionally, UWB is fault-tolerant, in that the frequency pattern trans-
mitted in the picosecond burst can suffer some degradation and the orig-
inal signal can still be recovered.

On the other hand, the bandwidth of the UWB signal spans a large
fraction of the total frequency available to all, and appears (if undetected)
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at many frequencies for which licensees hold exclusive use. In a property
rights market regime, UWB signals would also appear in frequencies
owned by others, even if not detectable.24

Perhaps the clearest analogy is the right of an aircraft to pass over my
home. As the property owner, I do not have the right to forbid aircraft to
do so, nor may I charge them a fee to do so. However, aircraft regulations
require that aircraft not fly lower than 1000 ft. over any obstacle within
2000’ so as not to create a noise or safety nuisance.25 The property rights
of aircraft owners and pilots are restricted so as not to interfere (by noise
or safety) with my property right to enjoy my home.26 In a similar vein,
the FCC’s recent ruling on UWB limits the power of emissions across the
frequency band so as not to interfere with licensees’ rights to use their fre-
quencies.

Agile Radio This is a form of software defined radio (SDR), a term that
covers a rather broad category of devices and includes any device in
which the received radio signal is processed by software. “Agile” radios
are devices in which a radio can determine if a specific frequency band is
currently in use, emit in that band if not, and switch to another band in
microseconds if another user begins to emit in that band. Both transmit-
ter and receiver must be agile for this system to function. For example, in
principle an agile radio transmitter could use an empty ham radio band
(or government military band) to communicate with an agile radio
receiver; should a ham operator (or military user) start using that band,27

the transmitter would shift to another band within microseconds (the
receiver presumably shifting as well, according to a prearranged script)
and the agile radio communication could continue while the ham opera-
tor used of original band. Provided the agile radio switches its emissions
to another band, it need not interfere with the ham band. As long as there
are sufficient frequency bands so that the agile radio pair can always find
an unused band, agile radio achieves a more efficient use of bandwidth
without interference with existing licensees (or owners, in a property
rights market regime).

Agile radio creates this increased efficiency by dynamic allocation of
spectrum, rather than the current static allocation approach, common to
both the current licensing regime and a property rights regime. For many
purposes, static allocation is the efficient solution; AM-FM and TV
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broadcasting of continuous content to the existing huge base of relatively
simple receivers will be a very important spectrum use for years to come,
and static allocation works perfectly for this application. But dynamic
allocation for certain uses can improve the efficiency of spectrum alloca-
tion, perhaps dramatically. In light of the inefficiencies of the current
licensing regime, this would appear to be an important improvement.

Mesh Networks Mesh networking is a wireless architecture that can use
different forms of radio transmission, including UWB, agile radio, even
cellular. A mesh network of (say) computers28 in a neighborhood could
communicate (possibly at high bandwidth) with a Neighborhood Access
Point (NAP) that could connect directly into the Internet (or possibly the
telephone network).29 Computers out of the immediate range of the NAP
could connect to the NAP using other computers as relay points, thus
extending its range through the use of single or multiple relay “hops” via
the other computers in the network. Apart from the few NAPs required
to seed the network, there is no infrastructure such as cables or fiber
optics needed for mesh networks. The wireless devices themselves form
the network, much as the Internet currently operates.

Mesh networks use much less power than conventional systems which
need every computer to reach a central antenna. Mesh networked com-
puters need only reach the computer next door, and thus need less power.
The architecture takes full advantage of the relay capabilities of the mesh
devices to lower power requirements and therefore minimize interference
problems. Because of this, mesh networks actually increase their capacity
as the geographic density of users increases; in other networks (such as
cellular), increasing density actually decreases available capacity because
of interference.

IV. New Technology and Property Rights

While the new technology opens up new opportunities for efficient use of
spectrum, using either of these technologies appears to violate the license
rights of current licensees. It also appears to be incompatible with a prop-
erty rights market regime as well. Proponents of these technologies claim
that they should be deployed in the context of a commons model, in
which all can use the spectrum whenever they want, as long as we adopt
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simple rules to keep out of each other’s way. In this view, property rights
are the problem, not the solution; “building fences” of property rights
violates the commons principle.

It is understandable that the developers of these new technologies hold
the view that these innovations are likely to deploy most quickly and
effectively in a commons regime. After all, much of the research was con-
ducted within the Part 15 unlicensed spectrum, which is a commons
regime. Further, the new technologies appear to use spectrum in new ways
that don’t easily fit into the legacy business model of high-powered dedi-
cated frequency broadcasting. Why adopt a legacy-driven property rights
model when the new technologies promise an end to scarcity? In this
view, the commons model is best suited to the new technologies.30

Central to the choice between a property right regime and a commons
regime are (i) scarcity and (ii) transaction costs. If a resource is scarce in
that many people contend for its use, then a commons regime will be
afflicted with the “tragedy of the commons,” in which the resource is
overused; in spectrum terms, we experience interference. In the face of
scarcity, a property rights regime will function to ration the scarce
resource; the resource will have a positive price and contention for it is
resolved in the market. However, if the resource isn’t scarce, then a com-
mons regime works quite well without incurring the cost of a property
rights regime. Further, if a property rights regime is imposed where
scarcity is not present, the price of the resource at the margin falls to
zero.31

The structure and magnitude of transaction costs determine the bound-
ary between efficient regimes. If transactions costs of a property rights
regime are quite high, then the costs of the tragedy of the commons must
be quite high indeed to justify using a market regime. If the costs of a
property rights regime are relatively low, then it is likely more efficient
than a commons regime even at low levels of contention costs.32

In order to focus on these central issues, we first examine two property
rights regimes that appear to release both the power of the market and
the power of the new sharing technologies to improve the efficiency of
spectrum use.

Fee Simple Ownership with Noninterference Easement33 In this regime,
individuals and corporations would be able to buy, sell and lease specific
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frequencies in specific locations subject to power (and other technical)
limitations, and would possess the right to emit at any time without inter-
ference. Other emitters could use this spectrum, but only on condition
that they not meaningfully interfere with the owner’s right to clear broad-
cast. Thus, UWB emitters that maintained power levels below the noise
threshold would be noninterferers. Agile radio emitters that vacated a fre-
quency within (say) one microsecond after the frequency owner began
broadcasting would be noninterferers. Conversely, either a UWB emitter
exceeding its power ceiling or an agile radio emitter taking too long to
vacate is an interfering user and becomes subject to penalties.

In this regime, spectrum would be owned but subject to an easement
that any and all users that did not meaningfully interfere with the owner’s
right to the spectrum could not be excluded from using the spectrum. In
effect, this easement creates a commons at all frequencies and in all loca-
tions of a special type: noninterfering uses only.

Enforcement under this regime would require that UWB and agile
radio emitters transmit a unique identifier (similar to identifiers built into
computer network interface cards) and frequency owners could monitor
and record violations. Penalties could be assessed much as traffic viola-
tions are handled; it is likely that third-party collection agencies would
arise to handle these violations on behalf of owners. Such monitoring
would result in costs to owners. Fines for violations could recompense
owners for these expenses.

Pure Fee Simple Ownership In this regime, individuals would be able to
buy, sell and lease specific frequencies in specific locations subject to
power (and other technical) restrictions, and would possess the right of
exclusive use. Other emitters could use this spectrum, but only upon pay-
ment of a fee to the owner. Sharing fees could cover a range of options,
from a long-term lease for the entire band to agile radio noninterfering
use. The prices would vary, depending on the nature of the lease arrange-
ment, with noninterfering uses such as agile radio most likely priced the
lowest. Agile radio users could negotiate long-term use of a band (“for-
ward contract”) or negotiate band use at the moment of use (“spot mar-
ket”). We would expect agile radio users would negotiate with various
band owners in both markets. Prices in the two markets would generally
differ. 
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In the case of spot markets for spectrum, transactions costs are likely
to be significant, as owners would have to monitor all uses, not just inter-
fering uses.34 Just as agile radio transmitters would be required to broad-
cast a unique identifier, owners would have to broadcast their price for
use, and this would likely be most efficiently accomplished by ensuring
that all equipment was fully compatible. Agile radio transmitters could
thus “shop” for the least expensive frequencies.35 It is likely that third-
party collection agencies could manage the flow of lease revenues from
users to owners, which may well involve thousands of lessees making very
small payments each to thousands of lessors. However, there exist insti-
tutions that can handle this problem at minimum transactions cost, even
without the magic of computers. A similar situation arises in the payment
of royalties owed to musicians every time a song is played on the radio or
in a jukebox. There are two associations, BMI and ASCAP, that monitor
radio playlists and jukebox records, bill the responsible parties and send
the receipts to the owners of the music. A similar arrangement is likely to
be successful for band use micropayments as well. However, such a real-
time spot market system will only arise if the transaction costs of owners
is less than the value of the spectrum to lessors.

This regime would generally have higher direct transactions costs than
the easement regime, and may be somewhat less encouraging of innova-
tive noninterfering uses. The magnitude of indirect transactions cost is
less clear; litigation regarding the use of the easement may well be exten-
sive and costly.

These two property rights regimes focus on the emitters of radio
energy; how about the receivers? The introduction of new technology in
one band may only be possible if receivers in adjacent bands can accom-
modate the new technology, which may require a costly upgrade. For
example, if legacy receivers had inexpensive tuners that picked up emis-
sions in neighboring bands, then technologies that uses those bands
would only be noninterfering if the legacy tuners were upgraded to filter
out their emissions. We noted above that in the case of many receivers in
adjacent bands, this could be infeasible if the new service providers had
to convince owners of legacy receivers in adjacent bands to upgrade.
However, the current radio industries have been successful using volun-
tary standard setting among manufacturers. This model focuses on the
manufacturers of receivers rather than end-customers, in particular on the
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chip manufacturers whose products constitute the core of both receivers
and transmitters. If the industry can agree that (say) the introduction of
agile radio is likely to result in more business for all participants, but at
the cost of increasing filtering capabilities for receivers in adjacent bands,
then chip manufacturers may agree to establish enhanced standards for
new receivers (for these adjacent bands) effective immediately. If the aver-
age life of such a receiver is (say) three years, then the agile radio service
providers could begin using their technology in bands adjacent to the
interferes after (say) twice the average receiver life, or six years, assuming
that most receivers in the field at that point incorporate the enhanced
standards.

The use of voluntary industry standards appears to have worked suc-
cessfully in computer hardware and software, which are of course gov-
erned by the market. As new bus architectures have been developed in the
PC market, software developers and peripheral manufacturers produce to
the new standard while maintaining backward compatibility for some
period of time. Eventually, compatibility of complementary products with
sufficiently old systems is dropped, and the technology moves on. We
believe this model is likely to work in the wireless world as well in a prop-
erty-rights-with-noninterference-easement market regime.

Military and Public Emergency Spectrum Use This unique use places
unique demands on spectrum management. During an earthquake or
defense contingency (local or national), there is no time to ask permission
or negotiate with other parties; military and public emergency personnel
need to have immediate preemption capabilities for spectrum capacity
substantially larger than their everyday administrative needs. Under the
current system of allocating spectrum, this requires that the maximum
amount of spectrum be allocated to these uses, even though it is hardly
ever used. Using agile radio technologies, this spectrum can be made
available to others for routine use, with the contractual proviso that mil-
itary and public emergency users have an absolute and immediate pre-
emption right to the spectrum. There is a strong precedent for this; all
private broadcast and cable systems can be immediately preempted by
civil defense authorities who can commandeer their spectrum as part of
the nation’s Emergency Alert System,36 which has a history of over half a
century.
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Transactions Cost and the Tragedy of the Anticommons There are two
forms of transaction costs of concern: (i) direct transaction costs of spec-
trum buyers and sellers; (ii) indirect transaction costs of dispute resolu-
tion. Disputes regarding interference will arise in either a commons
regime or the two property rights regime; it is likely that courts will be
called upon to resolve such disputes, and it is likely that courts will be
more efficient in dealing with the familiar territory of property rights.
However, the property rights with easement may require extensive litiga-
tion prior to establishing clear easement rights. We thus view pure own-
ership as having the lowest indirect transaction costs, ownership with
noninterfering easement as next lowest indirect transaction costs, and
commons as the highest indirect transaction costs.

Direct transaction costs show the opposite ordering. A commons
regime has almost no direct transaction costs as no one is paying any-
one.37 The ownership regimes will incur costs for normal transactions
among parties leasing or selling spectrum, which are unlikely to be sig-
nificant.38 However, transactions between owners and users of the newer
technologies may have higher direct costs if buyers and sellers prefer a
spot market. In this case, equipment capable of identifying and negotiat-
ing electronically within microseconds would need to be deployed. The
technology and cost of this equipment is likely to be commensurate with
the technology and cost of the advanced devices themselves. The capabil-
ities of an agile radio, for example, are similar to the capabilities of
devices required to identify and negotiate with multiple customers at very
high speeds. Whether or not a spot market would be preferred over longer
term contracts is not clear. The cost of the enabling devices for spot mar-
kets may well affect their popularity.

A more serious problem is that of the tragedy of the anticommons, a
phrase coined by Heller (1998). If property has too many owners, each of
which must agree before the property can be put to effective use, then
each owner may attempt to “hold up” the other owners for a greater
share of the rewards to effective use, thus barring the deployment of the
property. Heller and Eisenberg (1998) applied this to patents in biomed-
ical research, and in Heller (1999) he outlined a general theory of the
boundaries of private property. Benkler (1997) uses the idea of the anti-
commons in the context of radio spectrum to argue that the transactions
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cost of a property rights regime may be prohibitive for the new technolo-
gies if legacy owners assert ownership rights.

The argument is perhaps clearest in the case of UWB. Suppose that the
spectrum is exhaustively sold, so that an individual or firm owns each fre-
quency band in each locality. Now consider a UWB transmitter, which
requires the use of hundreds of these frequency bands (albeit at very low
power) to transmit its signal. If the UWB transmitter is required to nego-
tiate a contract with every single owner, and cannot broadcast until every
single owner agrees, then the transaction costs are indeed quite high and
the transmitter unlikely to be successful. The problem is much less severe
for agile radio; if only half the owners agree to transmit short signal
bursts from one agile radio to another, this is more than enough. Not
every owner must agree, and therefore there is no “hold up” problem.
Note also that this problem does not arise at all in the ownership with
easement regime.

The tragedy of the anticommons ensures that the direct transaction
costs for the pure ownership regime may be particularly high for UWB.
For this reason, we favor the ownership with easement regime over the
pure ownership regime.

Ownership and the Commons Establishing property rights in spectrum
is often portrayed as eliminating the commons (Benkler (1997), Reed
(2002), Ikeda (2002)); this is not the case. Commons (and more generally
sharing) can exist within an ownership regime; our recommended owner-
ship regime with an easement for noninterfering uses establishes such a
commons via the easement. Should it be necessary to have a commons for
potentially interfering uses, the most obvious avenue is for the Federal
government can purchase a block of spectrum (which it then owns) and
open the band to general use under terms and conditions similar to Part
15 (for example). In fact, any state or local government can do the same
thing, establishing a “park” in which users are completely free to use the
spectrum without permission provided they follow the rules laid down by
the owner of the “park.” This is perfectly analogous to public lands, such
as National and State Parks, National and State Forests, and municipal
parks. Further, private foundations could establish such “parks;” for
example, there are many horticultural parks open to the public that are
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maintained by private foundations. Local neighborhood cooperatives
could achieve the same end, possibly requiring a one-time or monthly fee
for use. Similarly, private firms could establish such “parks,” charging a
one-time or monthly fee for use. We would expect that manufacturers of
mesh network devices, for example, may choose to “prime the pump” by
establishing spectrum parks in various localities to increase their equip-
ment sales. We might also see existing wireless providers of cellular serv-
ice extend their functionality; for example, Sprint is reported to be
expanding into Wi-Fi networks for its customers (Charney (2002)).

Any or all of these mechanisms would permit mesh networks to flour-
ish. The authors cited above have alleged that an ownership regime is fun-
damentally incompatible with the deployment of mesh networks. In the
paragraph above, we count at least six ways in which mesh networks can
flourish in the ownership regime with noninterfering easement. While we
agree with these authors that mesh networking is an exciting new tech-
nology that may well shape the future of communications, we have
demonstrated that their assertion regarding mesh networking’s incompat-
ibility with an ownership regime is incorrect.

Scarcity, Markets, and New Technology Both economists and engineers
agree that the current licensing regime has led to grossly inefficient use of
the spectrum resource. If the ownership with easement regime is univer-
sally adopted, the alleged “spectrum drought” will almost surely turn into
a “spectrum flood,” as large amounts of underused spectrum come into
the market. Current inefficient uses such as UHF TV39 will come to mar-
ket quickly once a market regime is in place, with more than enough
bandwidth to satisfy immediate demands. Based on this presumption, we
conclude that in the short run, excess demand will likely turn into excess
supply, except in certain especially useful frequency bands. In this situa-
tion, the price of spectrum at the margin is likely to be zero (or very close
to it).40 This short-run excess supply occurs as a result of markets elimi-
nating current inefficient uses. While this may not be good news to cellu-
lar carriers who have spent billions on bandwidth made scarce by
government regulation, it is good news to the consuming public and we
should welcome it. Under either regime, the artificial scarcity created by
the current licensing regime is eliminated.
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We do not expect this short-run excess supply to last. New uses of
radio spectrum should come on stream fairly quickly, promising to fill this
newly available spectrum. But we also expect the new technologies of
UWB, agile radio, and mesh networks to come on stream in parallel, and
these technologies will again result in excess supply of spectrum, certainly
for the medium term. In the long term, we expect that new uses for radio
spectrum will use the spectrum fully, and the demand and supply of this
important resource will come into balance. The demand for spectrum is
likely to grow very rapidly; in the not-too-distant future, this new “unlim-
ited bandwidth”41 would become limited indeed, as demand grew to meet
the available supply. The nature of the market changes, and spectrum
bandwidth now becomes a scarce resource; not now, but in the future.

In a long run world of spectrum scarcity (real this time, not the artifi-
cial scarcity of government allocation), prices are no longer zero and the
commons model breaks down. Agile radios will find the next frequency
they hop to is busy, as is the next, and the next, and so forth. As the air-
waves congest, the best solution will be the market, as it is for virtually
every other economic good or service. In the long run, therefore, the com-
mons portion of the spectrum (including the noninterfering easement)
will be highly congested, and many users will migrate toward owned
spectrum to ensure access and quality. In a world of real spectrum
scarcity, owners will invest in metering gear and charge users a positive
price, ensuring that the spectrum is allocated, in real time and otherwise,
to its highest valued use.

Pure Commons Regime How would a pure commons regime work?
Unfortunately, high power dedicated spectrum uses are likely to be a fix-
ture of any system for a long time, and such uses fare poorly in a com-
mons model as there is no guarantee of noninterference from other high
power dedicated frequency users. If a commons regime were to be
adopted, this would reproduce the radio world of the early 1920s. If all
users were forced to undertake a costly upgrade to agile radio (or UWB,
if feasible), then a commons regime may be workable in the short run, as
long as scarcity is not an issue. However, as new devices and new uses
proliferate, spectrum scarcity will become reality. There still is a limited
amount to go around, and at some point it will get used up. This is 
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especially true of “sweet spot” spectrum that is particularly good for cer-
tain popular services such as cell phones. In this long run view, a com-
mons regime is quite limiting, and another regime change to markets will
be required.

Is it likely that in the long run spectrum will indeed become scarce?
While today’s massive underutilization of spectrum suggests that markets
and new technology may increase available spectrum by orders of mag-
nitude, we have no doubt that clever engineers and aggressive marketers
will find ways to fill that spectrum with new and useful gadgets that we
all must have. We believe the long run answer is clear: ways will be found
to use all the spectrum we can make available, and eventually it will
become scarce.42

Conclusion A market-based ownership with noninterfering easement
regime is compatible with the deployment of UWB, agile radio and mesh
networks. In the short run, we believe this regime is likely to free up so
much spectrum that this resource will be in excess supply. In the long run,
as this resource becomes better used and spectrum becomes scarce, we
expect that owned spectrum becomes more attractive as a superior
method to manage scarcity.

V. Transition to a Market-based Regime

Our chapter thus far has compared the “end-states” of two regimes: the
current licensing regime, the ownership with noninterfering easement
regime, and a commons regime, without discussing how the ownership
regime could actually be obtained in the context of spectrum politics. We
argue above that the market-based regime has more attractive economic
properties than either the commons regime or the current licensing
regime, especially the real-time leasing regime in the long term.

Any transition plan from the current regime to a market-based regime
inevitably will create winners and losers. Losers, of course, will oppose
the transition, and winners may favor it but seek even greater gains. In
other words, the process is essentially political and the transition must be
structured to ensure that all or most stakeholders are not harmed.43 We
thus take the world as it is (warts and all) and seek a politically viable
transition plan to a more efficient regime.
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Defining Property Rights Constructing the bundle of rights that consti-
tute property in spectrum must be done with great care, and must precede
any attempt to institute markets. In particular, the scope of property must
be economically viable in order to avoid the tragedy of the anticommons.
But it must not be so large as to encourage market dominance. DeVany et
al. (1969) discussed in detail how to define property rights in their semi-
nal article, and is an excellent starting point for this exercise. White
(2001) is also useful in this regard. Generally, these authors recommend
that technical constraints regarding time, area (including power limita-
tions) and frequency should constitute the property bundle. Additionally,
our recommended option of a noninterfering easement requires a careful
definition of what constitutes interference. Perhaps more important is to
put in place an efficient dispute resolution system, such as arbitration
with technical expertise. Such a dispute resolution system could establish
case precedent to correct any mistakes of the original property rights dis-
tribution (such as power levels for UWB).

Determining this bundle of rights promises to be a daunting task with
technical, economic and political components to that task. The measure
of difficulty can be assessed by noting the intensity of the recent debate at
the FCC regarding appropriate power and interference levels for ultra
wideband deployment. Getting the bundle perfect is not necessary, as mis-
takes can be remedied by private contracts later. However, getting the
bundle approximately correct is important so that post-market bargain-
ing is more efficient.

Broadly speaking, current licenses constitute economically viable bun-
dles, and the technical requirements of these licenses would be an excel-
lent starting point for a property rights bundle. However, current licenses
also have use restrictions and in some cases actual equipment restrictions.
Such restrictions should not be incorporated into the property rights bun-
dle. In some cases, the current license is tightly tied to a particular use; for
example, point-to-point microwave licenses are geographically restricted
so that they can be used for little else except microwave, thus limiting
their marketability. Such anomalies may need correcting before adopting
a market-based regime.
Getting to Market We present this proposal in broadest conceptual out-
line, without pretense that the technical details have been worked
through. We do not claim authorship of this proposal; this transition plan
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has been put forward by Kwerel and Williams (2002) of the FCC. We
endorse this plan as a starting point for a “win-win” transition to the
market-based technology-friendly regime we believe we need.

The main features of this transition plan are: (i) it moves from a gov-
ernment allocation scheme to a market-based regime; (ii) it is wholly vol-
untary on the part of current license holders; (iii) incentives are provided
so that current licensees will place their current license asset into the mar-
ket; and (iv) it eliminates all use restrictions and keeps all technical restric-
tions as limits on the eventual owners’ property rights.

The process:44

1. The FCC and NTIA announce that in one year’s time, an auction will
be held for all spectrum use rights technically available for broadcast,
including all government-held spectrum for defense, police, fire and
other public safety uses, and “white space” spectrum held by the FCC.

2. Each licensee may choose to place its spectrum in this auction; it need
not do so, but if it does not, then for a period of five years it is pro-
hibited from taking advantage of buying, selling or leasing spectrum
use rights and will continue to be limited to its licensed use.

3. A licensee may place its spectrum use rights into the auction simply by
notifying the FCC of its decision.

4. The auction is held; any party can bid on any spectrum band it wishes,
including part of an existing wireless license.45 If its bid is accepted, the
current licensee receives the full bid payment. The successful bidder
acquires ownership in fee simple with a noninterfering easement with
no restrictions on use but all restrictions relating to interference.

5. No current licensee is required to accept a bid for spectrum it has
placed in the auction; it has the “right of first refusal,” and may keep
the spectrum use right regardless of the bid.46 If the licensee accepts the
bid, then the entire bid is paid to the existing licensee.

6. If the current licensee decides to keep all or part of the frequency band
of his license, it becomes his property (under the ownership with non-
interfering easement regime previously discussed); all use restrictions
are lifted, all technical restrictions remain. The owner is now free to
buy more spectrum, sell all or part of his or her existing spectrum or
lease its spectrum for any length of time.

7. After this “big bang” auction, we expect an active secondary market
in spectrum to arise, in which owners of spectrum can trade freely. The
FCC (and NTIA) would exit the spectrum management business alto-
gether (except possibly for certain enforcement duties).
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The purpose of holding the auction of all spectrum at the same time is
to ensure liquidity; there is enough spectrum available that bidders can be
assured of getting what they want and selling what they want.
Additionally, the single auction becomes a salient event, capturing the
attention of top corporate managers. This ensures that top management
becomes aware that they may be able to capitalize their wireless license
asset to improve shareholder value. Spectrum managers further down in
the organization may have no such incentive, preferring simply to hold on
to their jobs as experts in FCC regulations. With top-level corporate
attention, it is more likely that spectrum would end up in the auction.47

Government Role The role of the Federal government in this “big bang”
auction is twofold: (i) to conduct the auction, and (ii) to participate in the
auction as a buyer or seller to own blocks of spectrum for (a) govern-
mental purposes, such as defense, and (b) public spectrum, or commons,
for use by anyone. We envision the FCC conducting the auction; it has
more operational expertise in this function than any other agency in the
world. We envision an operating arm of the Federal government (perhaps
the Department of Commerce) deciding how much spectrum is needed for
governmental purposes and for public commons purposes, as directed by
Congress. After the auction, the government can go to the secondary mar-
ket if it needs more or less spectrum for its purposes. Thus, the extent of
public spectrum held as a commons is a political decision made in the
broader context of a property rights-based regime.48

Most important, there would seem to be few if any losers from partic-
ipating in this process. Current holders of wireless licenses would be
afforded the opportunity to capitalize some or all of their assets; if they
chose not to do so, they now own these assets and can use, sell or lease
them as they wish in the future. Those who are not current licensees but
who require spectrum for their business plans now have the opportunity
to buy it on the open market. No one is forced to put their spectrum at
auction; but if they choose not to do so, they cannot take advantage of
the new regime for five years. Everyone is better off participating in this
process rather than not.49

We note the similarity of our proposal to that of Lessig (2001), who
also proposes a mixed system of property and of commons. We arrive at



220 Chapter 7

our solution from a property base, while Lessig appears to arrive at his
from a regulatory base. Nevertheless, we arrive at similar recommenda-
tions from very different bases, suggesting a common ground between
market advocates and commons advocates.

Conclusion

In this chapter, we considered property rights regimes and a commons
regime in spectrum as alternatives to the current licensing regime, which
appears to lead to substantial inefficiencies in spectrum allocation. We
noted that economists have favored a market-based regime while engi-
neers have favored a commons-based regime to promote new technolo-
gies. We show that there is a property rights market-based regimes that
unleash the power of the market and unleash the power of the new tech-
nologies to efficiently allocate spectrum that is likely to meet our needs for
the near-term future. The presumed dichotomy between the market-based
and the commons-based views has been resolved, so that both objectives
can be realized. We also outline a transition process to achieve the desired
regime outcome that is a “win-win” for all stakeholders, and could be
politically feasible. The change to a property rights regime is likely to
lower the cost of spectrum substantially, in many cases to zero. Both a
commons model and a market model can co-exist it would seem, at least
until spectrum becomes truly scarce. 
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Notes

1. The historical material presented here is drawn from Hazlett (1998), to whom
the authors are indebted for his work in spectrum economics spanning over a
decade, and from Benkler (1997), who presents a somewhat different view of the
early history of radio.
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2. The Commerce Department retained control over all spectrum used by the
Federal government. This authority is now vested in the National Telecommuni-
cations and Information Agency (NTIA) within Commerce.

3. http://www.fcc.gov/auctions/summary

4. NextWave Personal Communications Inc. v. FCC, 254 F.3d 130 (D.C. Cir.
2001). The FCC has appealed this ruling to the Supreme Court; the issue remains
unsettled as of this writing.

5. ORBIT Act, Public Law 106–180, 114 Stat. 48 (2000).

6. By way of comparison, the FCC auctioned a total of 120 Mhz (in each metro
area) for PCS use.

7. Balanced Budget Act of 1997. U.S. Public Law 105–33, 111Stat 258,105th
Cong.,1st sess., 5 August 1997

8. 3 FCC Rcd 7418 (1998)

9. Hazlett (2001) presents a thorough and carefully documented history of FCC
spectrum decisions, illustrating the systematic inefficiencies of the administrative
process with extensive case studies.

10. Kwerel and Williams (1992).

11. FCC, 2000 Second Report and Order, Service Rules for the 746–764 and
776–794 MHz Bands, and Revisions to Part 27 of the Commission’s Rules, WT
Docket No. 99–168, FCC 00–90 (rel. March 9, 2000).

12. Fee simple is the most common type of ownership (usually applied to real
estate, more generally any ownership) that allows the owner to have unlimited
control over a property. Black’s Law Dictionary (6th ed., St. Paul, Minn.: West
Publishing Co. at p. 615, 1990) defines fee simple as follows: “A fee simple estate
is one in which the owner is entitled to the entire property, with unconditional
power of disposition during one’s life, and descending to one’s heirs and legal rep-
resentatives upon one’s death intestate. Such estate is unlimited as to duration, dis-
position, and descendibility.”

13. Ownership generally confers two social benefits: (i) the owner has an incen-
tive to deploy his or her assets in a way that maximizes the value of that asset,
including selling or leasing it, which ensures that the asset is employed in its most
valued use; (ii) the owner has a stewardship incentive to improve the asset (or not
let it depreciate) if that increases its net value, such as improving land (in some
cases, net value may be increased by permitting the property to depreciate).
Spectrum ownership would satisfy the first but not the second condition, as it is
neither improvable nor depreciable. While ownership permits spectrum assets to
move to their highest valued use, the lack of a stewardship function may lead
spectrum owners to be viewed as mere rentiers or “middlemen,” an economic
function historically held in low regard by the general public.

14. In some cases, a use may be highly valued publicly but not be amenable to
private production. For example, PBS is a public broadcasting network that pro-
duces TV shows that might otherwise be produced but have some public benefit
and so receives both governmental and charitable support. There are, of course,
other examples of worthy endeavors that require governmental or charitable sup-
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port, such as live opera. In a market model, PBS (or a similar service) would buy
its spectrum with government/charitable funds if the sponsoring organizations
believed this to be the best use of their funds for the public benefit. If they believed
some other use superior, then PBS may not survive. But this is a decision best
taken by this venture’s sponsoring organizations.

15. The government must provide the essential infrastructure of laws, regula-
tions, and courts to ensure that markets can perform their job of allocating
resources well. But government provision of the market infrastructure is different
than government substituting for the market.

16. Such failures include public goods (such as national defense and the justice
system), information asymmetries (such as consumers’ lack of knowledge about
drug efficacy), natural monopolies (such as electric power distribution), and
spillovers (such as pollution or network effects). Of these possible market failures,
only spillovers appear to be present in the case of spectrum (although the use of
spectrum may have public good aspects, such as Part 15 spectrum).

17. In fact, all modern TV sets have digital filters, simply because they are now
cheaper and produce a better picture quality than the older filters.

18. Noam’s plan appears to involve a government-operated central monitor and
market-making computer to clear all transactions in real time, that is, a spot mar-
ket for spectrum use.

19. Public enforcement, such as the police, is usually only available if there is an
immediate threat to life or property.

20. Part 15 rules were originally adopted to cover “wireless phonograph,” a
device whose time has not yet arrived. It was later used to govern “unintentional
emitters,” such as televisions and personal computers, whose operation caused
the emission of electromagnetic radiation. The rules limited both the power and
the frequency of the emissions of such devices 

21. John Reed, Senior Engineer, Technical Rules Branch, FCC, personal conver-
sation 4/10/02. 

22. We oversimplify; restricted sharing is permitted in certain other bands, in
which low power devices are permitted to emit radiation in licensed bands.

23. With the exception of ground-penetrating radar (GPR), which is quite pow-
erful and would be an interfering use if not pointed into the ground.

24. Note that UWB radio could broadcast at much higher power and have a
greatly extended range; however, that would lift emissions out of the noise and
become an interfering use. Even now, certain existing low power uses such as
Global Positioning System (GPS) receivers claim UWB can cause interference with
their systems if operated at somewhat higher power levels than recently approved
by the FCC.

25. Title 14, Code of Federal Regulations, Section 91.119 of the General
Operating and Flight Rules

26. Note that the current property right regime for real property could well be
modified to permit homeowners to restrict aircraft overflight rights or set a price
for each overflight, perhaps dependent upon altitude. There would clearly be a
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cost to such a system (see our discussion below regarding the tragedy of the anti-
commons), but only justifiable if airspace were a scarce resource, subject to con-
gestion. Currently, airspace is regulated for safety and congestion concerns by the
FAA (in the United States) so a price system based on overflight rights is neither
necessary nor particularly efficient.

27. Current technologies that use “listen before talk” may not completely avoid
interference with agile radio. Some form of “get permission before talk” may be
necessary.

28. Mesh network architecture can be used not only for computers but also for
voice and indeed any radio transmission; it can also be used with a mix of trans-
mission technologies, such as agile, UWB, cellular, CB radio, etc.

29. A current example of a mesh network is Metricom’s Ricochet network (now
emerging from bankruptcy) which had many thousands of users in multiple cities
at its peak. Metricom was based on ideas and patents of Paul Baran (see
http://www.ricochet.net).

30. A number of technical and legal scholars have made this argument persua-
sively, including Lessig (2001), Benkler (1997), Jackson (1999), Ikeda (2002), and
Reed (2002).

31. In the case of a property rights regime for spectrum, this does not mean that
all spectrum would carry a zero price; there may be legacy uses of certain fre-
quencies in certain locations that would continue to carry a high price. But it does
mean that should spectrum not be scarce, then some spectrum would be available
at a near-zero price.

32. For an early but complete discussion of the role of property rights and their
emergence, see Harold Demsetz (1967)

33. We use the term “easement” somewhat freely, to indicate a restriction on
ownership that specified others may use the property for specified purposes under
specified conditions.

34. Obviously, such measuring and metering devices do not exist today, as there
is no use for them in the current licensing regime. The technology to create such
devices is well within today’s state of the art; if produced in volume are likely to
be low cost. However, they do represent a transaction cost to operating a market
system.

35. This plan is quite similar to that suggested by Eli Noam, op.cit. As noted
above, Noam’s plan involves a government-operated central monitor and market-
making computer to clear all transactions. We envision each owner implementing
such a system (if economically feasible). See also a critique of this plan by Thomas
Hazlett (1998). 

36. See http://www.fcc.gov/eb/easfact.html for a description of the Emergency
Alert System.

37. This may not be true; if the government is the controller of the commons, it
may assess a fee to all users to cover administrative expenses, including dispute
resolution costs.

38. Such transactions occur in all other sectors of the economy: the owner of a
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factory in New Jersey (or of 20 Mhz of spectrum in New York City) may sell this
asset to another party as a normal commercial transaction.

39. At present, UHF stations are broadcasting and virtually no one is watching;
the reason is the FCC’s “must carry” rule: any local station doing over-the-air
broadcasting must be carried by local cable television. Therefore, any station
broadcasting, even though no one is watching the over-the-air broadcast, get car-
ried on cable TV, where lots of households are watching. We would propose that
the FCC grandfather the “must carry” rule for all currently broadcasting stations;
without requiring them to continue this unnecessary activity.

40. Not all spectrum will be priced near zero; for example, FM radio station fre-
quencies and cellular wireless frequencies will continue to command a premium.
Our assertion is that some spectrum will be available at low cost.

41. The pre–1996 Internet community was particularly fond of the “unlimited
bandwidth” vision of the Internet. Everything could be free, it was argued,
because the bandwidth of the Internet was virtually unlimited. Post–1996, the
phenomenal growth of Internet traffic quickly dispelled the notion of unlimited
bandwidth; new applications engendered new demand that quickly exhausted
what had appeared to be unlimited supply, and then some. Similarly, we have
great faith in electronic engineers and entrepreneurs to create a demand for spec-
trum that will fill every nook and cranny of it.

42. A more subtle point is that technological advances can increase the efficiency
with which we use spectrum. But if more spectrum is available at zero cost, then
it doesn’t pay to invest in using spectrum more efficiently. Only as spectrum
becomes scarce (as it is now, artificially, and as it will be in the future, for real)
does it pay to invest in more efficient use.

43. Inevitably, that means perceived inequities that have been built into current
system will not be “corrected.” Some may view certain current licensees as unde-
serving of reward, either because they received their licenses through questionable
political dealings or from corporate power. We believe that moving toward a more
efficient regime of spectrum allocation is far more important than correcting for
perceived inequities in the current allocation of licenses.

44. Our characterization of the Kwerel-Williams plan is somewhat more aggres-
sive than that discussed in their paper; we both admire and borrow the concept
but supply some details ourselves, for which we beg the authors’ indulgence.

45. It would be preferable for bidders to be permitted “combinatorial” bids, in
which they may bid on a combination of existing licenses. See
http://wireless.fcc.gov/auctions/31/releases/milgrom_reply.pdf for a description of
combinatorial bidding in the context of licenses for wireless communications.

46. It would appear that there is no economic reason to hold spectrum back from
the auction, as the current incumbent always has the right to refuse all bids. This
is correct; incumbents are better off placing their spectrum into the auction than
not. The holdback option gives all incumbents a pure “no change” option, and
can help focus managers and shareowners on the benefits of using the auction
process to value their asset and possibly monetize it.
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47. A similar situation obtains in the public sector. A police chief has little incen-
tive to put his or her excess public safety band in an auction; however, his mayor
and city council might consider a partial sell-off of police bandwidth a good budg-
etary tradeoff.

48. Our proposal is perfectly analogous to land use. All land in the United States
is owned, and the Federal government is the largest owner of land in the country.
Some of this land is owned for government business and much is owned as a pub-
lic resource. How much land is committed to each use is a political decision,
implemented through real property markets.

49. However, the process may result in some parties being made worse off, com-
pared to the existing regime. For example, if we are correct that the price of spec-
trum use rights at the margin will decline, then parties with large investments in
current licenses will see the price of their asset decline.
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8
“Functionality” as the Distinction Between
Patent and Copyright Subject Matter

Dennis S. Karjala

In State Street Bank & Trust Co. v. Signature Financial. Group, Inc.,1 the
Court of Appeals for the Federal Circuit rejected the long-accepted exclu-
sion of “business methods” as patent subject matter. Shortly thereafter
that same court held that physical transformation of material from one
state to another was not a requirement for patentability.2 The test, rather,
is whether an algorithm or process is “applied in a practical manner to
produce a useful result.”3 The scholarly commentary on these develop-
ments has ranged largely from highly critical to neutral.4

This article argues that digital information technology has largely
forced these developments in patent law. For one thing, information as
such as well as useful and creative ways of organizing and processing
information, are increasingly the end products of industry. If patent is to
be limited to physical artifacts and their manipulation by industrial
processes, it is likely to become increasingly irrelevant as we move more
and more to an information-as-product economy. Even more important,
the already much eroded distinction between patent and copyright sub-
ject matter would almost completely disappear for digital technologies,
resulting in expanded copyright coverage of many works that are tech-
nological in nature. If patent is bad for any of these things, copyright’s
long term and broad scope of protection make copyright almost surely
worse. Yet, if patent protection is categorically denied on subject matter
grounds, courts are likely to try to fill the apparent gap in protection with
copyright. The article thus concludes that accepting applied and useful,
although nonphysical, processes as patent subject matter is the only way
to maintain the critical distinction from copyright subject matter and
that we should look to the other requirements for patentability, such as
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objectively verifiable usefulness, novelty, and nonobviousness, for limit-
ing untoward effects.

I. Patent and Copyright

The patent and copyright regimes have a common overall goal. Each
seeks to promote the general welfare by protecting the fruits of intellec-
tual creativity from activities that would undermine the author’s or inven-
tor’s ability to reap a fair return from investments of time, money, or
talent. They go about their daily business, however, in very different
ways.5 Copyright arises automatically upon fixation of copyright subject
matter in a tangible medium, the scope of copyright protection is defined
by the vague idea/expression dichotomy, copyright infringement is deter-
mined by the equally vague “substantial similarity” standard, and the
term of copyright protection endures for 70 after the death of the author.
Patents, on the other hand, issue only upon formal application and after
examination by a skilled examiner for “novelty,” “utility,” and “nonob-
viousness,” the scope of patent protection is defined and narrowly limited
by the claims, and the term of patent protection is only 20 years. As long
as the distinctions between the respective subject matters covered by these
regimes were well defined, creators might have had an abstract preference
for one regime over the other but there was little they could do about it.
Nonfunctional works of art, literature, and music were covered by copy-
right, and functional works of technology were covered by patent. 

The advent of digital technologies changed all that. Patent’s initial
foot-dragging with respect to computer programs (functional subject mat-
ter)6 allowed copyright to establish a firm beachhead in this crucial field
of technology.7 Now patent is a major player in the field of software pro-
tection8 and has recently expanded its subject matter coverage to include
“business methods.”9 The former expansion is, or should be, relatively
uncontroversial, at least in principle,10 but the latter has come under
heavy criticism11 and has engendered a number of suggestions for damage
control.12 Under the authority of Baker v. Selden,13 courts over the years
have denied copyright protection to a variety of schemes and plans for
accomplishing real-world tasks.14 However, especially in recent years,
copyright has quietly been expanding its role in the protection of func-
tional works beyond computer programs, with courts protecting tax-
onomies and other systems for presenting or organizing information,
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techniques for producing factual information, and even business and
teaching methods.

I suggest that the clamor over business methods as patent subject mat-
ter basically misses the real issue. The principle of hardware/software
equivalence—that is, the principle that for every general purpose com-
puter running under the control of computer software there is an equiva-
lent device consisting solely of hardware that is indistinguishable15—
basically eliminates the subject-matter issue for the programmed machine
itself. Supposes, for example, that someone has an electronic machine
composed solely of hardware (physical wires, transistors and other circuit
elements, solder joints, and so forth) that accomplishes a particular task
(such as receiving and playing radio signals or calculating sums). No one
would deny that this machine constitutes patent subject matter.16 The
principle of hardware/software equivalence says that the function of this
machine may be exactly duplicated solely with software and a general
purpose computer (and perhaps some input/output devices). If the pure
hardware device is patent subject matter, which it is, there can be no basis
for denying similar status to a machine built with software that does
exactly the same thing. We are thus forced to inquire more carefully into
the process the programmed machine is implementing via the software to
determine whether a patent is available.17 Abstract ideas, laws of nature,
and natural processes, as well as the art, literature, and music constitut-
ing the subject matter of traditional copyright,18 remain outside the
bounds of patent. We must, therefore, distinguish between the technolog-
ical software that implements any of these patent-unprotected subject
matters and the subject matters themselves.19 Retaining the exclusion of
business methods from patent subject matter would not eliminate the
need for this distinction.20 While that alone is not a ground for deeming
business methods to be patent subject matter, a valid ground may arise
from consideration of what would likely happen under copyright if they
remain categorically excluded from patent coverage.

Patent’s initial failure to protect computer software to any degree, cou-
pled with congressional reliance on copyright to protect against piracy of
code, led initially to a great expansion of copyright protection for com-
puter programs. Courts not only held that code was protected by copy-
right but also the “structure, sequence, and organization” of the program
as well as functional aspects of the user interfaces.21 Since 1992 courts
seem to have cut back somewhat on the heavily overprotective scheme
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they had devised for computer programs,22 but judicial misunderstanding
of the scope and purpose of a software copyright remains widespread.23

Most business methods for which patents are sought are implemented by
computer. Thus, copyright protects the implementing computer program.
If the process implemented by the computer, through the program, is seen
by copyright courts as “creative” (even though the program code itself
may be perfectly routine), they are likely to try to correct with copyright
what they view as wrongful appropriation of the fruits of another’s cre-
ativity.24 This could easily lead to the same intellectual property mess for
business methodologies that we had for computer software.

Basically, if patent is bad for business methods, copyright is worse. It
is therefore better to deal with this subject matter under patent and try to
limit the damage by insisting on application of the traditional patent
norms of objectively verifiable and specific claims, a meaningful utility
requirement, narrow notions of equivalence in determining infringement,
and a real nonobviousness hurdle. The same reasoning that leads to this
conclusion for business methods, however, also applies more generally to
any functional process. Part II of this article argues for functionality and
incremental improvability as the touchstone for denying copyright pro-
tection. A longer version of this article25 gives extended consideration to
a number of situations in which copyright courts have either protected or
come dangerously close to protecting subject matter that should, under
this functionality analysis, lie outside of copyright. These fact situations
involve accounting systems and similar business methods, maps and com-
pilations, methods of gathering and presenting information, taxonomies,
model codes and statutes, teaching methodologies, standardized tests, and
various miscellaneous “systems.” Part III of this article addresses the
question of whether patent must inevitably be the quid pro quo for deny-
ing copyright protection or whether we can safely attempt to deny pro-
tection, on categorical subject-matter grounds, under both regimes. 

II. Patent and Copyright Subject Matter—Functionality and
Incremental Improvability

Why do we have two very different statutes aimed at protecting the fruits
of intellectual creativity? I have addressed this question on numerous
occasions in attempting to define the appropriate scope, beyond code, of
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the copyright in a computer program.26 In that context, I have argued that
patent protects creative but functional invention, while copyright protects
creative but nonfunctional authorship.27 For these purposes, I have
defined “functionality” to be distinct from merely “useful”28 and have
relied on the Copyright Act’s definition of a “useful article” as a starting
point for focusing on the differences between patent and copyright sub-
ject matter: “[A] ‘useful article’ is an article having an intrinsic utilitarian
function that is not merely to portray the appearance of the article or to
convey information. . . .”29 Thus, maps and dictionaries, while often “use-
ful,” are not “useful articles” under this definition (and are therefore not
“functional” under my definition) because their sole utility is to convey
information. This disarmingly simple definition captures much of the dis-
tinction between the functional subject matter of traditional patent law
and the informational subject matter (however useful) of traditional copy-
right law. We have made this distinction because the social desirability of
allowing later creators of functional works to build on and improve what
has come before necessitates a more clearly defined property right in tech-
nological advances, a shorter term of protection, and (at least in theory)
a more significant (nonobvious) step forward.30 Whatever the correctness
of copyright’s broad scope of protection for traditional literary and artis-
tic works31 and its extremely long term of protection, they are wholly
inappropriate to useful arts that progress by incremental contributions
from a wide variety of sources.

Traditional copyright subject matter was indeed nonfunctional under
this definition, because it was useful only in entertaining (by presenting an
appearance or sound) or informing human beings.32 However, this
approach of treating functional works as patent subject matter must make
an exception for computer program code (at least application program
code).33 While code is clearly functional under my definition, Congress
mandated copyright protection for code in adopting the recommendations
of the National Commission on New Technological Uses of Copyright
Works (CONTU).34 An exception for program code is also necessary as 
a policy matter, because of its vulnerability to fast and inexpensive elec-
tronic copying.35 Program code is therefore a sui generis exception to sec-
tion 102(b)36 and to Baker v. Selden,37 which is the foundation of the
general rule that patent, and not copyright, has the job of protecting func-
tion.38 Excepting functional program code from the functionality test for



232 Chapter 8

distinguishing patent and copyright subject matter, however, does not
mean that functionality should play no future role in separating these two
classes of intellectual property.39 Indeed, if functionality were to be aban-
doned, we would be forced to inquire what sense, if any, it would make to
continue with two such different modes of protection.

Functionality is thus the basic determinant of the patent/copyright
boundary: Anything that is a “useful article” under the Copyright Act’s
definition40 should be at least prima facie patent, and not copyright, sub-
ject matter. Exceptions might be made for certain classes of works for
which misappropriation by means of fast, cheap, and easy copying
appears to be a particular danger.41 The Copyright Act’s “useful article”
definition, however, does not capture the whole of the distinction between
patent and copyright subject matter. Copyright protection does not
extend, for example, to a “system” or “process,”42 although applied
processes have long been patent subject matter.43 In particular, many sys-
tems (such as accounting systems) or processes (such as how to bake a
cake) are conceptual algorithms that inform human beings how to do
something but are not self-executing. They are therefore not “functional”
under direct application of the Copyright Act’s definition of “useful arti-
cle.”44 We must therefore probe more deeply to find the dividing line
between patent and copyright for such intellectual creations.

In seeking a more general principle for determining the appropriate
21st-century boundary between patent and copyright, it is instructive to
inquire into the historical reasons for the differences between the patent
and copyright systems. Why is it that patents are more narrowly defined
than copyrights, are harder to get, persist for a shorter time, and are eas-
ier to defend against in cases of nonliteral copying, even though both
patent and copyright are aimed at the same overall goal of promoting and
protecting the fruits of intellectual creativity?45 We can begin to get a han-
dle on this question by looking at the differences between traditional non-
functional copyright subject matter and functional patent subject matter.
Functional works—works that are used by human beings to do some-
thing other than to inform or entertain themselves or others—are usually
amenable to objectively measurable incremental improvement. Attaching
a motor to a drive shaft and some wheels may be a fundamental advance
in the art of transport, but once available that basic vehicle can be im-
proved in an incremental series of smaller steps by the addition of brakes,
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headlights, a roof, windows, bumpers and other crash protection devices,
and so forth. These incremental improvements can themselves each usu-
ally be improved, again most often in incremental fashion. If the original
vehicle were protected by copyright, there is a good chance that the
improved vehicle (with the brakes, headlights, etc.) would infringe under
copyright’s “substantial similarity” test for infringement. Moreover, the
copyright would persist for 70 years after the death of the “author” of the
original vehicle, quite possibly well over 100 years.46 The inappropriate-
ness of copyright in this case is self-evident. Broad protection for such a
long time would give the original vehicle inventor the sole right to make
improvements for a century, inhibiting much more improvement in the
useful art of vehicle transportation than it would engender.47

The policy basis for the radically different natures of the patent and
copyright regimes is thus the social desirability of allowing all those
skilled in the relevant art to try their hands at incremental improvement
of functional works.48 The same can be said of the industrial processes
that, while not directly functional under the definition offered above,
have long been a part of patent subject matter. A rubber-curing process,
for example, can be improved by using a computer to make the complex
real-time calculations necessary for determining exactly when to open the
mold.49 Allowing for incremental improvement in functional works, as
defined above, is important for socially desirable technological advance.
Moreover, “improvement” in functional works is usually objectively
measurable, not in the sense that the improved version is desirable (that
is for the market to determine under either the patent or copyright sys-
tem) but rather that it does what it does, for example, faster, more accu-
rately, more quietly, or using fewer resources, perhaps with a concomitant
array of disadvantages over the prior art (takes up more space, costs more
to produce, is somewhat more dangerous or difficult to use, and so forth).
Whether the improved version actually embodies a particular array of
characteristics will be a matter of general agreement, even if not everyone
(or indeed anyone) actually chooses to buy or use it.50

Traditional copyright subject matter, on the other hand, is not subject
to improvement in the same way; or, at least, allowing incremental
“improvement” of traditional works of art, literature, and music is less
pressing than for functional works.51 It is less pressing for informational
works like compilations and dictionaries, not because they cannot be
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incrementally improved but because the disincentive to initial creation
would outweigh the benefits of incremental improvements like error cor-
rections. For copyright-protected works like novels or films, it is even less
important to encourage incremental improvement by all comers. First, no
one can say what an “improvement” is in these cases, because the appeal
is to people’s aesthetic taste. Second, “improvement” of these works does
not build continuously. Few, if any, book lovers would read what is essen-
tially the same novel ten times to see what “improvements” were made
by ten successive improvers. This does not necessarily justify the broad
scope of copyright protection, which prevents rewriting even entirely new
sequels involving the characters created in a protected work.52 It says
merely that disallowing incremental improvement of art, literature, and
music does not as strongly conflict with underlying economic policy goals
as would similar limitations with respect to functional subject matter. 

Systems and processes that are “applied in a practical manner to pro-
duce a useful result”53 are thus those whose usefulness for their intended
purposes generally improves in an objectively articulable, incremental
manner.54 Such systems and processes are “functional” and should seek
intellectual property protection in the patent, and not the copyright,
regime, even though they are not directly functional under the “useful
article” definition. The policy basis for channeling these works to the
patent system is incremental improvability, in the sense that such systems
and processes can be made to achieve their results faster, more cheaply,
more efficiently, more accurately, or in more user-friendly way by allow-
ing general tinkering with their component steps, without unduly under-
mining incentives for their initial creation or their ongoing development.
Copyright protection would give a very long-term monopoly in making
those improvements to the first person who describes the system or
process in an underlying copyright-protected work. The undesirability of
this result is the reason for section 102(b). My suggestion here is thus an
amplification of what these terms in section 102(b) should actually mean
in practice. I am further suggesting that courts interpreting section 102(b)
in application to such works are more likely to get the correct result—
exclusion from protection as copyright subject matter—if the functional
system or process in question is considered patent subject matter.

In drawing the subject matter boundary between patent and copy-
right for processes relating to information, we must distinguish between
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improvements in the quality of information content and improvements in
the means for gathering, presenting, or using information. Information
with no other application other than its appeal to the judgment of a
human audience is, and for the foreseeable future will remain, the core of
copyright, as reflected in the Copyright Act’s definition of a “useful arti-
cle,”55 even where for reasons unrelated to the patent/copyright boundary
we deliberately exclude certain information, such as “facts,”56 from copy-
right protection. Therefore, “improvements” in information content as
such should be considered to lie outside of patent coverage, no less than
traditional works or art, music, and literature.57

On the other hand, some methods or ways of gathering, organizing,
presenting, or using information can be improved incrementally by reduc-
ing costs, enhancing accuracy, augmenting ease of use or modification, or,
more generally, making the use of available information more effective in
some objective sense. Like most incremental improvements of existing
technology, we may assume that most improvements in information-han-
dling methodologies will not be patentable. The thesis presented here is
that, if any such methodology is unpatentable, it should not be on the
ground that the method is not patent subject matter. Rather, denial of
patentability should be `grounded in anticipation, lack of objectively ver-
ifiable utility (in the sense that the claimant cannot demonstrate that the
methodology does what she claims), failure to enable or distinctly claim,
or obviousness. Concomitantly, categorizing these methodologies as
patent subject matter should result in their exclusion from copyright pro-
tection under section 102(b) of the Copyright Act. The only “arrange-
ments” of information that should be treated as copyright subject matter
are those whose appeal lies wholly in the aesthetic appearance of the
arrangement or are chosen out of the wholly subjective judgment of the
arranger. The longer version of this article develops these ideas more fully. 

“Functionality,” it must be admitted, is not wholly successful at des-
cribing the historical distinctions we have made between patent and copy-
right subject matter,58 although I believe it does describe the distinctions
as well as any single concept can. Its importance lies not in its descriptive
power but rather in the normative analytical generality that allows it to
be applied to a number of troublesome works, without forcing many
changes in established principles. The full version of this article applies the
“incremental improvability” concept to business methods, legal forms,
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methods of presenting information, taxonomies, and other functional sys-
tems and methodologies to argue that patent, strictly construed, is gener-
ally a socially more desirable means of protecting such subject matters
than copyright. We skip this detailed analysis here and consider next the
more general question of whether functional works, as defined herein,
should always be considered patent subject matter or whether, on the
other hand, there remains a basis for categorical exclusions from patent
notwithstanding functionality.

III. Must We Choose Between Patent and Copyright for Functional
Processes?

Detailed analysis of a number of information-delivery methodologies
and systems, which is undertaken in the longer version of this article,
demonstrates that courts are often willing to protect functional method-
ologies as nonliteral elements of the copyright-protected works from
which the methodologies are discernible. For the situations analyzed,
such as accounting systems, taxonomies, and methods for presenting
information, the suggested remedy is usually to treat the methods or sys-
tems in question as patent subject matter. This then concedes patentabil-
ity if the patent hurdles of anticipation, obviousness, demonstrable utility,
and clear specification can be surmounted, subject to the limitation that
abstract ideas and laws of nature, as well as traditional information
works of art, music, and literature,59 are still excluded. There may well
be cases, however, where society will reap the benefit of the advance even
without offering the incentive of patent law.60 United States intellectual
property law is incentive based. That is, we recognize patent and copy-
right rights for the purpose of encouraging the creation and public dis-
tribution of desirable works; reward to the author or inventor is a simply
a means of achieving that end.61 The question, then, is whether there are
not some classes of functional processes or methodologies for which cat-
egorical denial of both patent and copyright protection is justified, even
for works within those classes that otherwise meet the conditions speci-
fied by one of those two regimes.

On the one hand, detailed analysis of the copyright cases demonstrates
the inappropriateness of copyright for functional works, as defined via
the Copyright Act’s definition of a “useful article,” including systems and
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processes that are practically applied to achieve a useful result as in-
formed by the concept of incremental improvability.62 Denying copyright
protection for functional processes and methodologies, regardless of their
degree of creativity, is much more important than insuring that a given
process or methodology in politics, religion, or business gets a fair hear-
ing under patent law’s utility, anticipation, and obviousness tests. If we
could be confident of our ability to educate the courts to restrain their
“restitutionary impulses”63 so that they would simply deny copyright pro-
tection to functional processes, regardless of their field of use, much of the
battle would be won. In principle, moreover, there should be little reason
for a copyright court to care whether denial of patent protection is based
on the substantive standards of patent law (verifiable utility, nonanticipa-
tion, nonobviousness, definite claims, understandable specification) or on
a categorical decision that patents are simply not available for that class
of work (a subject-matter limitation). Copyright courts should recognize
that these methodologies are not copyright-protectable, even if they are
elements contained in or implemented by works that are copyright pro-
tected, and should leave such works to their fate under the patent and
trade secret regimes.

On the other hand, our confidence that we can educate the courts to
deny copyright protection to functional processes must be tempered by
our empirical observation of the strength of the restitutionary impulse in
copyright courts. The numerous examples contained in the full version of
this article show its vibrancy well over 100 years after Baker v. Selden
should have quelled it. The real question therefore boils down to whether
recognition of all functional processes and methodologies as patent sub-
ject matter (subject always to the substantive limitations concerning what
patent subject matter is indeed patentable) will reduce this restitutionary
impulse in copyright courts and, if so, whether this benefit would be out-
weighed by creating an even bigger mess in the patent arena than we man-
age to clean up on the copyright side.

Conclusion

Digital technology increasingly presents the problem of deciding the
appropriate level and type of intellectual property protection for various
methodologies of gathering, organizing, and presenting information.
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Business methods implemented by computer program are only one exam-
ple. Until we radically change the intellectual property system, one of the
two major paradigms—patent or copyright—will be the choice. Given
the copyright protectability of computer program code, and the implicit
congressional exception of code from section 102(b) of the Copyright Act
and from the functionality doctrine of Baker v. Selden, it is easy for courts
to forget that section 102(b) and Baker v. Selden are both alive and well
with respect to all other types of subject matter. Information is the sub-
ject matter of copyright—works that have no function other than to
inform, entertain, or present an appearance to human beings. Function is
the subject matter of patent—works that do have a function beyond
informing, entertaining, or presenting an appearance to human beings,
including methodologies for gathering, organizing, and presenting infor-
mation accurately and efficiently. Many of these methodologies should
not be patentable, but on grounds of anticipation, nonutility, or obvious-
ness rather than on the ground that they do not constitute patent subject
matter. Categorical exclusion as patent subject matter increases the likeli-
hood that courts will treat such methods as a “creative” element of their
implementing computer program, protected by copyright as long as other
methods can be imagined that accomplish the same general result. What-
ever the objections to protection of such methodologies under patent law,
the broad scope and long term of copyright makes copyright protection
even worse.

Notes

1. 149 F.3d 1368, 1375 (Fed. Cir. 1998).

2. AT&T Corp. v. Excel Communications, Inc., 172 F.3d 1352, 1358 (Fed. Cir.
1999).

3. Id. at 1360.

4. See sources cited infra notes 9–12.

5. See Dennis S. Karjala, A Coherent Theory for the Copyright Protection of
Computer Software and Recent Judicial Interpretations, 66 U. CINCINNATI L. REV.
53, 57 (1997).

6. The sordid tale of patent’s slow recognition of computer software’s technolog-
ical nature and the relevance of patent law to portions of that technology has been
told many times. Examples include Vincent Chiappetta, Patentability of
Computer Software Instruction as an “Article of Manufacture:” Software as Such
as the Right Stuff, 17 J. MARSHALL J. COMPUTER & INFO. L. 89, 97–126 (1998);



“Functionality” as the Distinction between Patent and Copyright 239

Julie E. Cohen & Mark A. Lemley, Patent Scope and Innovation in the Software
Industry, 89 CALIF. L. REV. 1, 8–11 (2001).

7. Computer programs differ from most earlier works of technology in that they
can be copied for competitive commercial redistribution essentially without start-
up costs for the competitor, thereby severely reducing or even eliminating the orig-
inal creator’s lead time. E.g., Dennis S. Karjala, Copyright, Computer Software,
and the New Protectionism, 28 JURIMETRICS J. 33, 41 (1987) [hereinafter referred
to as New Protectionism]. Moreover, patent is insufficient to protect all computer
programs from incentive-eroding piracy, because many computer programs will
not contain any patentable technology. E.g., A Coherent Theory, supra note 5, at
67. Therefore, even if patent had recognized its role at an earlier stage, some form
of additional protection against slavish copying of object code, at a minimum,
would likely have been deemed necessary.

8. Julie E. Cohen & Mark A. Lemley, supra note 6, at 11.

9. State Street Bank & Trust Co. v. Signature Fin. Group, Inc., 149 F.3d 1368,
1375 (Fed. Cir. 1998). Prior to State Street Bank courts had generally required the
instantiation of business-related inventions in some physical structure, such as a
railway ticket physically detachable from its base. Cincinnati Traction Co. v.
Pope, 210 F. 443, 446 (6th Cir. 1913); see John R. Thomas, The Post-Industrial
System, 10 FORDHAM INTELL. PROP., MEDIA & ENT. L.J. 3, 12–13 (1999).

10. Software, as such, is the technology for making computers operate, and it is
difficult to see now just why patent had so much trouble reaching this conclusion.
In any event, software as technology does not cause any patent-subject-matter
concerns today. Vincent Chiappetta, Defining the Proper Scope of Internet
Patents: If We Don’t Know Where We Want to Go, We’re Unlikely to Get There,
7 MICH. TELECOMM. & TECH. L. REV. 289, 296 (2001). The key problem is dis-
tinguishing between software as computer-use technology and software that rou-
tinely implements a perhaps novel algorithm or composes a novel piece of music.
Id. at 296 n.21; Dennis S. Karjala, The Relative Roles of Patent and Copyright in
the Protection of Computer Programs, 17 JOHN MARSHALL J. COMP. & INFO. L.
41, 57–63 (1998)[hereinafter referred to as Relative Roles]; see also R. Carl Moy,
Subjecting Rembrandt to the Rule of Law: Rule-Based Solutions for Determining
the Patentability of Business Methods, 28 WILLIAM MITCHELL L. REV. 1047,
1071–77 (2002)(discussing the artificiality of the method/apparatus distinction
and noting that methods recognized as nonstatutory but claimed as apparatus can
be weeded out via the novelty or nonobviousness criteria).

11. E.g., Rochelle C. Dreyfuss, Are Business Method Patents Bad for Business?,
16 SANTA CLARA COMPUTER & HIGH TECH. L.J. 263 (2000); Alan L.
Durham,”Useful Arts” in the Information Age, 1999 B.Y.U L. REV. 1419 (argu-
ing for a distinction between technological computer programming and the non-
technological ideas that are programmed, with only the former belonging to the
category of “useful arts” invention); Julia Alpert Gladstone, Why Patenting
Information Technology and Business Methods Is Not Sound Policy: Lessons
from History and Prophecies for the Future, 25 HAMLINE L. REV. 217 (2002)
(arguing that business method patents do not stimulate invention and reinforce
present structures of power, wealth, and opportunity); Malla Pollack, The



240 Chapter 8

Multiple Unconstitutionality of Business Method Patents: Common Sense,
Congressional Consideration, and Constitutional History, 28 RUTGERS COMP. &
TECH. L. J. 61 (2002) (arguing that business method patents are both unnecessary
and unconstitutional); Leo J. Raskind, The State Street Bank Decision: The Bad
Business of Unlimited Patent Protection for Methods of Doing Business 10 FORD.
L. REV. 61 (1999); Jason Taketa, Note, The Future of Business Method Software
Patents in the International Intellectual Property System, 75 S. Cal. L. Rev. 943,
974 (2002) (lack of international uniformity advises using a system of default lia-
bilities rather than the patent system to protect business methods); John R.
Thomas, supra note 9; but see David T. Dutcher, Patents on Methods of Doing
Business, 79 DENVER U. L. REV. 173 (2001) (reviewing the history and presenting
the arguments pro and con for business method patents) .

12. E.g., Margo A. Bagley, Internet Business Model Patents: Obvious by Analogy,
7 MICH. TELECOMM. TECH. L. REV. 253 (2001) (recommending expansion of what
is considered “analogous prior art” and narrowing the doctrine of equivalents to
deal with business-method patents); Vincent Chiappetta, supra note 10, at
348–60 (recommending sui generis legislation to handle methods in the “compet-
itive arts” but suggesting various means of implementing current law and practice
in application to patent disputes resolved under current law); John Kasdan,
Obviousness and New Technologies, 10 FORD. L. REV. 159 (1999) (recommend-
ing Patent and Trademark Office employment of more, and more qualified, exam-
iners for business patents and legislative provision for PTO waiver of the
presumption of validity); Robert P. Merges, As Many as Six Impossible Patents
Before Breakfast: Property Rights for Business Concepts and Patent System
Reform, 14 BERKELEY TECH. L.J. 577 (1999) (suggesting steps for limiting any
negative effects of business-method patents); R. Carl Moy, supra note 10, at 1062
(reform requires addressing the fundamental nature of business method patents as
well as the decisional criteria used to determine patent subject matter); Maureen
A. O’Rourke, Toward a Doctrine of Fair Use in Patent Law, 100 COLUM. L. REV.
1177 (2000) (recommending adoption of a fair use doctrine tailored to the needs
of patent law); Richard H. Stern, Scope-of-Protection Problems With Patents and
Copyrights on Methods of Doing Business, 10 FORD. L. REV. 105, 153 & n.179
(1999) (recommending adapting copyright’s scènes á faire doctrine for patent, so
that a patent claim that preempts a business will be deemed to fall outside the cov-
erage of patent subject matter); cf. Julie E. Cohen & Mark A. Lemley, supra note
6 (recommending the judicial adoption of interpretative canons to limit the scope
of software claims and for assessing equivalence); but see Gregory S. Fine, Note,
To Issue or Not to Issue: Analysis of the Business Method Patent Controversy on
the Internet, 42 B.C. L. REV. 1195 (2001)  (arguing that the criticisms aimed at
business-method patents ignore the realities of the internet). For a good review of
the current dispute over business method patents, see R. Carl Moy, supra note 10,
at 1053–61.

13. 101 U.S. 99 (1879).

14. E.g., Chamberlin v. Uris Sales Corp., 150 F.2d 512, 513 (2d Cir. 1945)(rule-
book for “Acey-Ducy” card game not infringed by description of same game with
different language); Affiliated Enter., Inc. v. Gantz, 86 F.2d 597, 598 (10th Cir.



“Functionality” as the Distinction between Patent and Copyright 241

1936) (pamphlet describing system for enticing customers to entertainment events
by a free lottery does not protect the system); Affiliated Enter., Inc. v. Gruber, 86
F.2d 958 (1st Cir. 1936) (same as Gantz, stating that however good a plan or sys-
tem is, it cannot be copyrighted and, if not patented, becomes the property of the
public upon disclosure); Brief English Systems, Inc. v. Owen, 48 F.2d 555, 556 (2d
Cir. 1931) (system of shorthand writing by condensing words into fewer letters
not protected by copyright); Taylor v. Commissioner of Internal Revenue, 51 F.2d
915, 917 (3d Cir. 1931) (plan for acquiring supremacy of classified advertising by
newspapers is not protected by the copyright in its disclosure and so is not depre-
ciable property under the income tax laws); Burk v. Johnson, 146 F. 209, 213 (8th
Cir. 1906) (copyright in “Articles of Association” gave no exclusive right to
organize and operate under the plan disclosed); Kepner-Tregoe, Inc. v. Carabio,
203 U.S.P.Q. 124, 130 (E.D. Mi. 1979) (copyright in teaching materials does not
extend to the problem-solving techniques they describe); Briggs v. New Hamp-
shire Trotting & Breeding Ass’n, Inc., 191 F. Supp. 234, 236 (D.N.H. 1960)
(horse race betting system unprotected as a game and as being too elementary and
ordinary); Aldrich v. Remington Rand, Inc., 52 F. Supp. 732, 734 (N.D. Tex.
1942) (forms included in brochure describing system to facilitate collection of
taxes and necessary to use the system are not protected); Seltzer v. Sunbrock, 22
F. Supp. 621, 630 (S.D. Cal. 1938) (system for conducting races on roller skates
is not copyright protectable); see generally Pamela Samuelson, Computer
Programs, User Interfaces, and section 102(b) of the Copyright Act of 1976: A
Critique of Lotus v. Paperback, 6 HIGH TECH. L.J. 209, 226–27 & n.73 (1992).

15. See, e.g., Overhead Door Corp. v. Chamberlain group, Inc., 194 F.3d 1261,
1269 (Fed. Cir. 1999) (noting that any software process can be transformed into
an equivalent hardware process and vice versa); Pamela Samuelson, Randall
Davis, Mitchell D. Kapor, & J.H. Reichman, A Manifesto Concerning the Legal
Protection of Computer Programs, 94 COLUM. L. REV. 2308, 2319 (1994) (not-
ing that hardware and software are interchangeable); Margo A. Bagley, supra
note 12, at 276 (noting that any software process can be transformed into an
equivalent hardware process and vice versa).

16. 35 U.S.C. 101 (“Whoever invents . . . any new and useful . . . machine . . .
may obtain a patent therefore, subject to . . . this title”).

17. Robert P. Merges, supra note 12, at 586 (“When these softwareembedded
concepts are characterized as novel computer programs, there is little to separate
them from any other computer program”).

18. The exclusion of art, literature, and music from patent coverage has been
thought so obvious that it often remains only implicit. Still, while recent Supreme
Court jurisprudence leaves a broad scope for patent subject matter, no one has
suggested that the Court would extend section 101 to traditional art, music, or lit-
erature.

19. Thus, a machine programmed to play a new piece of music would be patent
subject matter, but the music, as nonpatent subject matter, contributes nothing to
the patentability analysis. Vincent Chiappetta, supra note 6, at 143, 172 (distin-
guishing software as computer-implementation technology, which is always
patent subject matter, and software as language to communicate an algorithm or



242 Chapter 8

process, which must be tested independently under the exclusions for abstract
ideas or traditional art, music, and literature); Dennis S. Karjala, supra note 10,
at 58–60 (arguing that computer implementation of an abstract theory would be
patent subject matter but not patentable if the only advance is in the nontechno-
logical theory). See also supra note 10. 

20. Professor Moy has identified the problem of distinguishing patent-subject-
matter information-based methodologies and nonpatent-subject-matter abstract
ideas the fundamental problem facing the patent system. R. Carl Moy, supra note
10, at 1089. On the general problem of distinguishing unpatentable abstract ideas
from patentable inventions in information processing, see Richard S. Gruner,
Intangible Inventions: Patentable Subject Matter for an Information Age, 35 LOY.
L.A. L. REV. 355 (2002).

21. E.g., Whelan Associates, Inc. v. Jaslow Dental Laboratory, Inc., 797 F.2d
1222 (3d Cir. 1986); Digital Communications Assocs. v. Softklone Distributing
Corp., 659 F. Supp. 449 (N.D. Ga. 1987); Broderbund Software, Inc. v. Unison
World, Inc., 648 F. Supp. 1127 (N.D. Cal. 1986).

22. E.g., Computer Associates Internat’l Inc. v. Altai, 982 F.2d 693 (2d Cir.
1992); Lotus Development Corp. v. Borland International, Inc., 49 F.3d 807 (1st
Cir. 1995), aff’d by an equally divided Court, 516 U.S. 233 (1996); see generally
Mark A. Lemley, Convergence in the Law of Software Copyright, 10 HIGH TECH

L.J. 1 (1995).

23. A Coherent Theory, supra note 5, at 78–94; 99–116; Dennis S. Karjala,
Copyright Protection of Computer Program Structure, 64 BROOKLYN L. REV. 519
(1998).

24. One federal district court long ago explicitly recognized the problem. At issue
in Briggs v. New Hampshire Trotting & Breeding Association, Inc., 191 F. Supp.
234 (D.N.H. 1960), was whether copyright in a brochure describing a betting sys-
tem for horse races covered the system itself. The court saw the relevance of Baker
v. Selden but thought that Baker and its progeny involved processes that were
clearly patentable, as opposed to sports, games, or similar systems:

But if games, sports, and similar systems and plans are neither copyrightable
nor patentable, then there is a hiatus in the law which unjustly fails to offer pro-
tection to original inventors.

Id. at 236. The court denied copyright protection in the actual case, both
because the copyright statute and the case law does not protect games, sports, and
similar systems and also because the system involved in the case was “so elemen-
tary and ordinary that it is in the public domain.” Id. at 236–37. The court
strongly implied, however, that “original, complex, unique systems” would be
protected. Id. at 236. Thus, categorical denial of patent protection could, under
this reasoning, lead to copyright protection for complex, even though functional,
systems. 

25. Dennis S. Karjala, Distinguishing Patent and Copyright Subject Matter, 35
CONN. L. REV. ___ (2003).

26. E.g., Relative Roles, supra note 10, at 44–50; A Coherent Theory, supra note
5, at 56–66; Dennis S. Karjala, Copyright Protection of Computer Software,



“Functionality” as the Distinction between Patent and Copyright 243

Reverse Engineering, and Professor Miller, 19 DAYTON L. REV. 975, 976–83
(1994) [hereinafter referred to as Copyright Protection].

27. Cf. Ralph S. Brown, Eligibility for Copyright Protection: A Search for
Principled Standards, 70 MINN. L. REV. 579, 604 (1985) (arguing that the
patent/copyright boundary reflects the distinction in purpose between encourag-
ing technological innovation and stimulating creative expression).

28. A Coherent Theory, supra note 5, at 56–58.

29. 17 U.S.C. ‘101 (definition of “useful article”). This definition makes clear
that even highly “useful” things are not “useful articles,” a point that is very often
lost on commentators and courts who discuss functionality for purposes of copy-
right. 

30. Professor Lunney has pointed out that the Federal Circuit has been lowering
“nonobviousness” bar and seems now to be treating just about any novel advance
as nonobvious. Glynn S. Lunney, Jr., E-Obviousness, 7 MICH. TELECOMM. &
TECH. L. REV. 363, 373–74 and passim (2001). He cogently argues that this will
encourage the investment of “creativity” in less socially desirable projects. Id. at
411–12. Judge Pauline Newman and former PTO director Q. Todd Dickinson
both agreed recently that most patents cover only minor advances or improve-
ments. Joint Hearings, Federal Trade Commission and Department of Justice,
Competition and Intellectual Property Law and Policy in the Knowledge-Based
Economy, Feb. 6, 2002, reported in 7 ELEC. COMMERCE & L. REP. (BNA) 138,
139 (Feb. 13, 2002). Professor Lunney, however, strongly disagrees with the
notion of “functionality” as the touchstone for distinguishing patent and copy-
right subject matter. His objections are considered at length in the full version of
this article.

31. Professor Gorman has reminded me that there is a sense in which patents
have a broader scope of protection than copyrights, which is that patents can pro-
tect ideas and algorithms while copyright supposedly protects only the particular
expression of these more abstract concepts. See also Relative Roles, supra note 10,
at 45 n.8. As used herein with respect to the scope of copyright protection for tra-
ditional literary and artistic works, “broad protection” refers to the author’s
exclusive right to create derivative works that can be substantially different from
the underlying work and the protection for “nonliteral” elements, like detailed
plot sequence, that is afforded to these works. E.g., Sheldon v. Metro-Goldwyn
Pictures Corp., 81 F.2d 49, 55 (2d Cir. 1936). The scope of a patent is strictly tied
to the claim language and in that sense patents are more narrowly defined than
copyrights. So, even though patents cover things that copyrights do not cover,
they are not necessarily broader when measured from the respective starting
points of the two rights: the claims in the case of patents and the fixation of the
entire underlying work in the case of copyrights.

32. Pamela Samuelson, CONTU Revisited: The Case Against Copyright
Protection for Computer Programs in Machine-Readable Form, 1984 DUKE L. J.
663, 749 (arguing that the essence of copyright, as opposed to other intellectual
property systems, is that the content of a work has always had some nonfunc-
tional aesthetic, informational, or entertaining qualities that are communicated to
a human audience).
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33. Whether and to what extent operating software, with the powerful network
effects it engenders, should be protected by copyright is another question. Dennis
S. Karjala, Copyright Protection of Operating Software, Copyright Misuse, and
Antitrust, 9 CORN. J. L. & PUB. POL. 161 (1999).

34. National Commission on New Technological Uses of Copyrighted Works,
Final Report (1978). That there is necessarily an exception to the functionality
doctrine for program code by no means implies that other elements of programs,
such as program structure or interfaces, also fall under the copyright protective
umbrella. Indeed, these other elements are no more vulnerable to fast and inex-
pensive copying than more traditional works of technology. 

35. E.g., A Coherent Theory, supra note 5, at 66–72. 

36. 17 U.S.C. ‘102(b) (“In no case does copyright protection for an original work
of authorship extend to any idea, procedure, process, system, method of opera-
tion, concept, principle, or discovery, regardless of the form in which it is
described, explained, illustrated, or embodied in such work”).

37. 101 U.S. 99, 102 (1880) (“To give to the author of the book an exclusive
property in the art described therein, when no examination of its novelty has ever
been officially made, would be a surprise and a fraud upon the public. That is the
province of letters-patent, not of copyright”).

38. J. H. Reichman, Computer Programs as Applied Scientific Know-How:
Implications of Copyright Protection for Commercialized University Research, 42
VAND. L. REV. 639, 692–93 & n.288 (1989).

39. Nor does it mean that the functionality doctrine plays no role in deciding
which noncode elements of programs, if any, are protected by the program copy-
right. Because noncode elements of programs like sequence, structure, and organ-
ization (“SSO”) and user interfaces are not vulnerable to piracy in the same way
that literal code is, there is no reason to interpret the program copyright broadly
for these functional elements. Patent law works perfectly well for functional
developments in these areas. A Coherent Theory, supra note 5, at 66–72.

40. See supra note 29 and accompanying text.

41. Blank forms and standardized test questions are functional works for which
a thin copyright might be justified on antimisappropriation grounds. These and
other examples are discussed in the full version of this article, supra note 25.

42. 17 U.S.C. ‘ 102(b); see supra note 36.

43. 35 U.S.C. ‘ 101 (“Whoever invents or discovers any new and useful process,
machine, manufacture, or composition of matter . . . may obtain a patent there-
for . . .”). For an excellent discussion of the history of process patents, see John
R. Thomas, supra note 9.

44. A Coherent Theory, supra note 5, at 59 n.18.

45. Relative Roles, supra note 10, at 44–45; see supra text following note 5. 

46. Some Irving Berlin copyrights date from the 1920s, and he did not die until
1989. If the life + 70 system had been in effect during his lifetime, some of his
copyrights would have endured for 130–135 years.



“Functionality” as the Distinction between Patent and Copyright 245

47. Cf. Ralph S. Brown, supra note 27, at 609 (arguing that copyright is made
easy to provide broad protection to works of enlightenment and diversion but can
be easily bent to evade the limits of patent or to extend monopolies that have no
support in any system).

48. Relative Roles, supra note 10, at 48; see also A Coherent Theory, supra note
5, at 61; Copyright Protection, supra note 26, at 979–80; cf. Julie E. Cohen &
Mark A. Lemley, supra note 6, at 23 (“To an even greater extent than copyright
law, patent law anticipates and even depends on one party improving another
party’s invention”).

49. Diamond v. Diehr, 450 U.S. 175 (1981).

50. I am indebted to Professors Gorman and Weinreb for having made me aware
of the need to be explicit about the objective verifiability of “improvements” in
functional works, as opposed to artistic works in which “improvement” is largely
a matter of taste. The text attempts to do that, but it must be admitted that there
remain some types of information works that are also amenable to objectively ver-
ifiable improvement. Reference works like dictionaries can be improved with error
correction, for example. See infra notes 51–52 & 55–57 and accompanying text.
Consequently, the basic dichotomy for the patent/copyright borderline must
remain the distinction between function on the one hand and information content
on the other, where “function” in the context of systems and processes refers to the
application of information to a task other than appreciation by human judgment.

51. Admittedly, the social policy underlying our harsher treatment of unautho-
rized “modifications” of traditional works of art, literature, and music inheres
partially in noninstrumental, natural-rights notions that such works more reflect
the personality of the author than functional works falling under the patent par-
adigm. Indeed, the former are constrained only by the imagination of the author,
while the latter are constrained both by the laws of nature and by the functional
goals the works are intended to achieve. Still, notions of instrumentalism enter the
calculus as well. Society simply does not value a new version of a popular novel
with a different final chapter as much as it does a steering wheel added to a motor-
ized vehicle. There is therefore less downside risk in disallowing unauthorized
“modifications” for a longer period than is given by patent. This is not to say, of
course, that there is no social value in “improvements” to traditional copyright
subject matter. After the (increasingly long) “limited time” for which copyright
subsists, the market rather than the exclusive rights of copyright determines
whether a modification is socially desirable, as some clearly are. One need only
think of West Side Story, for example, or the many films based on works by
Shakespeare, Jane Austen, Thomas Hardy, and other great authors. At least one
commentator has argued on economic efficiency grounds that copyright goes too
far in limiting the rights of “improvers.” Mark A. Lemley, The Economics of
Improvement in Intellectual Property Law, 75 TEX. L. REV. 989 (1997)

52. Mark A. Lemley, supra note 51; but see Suntrust Bank v. Houghton Mifflin
Co., 268 F.3d 1257 (11th Cir.2001) (denying a preliminary injunction, on poten-
tial fair use “parody”grounds, of a new version of Gone With the Wind involv-
ing many of the same characters but told from a different perspective). 
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53. AT&T Corp. v. Excel Communications, Inc., 172 F.3d 1352, 1360 (Fed.
Cir.1999).

54. Cf. Eldred v. Ashcroft, United States Supreme Court, No. 01–618, Brief of
George A. Akerlof, Kenneth Arrow et. al as Amici Curiae in Support of Petition-
ers, at 14 (“In copyright [as opposed to patent], diverse, ‘abundant’ expression is
the source of value, not successive refinements with respect to an agreed-upon
metric of quality, and a large number of disparate innovators may be better at
producing abundance”), citing Paul Goldstein, Infringement of Copyright in
Computer Programs, 47 U. PITT. L. REV. 1119, 1123 (1986).

55. See supra note 29 and accompanying text. 

56. Feist Pubs., Inc. v. Rural Tel. Serv. Co., 499 U.S. 340 (1991). Courts, of
course, continue to protect facts as “opinions” or “estimates.” CDN, Inc. v.
Kapes, 197 F.3d 1256, 1259 (9th Cir. 1999); CCC Information Services, Inc. v.
Maclean Hunter Market Reports, Inc., 44 F.3d 61 (2d Cir. 1994). The point here,
though, is that copyright resolves the social policy balances involved in the pro-
tection of information, whether or not given information is actually protected by
copyright. Patent law does not, and should not, have any role to play in the pro-
tection of information as such. That is reflected in the universally accepted, if
rarely articulated, exclusion of traditional copyright subject matter from patent
coverage. See supra note 18. 

57. We are not considering here abstract ideas or theories of natural law, which
are denied protection by both patent and copyright. E.g., State Street Bank &
Trust Co. v. Signature Fin. Group, Inc., 149 F.3d 1368, 1376 (Fed. Cir. 1998); 17
U.S.C. ‘ 102(b); Baker v. Selden, 101 U.S. 99 (1879). Still, both abstract ideas and
theories fit comfortably within the concept of “information” that should be and
is denied status as patent subject matter. More problematic are functional
processes in areas like politics or religion. See the full version of this article, supra
note 25.

58. I believe it is correct to say that copyright, in the main, has eschewed the pro-
tection of “functionality” under my definition. Standardized tests are functional
under this definition, however, and are routinely held copyright protected.
Applied Innovations, Inc. v. Regents of the Univ. of Minnesota, 876 F.2d 626 (8th
Cir. 1989); Educational Testing Services v. Katzman, 793 F.2d 533 (3d Cir. 1986);
Educational Testing Service v. Simon, 95 F. Supp. 2d 1081 (C.D. Cal. 1999).
Other functional works have occasionally fallen through the cracks into copyright
protection as well. See generally Relative Roles, supra note 10, at 63–65 & n.36.

59. See supra note 18 and accompanying text.

60. The longer version of this article concludes that standardized taxonomies by
medical and dental associations likely fall into this category. Patents in the com-
petitive arts may be another. Vincent Chiappetta, supra note 10, at 320–24; Leo
J. Raskind, supra note 11, at 92–93. Sports moves, too, would seem to be unlikely
candidates for patents. Every major competitor has more than enough incentive
to try to think of ways to improve performance. One need only witness the num-
ber of hours of training put in by Olympic hopefuls. Moreover, at least at the pro-
fessional level, the relevant governing associations would likely ban any move that
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was not fairly licensed to all competitors. It would make no more sense to allow
only Dick Fosbury to use his famous Flop in the high jump than it would to allow
the inventor of the glass pole to be the sole participant permitted to use that
advance in pole vaulting. The event simply would no longer be interesting to spec-
tators. That likelihood reduces the expected monetary return from a potential
patentee’s exclusive rights.

61. Fogerty v. Fantasy, Inc., 114 S.Ct. 1023, 1028 (1994) (“The primary objec-
tive of the Copyright Act is to encourage the production of original literary, artis-
tic, and musical statement for the good of the public”); Feist Publications, Inc. v.
Rural Tel. Serv. Co., Inc., 499 U.S. 340, 349 (1991) (“The primary objective of
copyright is not to reward the labor of authors, but ‘[t]o promote the Progress of
Science and useful Arts.’”) (citations omitted); Bonito Boats, Inc. v. Thunder Craft
Boats, Inc., 489 U.S. 141, 146 (1989) (“From their inception, the federal patent
laws have embodied a careful balance between the need to promote innovation
and the recognition that imitation and refinement through imitation are both nec-
essary to invention itself and the very lifeblood of a competitive economy”); Sony
Corp. of America v. Universal City Studios, Inc., 464 U.S. 417, 429 (1984) (“The
monopoly privileges that Congress may authorize are neither unlimited nor pri-
marily designed to provide a special private benefit. Rather, the limited grant is a
means by which an important public purpose may be achieved”); Twentieth
Century Music Corp. v. Aiken, 422 U.S. 151, 156 (1975) (“The immediate effect
of our copyright law is to secure a fair return for an ‘author’s’ creative labor. But
the ultimate aim is, by this incentive, to stimulate artistic creativity for the general
public good”); Graham v. John Deere Co., 383 U.S. 1, 9 (1966) (reviewing with
approval Jefferson’s view that “The patent monopoly was not designed to secure
to the inventor his natural right in his discoveries. Rather, it was a reward, an
inducement, to bring forth new knowledge”); United States v. Paramount
Pictures, Inc., 334 U.S. 131, 158 (1948) (“The copyright law, like the patent
statutes, makes reward to the owner a secondary consideration”); Fox Film Corp.
v. Doyal, 286 U.S. 123, 127 (1932) (“The sole interest of the United States and
the primary object in conferring the [copyright] monopoly lie in the general ben-
efits derived by the public from the labors of authors”).

62. See supra notes 29 and 45–57 and accompanying text.

63. Professor Gordon uses the term “restitutionary impulse” to refer to the ten-
dency of courts to protect the fruits of intellectual labor whenever they sense that
someone is unfairly benefitting from the efforts of another. Wendy J. Gordon, On
Owning Information: Intellectual Property and the Restitutionary Impulse, 78
VA. L. REV. 149, 277 (1992) (“[I]n the last twenty years the restitutionary impulse
has acquired new force. . . . I speculate that judges may feel no need to examine
the trend because the restitutionary notion that one deserves to keep the ‘fruits of
his labor’ seems so evidently correct . . . that giving legal protection to intellectual
products appears to require no special justification”).
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9
Advantage ISP: Terms of Service as 
Media Law

Sandra Braman and Stephanie Lynch

Although in the popular imagination the Internet remains a diffuse cloud,
in practical terms those who use e-mail and surf the web do so through
the Internet Service Providers (ISPs) through which they gain access
(Blumenthal and Clark 1997). As the proportion of our communicative
and informational lives conducted on-line steadily grows, the reality of
ISPs as determinants of the conditions under which communicative activ-
ity takes place is transforming the de facto communication law environ-
ment. The abandonment of traditional First Amendment rights and forced
transfer of the intellectual property rights of individuals to ISPs so far
occur beneath the radar in contracts unread and lawsuits scattered
throughout topic-specific analyses. 

It has always been the case that any constitutional right—including
those of the First Amendment—can be voluntarily yielded by contract.
Historically, however, only occasionally were rights were so affected, few
or only single rights were thus yielded up, and the contexts in which such
a decision was made were those in which it was possible to make a choice
among alternatives. In contrast, the contractually generated speech envi-
ronment of ISPs restricts the rights of almost everyone and requires aban-
donment of a wide range of rights. As Acceptable Use Policies (AUPs) and
Terms of Service (TOSs) increasingly harmonize with each other across
ISPs, these restrictions on rights take place in a context in which the vast
majority of users cannot choose an alternative.

The number of individuals who have found their speech constrained by
ISPs is not known because there are no reporting requirements on ISPs
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and not all instances reach the courts, but anecdotal reports in extensive
discussions in usenet groups suggests the problem is not infrequent. ISPs
are beginning to act on their licenses to the intellectual property rights of
content produced by their users in pay-for-access websites to, for exam-
ple, salacious material garnered from user e-mail and further use of user-
created content by ISPs must be expected. Meanwhile complementary
elements of the legal environment that support ISPs in such moves are
steadily being strengthened and a general climate of acceptance of some
of the more fundamental features is being developed through systematic
focus on single elements of the overall picture. The end result could well
be a wholesale shift in the possibilities of free expression in the United
States without public discussion and decision-making on the fundamen-
tal constitutional issues at stake. New laws and regulations put in place
since 9/11 have significantly increased the responsibility of ISPs to act
essentially as agents of the government, enhancing their quasi-regulatory
role by adding a range of enforcement activities.

After a brief review of the development of the regulatory aspects of
ISPs, this chapter presents the results of a study of ISP rules in place in
spring of 2002 that have media law-like effect. Based on a close reading
of texts in order to gain the greatest sense of differences in nuance and
detail, the group of ISPs studied are largely commercial in nature but does
include a range of types so that some comparison between U.S.-based vs.
non-U.S.-based and commercial vs. noncommercial could be accom-
plished, as well as a comparison between ISP rules of today and those of
the past. Analysis of the legal or quasi-legal effect of ISPs is important at
this stage in their development because of the effects of path dependence
on development of the industry and because the history of particular
practices is an important element in constitutional analyses of the accept-
ability of those practices. 

Doing so also provides a de facto list of policy issues in the contempo-
rary internet environment that need attention by policy-makers. The
chapter concludes with a look at possible responses to this situation.

The Development of ISP Regulatory-Like Functions

Discussion of ISPs as regulators began to appear in 1996 (Johnson and
Post 1996; Reidenberg 1996). Since that time several factors encouraging
the organizations to fill this function have been identified, but there has
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been almost no systematic analysis of the ways in which the function has
been filled, effects of exercise of the function, or the constitutional accept-
ability of the practices.

Analyses of the ISP Regulatory Function
While media and telecommunications law casebooks and textbooks reg-
ularly organize their analyses of law and regulation as they pertain to spe-
cific media and industries, none of the cyberlaw books to date has yet
explicitly treated communications law in the ISP environment (Baumer
and Poindexter 2002; Ferrera et al. 2001; Girasa 2002; Lemley, et al.
2000; Lipschultz 2000; Maggs et al. 2001; Rosenoer 1997). The expan-
sion of the ISP role in enforcement of state-made laws and regulations is
receiving analysis (Frydman and Rorive 2002; Zittrain 2003), but there
have been very few studies of ISP-made “law” in AUPs and TOSs. 

One relatively shallow study of 11 common abuses of e-mail that com-
bined acceptable use and general office policies that found attention to
such abuses in every agreement and unsurprising differences only in
degree of sensitivity to flames and newsgroup hosting problems (more in
ISPs than in the other categories) and concern about leisure surfing (more
in organization-specific access systems) (Siau et al. 2002). A study of the
AUPs of local and state government agencies conducted in 1998 focused
on hierarchical decisions regarding the identities of those permitted to
access the internet (Menzel 1998). It did, however, yield a useful distinc-
tion among types of rhetorical approaches used in AUPs: some merely
remind the user that the internet is no different from any other informa-
tion technology and that the user is therefore subject to the same ethical
and legal standards used elsewhere, some offered detailed statements of
acceptable and unacceptable behaviors, and some offer general guidelines
for internet-specific behavior. A study of the treatment of information
security at ISPs concluded that policies alone are ineffective and need to
be complemented with ongoing education and training not only of net-
work administrators but also of users (Nosworthy 2000).

Development of the ISP Industry
As an industry, ISPs are still seeking their identity. Their early history was
unusual, quickly achieving mass market status, becoming geographically
pervasive, and offering a diverse spectrum of services. The nature of the
ISP industry is still evolving: Firms in traditional media industries such
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as journalism experiment with providing ISP services to support other
on-line activities, external entities such as courts have defined ISPs as a
subset of telecommunications for purposes of legal analysis, and devoted
ISPs continue to explore the economic possibilities of activities such as
distributed computing that are utterly new (Greenstein 2000). ISP exper-
imentation is currently underway with various business models and lines
of activity, geographic reach and structure, and the role of ISPs vis a vis
other approaches to integrating the “network of networks” (Downes and
Greenstein 2002; Noam 2001). Meanwhile the ISP industry continues to
expand, partially because the technical and financial barriers to entry
have dropped and partially because the market has grown so explosively
(Phillips 2001; Hallman and McClain 1999). The largest ISPs continue to
grow through acquisition of start-ups and smaller entities. 

Conditions are still open for experimentation for a variety of reasons:
Operating conditions are no longer those of the internet’s early “end to
end” years in several dimensions of importance from a legal perspective
for reasons that, as Blumenthal and Clark (1997) note, include loss of
trust, the appearance of more demanding applications, a drop in the
sophistication of users, and the desire of ISPs themselves to provide serv-
ice differentiation. It is not yet clear whether ISPs should be identified as
members of the “cyberspace community” more broadly defined, or as the
powers that govern that community (Biegel 2001). Meanwhile very few
users understand the functions of ISPs (Engel 1999), or the law dealing
with them (Townsend et al. 2000). 

Distinctions among ISPs
Of course ISPs are not all alike. Various approaches to distinguishing
among them have been put forward. Doing so by geographic reach yields
two distinctions: between local, national, and international ISPs; and
between ISPs serving urban as opposed to rural areas (Greenstein 2000,
2001). Doing so by type of user results in a distinction between businesses
and individuals as ISP customers (Engel 1999). Doing so by services
offered and/or functions filled (Greenstein 2000) results in distinctions
between those that provide basic access, high speed access, and comple-
mentary services; or in a finer articulation, between those that provide
basic access (up to T-1), frontier access (faster than T-1), networking,
hosting, and web page design. Doing so by architecture, placing the posi-
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tion of each ISP within the structure of the internet, results in distin-
guishing between ISPs with the functions of transit backbone, down-
stream ISPs, online service providers that package content, and firms that
specialize in web site hosting (Gorman and Malecki 2000). 

Each of these typologies highlights different dimensions of the ways in
which ISPs operates as actors in the legal environment and as regulators
or quasi-regulators in themselves. The geographic scope of an ISP could
have implications for jurisdictional analyses (Bonnett 2001). User distinc-
tions suggest economic implications of the ways in which ISPs intervene
in use content and behaviors, but the one study of ISP user satisfaction
(Wetzel 2000) did not include legal and quasi-legal elements in its survey.
Service distinctions draw attention to the variable degree with which ISP
Terms of Service (TOS) or Acceptable Use Policies (AUP) can have con-
stitutional implications. And architectural distinctions such as the nature
of the peering structure, the position of an ISP within the internet writ
large, and innovation in technologies such as routers have implications
both for interactions among regulatory approaches across ISPs and for
the types of regulatory tools that are available to ISPs (Besen 2001). 

Factors Stimulating the ISP Regulatory Function
To be generous, ISPs have come to fill the legal space as a consequence of
their roles as what Greenstein (2001) describes as “technological media-
tors,” providing necessary adaptations between a changing technical
frontier and unique user needs. Many of the regulatory restrictions are the
result of limits to bandwidth or, conversely, responses to the cost of
expanding bandwidth. Even though ISP responses to these features of
their situation are understandable, however, they do not make them con-
stitutionally—or socially—acceptable. While these practices may be
defended as responsible management, they often cross the line into
manipulative control of content and applications of types long rejected in
the larger communicative world. Some may argue that ISPs should be
accepted as governance mechanisms, but they meet neither the regulatory
criterion of being all-encompassing, (Biegel 2001) nor have they been
developed in a democratic manner.

AUPs and TOSs have become more detailed and elaborate over time,
stimulated by several factors. Doing so in many cases would be among
the functions they serve their customers as technological mediators. In
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some cases they are responding to pressure from at least some of their
users. intervention in network content and behaviors may be a natural
outgrowth of the detailed, consistent, and regular monitoring of online
activity carried out by network administrators. Ever-greater numbers of
technical methods of intervention continue to appear. So do tools for
enforcement, which now include slowing response time for a service an
ISP wants to discourage, channeling surfers through advertisements it
wants them to see, and identifying patterns of behavior that monitors can
watch based on profiles (Lessig 1999). Tools that can be used by ISPs for
governance include rules announced to members, stigmatizing behaviors
as a way of triggering community norms to help regulate, manipulation
of prices (increase, taxation of particular uses, or differential prices
depending on user), changes in architecture, and monitoring of behaviors.

ISPs are also responding to developments within the law. Laws deal-
ing with ISPs continue to grant ever-greater freedom to operate without
fear or liability, (Patel 2002) while legislation has so far been unable to
satisfactorily curb unwelcome on-line behaviors. Three types of liability
regimes have been applied to ISPs:

(1) A negligence regime was first adopted in the United States and is
presently employed in Europe that holds ISPs liable when they fail to
exercise due care in monitoring of third party content. 
(2) A strict liability regime was experimented with in both the U.S. and
in Europe that holds ISPs liable for all injuries resulting from third party
content. 
(3) A no liability or conditional liability regime is presently used in the
United States that holds ISPs almost completely immune from liability
for third party content, conditioned only on minimal responsibilities as
outlined in Sec. 230 of the Communications Decency Act (Schruers
2002).

User Responses
While theoretically any ISP can say to a user that s/he can “walk with
one’s fingers” to another ISP if there is dissatisfaction with the terms
under which one may use the ISP, in reality several factors make this less
and less practicable: First, terms of Service and Acceptable Use policies
are increasingly becoming standardized so that there is less and less dif-
ference across ISPs; thus in most cases there is nowhere meaningfully dif-
ferent to go. Second, those ISPs that offer the greatest geographic scope
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tend to be those that are most restrictive—meaning that those who are
most actively involved in public life beyond the local community level are
those whose rights will be most restricted. The trend of mergers and
acquisitions in the ISP industry exacerbates the first two factors. 

Users and user groups are not without tools for response. A number of
usenet groups provide venues for discussion of dissatisfactions with ISPs,
though such conversations often tend toward discussion of the personal-
ities of network administrators rather than the rule structure itself.
Standards that reputable ISPs should meet are beginning to be discussed,
though until now these have had to do with technical aspects of service
rather than regulation of service. Those who bundle individual users into
groups, such as managers of wired office or apartment buildings, are
being provided with recommended terms of service, though again the
only inclusion pertinent to quasi-legal interventions by ISPs is emphasis
upon the nonexclusive license rights that make it possible for users to
choose other ISPs if they are unhappy (Puentes and Rothenberg 2001). A
consumer movement that joins together individuals concerned about
threats to civil liberties presented by ISPs is beginning to appear (Akdeniz
2000). ISP management of communication content and behaviors receives
a significant amount of discussion in usenet groups, though this discussion
rarely moves into action. Some communication policy advocacy groups
do things such as monitor websites that are blocked by filtering software.
The most effective responses to date, however, appear to be individual-
(Kevlin 2001) or ISP-level (Biegel 2001) use of technical methods for
blocking content deemed inappropriate, though this has proven effective
so far only for spam with the Realtime Blackhole List.

Methodology

This study examined a relatively small number of cases in depth for max-
imum detail and nuance. While Greenstein grouped together a number of
different approaches to the same problem in order to facilitate computer-
ized content analysis of thousands of user agreements, this study employed
close reading of texts in order to discern differences in stance presented by
different ways of wording restrictions on restricted content and activities
that are important from a legal perspective. 

The study examined AUPs and TOSs of ISPs as they existed during the
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spring of 2002.1 ISPs varied by geographic locus and reach, size, target mar-
ket, and commercial nature. The study included the largest commercial ISPs
as ranked by size, plus a small ISP from each region of the U.S. and an
ISP from each of the other continents besides North America. “ISP” was
defined for the purposes of this study as an institution that provides an
ISP-like experience for the user. Thus examples of access to the web
through K–12 schools, universities, and public libraries were included in
the sample. A list of the ISPs studied can be found in table 9.1.

The result was identification of 59 rules that pertained to ISP-user rela-
tions (see table 9.2), divided into those dealing with general matters
(about policies themselves, service limits, and limits to account use), iden-
tity, user liability, lack of ISP liability, and ISP treatment of privacy; 42
rules dealing with content (see table 9.3), divided into those dealing with
illegal content, intellectual property, and other content restrictions; and
38 rules dealing with behavior (see table 9.4), divided into those dealing
with illegal behavior, security, user treatment of privacy, and other behav-
ior restrictions. The percentage of total ISPs with each of the specific rules
identified can be found in tables 9.2, 9.3, and 9.4, along with a break-
down of commercial vs. noncommercial ISP rules.

While the original intent of the study was to compare the earliest ver-
sions of these agreements with their contemporary versions, only half a
dozen of the earlier agreements were available through use of the
Wayback Machine as others were not on-line but incorporated into soft-
ware licenses off-line. These did provide an opportunity to make a first
pass at examining the development of AUPs and TOSs across time.

Interpretations of user knowledge and responses were acquired via a
review of the literature and through analysis of discussion of the regula-
tory practices of ISPs in usenet groups archived by Google located
through use of search terms such as ISP, lawsuit, AUP, TOS, and privacy
policy and from a sampling of messages in the news.admin.net-abuse
groups that are dedicated to internet abuse issues.

Discussion

The relationship between users and ISPs as defined by AUPs and TOSs is
best described currently as “advantage ISP” for a number of reasons
described here in generalized form and discussed in more detail below. It



Advantage ISP: Terms of Service as Media Law 257

is worth noting that while some of the rules—those dealing with infringe-
ment of intellectual property rights, invasions of privacy, and content and
behavior so labeled—deal with matters treated as illegal under the laws
of the United States, most forbid activities that are legal under U.S. law.
In addition to the areas discussed in detail within the paper, the charts
provide detail on rules put in place to protect personal privacy, encourage
respect for intellectual property rights on the part of users, protect net-
work security, and explicitly forbid content and behaviors already illegal
under U.S. law.

• Knowledge: Users know little about rules or enforcement tools, prac-
tices, and history. 

• Liability: Users are liable for the consequences of their uses of the
ISP—whether or not intended—while ISP’s have almost no liability
even for failures of service for which telecommunications carriers were
traditionally liable.

• Intellectual property rights: Users are forced to license all content to
ISPs, and often publicity rights as well. 

• Abandonment of ponstitutional protections: Agreements drafted by
ISPs abandon constitutional standards for restrictions on speech of
narrow tailoring, establishment of criteria to be met before restrictions
can be deemed acceptable, and avoidance of vagueness and over-
breadth, resulting in creation of a speech environment significantly
more restrictive than that developed for society at large through judi-
cial analysis of the aspects of constitutional law that deal with infor-
mation, communication, and culture.

• Comparative analyses:
(1) Commercial vs. noncommercial: Noncommercial ISPs provide
greater protections for free speech and the intellectual property rights
of users, but less in the way of privacy protections.
(2) Current vs. past: The numbers of rules constraining communica-
tive content and behaviors by ISPs is constantly growing. Some rules
are dropped over time, but no pattern was discernible in this area
(3) U.S.-based vs. non-U.S.-based: Non-U.S.-based ISPs provided less
detail in the areas of intellectual property rights and privacy, but
tended to restrict more areas of content and behavior that are legal in
the United States and did not allow anonymity.

Knowledge
ISPs have the advantage in terms of knowledge about regulatory rules and
practices in several ways.
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Table 9.1
ISPs

AOL By far the largest national ISP, with more than 26 million subscribers and 17.5% of market share. 
Offers TOS and privacy policies on its website, but maintains separate policies for subscribers to the 
service. Access to these appears to be limited to subscribers and requires the AOL software to access.

APCi Provides internet access in the midwest United States, focusing on the St. Louis metro area.

AT&T Dial-up service is ranked #10, with 1.4 million subscribers.

AT&T 1997 AT&T’s policy as of June 6, 1997.

Bellsouth Regional (Southeast) ISP offered through Bellsouth telephone company; ranked 15th with 730,000 
subscribers.

Cablevision Cable company providing national high-speed internet access; ranked 17th with 560,000 subscribers.

Charter Communications company offering high-speed cable modem access. Ranked 14th, with 645,000 
subscribers.

Chicago Public Schools Chicago Public Schools

Columbia University Columbia University

Compuserve Owned by AOL, but operates separately. Ranked 6th, with 3,000,000 subscribers.

Earthlink Offers various services (dial-up, broadband, etc.), each with its own policy. Only dial-up analyzed. 
Earthlink dial-up ranked 4th, with 4,800,000 subscribers.

Earthlink 2000 Earthlink’s policy as of March 2 and 11, 2000

GOL-Japan Provider based in Japan. GOL: Global OnLine.

Inter.net Global provider, looked at Canadian branch.

Juno Merged with NetZero to form United Online, but still maintains its own service. Merged company 
ranks 3rd and has 5,600,000 subscribers.
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Juno 2000 Juno’s policy as of March 1, 2000

Mindspring Has been bought by Earthlink.

MSN AOL’s closest competitor, but still lags behind. Ranked 2nd, with 8,000,000 subscribers.

MSN 1996 MSN’s policy as of October 26, 1996

M-Web South Africa-based provider.

Naperville Public Library Naperville Public Library

Pacific Internet Singapore-based ISP.

Panix Oldest commercial internet provider in New York.

Prodigy Dial-up service ranked 5th, with 3,600,000 subscribers.

Prodigy 1999 Prodigy’s policies as of April 22, 1999.

Rain “Public Internet Broadcasting” service based in California.

San Francisco Public Library San Francisco Public Library

Simplecom West Alabama ISP.

Simplecom 1999 Simplecom’s policy as of April 20, 1999.

Tuscaloosa City Schools Tuscaloosa City Schools

University of Texas University of Texas

Verizon Communications company offering internet access among other services. DSL is ranked 11th, 
with 1,200,000 subscribers.

Worldcom Commercial internet provider



Table 9.2
ISP-User Relations

All (N=27)% Com (N=21)% NonCom (N=6)%

General

Policies

Rules in one place 55.56 42.86 100.00
Policy change alert 40.74 52.38 —  
Where policy applies 37.04 42.86 16.67  
Dispute res. process 29.63 33.33 16.67  
May change ISP software 11.11 14.29 —
Member audit org. 11.11 14.29 —
Copyright infringement  22.22 28.57 —
report process  

Service limits 

Message retention 18.52 23.81 —  
Disk space 25.93 28.57 16.67  
On-line time 44.44 57.14 —  
Website traffic 37.04 38.10 33.33  
Number of sessions 07.41 09.52 —  
No multiple logins 37.04 47.62 —  

Limits to account use

No unauthorized access 66.67 71.43 50.00  
No use of other’s acct 51.85 52.38 50.00  
May not resell service 40.74 52.38 —  
Pay for all transactions 11.11 14.29 — 

Identity 

Anonymity allowed 11.11 14.29 —  
No anonymity allowed* — — —  
No false ID 18.52 19.05 16.67  
No false ID to mislead  14.81 19.05 —  
No forging of headers 48.15 61.90 —  
No impersonation 40.74 47.62 16.67  
No use of vulgarity in  07.41 09.52 — 
screen names 

User Liability

ISP can remove material   48.15 61.90 — 
of concern 
ISP indemnified against  48.15 57.14 16.67
damage to user  
User liable for account 40.74 47.62 16.67  
User liable for damage  18.52 23.81 —
to ISP  

*Included in older AUPs



Table 9.2
(continued)

All (N=27)%  Com (N=21)%  NonCom (N=6)%

No ISP Liability

Accidental deletion/failure  25.93 33.33 —
to store messages  
Content/links 59.26 71.43 16.67  
Copyright infringement   29.63 28.57 33.33  
by users
Transmission errors 37.04 47.62 —  
Damage from material  51.85 61.90 16.67
received  
Damage from transactions 22.22 28.57 —  
Failure/delay in removal of  14.81 19.05 —  
material
Interruption 44.44 57.14 —  
Lack of timeliness 29.63 33.33 16.67  
Loss due to unauthorized  14.81 19.05 —  
account use
Security lapse 33.33 42.86 —  
Viruses, worms, etc 33.33 33.33 33.33 

Privacy (ISP)

Data collection techniques 

Cookies  25.93 33.33 —  
Request info from user 29.63 38.10 —  
User must update info  25.93 33.33 —  
Other collection techniques  14.81 19.05 —  
Stat techniques described 29.63 38.10 —  

Types of info collected 

Personal information 37.04 47.62 —  
Advertising presented 18.52 23.81 —  
Computer 25.93 33.33 —    
Computer use 22.22 28.57 —  
Software 07.41 09.52 —  

Use of information collected 

By function 37.04 47.62 —  
No sale of personal info 22.22 28.57 —  
Data sharing partners 40.74 52.38 —  
Will cooperate with govt. 51.85 61.90 16.67  

User options 

General opt-out 25.93 33.33 —  
Directory listing opt-out 03.70 04.76 —  
Detailed consent to uses 14.81 19.05 —  
Other opt-out 03.70 04.76 —  
Correction possible 29.63 38.10 —
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Table 9.3
Content

All (N=27)% Com (N=21)% NonCom (N=6)%

Illegal content

No unlawful content 25.93 33.33 —  
No defamation/libel/slander 44.44 57.14 —  
No incitement to violence 11.11 09.52 16.67  
No obscenity 62.96 66.67 50.00 

Intellectual property (IP) 

IP rights claimed by ISP 

ISP has license to all  11.11 14.29 —
postings  
ISP has license to all  25.93 33.33 —
postings to gen. public
May sub-license postings 07.41 09.52 —  
May use postings for  11.11 14.29 — 
commercial purposes 
May distribute postings 29.63 38.10 — 
May produce derivative  25.93 33.33 —
works
May publicly perform/ 22.22 28.57 —
display postings
May reproduce postings 22.22 28.57 —  
May use user’s name in  07.41 09.52 —
connection with postings  
May delete submission 22.22 28.57 —
No compensation for use  07.41 09.52 —
of material

IP rights infringement by user

May not violate copyright 74.07 76.19 66.67  
Download only one copy 03.70 04.76 —  
May not create derivative  22.22 28.57 —
works  
May not delete/alter  25.93 28.57 16.67 
attribution 
May not download w/o  40.74 38.10 50.00
rights  
May not post/upload w/o  62.96 71.43 33.33 
rights 
May not reproduce other  29.63 33.33 16.67
than for personal use
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Table 9.3
(continued)

All (N=27)%  Com (N=21)%  NonCom (N=6)%

Other content restrictions

On non-personal objectionable content 

No inappropriate content 14.81 19.05 —  
Use filters 03.70 04.76 —  
No indecency/pornography 37.04 42.86 16.67  
No material violating  14.81 19.05 —
internet norms  
No objectionable content 11.11 14.29 —  
No posting off-topic  44.44 57.14 — 
(newsgroups) 
No profanity 18.52 23.81 —  

On personal abuse

No harmful content 22.22 23.81 16.67  
No abuse of others 33.33 42.86 —  
No contesting crimes  03.70 04.76 —
against humanity  
No hate 37.04 42.86 16.67  
No flaming (newsgroups) 11.11 14.29 —  
No threat to person/ 66.67 85.71 —
property  

On promotional efforts

No chain letters 55.56 57.14 50.00  
No charity requests 03.70 04.76 —  
No contests 07.41 09.52 —  
No petitions 03.70 04.76 —  
No pyramid schemes 44.44 57.14 —  
No spam 51.85 66.67 —  
No surveys 07.41 09.52 —
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Table 9.4
Behavior

All (N=27)% Com (N=21)% NonCom (N=6)%

Illegal behavior

No use for unlawful  88.89 95.24 66.67  
purposes
No fraud 18.52 23.81 —  
No harassment 70.37 66.67 83.33  
No stalking 14.81 19.05 — 

Security 

General 

May not cause damage 29.63 23.81 50.00  
May not intentionally  22.22 23.81 16.67  
cause damage
May not compromise  70.37 76.19 50.00  
security

Methods 

Use anti-virus software 03.70 — 16.67  
No cancelbots 14.81 19.05 —  
No trojan horses 22.22 28.57 —  
No time bombs 03.70 04.76 —  
No unauth use of  33.33 38.10 16.67  
third-party server
No viruses 44.44 52.38 16.67  
No worms 25.93 33.33 —  
No dist corrupted files 07.41 09.52 —  
No dist tools for damaging  25.93 28.57 16.67  
security

Subject of damage 

Other user 29.63 38.10 —  
Site 25.93 28.57 16.67  
System 40.74 42.86 33.33
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Table 9.4
(continued)

All (N=27)%  Com (N=21)%  NonCom (N=6)%

Privacy (users)

General 

No invasion of privacy 33.33 33.33 33.33  
Maintain confidentiality 37.04 33.33 50.00  
Care in dist personal info 18.52 14.29 33.33  

Specific

No coll of personal info 22.22 28.57 —  
No receipt of passwords 11.11 14.29 —  
No solicitation of passwords 25.93 33.33 —  
No coll of email addresses 11.11 14.29 —  
No coll of screen names 07.41 09.52 —  
No coll of info re minors 07.41 09.52 —

Other behavior restrictions

Limit cross-posting 51.85 61.90 16.67  
No advertising 37.04 42.86 16.67  
No automated queries 03.70 04.76 —  
No commercial use 51.85 52.38 50.00  
No gambling 03.70 — 16.67  
No mail bombs 37.04 42.86 16.67  
No mass mailing 40.74 47.62 16.67  
No meta-searching site 03.70 04.76 —  
No pinging 07.41 09.52 —  
No restriction of use by  62.96 71.43 33.33
others
No surveys 07.41 09.52 —



266 Chapter 9

Knowledge of Rules While all of the noncommercial ISPs made it easy
for users to become aware of the pertinent rules by publishing them all in
one place, only approximately 43 percent of the commercial ISPs did so,
otherwise requiring users to roam the site many clicks deep in order to
gain all the knowledge needed. Just over half of the ISPs studied (all com-
mercial) make clear that they will alert users to any changes in policy; oth-
erwise users must continually check AUPs and TOSs to learn if there has
been any change in policy. Some ISPs (11.10 percent) explicitly say they
are free to change the ISP software at will and without alerting users to
these changes; others may do the same but say nothing on this point. With
many different kinds of activities taking place via ISPs, only just over a
third indicate to users where specific types of policies apply.

Criteria for Decision-making While rules may be published, the criteria
by which those rules are interpreted are not. All explication of adminis-
trative procedure, however—whether via the Administrative Procedures
Act, regulation, or internal organizational rules and procedures—includes
explicit and detailed discussion of the criteria of judgment used. Without
making such decision-making rules clear, administrators can act arbitrar-
ily and affected users have no grounds upon which to grieve or petition. 

Regulatory Tools A wide range of regulatory-like tools is available to
and used by ISPs while most users have neither knowledge of the ways in
which those tools are used nor of ISP functions. Often modes of manipu-
lation of content are not known or understood by nontechnical users of
ISPs and so they may not be obvious—service may be slowed down, 
differential pricing may be established, or use habits monitored for devel-
opment of profiles that can be used to justify further regulatory-like inter-
ventions. Means by which information is being gathered about users
often are not understood by the users (e.g., clear gif., etc., let alone cook-
ies). Noncommercial ISPs say almost nothing about their data collection 
practices.2

Enforcement Practices While rules are published, the range of possible
ISP responses to infringements of rules are not. There is usually some
threat of loss of service, but techniques of enforcement short of that and
the steps through which decisions about loss of service are implemented
and may be grieved are not detailed. Users do not know, for example, if
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they will be warned about behaviors they consider normal and acceptable
but that are deemed unacceptable by the ISP before service is cut, or not.
No means is provided for discussing the acceptability of various practices
with the ISP. And in most cases there is no means by which ISP users can
communicate with each other about petitioning the ISP for changes of
rules felt to be unreasonable. 

Enforcement History Unless there is conversation about it on usenet
groups or other lists, there is also no public record of restrictions on
speech. The importance of public knowledge about enforcement of law
and regulation underlies the constitutional principle of public access to
trials. Concern over loss of such knowledge is key among the issues raised
by privatization of the law; by the 1980s, for example, newspaper com-
panies began to examine their loss of access to records of decision-mak-
ing of importance to the general public because of its impact as a result
of the movement of corporate conflict resolution from the courts to
modes of alternative dispute resolution. There is no systematic way of
learning how ISP users are actually being treated in the broad areas
included in AUPs and TOSs other than through anecdotal discussion on
specialized bulletin boards of those cases that make it to the eye of oth-
ers. Such knowledge is of course critical should user groups desire to seek
a change in the rules under which they are permitted to communicate.

Liability
Today a “no,” or “conditional,” liability regime governs ISPs. For other
media, control = liability, but ISPs effectively have control without liabil-
ity. Of course neither control nor liability is a binary condition, but across
media increases in control have meant an increase in liability. In the area
of broadcasting, for example, not only has liability for matters such as libel
long accompanied editorial control, but in recent years courts are increas-
ingly insisting that broadcasters are liable for damage wrought by viewers
inspired by or imitative of behaviors presented in television program-
ming. While ISPs have pursued legal treatment as information distribu-
tors rather than content providers, the courts have not been consistent in
this regard (Patel 2002). 

Even more importantly, ISPs have insisted upon this identity while
simultaneously claiming control over the intellectual property rights over
material transmitted via their services through mandatory licensing. Thus
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there is a deep contradiction in ISP claims, on one hand, not to be content
providers and, on the other, that they control all content. This contradic-
tion has not yet received analysis in the courts because liability issues have
been treated distinctly from intellectual property issues, but inclusion of
the latter in analyses of the former should be expected in coming years. For
the moment, however, ISPs have control without liability.

ISPs are not even held liable for service failures of the types for which
more traditional types of telecommunications service providers are held
accountable, such as interruption of service, security lapses, lack of time-
liness of delivery of services, etc. They are able to escape such responsi-
bilities because they are not classified as telecommunications companies.
As organizations either new altogether or new to the telecommunications
business, they do not have internal histories of concern about service pro-
vision. And because their relationships with the transmission network
itself are varied but most often not that of ownership, it can be difficult
to determine just who should be liable for failures of service. This issue is
not likely to be resolved unless and until users demand greater commit-
ments to reliability.

Users, however, are generally held accountable for any type of conse-
quence of their uses of ISP services, whether to another user, a website,
or the ISP itself. Importantly, many ISPs do not distinguish between caus-
ing damage intentionally and doing so unintentionally. (As we know, it
may be possible to unwittingly cause technical damage either through
ignorance regarding the technologies involved or through software appli-
cations so complex that they cannot be predicted.) The question of inten-
tionality is of particular importance from a legal perspective, for
intentionality is always key in constitutional analysis. Explorations of
whether or not political speech constitutes clear and present danger, for
example, includes the important criterion of intentionality, as does deter-
mination of fault in libel suits. Differences between ISP rules and consti-
tutional law on this point mean that an ISP user accused of libel might
be found innocent because of lack of intentionality by the courts but still
lose service because under ISP rules that criterion is irrelevant.

Anonymity is one way of trying to avoid liability for communications
that has been constitutionally protected in the United States because “lia-
bility” can translate into “punishment” for dissenting political speech or
for corporate whistle-blowers even though both types of content have
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great social importance. ISPs have experimented with forbidding
anonymity; those that explicitly permit it do so only in those environ-
ments in which it has been specifically described as acceptable such as in
usenet groups or on lists that include permission for anonymity among
their internal rules.

Property Rights
Users of some commercial ISPs are forced to grant the services licenses to
all content uploaded or posted, with a slightly larger percentage insisting
upon the same license only for content presented to the general public.
Where they exist, ISP licenses include the entire bundle of intellectual
property rights, with AUPs and TOSs specifying the various rights indi-
vidually—reproduction, distribution, production of derivative works,
performance, and display. While such licenses implicitly include the right
of ISPs to make money from user content, two ISPs said they have the
right to commercial use of what is posted, one emphasized that it would
do so without compensation to the content producer user, and one fur-
ther insisted on the right to offer further sub-licenses to others for com-
mercial use. One ISP also included the right to use of the name of the
person who originally posted or uploaded content, one element of the
right to publicity.3

Interestingly, despite the protection from liability offered by the Digital
Millennium Copyright Act (DMCA) if all of its terms are adhered to,
(Wernick 2001) about three-quarters of ISPs in the study did not provide
information regarding how to report alleged or suspected copyright vio-
lations to the organization. 

Because ISPs strongly emphasize user adherence to copyright law, an
asymmetry in potentials for use is created: ISPs, for example, are free to
create derivative works based on content uploaded or posted by users, but
users themselves are forbidden to do so.

Abandonment of Constitutional Protections
ISPs forbid many forms of constitutionally protected content both non-
personal and personal in kind, though two of the ISPs in this study (APCi
and BellSouth) insist that despite their rules they are not trying to censor
or constrain the free flow of information. 

In the area of nonpersonal content over 40 percent of commercial ISPs
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forbid posting off-topic, a third prohibit even those kinds of indecency
and pornography that do not cross the legal line into constitutionally
restrictable obscenity, and almost 20 percent forbid constitutionally
acceptable profanity. Similarly, a number of communicative activities
that are constitutionally protected, such as conducting surveys, request-
ing donations for charity, running contests, distributing chain letters, or
circulating petitions, are forbidden by some ISPs. Though junk mail is
not illegal when transmitted via the Post Office, over half of the ISPs sur-
veyed treated spam as unacceptable. While impersonation and forgery
are illegal under any conditions, many ISPs also forbid identity experi-
mentation in screen IDs or message headers (as opposed to message con-
tent), even though such experimentation is one of the most noted
features of internet use. 

Several ISPs used very general terms to describe unacceptable nonper-
sonal content such as “inappropriate,” “objectionable,” or “material vio-
lating internet norms;” general prohibitions on more personal content
included terms such as “harmful” and “flaming.” Though hate speech
unlinked to action is not illegal in the U.S. context, over a third of ISPs
placed it on the unacceptable list, and one ISP specifically forbade “con-
testing crimes against humanity.” Laws and regulations can be declared
unconstitutional for vagueness (language so unclear that reasonable adults
cannot agree on their meaning) and overbreadth (language that may be
directed at specific types of unacceptable behavior or content but that is
cast in terms so broad that many types of acceptable behavior or content
are also included) of the kind exhibited by these types of general terms in
AUPs and TOSs, particularly because no criteria are offered for deter-
mining when the bar had been crossed.

Behavioral limits on otherwise constitutional activities include restric-
tions on mass mailings (over 40 percent) and cross-posting of messages to
more than one news group (almost 52 percent). A few ISPs forbade use
of techniques such as automation of queries, meta-searching websites, or
pinging. Because many ISPs distinguish between rates offered personal
and business users, over a third forbid advertising and over half forbid use
of the ISP for commercial use. Restrictions put in place by some of the
ISPs presumably out of a good will effort to protect personal privacy are
impracticable at best and offensive at worst, such as forbidding the col-
lection of e-mail addresses, collection of screen names, and collection of
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e-mail addresses. Only one ISP, on the other hand, forbade collection of
information about minors.

It is legal to restrict constitutional rights by contract, but by function
ISPs serve as public fora. Contractual yielding of constitutional rights has
historically been limited for two reasons, neither of which applies to the
ISP context. Contracts have been undertaken only by individuals or small
classes of people, while ISP agreements affect essentially all U.S. citizens.
And contracts have previously been entered into only in situations in
which doing so is a choice among alternatives—one can choose to take a
particular job or not, for example. As ISP AUPs and TOSs become stan-
dardized, however, contractual abandonment of one’s constitutional
rights is taking place in a situation in which there are in fact no alterna-
tives if one wants to communicate or receive information at all electroni-
cally. These differences between the use of contracts in other situations in
which constitutional rights become limited and their use in the ISP envi-
ronment suggests that contracts should be abandoned in favor of sub-
jecting ISPs to public forum analysis.

Comparative Analyses
The inclusion of a range of types of ISPs in the study makes it possible to
offer comparisons between different categories of ISPs, though the small
numbers of each make the comments below only suggestive. Descriptions
of the ISPs included in the study found in table 9.1 include detail about
the comparative dimensions.

Commercial vs. Noncommercial Commercial ISPs tend to have many
more rules than do noncommercial ISPs across categories. Most notably,
none of the noncommercial ISPs in this study claimed a license to the
intellectual property rights of content posted or uploaded. They also said
far less about restrictions on content and behaviors. Noncommercial ISPs
also, however, provided much less information about the kinds of data
collected about users and ways in which that data is used and did not
offer opt-out options for users concerned about protecting their privacy.
The conclusion is that users appear to have greater protections for free-
dom of speech and much less fear about loss of their intellectual property
rights when they use noncommercial ISPs, but in turn they may need to
be more concerned about protections for their right to privacy.
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Present vs. Past Though the original intent of the study was to compare
original and contemporary AUPs and TOSs of every ISP in the study, it
turned out that only six of sets of earlier agreements were accessible via
the tool of The Wayback Machine, and these were not necessarily the first
agreements used by each (MSN, 1996; AT&T, 1997; Prodigy, 1999;
Simplecom, 1999; Juno, 2000; Earthlink, 2000). The most dramatic find-
ing of the comparison was the explosion in the number of rules: while the
average number of rules in the earlier agreements was 29, in spring of
2002 it was 60. Some earlier rules were dropped in current versions of
AUPs and TOSs, but there was no discernible pattern in what disap-
peared. Possible explanations for changes in the terms of agreements over
time include changes in ownership, legal impact, experience, and the
desire to model examples set by other ISPs.

U.S.-based vs. Non-U.S.-based Four of the ISPs studied were based out-
side of the U.S. Of course non-U.S.-based ISPs did not include informa-
tion on where to report infringements of U.S. copyright law. While one of
the four did claim a license to all material posted, it did not detail the dif-
ferent elements of copyright as found in U.S. law; there was less concern
about copyright infringement by users. There was not as much detail in
non-U.S.-based ISPs in the area of privacy. Probably reflecting data pri-
vacy rules of the OECD, however, a larger percentage of non-U.S.-based
ISPs did provide information about those with whom ISP user data col-
lected would be shared. It is not surprising that non-U.S.-based ISPs
included more restrictions on content and behaviors that are legal in the
United States but often not elsewhere in the world. Anonymity was not
allowed by non-U.S.-based ISPs.

Responses to ISP Regulation

Both economic and legal tools are available to those concerned about
these trends in the development of a regulatory-like function for ISPs.

Economic Tools
Both general (consumer movement) and more specific (user group) tech-
niques are available to users who are concerned about these trends, while
entrepreneurs may choose to interpret such trends as a means of identify-
ing a market niche.
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Consumer Movements Consumer movements, now nascent, can serve
several functions: they can educate consumers about issues, stimulate for-
mation of groups large enough to have negotiation heft, and bring issues
of concern into public discourse.

User Groups An economic tool of some potential strength is available
to users who form into large groups of users. The example has been set
by large office and apartment buildings that contract with specific ISPs to
provide service to their tenants; while these agreements have tended to
focus on reliability of service and marketing restrictions, they could be
expanded to include negotiation over the conditions of communications.
If all libraries in the American Library Association (ALA), all universities
involved in EDUCAUSE, or all schools in a state or a school district,
required certain features in their TOS or AUP as terms of a group con-
tract the economics of the situation would force ISPs interested in the
business to give up on unacceptable restrictions.

Market Niche On the entrepreneurial side, there is an as-yet-unfilled
market niche for the ISP or ISPs that should choose to provide the widest
possible protections for freedom of speech and other communicative,
informational, and cultural rights as their distinguishing features. Two
“public interest” ISPs were included in the study: Panix, which targets
political activists in its marketing efforts, and Rain, which explicitly
defines for itself a public service role. It is worth noting that while these
two do forbid illegal manipulations of identity, they are more open to
types of identity experimentation that would be considered legal under
other circumstances; they do not insist upon a license to content posted
or uploaded; they are more open than many ISPs to use of techniques
such as meta-searching; and they have markedly fewer restrictions on
content than other ISPs.

Legal Tools
The distinction between voluntary and involuntary communications is a
legal tool that may be valuable in the court context, public forum analy-
sis should be of value both in the courts and in Congress, and it is the
responsibility of Congress to address violations of and potential changes
to copyright law.
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Voluntary vs. Involuntary Constitutional law has always distinguished
between those situations in which one’s speech conditions were voluntary
and those in which they were involuntary, with much higher barriers to
unacceptable speech in those conditions in which individuals cannot
choose to avoid the communications or communicate through another
means. The involuntary nature of the need to rely upon an ISP in order to
communicate via the net provides an opening for legal analysis of restric-
tions on speech along the dimension of voluntariness.

Public Forum Analysis The distinction between public and private
forums is used by the courts as a first question in determining when
restrictions on speech are constitutional. Four types of forums have been
distinguished: Public forums are publicly owned and controlled, with
public functions and history (e.g., parks and sidewalks); restrictions on
speech in public forums are subjected to the highest level of scrutiny.
Quasi-public forums are publicly owned and controlled but are devoted
to specific functions and have a history of restricted use (e.g., public uni-
versities and military bases); restrictions on speech in such contexts are
justified if the speech in question would interfere with the functions to
which the venues are devoted. Quasi-private forums are privately owned
and controlled but serve public functions and have a history of public use
(e.g., company towns, shopping malls, and airports); restrictions on
speech in these venues are also acceptable if the speech in question would
interfere with the functions to which the forums are devoted. Private
forums are privately owned and controlled, serving private functions and
with a history of private use (e.g., homes, personal offices); rules for
speech in private forums are up to the discretion of those who own and
control them. 

Within this typology, ISPs should be considered quasi-private fora:
Ownership and control may be public or private, but their functions are
primarily public. Since expansion of the internet beyond the original
research scientist users, the history of use is primarily public—but because
that history is still being formed, bringing public forum analysis into eval-
uation of ISP acquisition of regulatory-like functions is particularly
important right now. The concept of ISPs as quasi-public fora failed in the
courts in the courts in cases in which users the concept was used as a
defense for the practice of disseminating spam (America OnLine v Cyber



Advantage ISP: Terms of Service as Media Law 275

Promotions, 1996; CompuServe v Cyber Promotions, 1997). The har-
monization of ISP Terms of Service and Acceptable Use Policies since that
time, however, alters the facts sufficiently that this line of argument would
be much more likely to succeed under contemporary conditions.

Copyright Law Mandatory licensing of the intellectual property rights
of everyone who communicates via the internet is a de facto change in
copyright law that should not have been permitted without explicit pol-
icy-making attention. The constitutionality of such a move under current
conditions is a matter for the courts, and the question of whether or not
such a move should be permitted should be directly addressed by
Congress as a matter of statutory law. Neither of these legal processes
need wait until ISPs begin taking advantage of the vast quantities of con-
tent over which they are asserting the right of commercial use.

Conclusions

This study of the kinds of rules being put in place to constrain commu-
nicative content and behaviors on the internet via user contracts with
ISPs suggests that without public discussion and largely without public
awareness a significant shift is taking place in the actual nature of the
increasingly dominant electronic speech environment. There is a long
history of carefully crafting constitutional law in such ways that when
other social needs must be balanced against speech rights this is accom-
plished in ways that are as narrowly tailored as possible, specific to the
end desired and effective in reaching that end, uses language that is clear
and unambiguous, always tries to maximize the opening of alternative
venues for speech, and respects the intellectual property rights of those
who create content. ISP contracts appear to be ignoring that history and
are putting place rules that restrict speech that are broad, vague, and
ambiguous; specifically prohibit forms of speech that have been explic-
itly and repeatedly protected under U.S. law; exhibits no respect for the
intellectual property rights of content creators; and does so in an envi-
ronment in which increasingly there are no alternative venues for speech.
Addressing these trends at this relatively early point in the history of use
of the internet is critically important to ensure that all of the constitu-
tional effort will not have been in vain. Tracking the development of a
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much larger number of ISP Acceptable Use Policies and Terms of Service
agreements would be valuable as a means of determining whether or not
such efforts are successful.

Notes

1. These agreements appear to change relatively quickly, and since the time of the
study some of the smaller ISPs have already changed ownership.

2. The one exception is the mention by one noncommercial ISP of its compliance
with Patriot Act requirements regarding surveillance of e-mail and web surfing
practices. 

3. While intellectual property rights provide a bundle of ownership rights to con-
tent produced, the right to publicity—which does not exist at the federal level in
the United States but does in about half of the states—provides ownership rights
in features of the individual such as the name, likeness, voice, and other identify-
ing characteristics that may have commercial value.
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10
Anticircumvention Misuse

Dan L. Burk

1 Introduction

The recent passage of the Digital Millennium Copyright Act in the United
States has drastically altered the landscape of intellectual property. Copy-
right in digital media has in a very real sense been rendered obsolete,
superseded by new technological anticircumvention rights that some have
called “paracopyright.”1 Such paracopyright constitutes a separate set of
rights, quite distinct from any copyright in the underlying content. These
new rights are expansive and unprecedented. They allow control of
uncopyrighted materials, and confer upon content owners a new exclu-
sive right to control not only access to technologically protected works,
but also to control ancillary technologies related to content protection.

Because such “paracopyright” is ripe for abuse, limits on anticompet-
itive overreaching are in order. Just as improper leveraging of patent and
copyright may properly be curtailed by application of the misuse doc-
trine, so improper leveraging of paracopyright should properly be cur-
tailed by application of misuse. This new application of misuse doctrine
may be guided by the standards established in previous applications to
patent and copyright law, and may serve a similar function in regulating
the excesses invited by paracopyright protection.

2 Technical Measures

Copyright is to some extent the creature of technological change; the
printing press, the camera, the phonograph, the photocopy machine, and
other technological advances have all left their mark.2 Copyright is typi-
cally justified as a legal measure designed to correct a “public goods”
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problem fostered by these technologies.3 Art, music, software, and simi-
lar creative works are frequently expensive to create, but technological
advances render them easily copied once they have been created. The pro-
vision of a legal right of exclusivity is intended to allow authors to recoup
their investment in creative works by allowing them to deter unautho-
rized copying and related uses for a limited period while charging a fair
return on authorized copies.

At the same time, the introduction of such a legal barrier artificially
raises the cost of the work, placing it beyond the reach of some people
who might have enjoyed or benefited from it at the lower price. Thus, the
use of intellectual property law is always a balancing act between allow-
ing the greatest number of people to enjoy works at low cost, without
lowering the cost so much that the works will never be created in the first
instance.4 Indeed, this balance is constitutionally mandated in the United
States, where the constitution provides Congress with the power to enact
copyright laws only if such laws “promote the progress of science and the
useful arts.”5

Consequently, in the United States at least, the public is the intended
beneficiary of intellectual property laws, although authors certainly may
benefit in the process.6 The scope of copyright is limited to original
expression, excluding ideas, processes, and functional aspects of pro-
tected works.7 Copyright is also rife with exemptions, exceptions, and
user privileges of every type. Some of these are quite narrow, such as the
exception for owners of commercial business establishments to publicly
perform broadcast music on receivers of a particular type,8 or the excep-
tion allowing public performance of music at agricultural fairs.9 Other
privileges are quite broad, such as the so-called “first sale” doctrine,
which cuts off the copyright holder’s right of distribution in individual
copies after they have been purchased, effectively allowing the consumer
to resell or dispose of the copy in almost any manner she wishes.10

In the United States, the most important exception to the copyright
holder’s rights may be the “fair use” exception, which facilitates a broad
range of unauthorized uses.11 This exception is highly flexible, allowing
otherwise prohibited uses of all or part of a work, depending on the cir-
cumstances. Fair use plays a critical role in mediating between constitu-
tionally mandated freedom of expression and copyright,12 which might
otherwise be used to suppress socially valuable criticism, commentary, or
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parody of copyrighted works.13 As computer software has been added to
the universe of copyrightable subject matter, courts have also looked to
fair use theories to justify the temporary but unauthorized copying that
inevitably occurs in reverse engineering software to create competitive or
interoperable products.14

The presence of such exceptions and user privileges is often an annoy-
ance to copyright holders, who might prefer either to suppress such uses
or to profit by them. One strategy that has emerged for curtailing such
uses is that of licensing; for example, the first sale doctrine does not apply
if a copy of a work is leased rather than sold.15 A licensing agreement
might also provide that the user of a copy will surrender fair use or other
privileges in return for use of the copy. In mass-market situations, negoti-
ating such leases with every consumer who purchases a copy might be
burdensome, but copyright holders have developed the strategy of the
“shrink-wrap” license to deal with this problem.16 Under this legal fiction,
the consumer purportedly agrees to the terms of the license by opening
the packaging or making use of the copy.17

However, the proliferation of digital technology makes monitoring and
enforcement of the copyright holder’s exclusive rights relatively more dif-
ficult.18 Cheap and easy accessibility to computers and computer net-
works allows consumers to reproduce and distribute digitized materials,
both in exercise of exceptions to copyright as well as in excess of those
exceptions. The sheer volume of both permissible and infringing uses
makes the task of detecting and censuring the latter, impermissible uses
formidable. Licenses that purport to eliminate otherwise legal uses are
made by the technology equally difficult to police and enforce.

Copyright holders might far prefer a world in which the rights granted
them under statute or asserted via license became self-enforcing.19

Something close to this can be achieved by the employment of technolog-
ical devices that can accompany copies of a work as they are distributed,
controlling uses of the work.20 Such devices may take a variety of forms
as hardware or software, or some combination of the two.21 Technologi-
cal control systems may be used in the first instance to prevent access to
digital content without the permission of the content owner, for example,
by provision of a password. Such access might be occasioned upon terms
of payment or terms of usage for the protected content. The consumer
might well be presented with an extended license, perhaps in the form of
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a “clickwrap,” to which he must acquiesce before the control system
permits access.22

Alternatively, the control system itself might be designed so that the
terms of use or payment are embedded as constraints upon the degree of
access. For example, rather than agreeing in a written license that as a
condition of access, the user will make only one copy of the content, the
technological controls may be built to allow only one copy to be made.
Technological control systems may tie use of the work to a certain
machine, or when attached to a network or other signaling device, mon-
itor the degree and type of use of the work, perhaps to meter payment by
the minute, by the bit, or by some other unit of usage. Indeed, where tech-
nological controls are used in combination with “clickwrap” licensing, the
terms may be enforced by the control system itself.23 They may allow dif-
ferent levels of use depending on the level of payment made. Contingent
or alternative terms might be programmed into the system, allowing a sin-
gle access for a certain fee, or unlimited access for a higher fee. Access
might even be revoked automatically, or by remote command, if pay-
ments are not made in a timely fashion.24

As these examples demonstrate, technological controls can be scripted
to incorporate restrictions that might otherwise be the subject matter of a
written license. Lessig and Reidenberg have each observed that because of
these characteristics, technological control and legal control may be sub-
stituted in a variety of instances.25 But technological controls and legal
controls also differ in certain aspects, notably in the degree of discretion
afforded to the user. Where legal regulation constitutes the barrier to use
of content, users may breach it at their discretion, avoiding penalty until
they are apprehended and legal process is complete. Technological barri-
ers may be less difficult for content owners to police and enforce: unless
users are technologically sophisticated, unauthorized uses are simply
impossible.

From the perspective of the content owner, the major drawback to
reliance primarily upon technological controls is that the barrier erected
by one programmer may be circumvented by another. Technically sophis-
ticated users may find ways to circumvent or disable the control system.
The majority of users are unlikely to have such skills, but might be sup-
plied with user-friendly software “hacking tools” by others who are
skilled.26 The widespread availability of such skills, or of tools requiring
little skill, could threaten the more complete control over content offered
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by technological management. Thus, while technological controls may
increase the difficulty of unauthorized uses, technology alone cannot be
expected to achieve complete control of protected content. Legal prohibi-
tions against circumvention activity may be necessary to buttress the
integrity and operation of the control system. 

3 DMCA Anticircumvention

Indeed, such anticircumvention laws, acting as an adjunct to technologi-
cal controls, confer upon content owners a degree of control never attain-
able under a regime of traditional copyright.27 Content owners in the
United States received just such an anticircumvention entitlement in the
provisions of the Digital Millennium Copyright Act, or DMCA.28 The
statute was touted as legislation necessary to fulfill the United States’ obli-
gations under the World Intellectual Property Organization Copyright
Treaty (WIPO Treaty).29 However, the treaty requires only that signatory
states provide “adequate legal protection and effective legal remedies”
against circumvention of technological controls.30 In the United States,
such protection would already have been provided under the doctrine of
contributory infringement, which attributes copyright liability to
providers of technical devices that lack a substantial noninfringing use.31

Nonetheless, lobbying by content industries resulted in the enactment
of so-called “implementing” legislation containing anticircumvention
provisions that far exceed anything contemplated by the treaty.32 Starkly
put, the DMCA as enacted creates a new and unprecedented right to con-
trol access to copyrighted works. The statute outlaws the act of circum-
venting “a technological measure that effectively controls access to a
work protected under this title.”33 It also prohibits “trafficking” or pro-
viding the means to circumvent either technological access controls or
technological measures that control the exclusive rights of a copyright
holder: that is to say, copy controls, display or performance controls, and
so on. The act provides for a handful of exceptions for extremely nar-
rowly defined purposes such as law enforcement, encryption research,
and security testing. There is a narrow exception for the purposes of soft-
ware interoperability, but not hardware. The statutory exceptions are
confusing and somewhat contradictory, but are primarily directed to the
prohibition on circumvention; exceptions to providing circumvention
means are extremely limited.34
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Thus, with very few and very limited exceptions, the statute penalizes
both the circumvention of technical protection measures, and supplying
the means for such circumvention. The exceptions to the act of anticir-
cumvention by no means accommodate the range of uses permissible to
consumers under copyright law. There is, for example, no explicit provi-
sion allowing the owner of a copy to make fair use of the work embod-
ied in that copy, and at least one court has rejected the argument that such
an exception should be read into the statute.35 Fair use encompasses a
wide range of legitimate uses, including quotation for criticism and com-
mentary, many educational uses, and the reverse engineering of software
for purposes of interoperability. 

Presumably, then, if a user wishes to make fair use of a technologically
protected work, she must first either locate an unsecured copy of the
work, or in the absence of such a copy, ask the permission of the content
owner. This has not been the rule where rights are secured by copyright
rather than by technical measures, and for good reason. Many socially
valuable fair uses might be deemed offensive or undesirable by the rights
owner. We would expect permission to be denied by rational rights hold-
ers in many core instances of fair use, such where the fair user wishes to
engage in criticism or parody of the work.36 But in such cases, even where
permission for the use has been explicitly declined by the rights owner,
fair use has been permitted to proceed over the owner’s objections.37

What should be clear from this description of the DMCA anticircum-
vention provisions is, first, that this statute enables a new form of exclu-
sive right, a right of access.38 Although they appear as part of the “Digital
Millennium Copyright Act,” are codified along with copyright in Title 17
of the United States Code, and are frequently mentioned in connection
with copyright, these prohibitions on circumvention of technical protec-
tions are entirely separate from the exclusive rights under copyright.
Violation of the technological protections on a copyrighted work is an
infringement entirely separate from unauthorized reproduction, distribu-
tion, adaptation, public performance, public display, or digital transmis-
sion of the controlled material—the technological infringer need engage
in none of these exclusive activities to violate the anticircumvention pro-
vision. The anticircumvention statute in fact makes this distinction
explicit, stating that nothing in the anticircumvention statute is to “affect
any rights, remedies, limitation, or defenses to copyright infringement.”39
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The separation between the anticircumvention right and copyright is
most apparent when comparing the limitations on each. As described
above, copyright contains numerous exceptions and user privileges, such
as statutory provisions allowing unauthorized use of copyrighted works
in classroom instruction,40 in certain religious services,41 creation of
“back-up” copies of computer programs,42 and so on. None of these uses
is explicitly sanctioned by the anticircumvention provisions; if a work is
protected by access controls, circumventing those controls to make a use
privileged under the copyright act is still prohibited. Outside of circum-
vention for the few exceptions described above, the only statutorily sanc-
tioned method for gaining access to technically protected works is with
the permission of the content owner.

This second aspect of the anticircumvention right should also be
apparent from the description above, that as a statutory matter, the anti-
circumvention provisions of the DMCA extend protection far beyond any
exclusive right granted in the protected work. Indeed, they likely extend
protection beyond any right that could lawfully be granted by Congress
under the copyright clause of the United States constitution, causing some
commentators to question the constitutionality of the statute.43 For exam-
ple, in accordance with the constitution, copyright expires after a “lim-
ited time” but the anticircumvention statutes contains no such provision
for expiration. Similarly, the Supreme Court has held that copyright can-
not constitutionally be extended to facts or unoriginal compilations44, yet
such information, if controlled by technical measures, would appear to
protected by the anticircumvention right. 

The DMCA does require that in order to qualify for the anticircum-
vention right, a technological system must control some copyrightable
content.45 But copyrightable content is typically mixed with uncopy-
rightable content, which will also be under the control of the technolog-
ical protection system. Unauthorized extraction of unprotectable content
from a copyrighted work has consistently been held not to violate copy-
right,46 but extraction of such unprotectable content from a technically
controlled copy would violate the anticircumvention right. The con-
trolled content may include uncopyrightable facts, or public domain
materials, or purely functional works, yet unauthorized access to such
content will constitute a DMCA violation the same as for unauthorized
access to copyrighted content Thus, the anticircumvention provisions



286 Chapter 10

permit exclusivity that copyright clearly does not permit, creating
another set of rights altogether: a right to control access to technologi-
cally protected works.47

The corollary to these conclusions is a third unique aspect of the anti-
circumvention right: that this new right of access facilitates not merely the
licensing of copyrighted materials, but also allows licensing of access to
published but uncopyrightable materials. Control of access has always
been the essence of trade secrecy, so long as information remained confi-
dential, but the ability to deny access was lost when the trade secret
became publicly available. Now, the owner of technologically controlled
materials may authorize or deny access, which is to say that he may
license access, while at that same time publicly circulating the material.
Such licenses may be conditioned upon terms set by the rights holder.
Certainly price and manner of payment should be expected among such
terms, as will conditions of use and other restrictions. Such licenses may
be presented in writing prior to access, or may be incorporated into the
technological controls themselves.

Fourth, although Congress may not have fully appreciated this result,
the antitrafficking provisions of the DMCA confer upon content owners
an ancillary property right in circumvention technology, which is to say,
a property right in the means of accessing content. The right to prevent
importation, distribution, or provision of circumvention technology nec-
essarily entails the right to authorize such activity by waiving suit.
Because this dimension of “paracopyright” effectively grants copyright
holders sweeping new ability to impose licensing terms upon the creators
of access technologies, such terms may extend to markets and activities
unrelated to the controlled content. This affords copyright holders a new
method to control competition and innovation beyond the market for
protected content. The first crop of cases enforcing the anticircumvention
right suggests that the opportunity to exercise such control has not been
lost on the beneficiaries of this new right.

4 Leveraging Paracopyright

In the relatively short time since their enactment, the DMCA anticircum-
vention provisions have been invoked in a handful of cases and reported
incidents. Courts have typically been sympathetic to such claims when the
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incidents have reached the point of judicial action. Oddly, however, the
facts of these cases have seldom involved misappropriation of technically
protected content. Perhaps the most extreme example of this trend is
found in RealNetworks v. Streambox,48 where content ownership is alto-
gether absent. Instead, the DMCA action was brought by the publisher of
a popular software package used to receive music or video “streams” via
the Internet. The RealPlayer receiver software, which would be typically
installed on a user’s desktop machine, achieves connection with a Real-
Player music or video server elsewhere on the network through a “secret
handshake” protocol that allows the server and receiver to recognize one
another.49 Once a connection is achieved, the system contains a feature to
determine whether the user of the receiver has obtained rights to copy the
music files sent by the server, or only to listen to the music as it is sent.50

The defendant Streambox produced a competing receiver, as well as
several other pieces of software designed to be interoperable with the
RealPlayer system. In order to play RealPlayer signals, the Streambox
receiving components connected with the RealPlayer server by emulating
the “secret handshake” protocol.51 However, once the connection was
established, the Streambox product lacked the restriction feature that
would prevent unauthorized copying of streamed music or video. Real-
Networks brought suit against Streambox, alleging that their receiving
components constituted a “circumvention device” under the DMCA. In
an unpublished opinion, the court granted the preliminary injunction,
holding that the emulation of the “secret handshake” protocol consti-
tuted a circumvention of the RealPlayer restriction features.52

The most striking feature of this opinion is that no content owner
appears—although the DMCA was purportedly enacted to protect own-
ers of copyrighted content, in the RealNetworks case, only producers of
competing software technology were involved. No pirating or unautho-
rized reproduction of any copyrighted content was shown, only the pro-
duction of an interoperable product that could have been used to produce
unauthorized copies of content. At least one way to view the facts is as an
attempt by a software publisher to impede or abolish the distribution of
a rival product, and at a minimum the case demonstrates that the statute
could be turned to such purposes.

Control over interoperable technology, rather than an explosion of
unauthorized copying, lay similarly at the heart of the dispute in
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Universal City Studios v. Reimerdes.53 The Reimerdes suit arose over cir-
cumvention of a technical control system knows as the Content
Scrambling System, or CSS, which was designed to secure access to DVD
movie discs.54 A key feature of the system allowed discs playback to
restricted by geographic area.55 Machines manufactured in different geo-
graphic areas were designed to allow access to the content of a given
DVD only if the disc was coded to be played in that in corresponding
geographic area, thus allowing significant control over the timing and dis-
tribution of movies released in different parts of the globe. A corollary
effect of this control system is that DVDs may only be played on
approved playback equipment, whose manufacturer has built the equip-
ment for use with the CSS.56

A fifteen year old Norwegian developed a program called “DeCSS,”
designed to circumvent the access controls, purportedly in order to play
DVDs on nonapproved playback systems.57 The DeCSS program would
thus allow DVDs purchased in one area of the world to be played on
equipment that would otherwise be geographically incompatible. It
would also allow DVDs to be played on a Linux-based playback system,
for which no approved device existed.58 The owners of DVD content—
which is to say, movie studios—alleged that the DeCSS “hacking tool”
violated the DMCA provisions prohibiting trafficking in circumvention
devices, and successfully filed suit to prevent various web sites from either
directly distributing the program or offering hypertext links to other sites
where it might be found.59

A similar result was reached in Sony v. Game Masters,60 where the
alleged circumvention device was an add-on module “Game Enhancer”
for the PlayStation videogame console. The Game Enhancer was sold
with instructions on how to use the device not only to modify games, but
also to use a U.S. marketed console to play games intended for sale only
in Europe or Japan.61 Much like the DVD CSS territory codes in Reimerdes,
the PlayStation console was designed to operate when encrypted data
from a game CD verified that the game was a Sony product authorized
for distribution in the same geographical territory as the console. The
Game Enhancer instructions allowed players to initialize a U.S. game,
then temporarily turn control of the console over to the Game Enhancer
while the U.S. game was removed and an import game inserted and
loaded.62 Control was then turned back over to the console’s operating
system, which would execute the game software based on the previous
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authorization. The court concluded that this constituted circumvention of
a technological measure in violation of the DMCA, and that distribution
of the Game Enhancer violated the DMCA trafficking provisions.63

These incidents suggest that the anticircumvention right lends itself to
use in ways that may be entirely unrelated to preventing unauthorized
copying or distribution of copyrighted works. In the Streambox case, for
example, the anticircumvention right has arguably been employed to sup-
press competing technology by preventing interoperability with products
that include technical protections. The Reimerdes case suggests the use of
paracopyright to force users to purchase or employ related products;
DVD access controls require that the disc be played on approved hard-
ware, effectively dictating the consumer’s purchase of particular playback
equipment.

The geographic “terms of use” for DVD or PlayStation access are
embedded in the devices themselves, but paracopyright seems additionally
positioned to facilitate anticompetitive terms in explicit licenses. Where a
particular use would be permissible under copyright law, content owners
may be able to forbid that use as a condition of access. For example, a
content owner might as a condition of access contractually require a user
to agree not to engage in fair use or reverse engineering as a condition of
access—circumventing technical controls to engage in such uses without
agreeing to the contract would constitute an anticircumvention violation.
Judging by current trends in copyright “shrinkwrap” licensing, other
access licensing terms might include noncompetition provisions or
restraints on resale, lease, or lending of the controlled copy.

At some point, such leveraging of access control seems certain to over-
step the bounds militated by sound policy or intended by Congress. In the
past, abuse of intellectual property rights has been to some extent
restrained by judicial application of the doctrine of misuse. The history of
this doctrine suggests that it may be adaptable to use in new situations,
and admirably suited to curtailing overreaching uses of “paracopyright.”

5 Patent Misuse

The legal doctrine of misuse first arose in patent law, where patent rights
might be leveraged into licensing terms that exceed the proper scope of
the patent grant.64 Misuse is an equitable doctrine, closely related to the
doctrine of unclean hands.65 Under these doctrines, a plaintiff who seeks
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the aid of a court to enforce his rights must not himself have been guilty
of violating others’ rights.66 A defendant may therefore raise misuse as an
equitable defense to infringement even though he himself is not necessar-
ily the victim or target of the misuse. The court finding misuse exercises
its discretion by refusing to aid the wrongdoer. Consequently, the court
will decline to enforce the misuser’s right against any party, whether or
not harmed by the misuse, until the misuse has been “purged”; that is,
until the misuser has reversed the effects of the conduct.67

Patent misuse has typically been found where a defendant can show
some attempt by the patent holder to obtain greater economic advantage
than Congress intended, or to restrain trade in ways not contemplated by
the patent grant.68 Such behavior frequently, although not exclusively,
involves licensing, and classic cases of patent misuse typically concerned
cases of “tying,” that is, requiring purchase of an unpatented item in con-
junction with purchase or license of a patented item.69 For example, in the
Morton Salt case where the United States Supreme Court firmly estab-
lished the misuse defense, the patent holder was found to have exceeded
the patent granted on its machine for depositing salt tablets, as it required
licensees of the machines to use the machines only with salt tablets pur-
chased from the patent holder.70 According to the Court, such use of
patent rights to leverage sales in an unpatented item tends to thwart the
public policy underlying the patent grant, even if the patentee does not
violate the antitrust statutes.71

In the decades subsequent to the Morton Salt case, patent misuse
expanded to encompass a wide range of anticompetitive activities. Many
of these activities coincided with violations of the antitrust laws; others
were uniquely patent policy violations. For example, in Brulotte v. Thys,
a patent holder’s attempt to collect royalties from licensees beyond the
term of the patent grant was declared contrary to public policy, and so
constituted misuse.72 If such licensing were permitted, the Court rea-
soned, the movement of the claimed invention into the public domain
after expiration of the patent would be frustrated.73 The Court therefore
held such attempt to leverage the patent beyond the set term per se unlaw-
ful, establishing a new category of per se patent misuse.

The holding in Brulotte established federal patent policy as a basis for
finding misuse, although the Court remained a bit vague about the exact
parameters of the policy involved. Clearly, private attempts to relegislate
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the scope of a patent grant would constitute misuse, although it was the
temporal scope of the grant—the statutory period of the patent—that
could be precisely determined. This federal policy argument was extended
in a later ruling, Lear v. Adkins,74 where a patent holder raised the con-
tract doctrine of licensee estoppel to prevent a licensee from challenging
the validity of the licensed patent. In Lear, unlike Brulotte, the license
required payment of royalties on a potentially invalid patent, rather than
upon an expired patent. The Supreme Court extended its holding in
Brulotte to rule that the federal policy favoring elimination of invalid
patents preempted the state contract law doctrine of licensee estoppel.
These decisions formed the basis for a separate line of cases delineating
the proper role of state and federal law in the protection of proprietary
rights, ultimately explicating rules that constrain state intellectual prop-
erty law by both federal public policy and constitutional dimensions.75

The doctrine of misuse proper developed independently of the
Brulotte/Lear line of cases, but the legal milieu of its development,
together with the lack of clear guidance as to the limits of federal patent
policy, fueled an unwarranted proliferation of the doctrine.76 In a period
when courts tended toward an expansive interpretation of antitrust law,
patents were frequently regarded as “monopolies” to be voided at any
opportunity. Because it frequently overlapped with real or perceived
antitrust violations, patent misuse became a favorite tool to implement
many courts’ general hostility to patents. Misuse eventually became
viewed, with some justification, as a bargain-basement all-purpose claim
against patent enforcement.77

In response, Congress statutorily limited the scope of patent misuse,
especially where it may overlap with antitrust violations.78 The patent
statute now catalogs a variety of patent related activities, such as refusals
to license, that may at one time have been considered misuse, but which
are now statutorily approved.79 Tying arrangements between patented
inventions and other items specifically adapted for use with the patented
invention are similarly approved.80 Even tying between patented inven-
tions and unpatented staple articles of commerce are to be prohibited only
where the tie meets the antitrust test of market power in the tying item.81

Historical antipathy toward patenting has also receded, to be replaced
over the last two decades by an effusive new attitude, not merely of 
tolerance, but of nearly unbounded enthusiasm toward patents.82 This
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patent fervor has in part been fueled by the creation of the United States
Court of Appeals for the Federal Circuit, a body invested by Congress
with exclusive appellate jurisdiction over patent cases,83 and with a per-
ceived mandate to produce a uniform body of U.S. patent law.84 The court
has generally taken this as a charge to support and expand patent law,
and in the course of doing so has drastically limited the scope of misuse.
Outside of those practices explicitly declared by Congress not to be mis-
use,85 and a few categorical instances of “per se” misuse, the Federal Cir-
cuit has elaborated a “reasonableness” standard for evaluating misuse,86

and seems inclined to find almost any activity engaged in by a patentee to
be reasonable.

Despite this general contraction of the patent misuse doctrine, the
Federal Circuit does continue to recognize misuse as applicable where the
patentee unreasonably attempts to extend his rights beyond the statutory
limits of the patent.87 Even under the permissive standard articulated by
the court, truly outrageous practices on the part of patentees would be
found unreasonable.88 And although in many cases such unreasonable or
overreaching behavior in patent licensing will constitute an antitrust vio-
lation, even where it does not, the behavior may still constitute misuse.
This is certainly the case in the “per se” categories recognized misuse,
such as extension of royalties beyond the patent term.

6 Copyright Misuse

Although the importance of the misuse defense has waned in patent law,
it has experienced a somewhat surprisingly renaissance elsewhere, within
the law of copyright. This new flourishing may be due to the recent
employment of copyright to cover technological inventions. Early com-
mentary considering the inclusion of software within copyright predicted
that copyright might need to borrow doctrines such as misuse from patent
law in order to accommodate the characteristics of functional works.89

True to prediction, the typical setting for copyright misuse has been that
involving computer software, and courts developing this relatively new
claim have drawn heavily on older patent cases for their rationale. As in
classic patent misuse, to establish copyright misuse, a defendant must
establish either (1) that the plaintiff violated the antitrust laws, or (2) that
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the plaintiff illegally extended its monopoly beyond the scope of the copy-
right or violated the public policies underlying the copyright laws.90

Although parallels between patent law and copyright law have long
lent themselves to claims of copyright misuse, acceptance of the claim
came slowly. In 1948 a district court in Minnesota recognized the defense
of copyright misuse, but the decision was reversed on appeal.91 For the
next forty years, defendants unsuccessfully asserted the defense.92 More
recently, courts have begun to actively apply misuse principles to over-
reaching in copyright licensing. The germinal case in this line of doctrinal
development was Lasercomb America, Inc. v. Reynolds,93 where the court
found that a license attempting to prevent the licensees from independ-
ently innovating a competing product amounted to copyright misuse. The
defendant in Lasercomb had licensed four copies of a die-cutting com-
puter program from the plaintiff, then circumvented the software’s pro-
tective devices and made three unauthorized copies of the program.94

When the copyright holder sued for infringement, the defendant asserted
copyright misuse on the basis of Lasercomb’s standard licensing agree-
ment, which provided that licensees were barred from independently
innovating a competing product for ninety-nine years.95

In accepting the defendant’s claim of misuse, the Fourth Circuit Court
of Appeals relied heavily on the patent misuse reasoning from Morton
Salt Co. v. G.S. Suppinger. Of particular concern to the court was the
copyright holder’s attempt to withdraw its competitor’s creative abilities
from the public; the agreement not only attempted to suppress any inde-
pendent implementation of the idea, but forbade the licensee from devel-
oping any kind of computer-assisted die-making software.96 The licensee
was required to prevent all its directors, officers and employees from
assisting in any manner to develop computer-assisted die-making soft-
ware.97 In a nod to the Brulotte line of patent cases, the court noted that
the license’s ninety-nine year prohibition could outlast the copyright
itself.98 Significantly, the court held that the defendant need not itself be
subject to the egregious licensing term—as indeed the defendant was
not—in order to assert the defense.99

Following Lasercomb, several other courts recognized claims of copy-
right misuse. Notably, the Ninth Circuit Court of Appeals in Practice
Management Information Corporation v. American Medical Association
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held that a licensing agreement not to use competing products comprised
copyright misuse.100 At issue was a medical procedure indexing code in
which the AMA claimed copyright, and which it licensed to a govern-
mental agency, the Health Care Financing Agency (HCFA) on condition
that HCFA would promote the use of the AMA code and agree not to use
any competing system.101 The Ninth Circuit agreed with a misuse claim
brought by a publisher of medical texts, holding that public policy was
offended by the AMA’s attempt to license its code by imposing an anti-
competitive exclusivity restriction.102

In a third leading case, Alcatel USA, Inc. v. DGI Technologies, Inc., the
Fifth Circuit held that a license limiting the use of operating system soft-
ware to hardware produced by the copyright owner constituted copyright
misuse.103 The Alcatel case provides a particularly important example of
copyright misuse doctrine in the context of computer interoperability. The
plaintiff Alcatel produced equipment for telephone switching systems,
which were controlled by a copyrighted operating system software.104 The
operating system was licensed to customers under terms that allowed use
of the operating system only in conjunction with Alcatel’s hardware.
Customers frequently wished to add microprocessor cards to expand
capacity of their switches. When an Alcatel competitor copied Alcatel’s
software in order to design a competing microprocessor card, Alcatel
sued for copyright infringement. However, the court upheld the defen-
dant’s claim of copyright misuse, reasoning that Alcatel was leveraging its
software copyright to obtain patent-like control over its unpatented
microprocessor cards.105

Following these three leading cases, other circuit courts indicated
acceptance of copyright misuse, and the doctrine appears to have become
firmly ensconced in the law of copyright. The discussion about copyright
misuse now focuses primarily on its proper application and extent, rather
than on its existence as a defense to infringement. However, the precise
contours of the doctrine are still not clear, and the exact border between
copyright misuse and antitrust remains particularly vague and controver-
sial.106 Much as in the previous development of patent misuse, antitrust
violations may constitute copyright misuse, but misuse is not limited to
the antitrust context.107 While the lack of congruity between copyright
misuse and antitrust has frustrated certain commentators,108 these fea-
tures of the doctrine in fact position it to play the gap-filling, coordinat-
ing, and policy preserving roles discussed in the previous section. 
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7 Anticrcumvention Misuse

The history of misuse reviewed here underscores the past importance of
misuse in curtailing the forays of intellectual property rights holders
beyond the uses intended for their rights. The consistent theme of misuse
cases is limitation on private extensions of IP rights contrary to public
policy—not simply to ward off antitrust violations, or even prevent eco-
nomically anticompetitive activity. Some types of intellectual property
overreaching will surely create anticompetitive effects, and curtailing
overreaching may cure some anticompetitive behaviors. To the extent that
misuse doctrine does so, it may complement or overlap antitrust law, and
might sometimes be taken for antitrust law. But the most recent copyright
misuse cases make clear, as do the early patent cases, that the unique role
of misuse is to police the constitutional and statutory limitations on
exclusive rights. The extension of misuse to “paracopyright” is appropri-
ate to deter such inappropriate leveraging of these new rights.

The question to be addressed regarding anticircumvention misuse will
not simply be whether the particular application of the right is anticom-
petitive, although some—and perhaps all—anticompetitive uses will
surely be misuses. Rather, a finding of misuse would be proper where the
ends to which the anticircumvention right is employed exceed the rea-
sonable grant of the right. For this standard to have any definite structure,
it will be necessary to determine what the bounds of the anticircumven-
tion grant might be. That in turn entails some determination of
Congressional intention in creating the right in the first place.

Fortunately, the legislative history behind the DMCA anticircumven-
tion provisions is fairly clear regarding Congressional intent, and indeed
somewhat repetitious on this point. The legislative record of the DMCA
is replete with references to the need for anticircumvention measures to
prevent “piracy.”109 While this pejorative is used rather loosely by the
content industries who backed the DMCA—to include even legitimate
though unauthorized copying of a work110—the legislative record reflects
a use of the term by both legislators and industry proponents of anticir-
cumvention provisions most often to refer to large-scale, unauthorized
commercial reproduction and distribution of copyrighted works in com-
petition with the legitimate copyright owner. Some uses of the term also
refer to widespread but private unauthorized reproduction and distribu-
tion that might not be explicitly commercial, but which would adversely
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affect the commercial market for authorized copies of the work. Content
industries lobbying Congress for circumvention protection repeatedly
emphasized the potential of digital piracy as the threat motivating their
appeal to the legislature. Legislators who sponsored or favored the
DMCA repeatedly cited the threat of piracy as the motivation for their
support.

Thus, the legislative record suggests that the anticircumvention right
was intended by Congress as a shield rather than a sword, intended as a
means to prevent wholesale misappropriation of copyrighted content,
rather than as a means to extend content owners’ exclusivity to adjacent
technologies. Yet the cases brought by rights holders thus far, as described
above, have been characterized by a decided lack of anything resembling
“piracy” or unauthorized copying. Rather, the common employment of
the anticircumvention right in the cases described above has been, cer-
tainly in effect if not in intent, directed to suppressing competitive prod-
ucts. Such use of the anticircumvention right is strikingly similar to use of
copyright in the copyright misuse cases such as Alcatel.

Established doctrines of patent or copyright misuse will be inadequate
to limit overreaching digital content licenses, in part because such licenses
need not be based on a release from copyright or patent liability, but on
release from circumvention liability. One can perhaps already see the pre-
cursor to such a case in the current dispute over access controls in a case
such as Reimerdes. Note that in that case, the CSS was used to limit the
playback of technologically controlled works to certain approved DVD
players. This is in essence a form of tying, using the technological control
system, and the legal sanctions backing it, to force customers who pur-
chase DVDs to use only particular DVD players. It is only a very short
step from these facts to an anticompetitive situation in which customers
are being required to purchase particular players to play discs that, absent
the access control, could be played using the DVD machines manufac-
tured by other, unapproved manufacturers. Even if such tying did not rise
to the level of an antitrust violation, there would arguably be a misuse of
the anticircumvention right: leveraging the right granted in the techno-
logical control system to control unpatented players, much as the copy-
right in Alcatel was leveraged to control telephone switching hardware.

The holdings of copyright misuse cases such as Lasercomb similarly
suggest that employment of the anticircumvention right to facilitate con-
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tractual overreaching should be equally suspect. Where a particular use
would be permissible under copyright law, content owners may attempt
to exclude the use as a condition of access. For example, reverse engi-
neering or fair use of content, while permissible under the copyright act
would not constitute an acceptable reason to circumvent technical con-
trols, so the content owner’s permission must be sought to obtain access
to the work. But the owner may as a condition of access contractually
require a user to agree not to engage in fair use or reverse engineering.
Judging by current trends in copyright “shrinkwrap” licensing, other
access licensing terms might include noncompetition provisions or
restraints on resale, lease, or lending of the controlled copy. Such access
conditioned upon noncompetition agreements, or upon agreement not to
use competing products, should give rise to a misuse defense as it has in
copyright misuse.

The Reimerdes case foreshadows an additional consideration, not pre-
viously encountered in the history of misuse, that anticircumvention
rights may be leveraged via terms built into the technological control sys-
tem itself. The geographic limitation of the DVD playback system was not
written out in a license, but was instead built into a technical standard—
indeed, were such limitations incorporated into a written license, they
might well create antitrust issues.111 Neither should it matter whether
such contractual prohibitions are instantiated as text accompanying the
authorized access to content, or whether they are built into the technol-
ogy that controls the use of the content once it has been accessed. Such
overreaching is equivalent, whether as text backed by law or as software
backed by law, and either is a candidate for limitation via misuse.

As anticircumvention misuse doctrine develops, there will be questions
regarding the contours of anticircumvention misuse and antitrust law.
The trafficking provisions of the DMCA, in particular, confer not simply
an extra measure of content control, but broad power to dictate techno-
logical format and interoperability. The very concept of a secure or man-
aged digital environment contemplates that only approved or certified
interoperation will occur: unapproved devices or applications potentially
compromise the security of the system. This type of interoperability con-
trol is a version of the technical standards problem that has been identi-
fied in other commentaries on computer technology, and a full analysis of
the issue lies beyond the scope of this chapter.112 But examples such as the
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DVD CSS or RealAudio “secret handshake” serve to illustrate the general
point that control of a dominant technical protection standard can allow
a firm or group of firms to dictate who will be allowed to offer compet-
ing or complementary products in a given market. 

The anticircumvention statute serves to extend and cement such tech-
nical control. Exceptions to the DMCA anticircumvention provisions
may permit competitors to reverse engineer secure platforms and prod-
ucts to produce interoperable software, but the reverse engineering excep-
tion does not extend to reverse engineering hardware or data, nor does it
allow reverse engineering for any purpose other than software interoper-
ability.113 Neither does it allow consumers to use the interoperable prod-
uct produced, particularly if the product does not itself comply with the
security standard. This places firms under additional pressure to adopt
the dominant standard, as they may face DMCA liability if they promul-
gate competing or complementary products under a different standard.

The ability to police and control technical standards for content man-
agement may concentrate enormous market power in the hands of a small
number of companies. In the hands of already dominant software and
hardware manufacturers—here both Microsoft and Intel come quickly to
mind114—such control over technical compatibility could be used curtail
innovation and deter the development of alternative technologies. To the
extent that manufacturers with a large installed user base can use anticir-
cumvention rights to prevent reverse engineering, and maintain licensing
exclusivity to their products, the DMCA represents an enormous windfall
advantage in maintaining their current position.115 Some such activity will
fall within the reasonable extent of the anticircumvention right given by
Congress—the grant of the right may have been unwise, but that is the
legislature’s failure, not the recipient firms’. 

But protection of copyrighted content, not maintenance of market
dominance, was the stated legislative intent behind granting the anticir-
cumvention right. This suggests that sooner or later, “paracopyright”
leveraging will cross the line into antitrust violation. Stated differently,
there will inevitably arise some friction between exercise of anticircum-
vention rights legitimately granted by Congress and the restrictions on
anticompetitive behavior imposed by antitrust law. As in it has in patent
and copyright law, misuse doctrine may serve to coordinate anticircum-
vention with antitrust, helping to reconcile the requirements of the two
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bodies of law. Misuse may also serve a common-law “gap-filling” func-
tion to cover anticompetitive behaviors that may not rise to level of a for-
mal antitrust violation. These functions may be particularly necessary for
anticircumvention, given that the right is new, the statute creating it is
more than a little vague, and Congress seems to have given little thought
to the competitive effects of the statute.

Additionally, misuse may assist in coordinating between the anticir-
cumvention right and other more established forms of intellectual prop-
erty, particularly patent and copyright, when these rights are all extant in
the same technical system. This type of coordination may be critical with
regard to the technical protections themselves, rather than with regard to
the content protected. Rights management systems are themselves likely
to be covered by various forms of intellectual property: copyright for
rights management software; patent for rights management software and
hardware, as well as for processes related to the system.116 Portions of the
technology may be covered by combinations of patent or copyright or the
anticircumvention right, or by no proprietary right at all. Use of these
rights, or of combinations of these rights, to improperly deter analysis or
duplication of the unprotected elements of the technology should be sub-
ject to an appropriate combination of patent, copyright, and anticircum-
vention misuse claims.

9 Conclusion

The anticircumvention provisions of the DMCA have been justly criti-
cized for the chilling effect they will have on use of technologically pro-
tected content. But the more serious effects of these provisions may be
their impact on technologies adjacent to digitized content. Control of
such technologies seems to be a consequence of the statute that was unan-
ticipated by Congress, but which is quickly emerging as the statute’s pri-
mary employment. Given the introduction of this sweeping new right,
whose parameters are unclear and whose relationship to adjacent law is
ill defined, misuse is needed to serve a limiting and coordinating role.
Recent anticircumvention cases suggest that the need for a doctrine of
anticircumvention misuse is real, and the time for its application will
arrive shortly, if indeed it has not already arrived.
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Improving Network Reliability—Liability
Rules Must Recognize Investor Risk/Reward
Strategies*

Barbara A. Cherry

I. Introduction

Network reliability of telecommunications systems is affected not only
by technological capabilities and limitations but also by the carriers’ eco-
nomic incentives to invest in the performance of their systems. These 
economic incentives depend, in part, on the liability rules applied to tele-
communications carriers for damages arising from service interruptions
and outages. The liability regime for telecommunications carriers is shift-
ing from one based on an absolute limit on liability in tariffs to a form
of strict liability under the common law. By mandatorily detariffing inter-
state, interexchange telecommunications services, the FCC has contributed
to the acceleration of this process but without adequate consideration of
the likely impacts on the achievability of other public policy goals for the
telecommunications industry, such as universal service, broadband deploy-
ment or homeland security.

The federal government’s inattention to the changing—potentially cat-
astrophic levels of—liabilities of telecommunications carriers under dereg-
ulatory policies stands in start contrast to its treatment of other common
carriers and public utilities. Yet, recent events also reveal the need for fed-
eral government attention to the liability rules facing the telecommunica-
tions industry. For example, the terrorist attacks on the World Trade
Center on September 11, 2001, highlight some of the vulnerabilities of the
U.S. transportation and communications infrastructures that can be ex-
ploited to adversely affect national security and the economy. Future Con-
gressional intervention regarding telecommunications carriers’ liability may

*The opinions expressed in this paper are those of the author, and do not necessarily rep-
resent the views of the FCC or the federal government.
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be necessary not only because telecommunications networks constitute a
critical infrastructure, but also because network security is dependent
upon the financial viability of the carriers. The recent economic downturn
in the telecommunication sector also underscores the need for prompt
and comprehensive evaluation of the factors that may threaten the finan-
cial viability of telecommunications carriers. 

This chapter is organized as follows. Section II describes the changing
liability regime for telecommunications carriers that is being accelerated
by the federal detariffing process. Section III discusses the impact on
telecommunications carriers’ economic incentives and why federal gov-
ernment action is necessary to prevent the shift in liability rules from
undermining other public policy objectives. Section IV contrasts the con-
tinuity in and attention to liability regimes for transportation carriers
under deregulation with the shifting liability regime for telecommunica-
tions carriers and the paucity of government attention to its effects on the
public interest. Section V suggests the types of liability rules that may be
required for telecommunications carriers given the benefit of experience
with other common carrier and public utility regimes. The chapter ends
with a statement of conclusions.

II. The Shifting Liability Regime for Telecommunications Carriers

The manner in which the liability regime for telecommunications carriers
has developed differently from that of other common carriers in the
United States is discussed in detail by the author in Cherry (1999).1 Some
critical historical developments are described in this section, so that the
ramifications of detariffing and the need for corrective policy action can
be better understood.

For over one hundred years, telecommunications carriers (telephone
companies) have limited their liability for damages from service interrup-
tion or outages to a pro rata credit of the customer’s service charge. Under
a tariffing regime, the traditional justifications for upholding such limited
liability provisions have been both legally and factually flawed, creating a
liability regime different from all other common carriers, including tele-
graph companies. As a result, proper legal analyses based on fundamen-
tal tort and contract law principles applicable to common carriers have
never been conducted for telecommunications carriers. For this reason, as
this section explains, the effects of detariffing on the telecommunications
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carrier-customer relationship have not been properly understood by pol-
icy makers. Whereas detariffing did not fundamentally alter the liability
regimes of the airline, railroad and surface transportation carriers, it does
alter the regime for telecommunications carriers. Yet, ironically, only the
liability rules for transportation carriers received careful consideration
during passage of federal deregulatory laws, as discussed in section IV. 

Common Law Liability Rules for Common Carriers
The duties of common carriers are based on tort, not contract, law. They
originated from the duties placed on “public callings” in a feudal econ-
omy during the Middle Ages in England.2 The duties of public callings
were to serve without discrimination at reasonable rates and with ade-
quate care. Public callings were also strictly liable for damages for which
their conduct was the proximate cause, with exceptions only for acts of
God and of enemies of the king. Common carriers were held strictly liable
for reasons of public policy: “[E]lse these carriers might have an oppor-
tunity of undoing all persons who had any dealings with them, by com-
mingling with thieves &c. and yet doing it in such a clandestine manner,
as would not be possible to be discovered.” Coggs v. Bernard, 2 Ld.
Raym. 909, 918 (1703). 

The common law of common carriers in the United States further
developed based on these English common law principles. In the nine-
teenth century, with the rise of contract law, common carriers attempted
to limit their tort liability in contracts with customers. Important U.S.
Supreme Court cases decided the validity of such contracts in the context
of railroads. In Railroad Co. v. Lockwood, 84 U.S. 357 (1873), the Court
held that a railroad company could not exempt itself from liability for
negligence. However, in Hart v. Pennsylvania Railroad Co., 112 U.S. 331
(1884), the Court held that a common carrier could limit its common lia-
bility upon an agreed valuation by the parties. Shortly thereafter,
Congress passed the Interstate Commerce Act (ICA) of 1887, creating the
Interstate Commerce Commission (ICC) with regulatory powers over
railroads. Under the ICA, railroads were to file tariffs with the ICC that
contained the rates and regulations governing the conditions of service. 

After the ICA was amended in 1910 to extend its jurisdiction over tele-
graph and telephone companies, the U.S. Supreme Court further elabo-
rated upon the validity of valuation agreements to limit common carrier
liability. In Union Pacific R.R. Co. v. Burke, 255 U.S. 317 (1921), the



312 Chapter 11

Court held that under the common law—not altered by the filed rate doc-
trine applicable to tariffs under the ICA—a valuation agreement was
valid only where the customer is given a choice of rates under which full
liability is an option and the rate is tied to the level of liability accepted
by the carrier. This common law rule is often referred to as the released
value doctrine. The holding in Union Pacific R.R. Co. v. Burke has been
followed and endorsed by the Court in subsequent transportation com-
mon carrier cases.3

In the same year, the U.S. Supreme Court considered the validity of a
limitation on liability clause for a telegraph company in Western Union v.
Esteve Bros., 256 U.S. 566 (1921). In this case the Court upheld the lim-
ited liability clause in a tariff for an unrepeated message because the
plaintiff could have chosen a repeated message at a higher rate and higher
level of limited liability. However, the Court specifically declined to deter-
mine whether the rule in Union Pacific R.R. Co. v. Burke should be
applied to telegraph companies to invalidate the higher limit on liability
for a repeated message—as there was no rate available for the sender to
insure full value—because the facts of the case did not require it to rule
on the matter. The Court has never addressed this question in a subse-
quent case, whether for telegraph or telephone companies.

Yet, a month before Union v. Esteve Bros. was decided but after it was
argued before the Court, the ICC found the limitations on liability provi-
sions contained in the tariffs of telegraph companies to be unreasonable
in Limitations on Liability in Transmitting Telegrams, 61 I.C.C. 541
(1921), which is also known as the Second Unrepeated Message Case.4

More specifically, the ICC found the maximum limit of $50 for both
repeated and unrepeated messages to be unreasonable, and raised the
limit to $500 for unrepeated messages and $5000 for repeated messages.
More importantly, the ICC required all telegraph companies to offer the
sender the option to value a message in excess of $5000—with no cap on
the value that could be declared—at a cost of one-tenth of 1 per cent of
the stated value. Even though such valued messages would likely be infre-
quently used, the ICC found it important that telegraph carriers be poten-
tially liable for the full amount consistent with common law liability.

Thus, the ICC found that, even under tariffs, telegraph companies’ lim-
itations on liability provisions were valid only if the customer had the
option to declare the full value for which the carrier would be liable. This
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ICC determination is consistent with the common law rule set forth in
Union Pacific R.R. Co. v. Burke, and has never been overruled. There-
fore, even though the U.S. Supreme Court has never addressed the appli-
cability of the released value doctrine to telegraph or telephone
companies, the ICC had done so for telegraph companies.

Misapplication of Western Union v. Esteve Bros. and the Filed Rate
Doctrine
As discussed more fully in Cherry (1999), limitations of liability provi-
sions for telephone companies originated in the subscriber contracts of
the Bell companies in the nineteenth century prior to both the expiration
of the telephone patents and regulation by any federal or state agencies.5

These provisions were not created by statute or by any state or federal
commission, but were permitted to persist after telephone companies
were brought under the jurisdiction of the ICC (later the FCC) and the
state regulatory commissions.

No federal commission orders addressing the validity of limitations on
liability provisions in telephone company tariffs were issued until the late
1970s and early 1980s, after enactment of the Communications Act of
1934 and the creation of the FCC. The first order was in American
Satellite Corp. v. Southwestern Bell Telephone Co., 64 F.C.C. 2d 503
(1977), in which the FCC simply stated that Southwestern Bell Telephone
Co. may limit its liability in the absence of willful misconduct. It cited
Western Union v. Esteve Bros. in support, but provided no discussion.
Then In the Matter of AT&T, 76 F.C.C. 2d 195 (1980), the FCC upheld
AT&T’s limited liability provision, again citing Western Union v. Esteve
Bros. in a footnote but providing no discussion. Fifteen years later, in
Richman Bros. Records, Inc. v. U.S. Sprint Communications Corp., 10
F.C.C Rcd 13, 639 (1995) the Common Carrier Bureau of the FCC
upheld the limited liability provision of Sprint. It based its decision on the
filed rate doctrine—not mentioned in the previous two orders—citing
Western Union v. Esteve Bros. as authority.

This reliance on Western Union v. Esteve Bros., and later the filed rate
doctrine, for upholding telephone companies’ limited liability provisions
is fundamentally flawed. First, the holding in Western Union v. Esteve
Bros. was based on a set of facts that did not exist in any of the telephone
cases. In Western Union v. Esteve Bros. the limited liability provision for
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the unrepeated message was held valid because there was another rate
with a higher limit on liability (the repeated message) that the customer
could have chosen. In the telephone company cases, no alternative rate
and level of liability was offered to the customers.

Second, in Western Union v. Esteve Bros. the U.S. Supreme Court
declined to address whether the released value doctrine applied to tele-
graph companies because the facts of the case did not require it to.
However, in the telephone cases, the provision of only one rate and one
level of liability meant that the case could not be properly decided with-
out considering the applicability of the released value doctrine established
in Union Pacific R.R. Co. v. Burke. In the FCC telephone cases, the Union
Pacific R.R. Co. v. Burke case is not even mentioned.

Third, the ICC had already decided in the Second Repeated Message
Case that telegraph companies must offer the customer the option to
declare full value for which the company would be liable—in essence
applying the released value doctrine. In each of the above FCC telephone
cases, the FCC has never even acknowledged the existence of the Second
Unrepeated Message Case of its predecessor, the ICC. 

Fourth, the filed rate doctrine means that a given rate, and associated
terms and conditions, must be applied nondiscriminatorily among cus-
tomers. However, the released value doctrine determines whether the lim-
itation on liability provision associated with a given rate is valid for any
customer. Thus, the filed rate doctrine only means that a valid tariff rate
or provision must be applied nondiscriminatorily across customers; how-
ever, it does not address the underlying validity of a limitation on liabil-
ity provision under the common law. 

For all of these reasons, the FCC’s historical reliance on Western Union
v. Esteve Bros. and the filed rate doctrine to uphold the validity of tele-
phone company’s limitations on liability provisions in tariffs has been
fundamentally flawed. Unfortunately, proper evaluation as to the appli-
cability of the released value doctrine to telephone companies has never
been addressed by any agency or court, whether state or federal.6

Continuing Flawed Reasoning Under Detariffing
As just described, improper reliance on Western Union v. Esteve Bros.
and the filed rate doctrine has been the basis for the FCC’s upholding the
validity of limitations on liability tariff provisions for telephone compa-
nies—now called telecommunications carriers. The FCC has recently used
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the same flawed reasoning to achieve the opposite result—for rejecting
telecommunications carriers’ limitations on liability provisions—and with-
out fully understanding the consequences.

In its Domestic Detariffing Order,7 the FCC concluded that tariffs were
not necessary to ensure that the rates, practices and classifications of non-
dominant interexchange carriers for interstate domestic interexchange
services are just, reasonable and nondiscriminatory. In particular, the FCC
eliminated tariffs in order to prevent carriers from invoking the filed rate
doctrine to unilaterally change terms and conditions in their contractual
relationships with customers in a manner not available in most commer-
cial relationships. Believing the filed rate doctrine to be the basis for
upholding the validity of telecommunications carrier’s limitations on lia-
bility provisions, the FCC did make a cursory reference to the effect on
the liability of telecommunications carriers. Dedicating only one sentence
to the issue, the FCC stated that “[i]n addition, complete detariffing
would further the public interest by preventing carriers from unilaterally
limiting their liability for damages.”8 In support of this statement, the
FCC merely cited cases in a footnote, including Western Union v. Esteve
Bros. and Richman Bros. Records, Inc. v. U.S. Sprint Communications.

In this one statement and footnote, the FCC committed several errors.
It repeated its flawed reliance on Western Union v. Esteve Bros. and the
filed rate doctrine, but now to justify the opposite result—to reject limi-
tations on liability provisions. Furthermore, the FCC made no effort to
determine whether elimination of limitations of liability provisions was in
fact in the public interest. Having traditionally relied on limitations on
liability provisions, at least in part, to keep rates low,9 the FCC gave no
explanation as to why the elimination of such provisions and the likely
impact on rates were now in the public interest. Finally, the FCC failed to
consider the effect that elimination of limitations on liability provisions
might have on the carriers’ financial abilities to fulfill other regulatory
obligations, such as universal service. 

As a result, the FCC has never conducted a proper analysis of the lim-
itations on liability provisions for telecommunications carriers. It did not
conduct the analysis required under the released value doctrine while
these provisions were filed as part of the telecommunications carriers’ tar-
iffs, and effectively created an absolute limit on liability of a pro rata
credit of the customer service charge. Nor did it consider the impact of
eliminating this absolute limit on liability—by eliminating the filed rate
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doctrine, which, although improperly so, had been used to uphold
telecommunications carriers’ limitations on liability provisions—and
replacing it with litigation under the common law and state consumer
protection laws.

Rediscovering Unconscionability Since Detariffing
Under the common law of contracts, the general principle of uncon-
scionability can be used to invalidate a provision of a contract.10 Uncon-
scionability is usually found when “gross inequality of bargaining power,
together with terms unreasonably favorable to the stronger party, . . .
show that the weaker party had no meaningful choice, no real alternative,
or did not in fact assent or appear to assent to the unfair terms.”11 The
application of the principle of unconscionability in the specific context of
common carriers is the underlying basis of the U.S. Supreme Court cases
invalidating exculpatory clauses and establishing the released value doc-
trine for transportation common carriers discussed earlier in this section.12

With the elimination of the filed rate doctrine under detariffing, the
provisions of telecommunications carriers’ contracts for interstate serv-
ices are now being challenged under common law rules of contract law.13

Significantly, in Ting v. AT&T, 182 F. Supp. 902 (N.D. Cal. 2002),
affirmed, 319 F.3d 1126 (9th Cir. 2003), a class action suit was brought,
claiming that AT&T’s limited liability provisions in its Consumer Services
Agreement violated the state Consumer Legal Remedies Act. Finding the
filed rate doctrine to be inapplicable in a detariffed regime, the court held
that the provisions were unconscionable as a contract of adhesion with
harsh and one-sided provisions. 

Challenges of unconscionability are also being made with regard to
contract provisions for intrastate services. For example, in Association of
Communication Enterprises v. Ameritech Illinois, 2002 WL 226889
(I.C.C. 2002), the Illinois Commerce Commission found the termination
charges in Ameritech’s service agreement with resellers under its
ValueLink Services Tariff to be unlawful and unconscionable under
Illinois law. 

These challenges of unconscionability are in addition to state court and
commission cases—predating federal detariffing—that foreshadowed the
need to revisit the limitations on liability provisions for the provision of
intrastate telecommunications.14 However, these cases deferred reevalua-
tion of the propriety of limitations on liability provisions to some
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unspecified future time.15 More recently, the Indiana Utility Regulatory
Commission has opened an industry-wide public utility investigation to
consider the propriety of Ameritech Indiana’s limited liability provisions
for service interruption tariffs.16

Thus, federal detariffing is triggering litigation as to the validity of
interstate contract provisions—including limitations on liability—that
had previously been blocked by invocation of the filed rate doctrine. State
commissions are also starting to consider the validity of contract or tariff
provisions—actions that had previously been hinted at but not pursued.
The continuing legitimacy of the traditional liability regime of an absolute
limit on liability (based on a pro rata credit of the customer’s service
charge) is now under serious threat. According to the common law prin-
ciples of common carrier liability discussed throughout section II, telecom-
munications carriers could now be facing a regime based on strict liability
with contracts to limit liability arguably subject to the released value doc-
trine.

III. Economic Ramifications of a Shifting Liability Regime

Change in liability rules governing telecommunications carriers will
change carriers’ economic incentives through both direct and indirect
effects.17 The direct effects arise from the increase in carriers’ costs, such
as the need to invest in greater precautions and to pay higher damage
claims. They also include the transaction costs of parties negotiating dif-
fering levels of liability, as required by applicability of the released value
doctrine. Indirect effects result from the interaction of the new liability
rules with other regulatory rules and public policy goals.

Rate Levels and Universal Service
The increased costs will need, at least in part, to be passed on to cus-
tomers in terms of higher rates. This is because there is a limit to how
much of the increased costs can be absorbed by shareholders in order to
continue to attract capital and investment, particularly given the recent
downturn in the telecommunications sector. 

Higher rate levels may pose some public policy concerns. First is the
longstanding obligation of telecommunications carriers to provide serv-
ices at just and reasonable rates. Depending upon how the increased rates
are allocated among services and customer classes, there may be some
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customers for whom basic telecommunications services are no longer
available at reasonable rates. Second, additional funding may be required
for the universal service support mechanisms established under section
254 of the Telecommunications Act of 1996, to meet the rising rate lev-
els for existing beneficiaries. Merely delegating a greater financial burden
to the universal service programs may not be a sustainable proposition,
however, given concerns as to the viability of maintaining the existing
funding levels based on contributions from carriers.18

There may be additional ramifications for universal service goals with
the maintenance of asymmetric regulation among carriers when the lia-
bility for damages is no longer capped at the traditionally low levels. For
example, the costs of fulfilling carrier of last resort obligations imposed
on incumbent local exchange companies under state law—which are usu-
ally also the eligible carriers with an obligation to serve the entire serving
area19—may significantly rise in light of the increased risk of providing
service. To address those costs, universal service funding again may need
to rise, or carriers will look for opportunities to avoid the obligation to
serve unprofitable areas. In either event, maintenance of continuous, high
quality service at reasonable rates may be difficult to maintain on a ubiq-
uitous basis.

Unique Risks of High Risk, High Reliability Organizations
Telecommunications carriers also face certain risks of catastrophic poten-
tial that may dramatically alter the provision of telecommunications serv-
ices with the shifting liability regime discussed in section II. This is
because carriers bear the characteristics of high risk, high reliability
organizations. Special attention to liability rules is essential for such
organizations, because “no matter how effective conventional safety
devices are, there is a form of accident that is inevitable.”20 For these
organizations, reliability is a more pressing issue than efficiency.

High risk, high reliability organizations (HRHR’s) are those bearing
certain characteristics for which the occurrence of accidents of cata-
strophic potential is inevitable, or “normal.”21 The inevitability of acci-
dents is due to system characteristics of the organization, interactive
complexity and tight coupling. Interactive complexity refers to the inabil-
ity to anticipate and address in advance the circumstances giving rise to
reliability problems. Tight coupling refers to the inability to intervene to
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constrain the operation of the system when problems do arise. Finally,
what makes HRHR’s unique is the catastrophic consequences of their
failures. This is why such organizations are referred to as high reliability
organizations.

Examples of HRHR’s are aircraft carriers, nuclear power plants,
nuclear weapons systems, space missions, chemical plants, and military
early warning systems. Telecommunications systems can also be consid-
ered HRHR’s, particularly in light of recent technological advances in
communications and information systems. The telecommunications net-
work is based on sophisticated computer systems, complex software pro-
grams, and tight coupling between steps in the transmission of
information both within and among providers. The consequences of out-
ages can be extensive and potentially catastrophic, as demonstrated by
AT&T’s nationwide outage on Martin Luther King’s birthday in 199022

and Ameritech’s loss of an entire 5ESS switch in the Hinsdale fire in
1988.23

The importance of considering telecommunications carriers as
HRHR’s is understanding the need for an aggregate cap on liability in
order to ensure the provision of service. For example, in 1957, Congress
limited the tort liability of nuclear power plant operators to $560 million
for a given event in the Price-Anderson Act.24 Legislation was deemed
necessary because full liability coverage was unavailable from the private
insurance industry and members of the power industry were unwilling to
self-insure.25 Recently, Congress passed bills to further update the Price-
Anderson Act consistent with its current structure.26

By detariffing, the FCC may have unwittingly eliminated a cap on lia-
bility that has played an important role in the widespread deployment
and continuing operation of the telecommunications infrastructure.
Therefore, it is certainly relevant to consider whether a cap on the aggre-
gate liability for a given event is necessary to ensure continued operation
and investment in the telecommunications industry—particularly at the
level desired to meet existing universal service goals, much less the
deployment of a broadband infrastructure. 

Terrorism and Economic Downturn of the Telecommunications Sector
The severity of the economic effects of a shifting liability regime for
telecommunications carriers described above will differ as circumstances
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change. In this regard, recent events heighten the need for prompt public
policy attention for the liability rules affecting the telecommunications
industry. 

The terrorist acts of September 11, 2001, not only inflicted enormous
damage and loss of life but also demonstrated widespread economic
effects of catastrophic events. In order to prevent potentially devastating
financial impacts on air carriers, property owners of the World Trade
Center and New York City, Congress passed the Air Transportation
Safety and System Stabilization Act,27 and the Aviation and Transporta-
tion and Security Act.28 The terrorist acts also seriously damaged some
telecommunications facilities, but no legislation was passed by Congress
to address the potential liability or financial losses suffered by telecom-
munications carriers. Most likely this is because telecommunications car-
riers sought no legislative relief, but for reasons related to prevailing
circumstances that may not persist over time. First, the most severely
impacted carrier, Verizon, still files tariffs for its intrastate services and
would expect continued protection of the tariff limited liability provi-
sions. Second, any affected carrier would likely claim, if necessary, the
common law defense of an act of the public enemy to exempt it from lia-
bility. Third, the events of September 11, 2001, predated the decision in
Ting v. AT&T, discussed in section II, which was the first case after fed-
eral detariffing to invalidate as unconscionable AT&T’s limitation on lia-
bility provisions in its Consumer Services Agreement.29 The circumstances
underlying each of these reasons may not prevail in future instances of
third party actions that seriously damage telecommunications facilities. 

Although Congressional intervention may not have been necessary to
address financial consequences for telecommunications carriers with
respect to the specific terrorist acts of September 11, 2001, it may be
needed to better ensure national security in the future. This is because
telecommunications is a critical infrastructure for national security.30 Fur-
thermore, the telecommunications network security is dependent upon
the financial viability of the carriers. The importance of this interdepend-
ence is evident given the recent downturn in the telecommunications sec-
tor, the rash of competitive local exchange company bankruptcies,
questionable accounting practices, and the bankruptcy of Worldcom.31

For all these reasons, the federal government should be comprehensive
in its evaluation of factors that may threaten the financial viability of
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telecommunications carriers. The shifting liability regime for telecommu-
nications carriers—particularly when coupled with HRHR characteristics
of telecommunications systems, the heightened risk of terrorism, and the
compromised financial state of the telecommunications sector—is a sig-
nificant change in circumstances warranting specific policy attention.

IV. Continuity in the Liability Regimes for Transportation Carriers

This section discusses how the shifting liability regime for telecommuni-
cations carriers described in section II is contrary to the experience of
transportation carriers.32 First, common law principles of common carrier
liability were retained under the federal statutory frameworks for rail-
roads, motor carriers and air carriers, for which primary jurisdiction was
given to regulatory agencies to determine the reasonableness of the rates
and terms of service. Second, upon deregulation of these carriers, the
same common law principles remained in effect with (in most respects)
enforcement of common carrier liability simply returned in the first
instance to the courts. Importantly, the released value doctrine clearly
applied both before and after deregulation. Furthermore, even after
deregulation, the federal government has continued to monitor and mod-
ify, where necessary, the liability regimes of transportation carriers.

Liability Regime Under Federal Agency Regulation
The liability of railroads has been governed by the Carmack Amendment
(modifying section 20(11) of the ICA) in its varying forms since 1906.33

The Carmack Amendment was initially enacted in 1906 to provide uni-
formity that had been lacking in litigation, as railroads sought ways to
avoid their common law liability, and did not increase a carrier’s common
law liability nor prohibit carriers from limiting liability to an agreed
value. Under the Carmack Amendment framework, released rates were
permitted only if authorized by the ICC.34

Similar regulatory frameworks were later established for other surface
transportation and air carriers. ICC regulation, the Carmack Amendment
(as amended over time), and the released rate doctrine were made appli-
cable to motor carriers in the Motor Carrier Act of 1935 and subse-
quently extended to surface freight forwarders.35 In addition, the Civil
Aeronautics Act of 1938 and the Federal Aviation Act of 1958 established
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a regulatory framework for air carriers similar to that for railroads.
Although these acts did not contain language equivalent to the Carmack
Amendment, they did preserve the federal common law relating to agreed
valuation tariffs under the released value doctrine established in Union
Pacific R.R. Co. v. Burke.36

Liability Regime After “Deregulation”
Several deregulatory acts affecting surface transportation carriers occurred
during the 1980s and 1990s. They include the Motor Carrier Act of
1980, the Staggers Rail Act of 1980, the Surface Freight Forwarder
Deregulation Act of 1986, the Trucking Industry Regulatory Reform Act
of 1994, and the ICC Termination Act of 1995.

As a result of these acts, railroads are no longer required to file tariffs,
and there is no government agency oversight of the reasonableness of
rates. However, the liability of railroads is still governed by a modified
form of the Carmack Amendment, codified at 49 U.S.C.A. sec. 11706.37

Railroads are still liable for actual loss or injury to property, are prohib-
ited from exempting themselves from liability, and are permitted to limit
their liability upon written declaration of the shipper. Furthermore, sec-
tion 10502(e) prohibits the Surface Transportation Board38 from exempt-
ing rail carriers from its obligations under section 11706. The primary
change under deregulation is that enforcement of section 11706 is solely
by the courts.

Pursuant to the ICC Termination Act of 1995, the liability of certain
motor carriers and freight forwarders is still governed by the Carmack
Amendment, now codified as 49 U.S.C.A. 14706.39 Section 14706 still
imposes liability for actual loss or injury to property. Released value con-
tracts are permitted, and their reasonableness is determined by the courts
under federal common law. Under section 14101(b), shippers are also
allowed to contract out of Carmack Amendment liability; but this provi-
sion is primarily used by large volume shippers. 

Some motor carriers’ activities are still subject to stricter regulation.
For movement of household goods, carriers must file tariffs subject to
invalidation by the Surface Transportation Board (STB),40 and must peti-
tion the STB to modify or eliminate released value rates. Congress con-
tinued federal oversight for the carriage of household goods because it
believed that consumers continued to need protective regulation.41
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Airline deregulation occurred with the passage of two federal acts, the
Air Cargo Deregulation Act of 1977 and the Airline Deregulation Act of
1978.42 The air carriers were exempt from the tariff filing provisions and
the Civil Aeronautics Board was abolished. However, importantly,
“deregulation . . . had no impact upon the applicability of the federal
common law’s released value doctrine. . . . It merely did away with the
applicability of the doctrine of primary jurisdiction. After deregulation,
the validity of the agreed value provision . . . became a purely judicial
question for determination by application of the federal common law pat-
terned upon the policy of the Carmack amendment.”43

Thus, both before and after the deregulatory acts, surface transporta-
tion and air carriers’ ability to limit their liability has been constrained by
the released value doctrine. Only the venue changed in which consumers
could first challenge the reasonableness of limitations of liability—from
the relevant agency under a tariff structure to the courts with the elimi-
nation of tariffs. This is dramatically different from the effect of detariff-
ing on the liability regime for telecommunications carriers discussed in
section II. 

Cargo Liability Study of 1998
Ironically, notwithstanding the greater continuity in liability regimes for
transportation carriers than telecommunications carriers, it is the U.S.
Department of Transportation (DOT)—not the FCC—that has studied
the impact of deregulatory legislation on liability rules. The DOT has
conducted two studies of cargo liability, one before and one during the
period of deregulation. The first was conducted in 1975 to assist the U.S.
Government in formulating an intermodal liability regime. The second is
the Cargo Liability Study of 1998,44 which was mandated by Congress in
the ICC Termination Act of 1995 to determine whether any modifications
or reforms should be made to the loss and damage provisions of section
14706 (the Carmack Amendment applicable to motor carriers).45 The
Cargo Liability Study of 1998 also explored liability issues on an inter-
modal basis, both domestically and internationally. 

In the Cargo Liability Study of 1998, most of the recommendations for
change relate to intermodal liability issues. With regard to (intramodal)
liability under section 14706, DOT generally concludes “that the current
liability system functions reasonably well and that it requires only modest



adjustment to assure fairness to all parties.”46 As for allowing liability to
vary by released rates or contracts, DOT does examine differences in
application among motor carriers that has led to lack of uniformity.
However, DOT recommends that the current system of released rates
continue until shippers and carriers come closer to agreement on an
alternative liability regime, such as a set liability limit with the option
that the shipper could declare a higher value and purchase excess valua-
tion coverage.47

In contrast with DOT, the FCC has never conducted a study of the car-
rier liability regime for telecommunications carriers, whether before or
after detariffing. As discussed in section II, the FCC has issued orders
related to limitations on liability using cursory and flawed legal analysis.
A proper evaluation of what liability rules are in the public interest is long
overdue—after all, the ICC concluded such an investigation for telegraph
companies in 1921.48

V. Toward a Revised Liability Regime for Telecommunications Carriers

To evaluate what liability rules are in the public interest requires an
understanding of how liability rules affect economic incentives so that an
appropriate balance can be reached between the interests of carriers and
customers. Historically, in evaluating the appropriateness of liability
regimes for transportation carriers, the federal government has valued
uniformity of federal guidelines “to create a measure of predictability for
interstate carriers in the exposure to damages they face.”49 Furthermore,
at times it may be necessary to protect carriers “against catastrophic,
crippling liability by establishing monetary caps on awards and restrict-
ing the types of claims that may be brought against carriers, while accom-
modating the interests of injured [customers] by creating a presumption
of liability against the carrier.”50

In balancing the interests of carriers and shippers, the liability regimes
among the transportation carriers are remarkably similar in terms of the
higher level principles. Table 11.1 provides a summary of these principles
after deregulation.51

As shown in table 11.1, all carriers are required to provide reasonable,
nondiscriminatory service to the public.52 In addition, all regimes impose
strict liability—a presumption of fault—on the carrier, subject to some
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Table 11.1
Cargo Liability Regimes of Transportation Carriers

Regime Motor carrier Railroad Domestic air International air

Relevant law ICC Termination Act Stagger’s Rail Act Airline Deregulation  Warsaw Convention, amended by 
(1995) (1980) Act of 1978 Montreal Protocol (1999)

Carrier Reasonable,  Reasonable,  Reasonable, Reasonable, non-discriminatory
obligations non-discriminatory non-discriminatory non-discriminatory service to the public

service to the public service to the public service to the public

Basis of liability Strict liability Strict liability “Strict  Presumed fault of carrier, but court 
accountability” may exonerate wholly or partly on 
(presumed fault finding claimant negligent
of carrier)

Burden of proof On carrier as to On carrier as to On carrier as to On carrier to prove that it took all 
defenses defenses defenses necessary measures or that it was 

impossible to take such measures

Limitations on Actual loss,  Actual loss,  None by law; $23/kg, but shipper may declare up 
liability except released rates except released rates released value to full value

and contract rates and contract rates doctrine

Carrier defenses Common law  Common law Common law  Negligent piloting or navigation
defenses; bill of defenses; bill of defenses; defenses
lading exceptions lading exceptions in air waybill
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defenses for which the carrier bears the burden of proof. For domestic
transportation, limitations on liability are permitted under a released
value system for motor carriers, railroads and air carriers; and contract-
ing out of the Carmack Amendment requirements is permitted for rail-
roads and motor carriers under certain circumstances. For international
cargo, a presumptive level of liability is set at $23/kg, but the shipper has
the option to declare an amount up to the full value. Intermodal differ-
ences arise, not from differences in the underlying legal principles, but in
the detail of application. For example, the terms in bills of lading and the
dollar levels in released rates or contracts vary greatly among the types of
carriers, and sometimes among types of cargo within a given mode of
transportation.53

Cherry (1999) develops preliminary conclusions for designing liability
rules for telecommunications carriers. They are based on an economic
analysis of liability rules, for which there is a well-developed literature,54

in the context of telecommunications industry characteristics.55 The
analysis also incorporates the effects that liability rules will likely have on
the achievement of other regulatory rules and public policy objectives,
such as those discussed in section III. These preliminary conclusions are
outlined here to illustrate their similarities to rules developed for trans-
portation carriers.

First, to reduce transaction costs in achieving an optimal level of care
by the carrier and to provide uniformity of results across jurisdictions and
similarly situated customers, telecommunications carriers should be sub-
ject to a standard of strict liability. In recognition of events beyond the
carrier’s control, the common law defenses of acts of God, the public
enemy, and public authority should remain available. Liability based on
strict liability with certain common law defenses is consistent with the
legal principles applied to transportation carriers.

Second, to address problems of moral hazard, the strict liability stan-
dard should be modified to induce appropriate precautions by customers.
To induce due care by the customer ex ante to an event of service inter-
ruption or outage, the carrier should be able to invoke the defense of con-
tributory negligence. This is consistent with the common law defense of
acts considered the fault of the shipper (sender).56 In addition, to induce
due care ex post to the event, customers should bear a duty to mitigate
damages. The availability of competitive alternatives would be a relevant
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factor in both situations, and may differ among services and/or classes of
customers.

Third, the level of liability to which a telecommunications carrier
should be strictly liable should be presumptively limited, not unlimited. In
this regard, a presumption of limited liability would exclude carrier lia-
bility for extraordinary damages unless specifically negotiated among the
parties.57 The economic efficiency properties of imposing a presumptively
limited or unlimited liability rule depend upon the ability of the parties to
contract around the initial liability rule and the transaction costs of doing
so. Bebchuk and Shavell (1991) show that a presumption of limited lia-
bility is generally superior, and unambiguously so when the number of
customers likely to suffer extraordinary damages is a minority (so that
transaction costs are economized by requiring such customers to commu-
nicate their special circumstances to the carrier).58 A limited liability rule
would also be more consistent with achieving other existing regulatory
obligations and objectives, such as those discussed in section III. A pre-
sumption of limited liability is consistent with the statutory requirement
that liability of railroads and motor carriers is limited to actual loss,
which has been interpreted to exclude recovery for punitive damages,
emotional distress, or state-imposed obligations.59

Fourth, circumstances will vary among services and classes of cus-
tomers as to whether bargaining should be permitted around a limited lia-
bility rule. If bargaining is permitted, then the liability rule would be
presumptively limited; if no bargaining is permitted, then liability is
absolutely limited to some prespecified amount. For larger volume cus-
tomers, there is more equality in bargaining power with carriers, and car-
riers can differentiate levels of reliability among such customers.
Therefore, bargaining should be permitted on some form of released
value or contract basis. This is consistent with the use of released value
and contract rates by transportation carriers. However, for the mass mar-
ket—generally residential and small business customers—such circum-
stances do not prevail. The vast inequality of bargaining power among
the customers and carriers, and the difficulties in providing differing lev-
els of reliability to customers (particularly those in the same geographic
area), indicate the need to consider an absolute limit on liability for the
mass market.60 This is consistent with the absolute limit on liability that
has historically prevailed under tariffs for telecommunications carriers.
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However, at what prespecified amount liability should be limited requires
empirical evaluation of social costs and benefits in light of other policy
objectives discussed in section III. Furthermore, such evaluation may indi-
cate the need for liability limits to vary among serving areas to reflect sig-
nificant differences in costs of providing service.

Fifth, the characteristics of telecommunications carriers as high risk,
high reliability organizations indicate the need to consider an absolute
limit on liability for the aggregate level of damages for which a carrier
would be liable to all customers arising from a single event of service
interruption or outage. A limit on aggregate liability would protect carri-
ers from the uncertainty of catastrophic levels of liability and thereby be
more consistent with achievement of ubiquitous availability of service at
reasonable rates. Such a rule would be consistent with Congressional
treatment of nuclear power plants, air carriers, and the terrorist acts on
September 11, 2001. However, setting an appropriate threshold for such
an aggregate limit on liability would again require empirical evaluation of
factors specific to the telecommunications sector.

Finally, because of asymmetric regulatory burdens borne among carri-
ers, liability rules may need to differ among types of carriers. For exam-
ple, carriers of last resort obligations and eligible carriers—usually
incumbent local exchange carriers—may require different liability rules to
enable such carriers to financially meet their obligations. The potential for
differing liability rules among carriers has already been foreseen by the
Michigan Public Service Commission.61 It is also consistent with the vary-
ing application of the Carmack Amendment among motor carriers.62

These preliminary conclusions provide a useful framework for the
changes in liability rules that should be contemplated for telecommunica-
tions carriers. The anomalous inattention to liability rules of telecommu-
nications carriers in a deregulatory environment needs to be rectified
through an appropriate balancing of interests between carriers and cus-
tomers. This will require a systematic evaluation of the economic effects
of liability rules in the context of specific telecommunications industry
characteristics and public policy objectives. In this regard, the treatment
of transportation carriers, as well as appreciation of the historical role
that limited liability has played in the telecommunications industry, are
important sources of insights.
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VI. Conclusion

For over a hundred years, telecommunications carriers have limited their
liability for damages to customers arising from service interruptions and
outages to a pro rata credit of the customer’s service charge. This absolute
limit on liability is contrary to the common law of common carrier lia-
bility and the statutory liability regimes imposed on other common carri-
ers, such as transportation carriers and even telegraph companies.
Furthermore, its persistence for telecommunications carriers is due to the
misapplication of prior case law, particularly Western Union v. Esteve
Bros., and the filed rate doctrine. With federal detariffing of interstate
interexchange telecommunications services, the validity of traditional lim-
itations on liability provisions is being successfully challenged on the
grounds of unconscionability. As a result, the liability regime of telecom-
munications is now shifting from an absolute limit on liability toward one
of strict liability under the common law of common carriers.

Given the economic effects of this shift in liability rules, the continuing
achievement of other public policy goals may be jeopardized in the long
run. These goals include reasonable rate levels, the ubiquitous availabil-
ity of service, and the sustainability of federal universal service support
mechanisms. The characteristics of telecommunications carriers as high
risk, high reliability organizations, coupled with vulnerabilities to acts of
terrorism and the recent economic downturn in the telecommunications
sector, further exacerbate the risks of failing to fulfill these public policy
objectives.

This shift in the liability regime for telecommunications carriers is
occurring, however, without any explicit consideration of whether or not
it is in the public interest. This inattention is contrary to that which has
been given to other carriers. Since 1906, Congress has been actively
involved in codifying liability rules for transportation carriers. Further-
more, both during periods of regulation and deregulation, the U.S.
Department of Transportation has conducted cargo liability studies to
determine whether liability rules properly balance the interests of carrier
and shippers. An investigation regarding appropriate liability rules for
telegraph companies was also done by the Interstate Commerce Com-
mission in 1921, and the liability rules established then still exist today.
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Yet, no such analysis has ever been conducted by the FCC nor considered
by Congress for telecommunications carriers. 

Cherry (1999) provides preliminary conclusions for designing liability
rules for telecommunications carriers. These rules are similar to those
already in place for transportation carriers. For example, carrier liability
should be based on a standard of strict liability, presumptively limited to
nonextraordinary damages, with contributory negligence and common
law defenses. Released value rates or contract rates should be available
for certain services and customer classes, such as large volume users with
telecommunications intensive businesses. However, an absolute limit on
liability may need to be retained for other services and customer classes,
such as residential and small business customers, where carriers retain
much greater bargaining power but limited ability to differentiate stan-
dards of service reliability. Furthermore, given the characteristics of
telecommunications carriers as high risk, high reliability organizations, an
absolute limit on the aggregate level of damages for a given event may be
in the public interest. Finally, owing to asymmetric regulatory burdens,
liability rules may also need to vary among differently situated carriers. In
any event, empirical assessment of the factors specific to the telecommu-
nications sector are required, and long overdue, for determining appro-
priate liability rules for telecommunications carriers.
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Emergent Locations: Implementing Wireless
9-1-1 in Texas, Virginia, and Ontario

David J. Phillips, Priscilla M. Regan, and Colin J. Bennett

Introduction

In both the United States and Canada, regulatory efforts are underway
to incorporate wireless systems into the existing emergency response
framework. From a technological perspective this requires that wireless
providers find a way to communicate to public safety personnel the geo-
graphic location of a cell phone with some degree of accuracy. Wireless
companies, equipment manufacturers, emergency response providers,
individual citizens and civil liberties groups have all contributed to the
policy discussions about how this can best be implemented. In both
countries, implementation of what is termed “wireless enhanced 9-1-1”
is very much in progress.1

The particular method of implementation has specific privacy implica-
tions, including whether or not the disclosure of locational information is
limited to 9-1-1 calls, whether anonymous 9-1-1 calls are possible, and
whether locational data, once disclosed to 9-1-1, are subject to secondary
use. A host of inter-related concerns inform implementation decisions,
and so structure the privacy environment. For example, differences in the
source of funding for 9-1-1 infrastructure changes may affect the degree
to which wireless service providers depend on secondary uses of loca-
tional information. Infrastructure decisions, such as how a caller’s loca-
tion is determined, where databases are stored, what entities maintain
them, and who has access to them, are influenced by many factors, includ-
ing regional geography, population density, and technical compatibility
with legacy wireless protocols and legacy 9-1-1 systems. The specific
regional competitive environment may promote conflicts or alliances
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among wireless carriers, incumbent local exchange carriers (ILECs), and
Public Safety Answering Points (PSAPs). 

The U.S. and Canada have, so far, taken divergent regulatory
approaches to the enhanced 9-1-1 problem. A mandate by the Federal
Communications Commissioner (FCC) contrasts with a less interven-
tionist approach by the Canadian Radio-Television and Communications
Commission (CRTC). In the United States, the FCC took the lead in put-
ting the issue of wireless E9-1-1 on the agenda, initiated policy alterna-
tives, and provided an incentive and a forum for industry and public
safety representatives to cooperate. In Canada, federal governmental
agencies have so far stepped back to allow the affected parties to coop-
erate, under the auspices of the Canadian Wireless Telecommunications
Association (CWTA), to perform trials and, they hope, to develop a
workable solution without regulatory intervention.2 The question for
this chapter is whether these policy differences make any difference to
the actual implementation of cellular 9-1-1 systems ‘on the ground,’
especially as it is related to the implications for personal privacy.

In this chapter, we analyze the implementation of E9-1-1 in three
regions—rural Texas, Virginia and Ontario—and outline the roles played
by the various public and private sector actors. These cases permit com-
parison across several axes. Privacy laws, “sunshine” laws, and telecom-
munication policy mechanisms vary from state to state and between
Canada and the U.S. The corporate interests and industry structures of
the ILECs and wireless carriers can be compared, as well as corporate
linkages among those entities and PSAPs. Data for this analysis includes
interviews with representatives from PSAPs, ILECs, and wireless carriers,
as well as trade and popular press reports and public records. 

Because implementation of wireless E9-1-1 is still in its early stages and
because implementation has spawned new players and new relationships
among players, we are examining privacy issues at a somewhat awkward
but nevertheless important time. Although privacy is not always explicitly
on the agenda we will see that the implementation processes and frame-
works may affect privacy in some important and enduring ways. 

Several factors are common across all three cases. First, they share a
legacy technical configuration of emergency call processing. Also, imple-
mentation both in the United States and Canada are influenced, to a
greater or lesser degree, by the FCC’s E9-1-1 mandates. These contexts
are discussed below before the examination of individual cases.
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The Technical Configuration of the E9-1-1 System

Since the 1980s, a relatively stable configuration has been in place for
determining the location of the source of an emergency call, and routing
that call to the appropriate response center. However, this configuration
was designed only for wired line telephones. At the heart of this system
are Automatic Number Identification (ANI) and Automatic Location Iden-
tification (ALI). It is therefore sometimes known as the ANI/ALI system. 

ANI has been a feature of wired phone systems since the 1980s. In
addition to the voice signal, phone calls carry a data signal that usually
includes the number of the phone originating the call. This data signal
makes features such as caller-ID possible. ALI is essentially a database
that links phone numbers to physical addresses. Unlike ANI, it is used
only in the E9-1-1 system. Historically, it has been populated from the
local phone company’s service records.

A simplified version of the routing of a typical 9-1-1 call from a wired
line goes something like this: A customer dials “911” from a wired line.
The Local Exchange Carrier (LEC) recognizes the call as an emergency
call and forwards it to a tandem switch. The switch splits the call into a
voice portion and a data portion. The call’s ANI is analyzed to determine
the Public Service Answering Point (PSAP) serving the region associated
with that phone number, and the voice portion of the call is forwarded,
via a special purpose selective router, to that PSAP. The ANI is also sent,
along a separate path, to the PSAP. The ANI is displayed when the PSAP
operator answers the call. Simultaneously, the PSAP sends the ANI along
a dedicated circuit to the ALI database, which returns to the PSAP the
address associated with the caller’s phone number. The PSAP operator is
then in possession of a voice connection with the emergency caller, the
caller’s location, and a call back number in case the voice connection fails.
The operator then determines the appropriate response to the call, and
dispatches emergency services as necessary.

This degree of functionality, known as “Phase 0 E9-1-1,” was devel-
oped when wired phone systems operated by near-monopoly LECs were
overwhelmingly the norm. The emergence of wireless telephony and
telecommunications competition have necessitated several changes to this
technical paradigm. With the advent of telecommunications competition,
issues of inter-industry competitive strategy intervene in and complicate
efforts to establish efficient, equitable and cooperative methods of access
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to and control of the tandem switches, selective routers, and databases
that comprise the 9-1-1 system. Mobile telephony radically complicates
the maintenance of the ALI database. Since phone numbers can no longer
be statically linked with their location, the ALI database must be recon-
figured to permit dynamic updates. Moreover, LEC service records are no
longer sufficient to provide the data to populate the ALI database. Other
means of determining the location of wireless calls must be found.

“Phase 1 E9-1-1” constitutes the first attempt to update the ANI/ALI
system to accommodate wireless telephony. Functionally, to be Phase 1
compliant, the ANI/ALI system must deliver to the PSAP a call back num-
ber as well as the location of the cell tower from which a wireless 9-1-1
call originates. In practice, Phase 1 compliance is implemented by dynam-
ically updating the ANI/ALI database with the location of the calling cell
tower before the PSAP queries the database. Each cell tower is assigned a
unique Emergency Service Routing Key (ESRK), and the ANI/ALI data-
base has records for each ESRK. When a wireless caller dials “911,” the
call goes first to the nearest cell tower, then to the mobile company’s
Mobile Telephone Switching Office (MTSO). The MTSO handles all
switching for the wireless system. The MTSO recognizes the call as a
9-1-1 call, and queries a database both for the ESRK of the cell site han-
dling the call, and for the PSAP that handles calls for that ESRK. The
MTSO splits the call into a voice path and a data path, and sends the
voice path and the ESRK, via the selective router, to the PSAP. The MTSO
also updates the ESRK’s record in the ANI/ALI database with the caller’s
call back number and the address of the cell site handling the 9-1-1 call.
When the voice call and the ESRK arrive at the PSAP, the PSAP queries
the ANI/ALI database with the ESRK. The database then returns the call
back number and the cell site location to the PSAP.

“Phase 2 E9-1-1” requires that mobile telephony operators deliver the
coordinates of the caller to the PSAP. This entails much more radical
infrastructure changes than Phase 1 does, including, at the very least,
techniques for determining those coordinates. Except in a very few areas,
Phase 2 deployment is still in the experimental stage, and no standard
configuration has been agreed upon.

Phase 0 ANI/ALI is common across North America. It is the technical
legacy upon which all of the cases studied below depend. Phase 1 imple-
mentation is fairly standard in the United States, though our cases will
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show how the contexts of its implementation in Texas and Virginia have
had different implications for privacy and surveillance. These same dis-
tinctions between Phase I and Phase 2 implementation have been adopted
in Canada, though at a different pace and, as we shall see, under differ-
ent regulatory conditions. 

The Regulatory Context of E9-1-1

In the United States, FCC mandates have been the driving force behind
E9-1-1 deployment. In 1996 the FCC adopted rules and a framework for
including wireless calls in the E9-1-1 system.3 The FCC has moved into
this area because of its responsibility under the Communications Act of
1934 to promote “safety of life and property through the use of wire and
radio communication.”4 In its documents and press releases, the FCC
defines its role not as one of compelling or directing, but as one of “pro-
moting cooperative efforts,” “prompting the accelerated delivery,” and
“making sure that ongoing processes are in place.”5

The goal of the FCC was to provide wireless callers with the same level
of access to 9-1-1 services that is available to wireline callers. The FCC’s
1996 final rules required wireless carriers to provide Phase I service within
a year. They also established a four-year schedule for Phase II implemen-
tation beginning October 1, 2001, and ending December 31, 2005.6

Much of the FCC’s time has gone to considering waivers by wireless
carriers regarding the Phase I and Phase II deadlines for compliance. The
first Phase II deadline, October 1, 2001, witnessed a number of waiver
requests by five nationwide wireless carriers—Nextel, Sprint PCS,
Verizon, Cingular, and AT&T. On October 19th the FCC also provided
guidance to small and mid-size carriers seeking relief from Phase I ALI
rules.7 Without question implementation of the FCC rules has not pro-
ceeded smoothly.

The U.S. Congress has supported FCC 9-1-1 mandates. The Wireless
Communications and Public Safety Act of 1999 (WCPSA), designates
“911” as the universal emergency phone number for wireless and wire-
line calls and required the FCC, states, and local governments to coordi-
nate wireless E9-1-1. Section 4 of the law gives wireless carriers, users,
providers and PSAPs the same liability protection regardless of whether a
call originated from a wireless or wireline phone. Section 5 of WCPSA
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requires that a customer give prior authorization for any disclosure of call
location information for a purpose other than the delivery of emergency
services.8

These FCC and Congressional actions have had a direct bearing on
Canadian telecommunication policy, because in many respects Canadian
stakeholders have tried to grapple with these similar issues without hav-
ing to resort to direct intervention from the Canadian Radio and
Telecommunications Commission (CRTC). Indeed, direct observation of
U.S. events prompted the Canadian PSAPs, wireless industry and the
ILECs to seek a more cooperative and consensual approach. Moreover,
the development of E9-1-1 policy in Canada cannot, of course, be sepa-
rated from a relatively dependent economic relationship, shaped in part
by U.S.-dominated corporate actors in the telecommunications industry.
With this brief exposition of the common technical and political contexts
of Canadian and U.S. E9-1-1 systems, we turn to specific cases.

The Implementation of Wireless E9-1-1 in Texas 
Three environmental factors have affected the privacy implications of E9-
1-1 implementation in Texas. These are the consolidation of rural emer-
gency operations into a state-wide system, a legislative commitment to
telecommunications industry competition, and a legislative commitment
to data sharing across state operations. 

Administration of the E9-1-1 system in Texas is shared among three
bodies—home rule cities, Emergency Communication Districts (ECDs),
and regional Councils of Government (COGs). Home rule cities and
ECDs are those municipalities and regions whose emergency response
systems (ERSs) predate state initiatives, and so are grandfathered out of
state regulation. The grandfathered systems tend to coincide with the
most densely populated regions of the state. The state Legislature estab-
lished the Commission on State Emergency Communications (CSEC) in
1985 to coordinate ERS in the remaining, predominantly rural, areas of
the state. CSEC’s purview extends over 2/3 of the Texas land mass, but
only 1/3 of its population.9 This research concerns only those regions
under CSEC’s jurisdiction—that is, rural Texas.

CSEC controls the state budget for emergency communication systems,
and so has enormous influence on the implementation of those systems.
Formally, all decisions regarding the implementation of emergency com-
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munications fall to the local government at the level of either municipal-
ity or county. However, coordination of many state initiatives, including
9-1-1 initiatives, occurs at the level of the regional Council of Govern-
ment, or COG. COGs are formally voluntary associations of local gov-
ernments with no regulatory power or other authority. Decisions of
COGs are not binding on member governments. However, in order to
receive state funding for 9-1-1 programs, local governments must coop-
erate in a regional plan through their COG. The COGs, in turn, report to
CSEC. If the regional plans adhere to standards promulgated by CSEC,
they will be eligible for funding.10

CSEC is funded by three types of surcharges on wired and wireless
phone lines, including 9-1-1 service fees, 9-1-1 equalization surcharges,
and wireless communication fees. These fees are set by the state legisla-
ture and are applied immediately to the state’s general fund. The legisla-
ture then appropriates funds to CSEC. Historically, these fees have
generated more revenue than is appropriated to CSEC.11 Also, within
each COG, funds collected from urban areas subsidize ERS in rural areas.
At least one urban region under CSEC purview, Corpus Christi, has bri-
dled at subsidizing other regions, and has withdrawn from the CSEC pro-
gram to become a Home Rule City.12 Home Rule Cities may set their own
surcharge rates and spend the revenues as they wish.

By statute, CSEC revenue can only be used for activities associated
with the delivery of a 9-1-1 call. These include network, database, map-
ping, addressing, and PSAP equipment costs. They do not include costs
associated with the provision of emergency services. 

This structure of 9-1-1 funding and coordination has two corollaries.
First, the state E9-1-1 mandate funds general state operations. This is a
significant source of revenue in a state that devoutly eschews income
taxes. Second, by harnessing the purchasing power of rural PSAPs though
CSEC, the Texas legislature has created a significantly powerful market
actor in the E9-1-1 communications industry. As will be explored in the
following section, this has had important implications for the shape of the
locational surveillance industry in general. 

In 1997, the Texas legislature, disturbed by inadequacies in the local
ILEC’s handling of the E9-1-1 system, solicited competitive bids for man-
aging the state wireline and wireless 9-1-1 ALI database. The contract
was awarded to SCC, Inc., which has since changed its name to Intrado.
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Intrado’s core business had been in inter-industry billing management.
After the breakup of the AT&T monopoly, number portability, local serv-
ice unbundling and local service resale had required intricate billing
arrangements among competitive local exchange carriers (CLECs), long
distance carriers, and wireless operators. Intrado has used this expertise
in inter-industry information management in developing and managing a
new ANI/ALI database. The Texas contract is for database services only;
Intrado does not route or deliver 9-1-1 calls in Texas. Instead, they pop-
ulate the ANI/ALI database and send routing directions to the selective
routers still run, for the most part, by ILECs. 

Though the contract is for database services only, it is a significant step
toward parlaying Intrado’s core database and inter-industry network
expertise into more general commercial applications. Specifically, the con-
tract has allowed Intrado to develop in two ways. Intrado has incorpo-
rated geographic elements into its database and routing systems, and has
established itself as a player in the public safety community. These have
been leveraged into emergency notification systems, which are in turn
leveraged into “location-based telecommuniations services, telematics
and permission-based mobile messaging.”13 This shift in Intrado’s strate-
gic industry position, from emergency response systems to more general
mobile communication management, can be seen in the rhetoric of its cor-
porate reports. In 2000, these reports referred to Intrado’s core offering
as “SafetyNet.” By 2001, this had become “Informed Response.”14

Intrado’s entry as an industrial player in the 9-1-1 infrastructure could
not have been possible without regulatory intervention. Intrado’s contract
was conditional on a successful test of their system in the Greater Harris
County 9-1-1 Emergency Network (GHCEN), the ECD serving the
Houston area. Southwestern Bell (SWB) was (and is) the Houston area
ILEC. They had also been the incumbent provider of 9-1-1 services,
including both the ANI/ALI database and the selective routers used for
emergency call delivery. In 1999, Intrado attempted to connect their new
ALI database to SWB’s tandem switching network. SWB refused to inter-
connect, claiming, among other things, that Intrado’s system was incom-
patible with SWB’s switches, and that interconnection posed a threat to
the reliability of the existing 9-1-1 network. CSEC, GHCEN, and Intrado
filed a complaint with the Texas Public Utilities Commission, which
ordered SWB to unbundle tariffs for 9-1-1 databases and 9-1-1 call deliv-
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ery. In the face of this order, SWB also agreed to a timetable and techni-
cal specifications for interconnection with their selective routers.15 The
TX PUC 9-1-1 tariff unbundling rules were some of the first in the nation.

Successful emergency services depend on actually getting personnel to a
particular place rapidly. Standardized addressing and standardized maps
are an essential part of the system. They also have privacy implications.

While Texas law gives counties and municipalities the authority to
standardize rural addressing within their jurisdictions,16 CSEC adminis-
ters state funds for local addressing programs. To receive these funds,
counties must meet standard vetting criteria. Thus, as with other 9-1-1
services, addressing is officially controlled by local authorities, but actu-
ally standardized through a state agency.17 Even after standardized state-
wide procedures were established, addressing has been a notoriously
difficult process. Establishing what constitutes a road, a parcel, or a
dwelling has been an interpretive nightmare. Moreover, there has been
local opposition to addressing projects. This resistance is sometimes
because residents oppose standardized addresses in principle, but more
often residents simply resist changing their established address.18

Addressing projects are usually performed in conjunction with map-
ping projects. Most, but not all, maps generated in conjunction with
addressing projects are digital. However, some localities still use paper
plat maps.19 Digital base maps are obtained from private mapping ven-
dors, public utilities, or the Texas Department of Information Resources.
To this base map are added “attribute data,” including customer location
information obtained from “USPS, local government[s], telephone com-
panies, . . . electric, gas or water utilit[ies], . . . county appraisal district[s],
public school district[s], or other public entit[ies].”20

Mapping is expensive. For example, Hays County was mapped in
1987 at a cost of $78,000. However, information held by state and
county agencies is subject to public disclosure. Once the mapping occurs
with public funds, private citizens or companies can and do obtain the
maps for only the cost of copying them. Map publishers regularly buy
subsidized maps from counties, and use them as the raw material for con-
sumer market products.21

State law makes certain information exempt from disclosure require-
ments.22 Personal information is redacted from maps before they are
released to the public.23 However, state confidentiality law applies only to
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release to the public. COGs may release E9-1-1 addressing information to
county agencies “for the purpose of sending tax notices and voter regis-
tration notices.”24 In fact, such a sharing of information among govern-
mental bodies is encouraged “in the interest of the efficient and
economical administration of statutory duties.”25

In summary, Texas 9-1-1 implementation has had several far reaching
implications. Firstly, a significant national market actor—CSEC—was
created by consolidating the purchasing power of many small operators
throughout a vast region. Secondly, CSEC’s actions in the 9-1-1 arena
have supported not only new market actors, but entirely new markets,
notably the markets for third party location databases and third party
location delivery networks. This was encouraged by an explicit legislative
agenda promoting competition in the Texas telecommunications industry.
Thirdly, Texas state funding of 9-1-1 addressing and mapping programs,
and the structure of Texas privacy and freedom of information laws have
had significant market and governmental repercussions. State agencies,
including police and tax authorities, have ready access to personal infor-
mation gathered in these addressing and mapping projects. The projects
also make base maps, with personal information redacted, available to
any private entity at relatively low cost. 

The Implementation of Wireless 9-1-1 in Virginia

Administration of 9-1-1 in Virginia has traditionally been the province
of the county-level public service answering points (PSAPs), which dis-
patch calls to police, fire and ambulance for response, and the local
phone companies. The heart of the E9-1-1 operations has been, and con-
tinues to be, the dispatch centers that receive all 9-1-1 calls, identify the
location and person making the call, and send the appropriate response
team. With the introduction of Enhanced 9-1-1 (E9-1-1), the technolog-
ical sophistication of the ERS operation, the jurisdictional boundaries
involved in responding to a 9-1-1-call, and the number of players have
all become more complex. The dispatch center is heavily dependent on
computer and communications technologies not just for receiving and
relaying calls but also for identifying where a call is coming from and
where rescue personnel are located.26 Real time mapping displayed on
computer aided dispatch terminals (CADs) are the most visible compo-
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nent in an E9-1-1 dispatch center. Indeed the sophistication and timeli-
ness of the maps is a primary distinction between traditional 9-1-1,
enhanced 9-1-1, and now wireless E9-1-1. And with the move to wire-
less E9-1-1, the number of stakeholders and organizational complexity
required for implementation increases.

In Virginia the implementation of wireless E9-1-1 is taking place in the
three phases outlined earlier:

• Phase 0—a PSAP directly receives all wireless calls made within their
jurisdiction at their communications center rather than at the respec-
tive State police district headquarters. All PSAPs that were E9-1-1
capable by July 1, 2000 are required by the General Assembly to start
receiving wireless calls by July 1, 2002. All other PSAPs must start
receiving wireless calls by July 1, 2003.

• Phase I—PSAP receives a caller’s Call Back Number or ANI (auto-
matic number identification), the identity of the wireless provider, and
the location of the cell antenna receiving the call.

• Phase II—PSAP receives the actual location of the caller by longitude
and latitude (ALI), as well as the ANI.

The organizational complexity involved in these implementation
phases is well illustrated by the “Scope of Work” for one of the wireless
workgroups in Virginia.27 For Phase I, implementation requires that the
operations of three entities—the local exchange carriers (LEC), the wire-
less service providers (WSPs), and the PSAPs—are managed and coordi-
nated. The 9-1-1 service provider, which in this case is the local exchange
carrier (Verizon) , must have ready the 9-1-1 selective router and the ALI
database. The WSPs, which are quite numerous and vary throughout the
state, need to provide maps showing all cell sector addresses and routing
information for all the PSAPs that they serve. The PSAPs must install
wireless 9-1-1 trunks, upgrades to their communications equipment, and
upgrades in the dispatch center.

The memorandum of understanding (MOU) between AT&T Wireless
(AWS) and Fairfax County specifies a similar but more detailed division
of responsibilities for Phase I E9-1-1 implementation. AWS is responsible
for: the design, installation, operation, maintenance and provision of all
network elements; for interconnecting the Mobile Switching Center to
the Selective Router/E9-1-1 Tandems and for interconnecting the SCP
(Intrado-type services) to the ALI database; for working with vendors on
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performance measures; and for negotiating with the LEC, in cooperation
with the PSAP, for appropriate interconnection agreements. The MOU
notes that ALI Database functions lie outside the responsibility of AWS.
The PSAPs are responsible for: validating and updating PSAP Jurisdiction
Area Boundary Maps; providing and verifying needed data about each
PSAP’s existing infrastructure; identifying appropriate Routing Codes;
and, informing third party vendors, such as Computer Aided Dispatch
(CAD) providers of data to be delivered with 9-1-1 calls for coordination
with PSAP premise-based systems. The MOU also recognizes, but does
not specify the responsibilities of, several third parties including the 9-1-
1 provider/LEC, the host ALI provider, and the SCP software developers
and hardware providers.

To cover the costs of implementing Phase I and Phase II, PSAPs can
apply to the Wireless E9-1-1 Services Board for funds to install necessary
equipment upgrades and the wireless service providers can apply for
funds to support the PSAP requests. In 1998, the General Assembly
passed legislation that placed a $0.75 surcharge on every wireless tele-
phone billed by a wireless service provider in Virginia. It also created a
seven-member (three from local government, three from the telecommu-
nications industry, and the state Comptroller as chair) Wireless E9-1-1
Services Board to administer the fund. In 2000, the size of the Board was
increased to fourteen to allow representation from the police chiefs, fire
chiefs, EMS chiefs, sheriffs, State Police, and emergency management. 

By the end of FY2001, the Wireless E9-1-1 Fund generated approxi-
mately $1.8 million each month and had a balance of about $38 million
at the end of FY 2001. In FY 2001, $6.7 million was paid to the PSAPs
and $2.4 million was paid to the wireless service providers. The annual
PSAP costs for statewide implementation of Phase I of wireless E9-1-1 is
estimated at $11.5 million. Accurate estimates of Phase II costs are not
available; however, it appears that Phase II costs are primarily nonrecur-
ring while Phase I costs will continue into Phase II.28

Implementation of both Phase I and Phase II in Virginia is complicated
by the number of wireless service providers and the number of PSAPs.
Wireless service providers include: Alltel; AT&T Wireless; Cingular;
Devon; Cellular One; Nextel; Ntelos; Shenandoah Cellular; Sprint PCS;
Triton PCS; U.S. Cellular; Verizon; and Virginia Cellular. As of the end of
FY 2001, At&T Wireless and Cingular are the only two national
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providers yet to complete a Phase I deployment. All of the other national
providers had completed several deployments.

According to the FY2001 Annual Report29 of the Wireless E9-1-1
Services Board, the implementation of wireless E9-1-1 Phase I, which
requires that the PSAP be provided with the caller’s phone number and
the address of the cell site receiving the call, has “progressed, though not
quickly.” In a memo to all emergency communications coordinators in
Virginia the Coordinator of Public Safety Communications points out
that one factor that has proven important to the success of Phase I imple-
mentation is if PSAPs initiate implementation as a regional group.30 Most
of the PSAPs in Virginia have formed such regional groups.

The Report notes that some providers have been aggressive in their
implementation but that technical problems and corporate issues have
slowed other providers. The localities were not blamed with the lack of
progress, instead it was the lack of preparedness by the wireless service
providers and the local exchange carriers.31 The Memorandum of Under-
standing32 between AT&T Wireless (AWS) and Fairfax County discussed
above illustrates the complexity and detail of the process. 

An additional complication in implementing wireless E9-1-1 is the
development of accurate and useable maps. For E9-1-1 the ALI database
that Verizon maintains is not map-based but instead is a tabular, text-
based system.33 The PSAP has the responsibility for geo-coding the
address. Many counties have invested local resources in the creation of
their own GIS systems, which can be used to geo-code addresses. In some
cases the PSAP geo-coding is well synchronized with the ALI information
and in other cases it is not. Many PSAPs have taken the basic county GIS
map, included it as part of their CAD system, and then maintain and
update it separately from the county GIS map. In wireless E9-1-1, the
PSAP believes that it is querying Verizon (LEC) for the ALI information.
The ALI database recognizes that it is a cell phone call and passes the
number on to a third party, often Intrado or TCS, to get the mapping
coordinates that it needs. 

Phase II implementation, requiring that PSAPs be provided with the
actual location of the caller by longitude and latitude, has been delayed
by waivers in Virginia as it has throughout the country. According to the
Annual Report, “the primary difference between Phase I and Phase II is
the addition of mapping within the PSAP. To provide this, the Board has
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included funding for the creation of mapping data for the locality and for
the mapping display system to be used by the E9-1-1 call takers.”34

Instead of an incremental approach involving funding for each locality,
the Commonwealth and the Board have decided on a statewide approach,
involving a partnership with the Virginia Geographic Information
Network (VGIN). VGIN had previously sought funding for a project of
this nature but until the wireless E9-1-1 mandate there had not been a
compelling need for such mapping. There are three elements to the state-
based mapping project: 1) a digital orthophotography, which was con-
ducted by aerial photography of the state; 2) centerline street location, for
which the Virginia Department of Transportation provided the most reli-
able and updated information; and, 3) addressing, which was derived
from local public and private sector entities. 

According to Guidelines of the Wireless E9-1-1 Services Board, the
PSAP can implement the mapping display system as part of the CPE
equipment, computer-aided dispatch (CAD) system, or as a separate
stand-alone system.35 The Wireless E9-1-1 Services Board estimates that
Phase II costs will be as follows:

• Statewide Base Mapping (Imagery) $10 million
• Statewide Base Mapping (street centerline) $10 million
• PSAP Mapping Display systems $ 5 million
• Wireless Provider Phase II Cost (nonrecurring) $10 million

The General Assembly recognized the revenue generating potential of
the VGIN project and exempted it from FOIA requirements. Private sec-
tor companies may license VGIN maps but may not resell and must abide
by the use terms of the license agreement. Any public entity (federal, state
or local) may get access to VGIN maps but may not sell the information.

The implementation of Virginia’s Wireless E–9-1-1 has begun in a
largely cooperative manner, particularly on the part of the public sector
actors. The Wireless E–9-1-1 Services Board has provided a focus not
only for funding decisions but also for generating cooperative regional
arrangements and sharing experiences and learning. As has been true in
Texas, implementation has spawned new market actors and new market
opportunities for third party location databases and location delivery net-
works. Implementation has also provided an opportunity to develop a
statewide mapping project for which there had previously been interest
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but not sufficient need and support. With implementation of Phase II
questions about privacy and access to information generated for and in
the Wireless E–9-1-1 environment may become more apparent.

The Implementation of Wireless 9-1-1 in Ontario

On the face of it, the implementation of wireless E9-1-1 in Ontario, as
well as in other parts of Canada, stands in stark contrast to the Texan and
Virginian experiences outlined above. The differences are rooted in the
historical emergence of a standardized platform for the routing of 9-1-1
calls, which has made the implementation of wireless enhanced emer-
gency service in Canada somewhat less complicated than in the United
States. 

Canada has a similar system of primary and secondary Public Service
Answering Points (PSAPs), sometimes called Central Emergency
Reporting Bureaus, funded and operated by municipal governments.
Primary PSAPs serve to screen calls and to route them to the appropriate
secondary PSAPs operated by the respective fire, police and ambulance
services.36 Provincial E9-1-1 service provides for the transport of all cus-
tomer dialed 9-1-1 calls to the appropriate local 9-1-1 PSAP. So when a
customer dials 9-1-1, the wired carrier being used, transports the call to
the dedicated switch operated by the Incumbent Local Exchange Carrier
(ILEC).37 The call is then transferred to the appropriate police, fire or
ambulance dispatch centre. As in the United States, the original 9-1-1 sys-
tem was designed as a simple voice connection to an operator who would
verify location verbally and dispatch the appropriate service; from the
outset Basic 9-1-1 has included an automatic ringback facility. This kind
of basic service has been in existence in Canada since the mid-1970s,
although the pace of development has varied from region to region. 

As more sophisticated telecommunications services developed, a sec-
ond generation of 9-1-1 service emerged in the mid-1980s. The so-called
“Enhanced 9-1-1” service permits the transfer of Automatic Number
Identification (ANI) and Automatic Location Identification (ALI) to the
PSAPs. With call-back number and location information displayed on a
video display terminal, emergency operators can still assist the caller where
verbal communication was impossible, or connection was terminated.
Over time, ANI data was matched against street addresses in the ALI
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database, and emergency personnel directed to the exact location from
which the call originated. Until the 1980s, therefore, it appeared that
there was a good deal of convergence between the Canadian and
American systems. The ANI/ALI system had become “the benchmark fea-
ture of E9-1-1 across North America.”38

In the Ontario context, as elsewhere in Canada, however, the imple-
mentation of the ANI/ALI system was not without difficulty. In every
region, there were “underlaps” and “overlaps” caused by the wide vari-
ety of addressing systems used by local communities, and the fact that
these systems rarely conformed with the addressing and billing informa-
tion held by the respective ILEC.39 Thus, some addresses fell through the
gaps and had no access to 9-1-1 service. Other addresses fell into more
than one 9-1-1 region, causing confusion as to the closest emergency dis-
patch center. Moreover, the cost for 9-1-1 had always come from the
property tax base of local communities. The extra expense of administer-
ing an enhanced 9-1-1 system meant that the cost had to be passed along
to subscribers, raising the question for the ILEC of who to bill when the
telephone exchanges and municipal boundaries were not consonant. 

A third generation of E9-1-1 emerged in the early 1990s, therefore, as
a result of the need to standardize the addressing system for emergency
response services and to deal with billing anomalies. The Public
Emergency Reporting Service (PERS) is a cooperative effort by the ILECs
and local municipalities. In Ontario, local governments essentially apply
to the ILEC (Bell Canada) to be included in the 9-1-1-PERS system. In
return, Bell requires that all streets be numbered in a consistent and accu-
rate format. The system requires that every household shall have an
address, and every street a name. Therefore, the address, rather than the
phone number, drives the PERS system and the boundary conflict prob-
lem is, one hopes, eliminated. Of course, as a result of historical accident,
municipal reorganization, or amalgamation, there may be duplicate street
addresses in some communities. So when a municipality decides to intro-
duce 9-1-1 PERS, it must ensure that each household or business is
assigned a unique civil address—a number, a street name, a street suffix,
and in some cases a directional indicator. So, as we saw in Texas, some
municipalities have been undertaking quite extensive efforts at renumber-
ing, and are having to convince residents that the changes are worth-
while.40
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Once the municipalities have drawn new maps based on a standard-
ized street address, they then add the location and coverage area of emer-
gency response dispatch centers. These maps may arrive at Bell’s 9-1-1
Service office in a variety of digitized, or nondigitized, forms. Bell then
digitizes in standard format, and overlays the telephone number, and an
Emergency Service Number (ESN) that is associated with a clear
Emergency Service Zone, and enters this information into its 9-1-1 rout-
ing system. Thus there should be far less confusion about the location of
the closest emergency dispatch center, as the ANI/ALI database has been
standardized, and supplemented with vital information about the location
of emergency response services. A 9-1-1 PERS platform has now been
established in every province except Saskatchewan and Newfoundland.
In Ontario, over 90 percent of households are now part of this system.41

These three stages of enhanced 9-1-1 service have progressed in
Canada regardless of the problems associated with making 9-1-1 calls
from a cellular phone. Yet, as is the United States, the E9-1-1 system
quickly exposed the distinction between wireline calls with ANI/ALI
capability, and wireless calls that had no enhanced capability at all. The
policy problem in Canada is neatly expressed by this advice leaflet from
the Canadian Wireless Telecommunications Association (CWTA):

When you call 9-1-1 on your home telephone, your call is sent to the nearest
emergency response centre. In many locations, the E9-1-1 network also passes
along your telephone number and address so a 9-1-1 operator can call you back,
if necessary, and help can be sent immediately to your exact location. Unlike your
home telephone, mobile phones generally do not pass along the telephone num-
ber or any other customer information when you make a call. This means that,
when you call 9-1-1, you have to give your complete number to the E9-1-1 oper-
ator—including your mobile phone area code. This is important because the
operator may have to call you back if you are disconnected. In addition, you
have to tell the operator, as best you can, exactly where you are. Remember, your
mobile phone can be used anywhere service is available. Only you can provide
your precise location or the location of the emergency.42

This problem with wireless calls was recognized from the genesis of the
9-1-1 PERS network. Only in the mid-1990s, however, did the Canadian
PSAPS, who are less well organized than their American counterparts,
voice strong concerns. Although the problem was initially debated within
the CRTC’s Canadian Industry Steering Committee (CISC), the CRTC
was unwilling to take the kind of strong interventionist stance as did the
FCC in the United States. So the issue migrated to the trade association
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of the wireless industry, the CWTA. Since 1997, an E9-1-1 Working
Group has been working under the auspices of CWTA. This group
includes membership from the four major cellular providers in Canada
(Bell Mobility, Microcell, Telus Mobility, Rogers Wireless), from York
and Toronto police departments, and from other representatives of the
PSAP community. A member of the CRTC maintains a watching brief. 

The main approach of this committee has been to organize and moni-
tor trials. The first occurred in Calgary, Alberta from October 1999 to
April 2000, largely as a result of a technical proposal submitted by Telus,
the ILEC in the West. Four wireless service providers participated in the
trial, which tested the interconnection between the provincial 9-1-1 plat-
form, operated by Telus, the wireless carriers and the PSAPs. This enabled
the delivery of information relating to the location of the wireless antenna
receiving a 9-1-1 call, as well as the 10-digit telephone number of the
mobile subscriber placing the call. This functionality is equivalent to what
the FCC established as part of its Phase I requirements. The final report
of this trial indicated that participants were generally satisfied that accu-
rate information on call-back number and station location was provided
to the E9-1-1 operators.43 The results also demonstrated that the techni-
cal solutions could be applied in any other province with a similar E9-1-1
PERS delivery platform. However, the limited trial area and the involve-
ment of only one PSAP meant that the delivery of call-back numbers to
secondary PSAPs, and the associated routing issues, could not be properly
examined. A second trial was therefore initiated in Toronto and North
York in Ontario, a potentially more complex urban environment, involv-
ing more than one primary PSAP.44 An examination of how this trial was
conducted will demonstrate how wireless E9-1-1 is likely to be imple-
mented in the rest of Ontario.

The trial participants were Toronto and York region PSAPs, Bell
Canada, and the four wireless carriers (Bell Mobility, Rogers Wireless,
Microcell and Telus Mobility). The goals were to interconnect wireless
carriers to the existing 9-1-1 PERS platform, to display the 10-digit wire-
less Call Back number and cell site/sector identification, and to transfer
information to secondary PSAPs. Technically, this process required the
establishment of a separate, routable, and nondialable Emergency Service
Routing Digit (ESRD), which assigns a ten-digit number to each cell-
site/sector. The ESRD is then delivered to the ALI database where it is
cross-referenced with street address. So when a customer dialed 9-1-1 on
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a wireless phone, the PSAP received both the wireless customer’s 10-digit
call-back number, as well as the 10-digit ESRD. The display of the ESRD,
and the associated cell site sector address, is then used by the emergency
personnel to identify the location of the originating cell site or sector
where the 9-1-1 call entered the wireless network, using the existing
ANI/ALI display terminal.45

During the trial period, each of the major participants was required to
undertake certain responsibilities. The participating wireless carriers were
expected to establish a contact point to investigate and respond to PSAP
queries, and to define and establish a process for assigning an ESRD to
cell site locations. PSAPS were expected to begin staff training and to set
up a pretrial validation. And Bell Canada had to make upgrades to the
hardware and software associated with its tandem switches. The trial
enabled the assessment of the viability of the technology and architecture
and allowed participants to test whether the routing of wireless 9-1-1
calls had improved, whether the default routing arrangements were
appropriate in a wireless context, whether overflow calls were processed
and routed properly, whether certain “call-management” features were
compatible, whether the calls were successfully routed to the appropriate
secondary PSAPs (for fire, police and ambulance), and whether existing
PSAP display terminals could accurately display both call back number
and the ESRD. 

The trial exposed some technical complications relating to the existing
voice, data and database technology and architecture and particularly the
signaling arrangements between different switching technologies. The
trial found that the routing of wireless 9-1-1 calls had improved, but not
without some problems associated with the misrouting of calls to the
wrong PSAP. False call-back numbers from unsubscribed handsets also
continued to plague the system. But these are difficulties inherent in the
mobile character of the technology. Callers may travel between several
cell sites by the time the call is initially made, and the emergency dispatch
is initiated. Moreover, the call sector may not necessarily be the nearest to
where you are when the call is made; calls are rerouted when one sector
is very busy. On the positive side, there was clear evidence that the com-
bination of cellsite address, call-back number and other information
allowed emergency response teams more accurately to pinpoint location
and, in some instances, to save lives. The system also allowed PSAPs to
identify abusive, frivolous or mistaken callers more effectively.46



354 Chapter 12

As a result of the success of this trial, Wireless E9-1-1 is now available
as a commercial tariff in Ontario, as well as in Alberta and BC. But imple-
mentation is dependent on the commercial decisions of the WSPs. So far
all the wireless carriers, with the exception of Rogers AT&T Wireless
have begun to offer enhanced 9-1-1 services, in conformity with a CRTC
decision in 2001 that allowed Bell Canada to charge all WSPs a monthly
rate of $0.02 for each of its wireless working telephone numbers
equipped with outward calling, so that they might access Bell’s 9-1-1
PERS network.47 In March 2001, Microcell also asked the CRTC to order
all phone companies (especially the ILECs in other provinces, such as
Manitoba Telecom Services Inc. and Sasktel) to provide 9-1-1 network
access services to wireless carriers. The CRTC is expected to rule on this
issue in September 2002.48

No doubt implementation would be speedier if the PSAPs and the
wireless carriers could have resolved a contentious dispute over the pro-
vision of subscriber records. Public safety agencies have sought wireless
subscriber records, and want the ALI database to include the home or
business address of all wireless customers. The wireless carriers believe
that the ESRD solution is the only feasible locational information that can
be transferred at this stage. They have also protested that such subscriber
information is going to be very misleading in ascertaining the location of
a wireless caller. Subscriber records are also notoriously unreliable given
that many cellular phone customers buy prepaid packages, and have no
incentive to provide accurate names and addresses for billing purposes. In
one of its only interventions on E9-1-1 questions, the CRTC has ruled, in
a decision regarding Microcell, that in an emergency, subscriber records
could be of value to PSAPs.49 But there has been no general ruling that
these records should be provided as a matter of course. This position con-
trasts, therefore, with the requirements established under Section 5 of the
U.S. WCPSA of 1999. 

Discussions about Phase II implementation and the technologically,
economically and politically controversial questions of how to transmit
exact location coordinates to PSAPs have only just begun. The Toronto
trial exposed the obvious limitations of Phase I implementation, and the
complexities of integrating mobile networks with existing publicly
switched networks. No doubt there will be extensive debates about the
relative merits of most effective locational solution; through a handset-
based GPS chip, or a triangulation method, or a combination of both.
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Phase Two implementation will no doubt bring many benefits for the
emergency response communities. On the other hand, the investment in
infrastructure by the PSAPs is likely to be enormous. So far, Phase One
implementation has had a minimal impact on the existing technical equip-
ment of the PSAPs. 

So, for now, the mood in Ontario, which seems the most advanced
province, is that the cellular industry has yet to be convinced that com-
prehensive Phase One implementation is in their commercial interests.
And no doubt there will be continued pressure from the emergency
response community for a more assertive role to be played by the CRTC.
Nevertheless, in contrast to the U.S. states discussed above, the common
PERS platform, operated by a single ILEC in each province, reduces the
burden and cost on municipal and provincial governments. It also renders
unnecessary the kinds of functions performed by 9-1-1 call delivery com-
panies. Moreover, with fewer WSPs, there is a greater likelihood that the
industry can proceed in a more uniform way, and project a more united
position through its trade association, the CWTA. In short, the number of
actors involved, even in a complicated urban environment like Toronto,
is considerably lower than in most U.S. states. In consequence, the
chances of finding a cooperative and concerted solution to the challeng-
ing technical and regulatory problems are far higher than they are south
of the 49th parallel. 

Discussion and Conclusions

From a legal perspective, U.S. and Canadian policies on cellular phone
privacy are somewhat different at this point, although in both countries
privacy policies are still evolving. We will first briefly review those 
policies but are more concerned in our discussion here with examining
how the “on the ground” implementation of wireless E9-1-1 affects the
possibilities for privacy. Formal policies may point in one direction, while
technological developments and organizational relationships may point in
a different direction.

U.S. law places very tight restrictions on the information collected dur-
ing a 9-1-1 call. Section 5 of the Wireless Communications and Public
Safety Act (WCPSA) of 1999 amended Section 222 of the Communica-
tions Act of 1934 to require a customer to give prior authorization for
any disclosure of call location information for a purpose other than the
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delivery of emergency services. In addition, however, several other laws
including the Electronic Communications Privacy Act (ECPA), the Com-
munications Assistance for Law Enforcement Act (CALEA), and most
recently the USA PATRIOT Act all may speak to aspects of wireless loca-
tion information.50 The next several years promise to provide lawyers for
the telecommunications carriers with interesting litigation as these issues
are sorted out. 

Wireless privacy questions have to this point been debated far more
actively in the United States than in Canada. In other information privacy
areas, Canadian policy is generally more protective of privacy than is that
in the United States. A more comprehensive network of public and pri-
vate sector legislation in Canada, overseen by federal and provincial pri-
vacy commissioners, normally means that privacy issues are articulated
earlier and with more force than in the United States. But so far there has
been very little public debate and virtually no involvement from the fed-
eral or provincial privacy commissioners.51 Moreover, the CWTA has yet
to articulate a public position on privacy, let alone produce a code of
practice for its members, something associations in other sectors have
done. A newly enacted federal law for the protection of personal infor-
mation in the private sector certainly regulates how wireless service
providers collect, use and disclose personal information. But to date,
there has been little, if any, analysis of how this legislation applies to the
locational data generated through mobile phone usage.52

Whether or not national legislation speaks to the privacy implications
of E9-1-1, they have received little to no attention in the actual “on the
ground” implementation of Phase I and Phase II in the United States and
Canada. Instead state regulators, PSAP administrators, Wireless Service
Providers, and Local Exchange Carriers are beleaguered with questions of
funding, technology, and coordination. In the United States and Canada,
the goal is to provide effective responses to wireless 9-1-1 calls and to
enhance public safety. In the world of those administering these systems,
privacy has been of only marginal and intermittent interest. 

A comparative analysis of the three jurisdictions reveals several trends
that are likely to push technologies or organizational configurations in
ways that might not be hospitable for privacy protection. This is an area
where “following the money” proves beneficial to teasing out the poten-
tial privacy implications. 
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Wireless E9-1-1 is pushing local governments to cooperate in larger,
often regional, bodies. This is true for PSAP administration, funding, and
mapping. Emergency response functions have traditionally been the
responsibility of local governments—local police, fire, and ambulance
services that often knew the geography and people in their jurisdictions
through long day-to-day experience. Although there have been previous
trends to centralization at the county or provincial levels, the local PSAPs
were still granted autonomy to act in a way that best served their local
communities. Such autonomy is less possible in a wireless environment.
Cell phones and cell sites do not recognize the geographic boundaries and
necessitate more cooperation among neighboring jurisdictions.

Additionally, the complexity of wireless mapping, locational database,
and routing systems and the need to have these uniform for interfaces
with ILECS and wireless service providers limits the real choices that local
units are able to make. More and more of the PSAP operations have
become standardized and, at least in the United States, are interconnected
with more private sector telecom providers and third party vendors. 

We saw that the two American jurisdictions have created organizations
that are designed to provide more coordination and cooperation in the
implementation of wireline and/or wireless E9-1-1. In Texas, the Com-
mission on State Emergency Communications (CSEC) was established in
1985 to coordinate ERS throughout the state. In Virginia, the Wireless
E9-1-1 Services Board was created within the Public Safety Communi-
cations Division of the State Department of Technology Planning to coor-
dinate wireless E9-1-1. The public safety community is also increasingly
developing concerted positions through the three 9-1-1 industry associa-
tions—National Emergency Number Association (NENA), Association of
Public Safety Communications Officials (APCO), and National Associ-
ation of State 9-1-1 Administrators (NASNA). The same need for coor-
dination among local municipalities is, of course, observed in Canada.
The difference, however, is that the system of ILECs, which enjoy province-
wide monopolies, provide a natural arena to coordinate the mapping and
call-routing functions. Moreover, the PERS network provided a stan-
dardized platform for the routing of 9-1-1 calls, before the wireless prob-
lem emerged. 

These larger trends toward the coordination of 9-1-1 implementation,
in both the U.S. and Canada, could have some conflicting implications for
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privacy protection. On the one hand, cooperation may lead to greater
demands for the sharing of subscriber and locational information; the
pressure from the Canadian PSAPs to integrate wireless subscriber
records into the ANI/ALI system is evidence of such a trend. Conversely,
however, institutional coordination can provide arenas for at least the
consideration of common privacy problems, and perhaps for the articu-
lation of a common position on privacy protection. An extensive frag-
mentation of E9-1-1 implementation is likely to be mirrored by a
concomitant diversity of positions and practices about the treatment of
personal information. In this respect, it is probable that the smaller num-
ber of stakeholders in the Canadian context, as well as a more developed
statutory framework than in the United States, would militate in favor of
the development of a concerted position on the protection of personal
information. 

At least in the United States, wireless E9-1-1 is creating a new revenue
source at the state level. Funding of wireless E9-1-1 has become an impor-
tant source of revenue for public and private actors. In both Texas and
Virginia more funds are being generated by the fees and surcharges than
are being currently used in implementation of Phase I and Phase II imple-
mentation. In Texas these funds go into the general revenue and are then
appropriated by the legislature back to public safety or to other state
needs. In Virginia, the funds go directly to the Wireless Board. 

The new funding for wireless E9-1-1 is enabling a redistribution of
funds to less wealthy parts of the state. In both states, some parts of the
state subsidize other areas of the state. In Texas urban areas subsidize rural
areas. In Virginia, areas with high cell phone penetration, which is likely
to be urban and suburban areas, subsidize areas with less cell phone use. 

To a certain extent, this redistributive effect is felt in the Canadian con-
text, at least in large provinces like Ontario. But in the absence of a gov-
ernment mandate to develop wireless E9-1-1, market considerations are
currently driving the behavior of both ILECs and WSPs. Thus, to date, the
major costs of 9-1-1 service is passed from the ILEC, through the WSPs
to the consumer, in accordance with CRTC tariff rulings. And Phase One
implementation has so far involved quite limited infrastructure modifica-
tion for the PSAPs. Phase Two implementation, as in the United States, is
a very different story. 
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Wireless E9-1-1 has created new markets and new market actors. The
PSAPs have become more prominent and influential market actors in the
communications industry with their need to purchase maps, databases,
and display formats to enable them to comply with wireless E9-1-1. In
Texas centralization in the CSEC has created one actor. In Virginia, there
has been somewhat less centralization except in the development of maps.

Market changes have not just been limited to the activities of state
actors. Wireless carriers are under federal mandate to deliver locational
data to PSAPs if the PSAP requests such a service. Wireless carriers have
had to install both the means of locating calls and the means of transfer-
ring that location to the E9-1-1 network. They have usually outsourced
both of these. While the integration of these location determining systems
has been an economic and technical challenge, it is also fraught with
profit making potential.

For example, Verizon Wireless and AT&T Wireless are, respectively,
the 1st and 3d most dominant wireless carriers in the United States
national market.53 Both have chosen Allen Telecomm’s Geometrix as their
locational technology.54 The system’s centerpiece is the Geometrix Geolo-
cation Control System. Located at a wireless operator’s mobile switching
center, it obtains data from Geometrix Wireless Location Sensors at base
stations, performs location determination calculations, and reports loca-
tion coordinates to Mobile Positioning Centers (MPCs). The E9-1-1 ANI/
ALI databases are updated by querying these MPCs. Geometrix touts the
system’s ability to support and enhance value-added wireless location
services. It also includes planning tools that can accurately predict the
wireless service providers’ network needs by using a combination of prop-
agation models, terrain and morphology data, and location algorithms.
Many other call location firms are competing to establish E9-1-1 services
as the toe hold from which other location-based market offerings can be
launched.55

Likewise, companies offering E9-1-1 call routing and delivery systems
are positioned to expand their products and services. For example, as was
discussed earlier, Intrado’s management of the ANI/ALI database could be
parlayed first into emergency notification systems then into commercial
telephone notification services. Both of these services enable the client to
quickly send identical messages to a large target population, which can be
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specified either as a geographic region or as a list of individuals. For pub-
lic safety clients, the target database starts with an extract of 9-1-1- data.
Private sector target notification uses the client’s existing database, which
will also be geo-coded. The notification systems are identical except in the
source of their databases.56

The language by which telecommunications issues are framed is
increasingly obscure. The debates about wireless E9-1-1 are replete with
technological jargon and acronyms. All reports on the subject have
lengthy glossaries, and all people working in the area comment on the
need to know these acronyms. Although this may appear at first to be a
somewhat trite observation, several key information privacy protection
principles rely upon individuals being able to understand the environment
in which their information is being collected, used, exchanged, and
manipulated. One key obligation within Canada’s private sector privacy
law, for instance, is “transparency” both in terms of personal information
practices, and organizational policies. But in the environment of wireless
E9-1-1, the discourse is nontransparent to the lay person and, most likely,
to political oversight bodies. The technological jargon and the acronyms
camouflage the real-world meaning and implications.

We believe that these four trends contribute to two over-arching pri-
vacy implications. First, wireless E9-1-1 has produced an environment
with evolving technologies, market actors, business models, and gover-
nance structures that is less sensitive to the privacy concerns of individu-
als and more attuned to surveillance of populations and centralization of
functions. This is seen in the creation of more sophisticated and detailed
maps, the invention of new location identifying devices, the development
of new database managing companies, and the consolidation of local gov-
ernment activities. These market and governmental changes—all with the
goal of realizing public safety—are not without other, perhaps unintended
consequences. In general all of these systems make the “monitoring of
everyday life” (Lyon 2001) more of a reality. In this environment “notice
and consent,” or the full package of data protection principles, does not
begin to provide any meaningful policy response. These are systems, not
just in a technological sense, but also in the broader political economic
sense. 

The second privacy implication is analogous to Lessig’s and
Reidenberg’s57 insights regarding the importance of “code” and system
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architecture in communications systems. The architecture of the ERS sys-
tems contains detailed maps, databases, and routing systems—as well as
inter-operability among Local Exchange Carriers, Wireless Service
Providers, PSAPS, and third party vendors. This architecture will dictate
the privacy possibilities. And at this time privacy is not consciously being
considered as a factor in the design of these systems. If it is not initially
part of the planning, then privacy will be an afterthought and its protec-
tion will never be as secure as it needs to be. Furthermore, if the system
architecture and the computer code itself regulates the potential for cap-
turing personal information, then the differences we have seen between
the implementation of wireless 9-1-1 in Canada and the United States are
likely to be rendered less relevant over time. 
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Creative Destruction in Emerging Markets:
Privatizing Telecoms and the State

Lee W. McKnight, Paul M. Vaaler, Burkhard N. Schrage, and 
Raul L. Katz

I. Introduction

Joseph Schumpeter’s (1934; 1939; 1943) term for describing cycles of
innovation, “creative destruction,” focuses on technological change and
its simultaneously value-enhancing as well as value-destroying conse-
quences.1 Less attention has been paid to institutional innovation—and
creative destruction—though it may have even more dramatic effects on
firms and markets.2 Telecommunications enterprise (“telecoms”) privati-
zation worldwide provides a telling example. Here, transfer of ownership
and control of hundreds of enterprises with $ billions in asset value from
state to private hands in the late twentieth century has undoubtedly
induced substantial change in individual and organizational incentives
and behaviors. But telecoms privatization is still relatively recent—less
than 20 years old in industrialized countries and less than a decade old in
many emerging markets. Where are we in terms of the institutional inno-
vation it promises? What is the net effect in terms of value creation and
destruction? 

This chapter offers several counter-intuitive, but empirically derived,
answers to these questions. Before offering you the reader our answers,
however, we must set the stage by reviewing the relevant literature, and
the conventional wisdom.

The short- to medium-term performance implications of that institu-
tional change are currently in dispute with two theoretical models pro-
posing different answers, but interestingly, relying on similar factors to
reach those answers. What we call a “mainstream” theoretical model of
enterprise privatization (e.g., Boycko et al. 1996) suggests that less state
ownership and control as well as greater exposure to market forces will
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increase enterprise value by aligning more closely its incentives and
behaviors with those of profit-maximizing shareholders. But what we also
call an “alternative” theoretical model (e.g., Perotti 1995) suggests a dif-
ferent relationship between states, markets and privatizing enterprises:
Performance may improve when the state retains a substantial equity stake
and commits to substantial intervention in relevant markets of privatizing
enterprises. Such state policies signal to shareholders the state commitment
to ensure adequate returns on their risky investment, thus, also engender-
ing investor interest in other state assets up for privatization.

These competing theoretical models imply different relationships
between privatized enterprise performance, on the one hand, and state
ownership and market experience—what we call temporal distance from
the date of initial privatization—on the other. Less state ownership and
greater temporal distance improve privatizing enterprise performance
according to the mainstream view, but may detract from such performance
according to the alternative view. Determining which of these research
streams is supported empirically is important. From an academic research
perspective, it gives us the chance to find out which theory is supported
empirically in the case of telecoms. Such an investigation also offers insight
on the value creating and destroying aspects of residual state ownership
during the institutional transformation of telecoms from state agencies to
private firms. Such insight would have important implications for telecoms
policy-makers developing privatization programs, telecoms executives
charged with the management of these enterprises in transition, and
investors observing it all with an eye toward maximizing their returns.

At first glance, Schumpeter’s creative destruction might seem out of
place when talking about institutional change in telecoms. As originally
articulated in the 1930s and 1940s or as revived and rearticulated by neo-
Schumpeterians in the 1980s and 1990s (e.g., Nelson and Winter 1982;
Heertje and Perlman 1990; Harris 1998), creative destruction means
“carrying out of new combinations” of factors and products, and thereby
challenging older modes of organizing and producing. Creative destruc-
tion implies competitive tension between the old and tried and the new
and still largely untested. The tension may prove continued worth of the
old ways. But if the untested “new combination” proves superior, the old
gives way, the innovation diffuses, and in the long-run, there is value cre-
ation net of the costs of displacing the old. But that is the long-run out-
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come and a long-run outcome benefiting society generally. In the short- to
medium-term, the added value may still be in the offing while the costs of
displacing tried and tested combinations are at hand. And even in the
long-run, competition between old and new combinations will not bene-
fit all directly. In any contest there will be winners and losers, and those
who choose poorly may find little solace in the promise of long-run ben-
efits to society. For many, Schumpeter’s dynamic may appear less like cre-
ative destruction and more like destruction, plain and simple.

Telecoms are illustrative. McKnight and his colleagues, for example
(e.g., McKnight and Lehr 1998; Lehr and McKnight 2000; McKnight and
Boroumand 2000; Vaaler and McKnight 2000), have analyzed recent
Internet-based technologies for their potentially negative as well as posi-
tive implications for incumbent and new-entrant telecoms in the short-
and medium-term. Internet-based telephony technology allows a new
class of domestic and foreign computer equipment and software, as well
as start-up telecoms, to invade incumbents’ traditional voice communica-
tions market segments and destroy incumbent enterprise value. At the
same time, however, growth of Internet-based data traffic along the exist-
ing backbone of incumbent enterprises provides new avenues for revenue
growth.

Like transformation wrought by the emergence of Internet-based tech-
nologies, institutional transformation wrought by telecoms privatization
worldwide has both value creating and destroying implications in the
Schumpeterian sense. Our study assesses the impact of residual state com-
mitments on that trade-off even as we test for empirical support of the
two theoretical models of enterprise privatization. These competing theo-
retical models and the institutional creative destruction they imply are
examined in the context of 15 privatizing telecoms from industrialized
and emerging-market countries, and their shareholder reactions to 205
announcements of material merger and acquisition, joint venture, and
alliance transactions taking place between 1986 and 2001. While recent
reviews of the privatization literature note a well-developed empirical
research on the operating performance of privatizing enterprises in
industrialized and emerging-market countries (e.g., Megginson and
Netter 2001), there is surprising little empirical research based on finan-
cial (shareholder) performance measures3 and none to date examining
shareholder returns linked to specific transactions taken by privatizing
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telecoms in particular. Using descriptive and regression analyses, we
assess relationships between the abnormal returns associated with these
announcements and the state ownership and temporal distance attributes
of these privatizing telecoms. 

In brief, we find rather weak support for mainstream model linking
higher shareholder returns to lower levels of state ownership and greater
temporal distance. By contrast, we find strong support for the alternative
model linking higher shareholder returns to higher levels of state owner-
ship and less temporal distance, particularly in case of shareholder returns
following announcements by privatizing telecoms from emerging-market
countries. Residual state ownership has a value-creating effect, at least in
the short-term, during institutional transformation of telecoms through
privatization.

To make these and other points in detail, the remainder of this study
is organized into five additional sections. Section 2 immediately below
summarizes the background on previous privatization practice and re-
search, and provides more detailed exposition of mainstream and alter-
native models on enterprise privatization and performance. Section 3
articulates the alternative mainstream and alternative model hypotheses
for empirical investigation. Section 4 details the methods used to imple-
ment the investigation including the equations, specific test statistics for
assessing support for mainstream and alternative models, estimation
approaches, data sources and sampling approach. Section 5 reports the
results from descriptive and regression analyses of the sample. Section 6
concludes the study with discussion of the central results, implications,
and future research directions.

II. Privatization Background

Overview of Privatization Policy and Research
The application of privatization policies during the last two decades has
enjoyed global scope both in industrialized and emerging-market coun-
tries. Several researchers, including Guislain (1997) and Megginson and
Netter (2001), have chronicled the progress of these policies on a country-
by-country basis. In the industrialized world, for example, French gov-
ernments in the mid-1980s and again in the mid-1990s privatized more
than 30 companies including such state-controlled icons as auto-maker
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Renault and France Telecom. The Japanese experience with privatization
since the 1980s saw the largest enterprise sell-off in the world to date
when NTT was sold to shareholders in 1987 and 1988. The subsequent
spin-off of NTT’s cellular division, NTT Do-Co-Mo, in late 1998 instantly
created the third largest company in terms of market capitalization of the
Nikkei index; NTT without Do-Co-Mo remained the largest. The U.S.
experience with privatization in the 1980s also saw a substantial transfer
of assets to private hands though many of these transfers involved state
and local government-owned or controlled rather than federal govern-
ment-owned or controlled assets (Vernon 1988). While not a formal pri-
vatization, the break-up of the regulated private telephone giant, ATT, in
1984 represented a fundamental change in U.S. telecoms industry struc-
ture, and spurred a wave of new entries in local and long-distance voice,
data and cable media segments previously thought to be better served by
a single dominant supplier. 

Stanbury (1994) suggests that emerging-market countries should have
led rather than followed the lead of industrialized countries in imple-
menting privatization programs in the 1980s and 1990s. Fiscal concerns
were more acute in emerging-market countries compared to industrialized
countries and the burdening of maintaining state-owned or controlled
enterprises more onerous. Ramamurti (1992) echoes this point by show-
ing that countries running higher budget deficits, accruing more foreign
debt, and experiencing greater productive inefficiency in the administra-
tion of state-owned enterprises—a description of many emerging-market
countries in the 1980s and 1990s—are more likely to implement privati-
zation policies. Despite their predisposition to embrace privatization poli-
cies, emerging-market countries may be stifled in the implementation of
such policies because of the absence of key factors including professional
management expertise, capital, or a stable legal and regulatory frame-
work. Research by Galal et al. (1994) highlight the small absolute size of
national economies and slower economic growth rates of many develop-
ing countries as potentially limiting factors in the successful implementa-
tion of state privatization programs. At a minimum, such country-level,
industry- (regulatory) and enterprise-specific contingencies explain vary-
ing degrees of success in privatization programs across emerging-market
countries in Latin America, Central and Eastern Europe, and elsewhere. 
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The Mainstream Model and Related Studies
Almost as soon as privatization policies were implemented, researchers
sought to understand whether and why privatized enterprises performed
differently. In these streams of research we can discern the development
of mainstream and alternative views on performance in privatizing enter-
prises. After early research by Caves and Christenson (1981) in Canada,
and Yarrow (1986) and Vickers and Yarrow (1988) in the UK suggested
that privatized enterprises were no more productively efficient than their
nationalized counterparts, a steady flow of empirical research led by
Megginson and his collaborators (e.g., Megginson et al. 1994) established
that, for a range of countries and industries, shifts from state to private
ownership followed by decreasing state-owned equity were associated
with superior operating returns, employee productivity and turnover in
either top-management teams, directorial boards or both over time. The
empirical research, summarized most recently and comprehensively in
Megginson and Netter (2001), provides the main supporting evidence for
the mainstream model implication that decreasing state ownership and
increasing temporal distance are central to organizational change and
value creation on privatizing enterprises.

Many of these observed changes in privatizing enterprise behavior and
performance are justified in terms of the realignment of enterprise stake-
holder incentives, particularly the incentives of enterprise owners (princi-
pals) and enterprise managers (agents) (Jensen and Meckling 1976). As
Boycko, Shleifer and Vishny (1996) and others contend, private owner-
ship immediately provides strong incentives for managers to innovate
products and markets and create value for the firm and its shareholders.
Where managers and the directorial boards overseeing them fail in this
mission, wealth-maximizing shareholders can replace them. And where
shareholders fail, the market for corporate control will lead to a trans-
fer of shares to more vigilant holders willing to pay more. Timely, sub-
stantial post-privatization turnover in management and directors, as
well as enhanced employee productivity and firm performance are con-
sistent with this principal-agent perspective so central to the mainstream
model. 

Foreign investment by privatizing enterprises speeds the transformative
process from state- to private shareholder-orientation. Kogut (1996) sug-
gests that the positive contribution of foreign investment results from the
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greater access it provides privatizing enterprises to more sophisticated
individuals and capabilities. Because foreign investment frequently in-
volves a transfer of equity to foreign individuals and institutions, there is
an added beneficial effect in the form of better monitoring of enterprise
managers. These different factors raise the probability that the enterprise
will be able to draw on a broader international menu of organizational
practices associated with higher performance. 

This may undermine the domestic state’s role in guiding privatized
enterprises; on the other hand, it also eventually endows the privatizing
enterprise with a broader portfolio of competencies outside the control of
the state. Indeed, foreign investment policies undertaken by privatizing
enterprises may even have the principal purpose of simply raising the
costs of state interference in enterprise affairs. States may become more
hesitant to impose their political agendas on newly privatized enterprises
if they anticipate a backlash from the foreign investment community
(Guislain 1997). 

The Alternative Model and Related Studies
Though contrasting in its key conclusions about the impact of state own-
ership and temporal distance on privatizing enterprise performance, the
alternative model draws on many of the same theoretical perspectives.
The concept of “credible privatization” espoused by Perotti and Guney
(1993) and then more formally by Perotti (1995) is at the heart of the
alternative model, which takes issue with the mainstream model’s pre-
scription of rapid and complete state divestment. Principal-agent assump-
tions in the alternative model limit the ability of shareholders (principals)
to monitor and properly motivate managers (agents) in the privatizing
enterprise and lead to two important insights. First, the sale by the state
of equity in such enterprises might have to be discounted to reflect these
principal-agent problems as well as broader problems in the enforcement
of shareholder rights and in the development of corporate governance
mechanisms. Directors, private shareholders and the market for corpo-
rate control back-stopping all of them may function quite inefficiently if
at all in countries making the transition from planned to market econ-
omy. As Dyck (2001) points out, corporate governance problems may be
particularly acute in many emerging-market countries. Without strong
“private governance chains” to constrain top management opportunism,
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shareholders would demand a steep discount on the price of privatizing
enterprise equity or might refuse to invest at all.

A second and related insight drawn from the alternative model sug-
gests that state divestment of ownership should be gradual rather than
immediate. The state would, therefore, remain as a substantial (though
not controlling) shareholder in the privatizing enterprise in the short- to
medium-term. With retention of substantial state ownership (but with
effective control in the hands of enterprise managers), the state would
communicate to anxious private shareholders an intent to share their eco-
nomic fate and, thus, ensure minimal enterprise performance standards.
This makes the privatization “credible.” It may follow from state over-
sight of managerial agents complementing private shareholder oversight.
It might also take the form of beneficial state intervention in the privatiz-
ing enterprise’s various market relationships. Examples include state allo-
cation of preferred landing rights to privatizing airlines, guarantees on
long-term debt carried on privatizing electricity generators, or, as is often
the case with telecoms, guarantees limiting competitive entry into lucra-
tive market segments (Guislain 1997). Whether by providing additional
oversight or by intervening in market relationships to ensure some mini-
mal standard of performance, state investment and related commitments
may assuage private shareholder concerns about privatizing enterprise
performance in the near term.

For Ramamurti (2001), this process of state retreat from initial com-
mitments represents a contemporary form of the obsolescing bargain phe-
nomenon originally developed by Vernon (1971) to explain fluctuations
in foreign direct investment by multinational corporations negotiating
with host governments in the developing world. For Emmons (2000) the
resulting tendency to renegotiate property rights is central to understand-
ing enterprise privatization’s “evolving bargain” between state and firm.
Again, the state’s tendency to pull back from initial commitments may be
most acute in emerging-market countries where institutional development
regarding the rule of law and respect for property rights and private enter-
prise are less well-developed (Murtha and Lenway 1994), where political
business cycles make such a pull-back attractive to an elected incumbent
government official seeking to retain office (Schipke 2001). In these and
related contexts, privatization and post-privatization development poli-
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cies are less likely to be sustained to the detriment of shareholder confi-
dence and enterprise share value (Perotti and Laeven 2002).

Consistent with the alternative model’s predictions, recent empirical
evidence reported by Jones et al. (1999) leads them to argue that state
enterprises should be partially privatized rather than sold off 100 percent
when its initial demonstrable value based on recent operating experience
is low relative to its intrinsic value. On the other hand, much more of the
recent empirical research on shareholder returns for privatizing enter-
prises seems to support the mainstream view to date, with cross-country
studies in Dewenter and Malatesta (2001), D’Souza and Megginson
(1999) and Bortolotti et al. (2001) finding positive abnormal returns over
time and a negative association between the abnormal returns and the
percentage of state ownership. 

This study seeks to complement this macro view of the privatizing
enterprise’s overall performance trend. It provides a more focused micro
view of shareholder assessments around specific and material decisions
taken by privatizing telecoms. By this approach, we gain important addi-
tional insight on the value creating and destroying effects of residual state
ownership in privatizing telecoms as well as how such effects support
either theoretical model of privatization summarized briefly above. 

III. Hypotheses for Empirical Analysis

Our review of the privatization literature generally, and of the main-
stream and alterative models specifically, lead to the two sets of compet-
ing hypotheses stated below. Consistent with the mainstream model we
hypothesize that:

H1a: Shareholder returns are negatively related to the percentage of state own-
ership in a privatizing telecom taking material investment decisions.

H2a: Shareholder returns are positively related to the temporal distance of a pri-
vatizing telecom taking material investment decisions.

As we indicated above, the mainstream model anticipates the prospec-
tive benefits to enterprise decision-making of less state ownership and
more temporal distance from state control. It anticipates the speedy devel-
opment of enterprise incentives and corporate governance institutions to
implement shareholder-wealth-maximizing strategies effectively. These
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mainstream model assumptions and hypotheses may seem best suited to,
say, the United States, the UK, and other industrialized countries with well-
developed share markets, corporate governance systems and property
rights regimes.4

By contrast, state ownership and temporal distance in the alternative
model are predicted to have opposite effects on shareholder returns asso-
ciated with privatizing telecom investment decisions:

H1b: Shareholder returns are positively related (or show no relation at all) to the
percentage of state ownership in a privatizing telecom taking material investment
decisions.

H2b: Shareholder returns are negatively related to the temporal distance of a pri-
vatizing telecom taking material investment decisions.

The alternative model carries with it skepticism regarding the effec-
tiveness of still-developing enterprise incentives and corporate gover-
nance structures. Indeed, there seems also to be concern in this view for
the clarity, consistency, and enforceability of still-developing property
rights. State participation in this context provides a partial and tempo-
rary palliative for privatizing enterprise managers and their shareholders.
These alternative model assumptions and hypotheses seem best suited to,
say, Brazil, Hungary, Thailand, and other emerging-market countries with
still-developing share markets, corporate governance systems and prop-
erty rights regimes.

IV. Methodology

Given the focus on financial performance associated with specific, mate-
rial decisions taken by privatizing enterprise management, we chose an
event study methodology, which uses share price or asset price changes to
assess the performance implications of organizational decision-making. It
is used primarily in the finance field, but has been increasingly applied to
business strategy, accounting, law, organizational behavior, and market-
ing research questions (McWilliams and Siegel 1997).

Empirical Models
We use two empirical models to assess our four hypotheses. Consistent
with standard event study methods, equation (1) below is used to estimate
cumulative abnormal returns to shareholders related to privatizing tele-
com investment events.
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CARijt = b0 + b1percstateijt + b2 log(zeromonijt) + b3emgmktij

+ b4percstateijt*emgmktij + b5(log(zeromonijt)*emgmktij)
+ b6(log(zeromonijt)*percstateijt) + b7eventJVijt + b8eventMAijt

+ b9 targetijt + b10 log(salesit) + b11roait + b12pubexpgdpit

+Σx1–14companyi +Σw1–13yeart + lijt (1)

In equation (1), the subscript i indicates the privatizing telecom, the
subscript j is an investment event counter for each privatizing telecom i,
and the subscript t indicates the year of the telecom investment event j
announced by privatizing telecom i.

The dependent variable, CAR, designates the cumulative abnormal
returns measured according to the methodology laid out above. We cal-
culate CAR in equation (1) following Brown and Warner’s (1985) stan-
dard event study methodology. We identify an investment event j, record
its date as T = 0, and use daily data on the stock market returns for the
privatizing telecom i from T = –200 to T = –10. These data permit esti-
mates of expected shareholder returns over the investment event window
of observation. The returns are expected to follow the equation: 

E(riT) = ai + rmT

where E(riT) is the expected stock return of privatizing telecom i on day
T, rmT is the corresponding daily market return on the equal-weighted
S&P 500 index and ai is the intercept. For the privatizing telecom, its spe-
cific abnormal returns are calculated as:

ARiT = riT – E(riT)

which is the difference between the actual returns to privatizing telecom
shareholders and the broader market returns over the same day in invest-
ment event window. Cumulative abnormal return (“CARs”) simply add
up these daily abnormal returns over the entire event window:

CARijt = ΣTARiT.

We use two-, three- and five-day event windows to measure this mar-
ket-based CAR.

The independent variables of central interest in equation (1) concern
the privatizing telecom’s percentage of state ownership and its temporal
distance from the initial date of privatization. The variable, percstate,
measures the percentage of equity held by the state at the end of the year
of each investment event. The term, zeromon, is the number of months
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between the month of initial privatization and the month of the invest-
ment event. Since we have hypothesized that over time there is a conver-
gence between formerly state-owned private enterprises over time, we take
the natural log of zeromon, which has the effect of attributing greater
weight to investment events closer to the date of initial privatization. We
also interact percstate and zeromon with each other and with a dummy
variable emgmkt, which assumes the value 1 if the firm is domiciled in an
emerging market and 0 otherwise. Interaction with the emerging-market
dummy permits us to assess differences in state ownership and temporal
distance effects between privatizing telecoms from industrial versus
emerging-market countries.

The right-hand side of equation (1) includes several controls for com-
pany-specific factors that may also explain shareholder returns associated
with an investment event. Following previous event studies examining
M&A or JV transactions (e.g., Grover 2001; Fuller et al. 2002; Park et al.
2002), equation (1) also controls for size (the natural log of sales), meas-
ured as the company revenues in US$, and profitability (roa) measured as
company operating income divided by net assets in US$. We also control
explicitly for one country-level variable thought to affect CARs, annual
change in the percentage of GDP comprised by public (government)
expenditure (pubexpgpd). Ramamurti (2000) argues that shifts in public
policy favoring less state involvement in the economy and greater priva-
tization encourages the speedy development of institutions favorable to
private enterprise ownership, including corporate, labor, and broader
regulatory law reform. The pubexpgdp term serves as a proxy for such
shifts and is measured as the difference of the percentage in the year of an
investment event less the percentage in the previous year. It is expected to
have a negative sign.

Equation (1) also includes other controls, including dummies for pri-
vatizing telecoms (company), years (year), and investment event types in
our sample. While the individual privatizing telecom and year dummies
are straightforward, the investment event dummies merit brief explana-
tion. For data on investment events, we used the Securities Data Corpora-
tion’s Mergers & Acquisitions (“M&A”) Database (SDC 2002), which
provides comprehensive coverage of mergers, acquisitions (both as
acquirer and target), seasoned equity offerings, joint ventures (“JVs”) and
strategic alliance (“Alliance”) announcements. As additional controls,
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therefore, we include three different investment event dummies. The vari-
able eventJV takes the value of 1 when the investment event is the
announcement of a joint venture resulting in the creation of a third-party
entity but where there is no equity transferred from one party directly to
any of the others. The variable eventMA takes on the value of 1 when the
investment event is the announcement of merger or acquisition transac-
tion involving the direct transfer of equity from one party to another and
where the privatizing telecom is deemed by SDC to be the acquiring com-
pany. The variable target takes on a value of 1 if the same MA investment
occurs but the privatizing telecom is deemed by SDC to be the equity-giv-
ing company. Alliance investment events are the omitted category, and are
the same type of event as a JV except that no third-party entity is created. 

In order to check for robustness of results obtained from the multi-
variate regression analysis, we estimate a second model which has identi-
cal independent variables to equation (1), but a different dependent
variable, abpos, a 0–1 indicator of whether an investment event resulted
in a positive or negative cumulative abnormal return to the privatizing
telecom shareholders over the observation window. We define this
dummy variable as

With abpos, equation (2) below permits assessment of the effects state
ownership and temporal distance may have on shareholder returns inde-
pendent of the magnitude of such returns. It considers instead the trends
in the frequency of favorable (positive) investment event returns.

abposijt = b0 + b1percstateijt + b2 log(zeromonijt) + b3emgmktij

+ b4(percstateijt*emgmktij) + b5(log(zeromonijt)*emgmktij)
+ b6(log(zeromonijt)*percstateijt) + b7eventJVijt + b8eventMAijt

+ b9 targetijt + b10 log(salesit) + b11roait + b12pubexpgdpit

+Σx1–14companyi +Σw1–13yeart + lijt (2)

Turning to our four hypotheses, equations (1) and (2) facilitate straight-
forward tests. Hypotheses 1a and 2a make mainstream model predictions
that privatizing telecoms will take investment decisions resulting in higher
(more frequently positive) CARs as the percentage of state ownership de-
creases and temporal distance increases. This implies a negative coefficient

abposijt = �0 if CARijt ≤ 0

1 if CARijt > 0
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sign on percstate and a positive coefficient sign on log(zeromon). In terms
of the each equation, the hypothesis tests reduce to:

H1a: b1 < 0 and H2a: b2 > 0

This prediction is challenged by the alternative model of privatization,
which predicts positive coefficient sign on percstate and a negative coeffi-
cient sign on log(zeromon). The hypothesis tests reduce to:

H1b: b1 ≥ 0 and H2b: b2 < 0

An interesting subsidiary analysis interacts percstate and log(zeromon)
with the the emerging-market country indicator emgmkt. The impact of
state ownership and temporal distance may be different for privatizing
telecoms from emerging-market countries suited to alternative view
assumptions versus those from industrialized countries suited to main-
stream view assumptions. If so, then the coefficient sign on percstate*
emgmkt interaction should be positive relative to the coefficient sign on
percstate alone, which represents the state ownership impact for priva-
tizing telecoms from industrialized countries. Similarly, the coefficient
sign on log(zeromon)*emgmkt interaction should be negative relative to
log(zeromon) alone. In terms of equations (1) and (2), these subsidiary
propositions will be supported if: b4 > 0 and b5 < 0.

Estimation Strategy
As McKinlay (1997) recently pointed out, event study methods used
today are remarkably similar to those developed by Brown (1968) and
Fama et al. (1969) more than 30 years ago. Our own approach to esti-
mating equation (1) follows the standard method closely, though instead
of using OLS, we estimate equation (1) using a generalized least squares
(“GLS”) estimator, which for our sample of privatizing telecom events
includes robust standard errors to correct for possible heteroskedasticity
and clustering on privatizing telecoms. We also calculated Cook’s Dis-
tance statistics to check for outliers and eliminated 19 observations with
extreme D values (D > 0.02). 

Estimating equation (2) differs from the estimation approach for equa-
tion (1). Owing to the 0–1 limitations on the dependent variable in equa-
tion (2), we employ a probit model. As with the estimators in equation
(1), we use robust standard errors and adjust for clustering on privatizing
telecoms. 
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Data Sources and Sampling
To obtain our sample of privatizing telecoms, we turned to the “Telecom/
Data Networking” category of Bank of New York’s Depository Directory
(Bank of New York 2002). This directory lists all firms that have issued
depository receipts (“DRs”) in the United States, whether they are traded
on regulated exchanges or on over-the-counter and whether they are spon-
sored or not. By limiting our data to privatizing telecoms with DRs in the
United States, we were able to control for several factors, and assess
investment event CARs for privatizing telecoms from different countries
with a common currency ($) and against a single (U.S.) stock market
index of returns.

From this data source we sampled firms operating in the fixed-line
telecommunications business, with a history of state ownership or effec-
tive state control, and having experienced either the sale of former state-
owned equity or the release from de facto control of such equity by the
state since 1980. This resulted in 18 privatizing telecoms, 15 of which
were previously wholly owned by the state, and three of which had de
jure private owners but were under de facto state control (i.e., Telecom
Italia, Telefónica de España and Philippine Long-Distance Telephone
Company). We noted the date of initial sale of equity, either through pri-
vate placement, public offering of shares, material asset sale, voucher dis-
tribution or related means as the date of initial privatization for the 15
previously state-owned telecoms. For the remaining three telecoms, we
followed an approach taken by Vaaler (2001) and noted their date of ini-
tial privatization as the date of fixed-line telecom operation deregulation,
which, in each case also shifted de facto control to private owners.

From this group of 18 privatizing telecoms, we eliminated nonoperat-
ing (corporate holding company) firms and those for which there was no
data on DR prices from the Center for Research in Security Prices data-
base (CRSP 2002). Our final sample reported in table 13.1 comprised 15
privatizing telecoms, 11 of which were domiciled in industrialized coun-
tries (i.e., British Telecom, Deutsche Telekom, France Telecom, Hellenic
Telecom, KPN (Netherlands), New Zealand Telecom, Nippon Telephone
& Telegraph, Portugal Telecom, TDK (Denmark), Telecom Italia, and
Telefónica de España) and four of which came from emerging-market
countries (Korea Telecom, Philippine Long Distance Telephone Com-
pany, Rostelecom (Russia), and Teléfonos de Mexico). Dates of initial
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privatization ranged from 1984 (British Telecom) to 1997 (France
Telecom and Rostelecom), with the majority undergoing initial privatiza-
tion in the early to mid-1990s.

Our two dependent variables, CARs (CAR) and the 0–1 positive CARs
indicator (abpos), are both derived from DR and broader stock market
price data associated with privatizing telecom investment events.
Accordingly, we collected data on prices in US$ for DRs from CRSP and
noted the daily percent returns for each of the 15 privatizing telecoms. To
compare them with broader market returns over a comparable period, we
also obtained from CRSP daily percent returns of the equally weighted
Standard and Poor’s (“S&P”) 500 index. 

For data on investment events (eventJV, eventMA, target), recall that
we used SDC data and their investment event designations: M&A
(acquirer or target), JV and Alliance. We included as M&A (target)
investment events secondary equity offerings by privatizing telecoms.

We then screened these investment events for their materiality to share-
holders. If announcement of the investment event appeared in SEC filings
or was reported in the American editions of the Wall Street Journal, the

Table 13.1
Telecom Firms in the Sample

Firm Date of Number 
privatization of events

British Telecom Nov 1984 69
Deutsche Telekom Nov 1996 17
France Telecom Oct 1997 17
Hellenic Telecom Jan 1996 4
Korea Telecom Nov 1993 5

KPN (Netherlands) June 1994 13
New Zealand Telecom July 1991 2
Nippon Telegraph & Telephone Nov 1986 43
Philippine Long Distance Telephone Company Dec 1993 3
Portugal Telecom June 1995 11

Rostelecom July 1997 1
TDK (Denmark) May 1994 3
Telecom Italia Nov 1985 20
Telefónica de España Oct 1989 23
Teléfonos de Mexico May 1991 1
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Financial Times, or the Reuters News Network, it was deemed material.
Finally, we screened the remaining investment events to eliminate those
occurring prior to the issuance of the privatizing telecom’s DR, or if two
investment events for the same privatizing telecom were reported within
an interval of five business days. These screens resulted in a sample of 224
investment events occurring between 1986 and 2001 and are presented in
table 13.2. 

To estimate equations (1) and (2), we also required additional data on
the privatizing telecoms, and their respective countries of domicile. 20-F
filings from the U.S. Securities and Exchange Commission (“SEC”)5 pro-
vided information on year-to-year changes in the percentage of state own-
ership (percstate) and permitted confirmation of all initial privatization
dates (zeromon). Using Compustat (2002) corporate-level data, we ob-
tained information on annual sales (sales), net income and assets (roa),
market capitalization, and shares outstanding. Using S&P’s Emerging
Market Database, we grouped the 15 privatizing telecoms into industrial
and emerging-market countries (emgmkt). The World Bank’s World
Development Indicators database (World Bank 2002) provided data on
aggregate yearly government spending as percentage of country GDP
(pubexpgdp). 

V. Results

Together, our results presented in table 13.3 indicate that both state own-
ership and temporal distance affect shareholder returns from privatizing
telecom investment events, and in line with the alternative rather than
mainstream model. We find only tepid support for the mainstream

Table 13.2 
Frequency of Events by Category

Event Number Percentage

Joint Venture 77 34.4%
Alliance 90 40.2%
M&A (Target) 36 16.1%
M&A (Acquirer) 21 9.4%

Total 224 100%
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model’s hypothesized negative effect of state ownership (H1a) and posi-
tive effect of temporal distance (H2a) on shareholder returns. By contrast,
coefficient signs and significance show support for the alternative model,
particularly in the case of privatizing telecoms from emerging-market
countries: State ownership is positively related (H1b) and temporal dis-
tance negatively related (H2b) to shareholder assessments of investment
events undertaken by privatizing telecoms from emerging-market coun-
tries. This, in turn, suggests that distinctions between industrialized ver-
sus emerging-market country status are quite important for understanding
the impact of the privatization-related factors on telecom investment deci-
sion-making quality. These points are discussed in greater detail below.

Descriptive Analyses
Column 1 in table 13.3 reports descriptive statistics for our sample.
Average net returns for the sample is a healthy 4.2 percent with surpris-
ingly little difference between ROA for industrialized versus emerging-
market telecoms. Substantial variation in other variables, however,
suggests that inclusion of terms distinguishing industrialized from emerg-
ing-market country telecom effects is warranted. Average size in terms of
sales is approximately $36 billion, but telecoms from industrialized coun-
tries exhibit substantially greater average sales ($37 billion) than telecoms
from emerging-markets ($3.5 billion). Average state ownership over the
period sampled is roughly 26 percent with more than 80 percent of tele-
com investment events taking place in the context of some residual state
ownership. On the other hand, industrialized telecoms register lower
average state ownership (26 percent) compared to their emerging-market
counterparts (37 percent). Timing of investment events also illustrates this
divide. The average investment event took place approximately 111
months after privatization for the total sample, but for emerging-market
telecoms, the average is only 59 months. A summary interpretation of
these statistics suggests that all of our privatizing telecoms were busy with
investments in the later half of the 1990s. Industrialized telecoms were
doing so with much less state involvement and more experience in the
market place, while their emerging-market counterparts were doing so
with substantial residual state ownership and little temporal distance
from their days as a state ministry. 
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Regression Analyses
Column 2 of table 13.3 reports results from GLS estimation of equation
(2). State ownership (percstate) captures CARs effects for privatizing tele-
coms from industrialized countries only, while state ownership effect dif-
ferences for emerging-market telecoms are captured in the percstate*
emgmkt interaction term. Consistent with the mainstream model, perc-
state exhibits a negative sign but is not significantly different from zero at
commonly acceptable levels. Supporting the alternative model and asso-
ciated Hypothesis 1b, however, we observe significant (at the 5 percent
level) positive effects (0.060) on CARs related to the percentage state
ownership of privatizing telecoms from emerging-market countries.
Addition of percstate and percstate*emgmkt terms (b1 + b4) yield a sig-
nificant (at the 5 percent level) positive coefficient (0.057), indicating a
positive state ownership effect for privatizing emerging-market telecoms
relative to zero (rather than merely relative to state ownership effects for
privatizing telecoms from industrialized countries). 

Practically speaking, the results suggest that a 1 percent increase in
state ownership results in a 0.06 percent increase in CARs to sharehold-
ers. Positive state ownership effects in emerging-market contexts may be
explained by the relatively underdeveloped nature of public (e.g., securi-
ties regulation) and private institutions (e.g., credit rating agencies). In
such contexts, increased state ownership and incentives to monitor enter-
prise managers and investments more closely may have positive perform-
ance effects outweighing negative effects from possible state interference
in enterprise decisions calculated to enhance shareholder wealth. Alterna-
tively, increased state ownership could also raise state incentives to ensure
some minimum level of privatizing enterprise performance through inter-
vention in the privatizing firm’s various market relationships. In either
case, private shareholders are beneficiaries and view privatizing enterprise
decisions more favorably.

The alternative model and its associated Hypothesis 2b predicts that
this benefit to shareholders decreases as temporal distance increases while
the mainstream model and its associated Hypothesis 2a predicts a posi-
tive relationship between temporal distance and shareholder returns.
Again, results in column 2 generally fail to support the mainstream model.
The coefficient on the temporal distance for privatizing telecoms from
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Table 13.3
Regression Resultsa,b

Dependent variable

3-Day CAR Probability of positive Probability of positive 
3-Day CAR 3-day CAR

Estimator/event window 

Variable (1) Mean (std. dev.) (2) GLS (3) Probit (4) dprobitd

percstate [b1] 26.3 –0.002 –0.211* –.084
(23.8) (0.002) (0.114)

log (zeromon) [b2] 4.49 –0.043 –1.861 –.742
(0.74) (0.052) (2.068)

emgmkt [b3] 0.04 dropped dropped
(0.19)

percstate * emgmkt [b4] 1.49 0.060** 19.491*** 7.770
(8.28) (0.025) (0.000)

log (zeromon) * emgmkt [b5] 0.21 –0.415** –128.090*** –51.066
(0.91) (0.157) (0.000)

log (zeromon) * percstate [b6] 109.61 0.000 0.024 .009
(99.79) (0.000) (0.026)

eventJV [b7] 0.34 0.023* 0.655*** .254
(0.47) (0.010) (0.242)

eventMA [b8] 0.25 0.026 0.641*** .245
(0.43) (0.015) (0.242)
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target [b9] 0.16 –0.019 –0.377 –.148
(0.36) (0.015) (0.428)

log (sales) [b10] 10.10 –0.028 –4.465*** –1.780
(0.98) (0.034) (1.181)

roa [b11] 0.04 –0.361*** –25.175*** –10.036
(0.03) (0.094) (6.602)

pubexpgdp [b12] –0.00 0.158 13.097*** 5.221
(0.02) (0.123) (2.723)

Constant [b0] 0.520* 56.694***
(0.273) (14.172)

Observations 224 205 199 199

R–squarede 0.26 0.17 0.17

*significant at 10%; **significant at 5%; ***significant at 1%.

a. Generalized Least Square (column 2) and Probit-related estimators (columns 3–4) with observations clustered on companies. Robust standard errors were
obtained using the Huber-White estimator of variance (Stata Corp., 2001) and are reported in parentheses.  

b. Reported results (columns 2–4) include year and company dummy variables. The majority of coefficient estimates for these dummies are significant at 
p < 0.05 or higher levels. Joint significance of dummies are also significant at p < 0.05 or higher levels. These results are available from the authors on
request.

c. The dependent variable is a dummy variable assuming the value of 1 if an event is associated with a positive CAR; otherwise it takes the value of 0. 
A 3–day window was used to estimate CARs. Results using 2- and 5-day windows are consistent with these results and available from the authors on request. 

d. Reported results (column 4) are obtained using Stata’s (2001) dprobit routine. The dprobit routine reports the percentage change in probability of a 
positive CAR given a unit increase in the independent variable.

e. Pseudo R2 statistics are reported (columns 3–4).
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industrialized countries (log(zeromon)) is negative rather than positive as
the mainstream model and Hypothesis 2a predict. They are not significant
at any commonly acceptable level. By contrast again, the coefficient for
differences in emerging-market privatizing telecom temporal distance
effects (log(zeromon)*emgmkt) is both negative (–0.415) and significant
at the 5 percent level. This strong support for the alternative model and
Hypothesis 2b is confirmed when we add the two effects (b1 + b4) to assess
temporal distance effects relative to zero for privatizing telecoms from
emerging-market countries. The results are negative (–0.459) and signifi-
cant at the 5 percent level. 

Practically speaking, an increase in temporal distance from 1 to 2 years
decreases CARs to privatizing telecoms from emerging-market telecoms
by approximately 32 percent, while an increase in temporal distance from
2 to 3 years decreases CARs by an additional 19 percent. Read together
with the state ownership effects, we see that higher shareholder returns
derived from signaling commitment to support the privatizing telecom
may substantially decrease and, indeed, quickly turn negative, with the
passage of time and inevitable pressures on the state to reverse such com-
mitments for financial and or political gain. 

Columns 3–4 of table 13.3 report results from probit regression using
the positive CARs 0–1 indicator as the dependent variable. They confirm
strong support for the alternative model of investment decision-making
quality for privatizing telecoms from emerging-market countries. They
also confirm the rather tepid support for the mainstream model we
observed in the GLS results. In column 3’s probit regression results, we
observe for the state ownership term (percstate) a negative coefficient
(–0.211) that is significant at the 10 percent level. While consistent with
the mainstream model, the 10 percent level of significance suggests cau-
tion in concluding support for Hypothesis 1a. On the other hand, state
ownership effect differences for telecoms from emerging markets (perc-
state*emgmkt) are positive (19.491), significant at the 1 percent level, and
practically substantial. Holding other factors at their mean values, a 1
percent increase in state ownership of an emerging-market telecom results
in an approximately 7 percent change in the probability that an invest-
ment event will generate positive CARs relative to similarly situated 
telecoms from industrialized countries. Temporal distance effects for
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emerging- market telecoms relative to industrialized telecoms (log(zero-
mon)*emgmkt) echo strong support for the alternative model and
Hypothesis 2b. The coefficient is negative (–128.090) and significant at
the 1 percent level. Holding other factors at their mean values, an increase
in temporal distance from 10 to 27 months decreases the probability of
an investment event leading to positive CARs for privatizing telecoms
from emerging-market telecoms by approximately 51 percent relative to
similarly situated industrialized telecoms.

Illustration and Practical Implications of Results
Results from analysis of specific privatizing telecoms and their investment
events provide helpful complementary insight to the regression results we
summarized above. For one such case we turn to Russia’s Rostelecom and
its July 9, 1999 announcement of a joint venture with a UK-based part-
ner, Sweet and Great Northern Telegraph Company, to invest in the
Russian company RTC Page. RTC Page possessed a license to operate a
national paging system based on the digital ERMES standard. During the
three-day event window around the announcement date, Rostelecom’s
DR experience returns of cumulative shareholder returns of 1.70 percent.
The (S&P 500) market-adjusted returns for the same period approxi-
mated 0 percent, thus, CARs were also approximately 1.70 percent.
During this investment event window, the Russian government owned 45
percent of Rostelecom’s equity. Rostelecom’s temporal distance from ini-
tial privatization in July 1997 was approximately 24 months. Using coef-
ficients from column 2 of table 13.3, we calculate that the increase in
shareholder returns to Rostelecom would be approximately 0.22 percent
higher had the state’s equity share in Rostelecom been 49 percent rather
than only 45 percent (0.057*.04*100%). On the other hand, if the joint
venture decision had been announced 30 rather than only 24 months after
initial privatization CARs would be expected to fall by approximately 10
percent ([–0.459*(ln(30)]—[–0.459*(ln(24)]). 

Given Rostelecom’s market capitalization of approximately $1.4 bil-
lion in July 1999, even small changes in CARs could have had substan-
tial impact on the privatizing telecom’s financial performance. A 0.22
percent increase in CARs translates into approximately $3.1 million in
additional market capitalization. A 10 percent decrease in CARs results
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in $140 million in lost market capitalization. Like Rostelecom, other pri-
vatizing telecoms from emerging markets may be pressed to make mate-
rial investments immediately after initial privatization when the state’s
equity share is still substantial and its commitments to the enterprise and
its private shareholders more credible. 

VI. Discussion and Conclusion

We conclude, or perhaps we should say, hypothesize, that the next wave
of creative destruction and institutional innovation in telecommunica-
tions will sweep away the notion that the state has no role to play in
enabling market success. On reflection, we should not be surprised that
the state retains an important role in supporting shareholder value in
what are called, after all, “emerging-market” nations.

This study provided an empirical test of two competing theoretical
models concerning privatization and the residual performance effects of
state factors viewed from a shareholder perspective. Our hypotheses
derived from the two models predicted quite different effects for state
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Daily ADR and Market Returns 30 Days Before and After Rostelecom’s Joint
Venture Announcement on July 9, 1999.
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ownership and temporal distance on the financial performance of priva-
tizing telecoms. The mainstream model indicated that residual state own-
ership is not desired by shareholders, and that governments were
generally incapable of making valuable commitments to shareholders.
The alternative model, however, suggested that shareholders do have
incentives, at least in the short term, to keep the state involved as a non-
controlling owner. Clearly there was, at best, only tepid support for the
mainstream model, but quite substantial evidence supporting the alterna-
tive model describing “credible” privatization, particularly for telecoms
from emerging-market countries. 

These results raise interesting implications for our broader research
interest: Understanding the value creating and destroying implications of
institutional innovation and change. Our results shed light on that issue,
even as they also adjudicate between mainstream and alternative models
of privatization. Investment event returns for our privatizing telecoms are
contingent. Higher quality investment decision-making, at least from a
shareholder perspective, does not necessarily materialize the moment tele-
coms first transfer equity from public (state) to private hands. Nor do any
positive indications from shareholders necessarily persist for long after
the equity transfer from public to private hands begins. In the short- to
medium-term, institutional transformation from state agency to private
firm is dependent on many contingencies, including ironically, those
related to residual state commitments. By managing those commitments,
particularly in emerging-market contexts, public policy-makers and tele-
coms managers can together create value, or at least minimize value
destruction in the short- to medium-term, the interim period when
Schumpeter’s dynamic can produce the most turbulence. 

Our analysis of privatizing telecoms raises a host of issues for future
study. For example, the regression results indicate that shareholders
reward privatizing telecoms engaged in cooperative forms of foreign
investment such as joint ventures and strategic alliances. Future study
might examine links between these cooperative ventures and the sharing
of risk and resources, including know-how, that they entail. Other future
research might explore in greater detail differences in the decision-mak-
ing calculus of privatizing telecoms from industrialized democracies ver-
sus emerging-market countries. Such follow-on work may provide
additional insight on investment strategies helpful to managers seeking
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competitive advantages for their privatizing firms, and greater value-cre-
ation (or, at least, less value destruction) for their shareholders.

Notes

1. The authors gratefully acknowledge support for this research from the School
of Information Studies, Syracuse University, the Program on Internet and
Telecoms Convergence, Massachusetts Institute of Technology, Booz-Allen &
Hamilton, Inc., Tufts University’s Fletcher School of Law & Diplomacy, and in
particular, Fletcher’s Hitachi Center for Technology & International Affairs. This
paper draws substantially from previous work by the co-authors including
McKnight et al. (2001), Vaaler (2001) and especially, Schrage (2002).

2. Several contributions to McKnight et al. (2001) might represent exceptions to
this trend.

3. Empirical studies on post privatization long-run shareholder returns for cross-
country samples are provided in Dewenter and Malatesta (2001), Megginson et
al. (1999) and Bortolotti et al. (2001) who examine privatizing telecoms share-
holding returns but not with respect to specific events as in this study. There are
numerous single country studies cited in Megginson and Netter’s (2001) exhaus-
tive review of the privatization literature.

4. Interestingly, however, the mainstream model’s authors, Maxim Boycko,
Andrei Shleifer and Robert Vishny, applied this model to analysis of privatization
programs in emerging-market countries such as Russia.

5. 20-F filings are required annually for the registration of securities by foreign
private issuers pursuant to section 12(b) or (g) of the US Securities Exchange Act
of 1934.
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14
The Potential Relevance to the United States
of the European Union’s Newly Adopted
Regulatory Framework for
Telecommunications

J. Scott Marcus

I. Convergence: A Challenge to the Regulator

Not so long ago, specific services and the associated networks were
closely intertwined. Telecommunications networks delivered voice teleph-
ony. Broadcast systems delivered radio and television. The introduction of
cable television and satellite transmission resulted in only a marginal
increase in complexity.

Today, one can no longer say that the service and the network are
inextricably intertwined. Voice telephony is delivered over wireline
telecommunications, wireless, cable and the Internet. Radio and televi-
sion programming are delivered over radio, cable and, to a limited but
growing degree, the Internet. Indeed, the Internet is fundamental to the
challenges of convergence, insofar as it totally decouples the application
from the underlying mechanisms of transmission.

Convergence poses vexing problems for the regulator. In the United
States, the Communications Act of 19341 (the statute governing telecom-
munications regulation) provides for substantially different treatment for
wireline, mobile wireless, and cable-based services. To the extent that the
Act fails to account for present technical and market realities, notably
including the rapid growth of the Internet, there may be the risk of irra-
tional results, regulatory arbitrage, or distortions in the development of
technology or coverage.

Convergence is by no means confined to the United States. It is a global
phenomenon. Responses, however, have varied from region to region.



398 Chapter 14

The European Union’s telecommunications regulatory framework
adopted in March 2002 represents a bold and innovative response to the
challenges of convergence.2 It recognizes that much of telecommunica-
tions regulation exists as a means of addressing potential and actual
abuses of market power. With that in mind, the E.U. attempts a compre-
hensive, technology-neutral approach to regulation, which borrows con-
cepts of market definition and of market power from competition law.

This chapter assesses potential strengths and weaknesses of the E.U.
approach, and considers its possible relevance to the very different legal
and regulatory framework in the United States. It addresses the following
questions, among others. First, why is it that the two systems appear to
frequently generate similar results? When might the two systems generate
different results, and why?

Perhaps most intriguing of all: Why do we regulate the things that we
regulate? What light does the new E.U. regulatory framework shed on
this question?

We consider first the U.S. telecommunications regulatory system, and
then that of the European Union. We consider each system in terms of its
regulatory framework, its competition law framework, the ability of reg-
ulators to obtain the information they need and to protect sensitive third
party data, the support for deregulation, and the balance struck between
centralization and decentralization. We then evaluate specific outcomes of
the U.S. regulatory system, and then pose the question in each case as to
whether the new E.U. system could potentially generate similar outcomes.
We proceed to review briefly certain implementation challenges to the
new E.U. system, and close by considering the potential relevance of the
new European framework to regulatory practice in the United States.

II. Convergence and the U.S. Legal and Regulatory Framework
As previously noted, convergence has been widely recognized as repre-
senting a regulatory challenge. Particularly vexing issues relate to the reg-
ulatory treatment of broadband services over cable and wireline media,
and potentially of IP telephony.

For example, a recent report from the National Academy of Sciences
noted:

The Telecommunications Act of 1996, which for the most part assumes the con-
tinued existence of a number of distinct services that run over distinct communi-
cations technologies and separate infrastructure, does not fully reflect the
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convergent nature of broadband (different communications infrastructures are
able to deliver a similar set of services using a common platform, the Internet).3

In this section, we consider the legal framework for telecommunica-
tions regulation in the United States.4 We then proceed to consider merger
and competition law in the United States, in order to gain a comparative
sense of how it relates to equivalent practice in Europe. 

Legal Framework of Telecommunications Regulation in the United States
Telecommunications in the United States is primarily governed by the
Communications Act of 1934,5 which was substantially amended, most
notably by the Telecommunications Act of 1996.6

Within the Act, Title I establishes the structure and jurisdiction of the
FCC, and also provides definitions used throughout the Act. Title II
addresses the regulation of Common Carriers, which represent the tradi-
tional world of telephony. Title III concerns wireless services and broad-
cast Radio and television, while Title VI addresses the regulation of Cable
Communications.

Title II contains a wide range of obligations applicable to telecommu-
nications common carriers. These provisions govern, for instance, the
prices they may charge for services,7 obligations to publish those prices in
tariffs,8 limitations on their ability to discriminate,9 and obligations to
interconnect with other carriers and to provide collocation and
Unbundled Network Elements.10 Notably, there is a prohibition against
Bell Operating Companies (BOCs) offering interLATA (long distance)
services within their historic service areas until they have demonstrated
that they have sufficiently opened their local markets to telecommunica-
tions competition within the state in question.11

These obligations are not applicable to wireless broadcasters or cable
operators (except to the extent that they offer telecommunications serv-
ices over their facilities). Broadcasters and cable operators are, however,
subject to a different set of rules, many of which relate to the content that
they carry, or to the spectrum over which wireless services operate.12

Under the Act, organizations that provide telecommunications services
are held to be common carriers and thus subject to Title II regulation.
Telecommunications service is defined as “the offering of telecommunica-
tions for a fee directly to the public, or to such classes of users as to be
effectively available directly to the public, regardless of the facilities
used.”13 Telecommunications, in turn, is defined as “the transmission,
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between or among points specified by the user, of information of the
user’s choosing, without change in the form or content of the information
as sent and received.”14 The definitional category turns on the nature of
the service that is offered, not necessarily on the technology over which it
is offered.15

The Computer Inquiries
The Computer Inquiries were a series of FCC regulatory proceedings that
addressed the perceived convergence between telecommunications and
computing.16 The Computer Inquiries strongly influenced the Telecom-
munications Act of 1996; at the same time, certain of the orders remain
in effect today.

In Computer I, the Commission made two decisions that laid the foun-
dation for its regulatory approach to services provided by computer data
processing service providers. First, the Commission concluded that the
public interest would not be served by regulating such data processing
services, since the provision of such services was deemed to be “essentially
competitive.”17 Second, while the Commission determined that the par-
ticipation of common carriers in the data processing market would bene-
fit consumers, it expressed concern that common carriers might engage in
unfair competition. The dangers of unfair competition, the Commission
explained, relate “primarily to the alleged ability of common carriers to
favor their own data processing activities by discriminatory services,
cross-subsidization, improper pricing of common carrier services, and
related anticompetitive practices and activities.”18 Accordingly, the Com-
mission concluded that there was a need for competitive safeguards, and
it required common carriers seeking to offer data services to do so
through a structurally separate affiliate.19 These safeguards were intended
to ensure that carriers would not “give any preferential treatment to their
data processing affiliates” and that competing data service providers
would therefore have nondiscriminatory access to the underlying com-
munications components used in providing their services.20

The Commission continued its examination of these issues in the
Computer II proceeding, which it initiated in 1976.21 In Computer II, the
Commission reaffirmed its basic regulatory approach to the provision of
computer data services, but refined its analysis. In particular, the
Commission, attempting to define and distinguish regulated telecommu-
nications services and unregulated data services, created the categories of
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basic services and enhanced services.22 The Commission also specified in
greater detail the extent of structural separation required between the
incumbent telephone provider and its enhanced services affiliate.23

In 1986, the Commission further extended this line of reasoning with
its Computer III decision.24 Computer III offered an alternative set of
competitive safeguards to protect competitive providers of enhanced serv-
ices. Specifically, the Commission gave AT&T and the BOCs that sought
to provide enhanced services the option of continuing to comply with
Computer II’s strict separate subsidiary requirements, or alternatively of
complying with new “nonstructural safeguards.”

Finally, in order to prevent any improper shifting of costs from unreg-
ulated to regulated activities, the Commission, in its Joint Cost proceed-
ing,25 adopted new, and more detailed, accounting rules that applied to
all incumbent local exchange carriers and to dominant interexchange
carriers.26

Thus, in the Computer Inquiries, the Commission reaffirmed its com-
mitment to its essential policy of regulating only the common carrier basic
transmission service, while exempting enhanced services (which repre-
sented a blending of computation and communications) from common
carrier regulation. Enhanced services did not themselves provide bottle-
neck facilities, but they depended on bottleneck facilities controlled by the
traditional carriers. The FCC therefore concluded that enhanced services
per se did not need to be regulated as basic (telecommunications) services.
The equipment necessary to implement enhanced services was available
on the open market. Barriers to entry were potentially low. The FCC
wisely chose to let market forces drive the evolution of enhanced services,
without regulatory interference.

At the same time, the Commission continued to emphasize the need for
competitive safeguards to ensure that common carriers did not use their
bottleneck facilities to compete unfairly against unaffiliated enhanced
service providers.

The Telecommunications Act of 1996 formalized and codified the dis-
tinction between basic services (renamed telecommunication services) and
enhanced services (renamed information services). The Act defines an
information service as “the offering of a capability for generating, acquir-
ing, storing, transforming, processing, retrieving, utilizing, or making
available information via telecommunications, and includes electronic
publishing, but does not include any use of any such capability for the
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management, control, or operation of a telecommunications system or
the management of a telecommunications service.”27

The Regulatory Framework and the Internet
The Computer I, II, and III rulings and their embodiment in the
Telecommunications Act of 1996 represent the underpinnings of U.S.
deregulatory policy toward the Internet. On the one hand, they led to the
view that the Internet should be viewed as an enhanced service, and that
the Internet consequently should not itself be subject to significant regu-
lation. On the other hand, they sought to ensure that the traditional car-
riers would not be permitted to withhold or to discriminate in the
provision of the building blocks essential to the creation of the Internet.

In 1998, the FCC prepared a report to Congress on the likely impact
of the Internet, and of Internet telephony, on contributions to the
Universal Service Fund (USF).28 The USF is a mechanism whereby the
price of telecommunications service in areas of low teledensity (e.g., rural
areas) is subsidized in order to ensure that it is affordable to all. A num-
ber of senators, notably including Senator Stevens of Alaska, were con-
cerned that unregulated Internet services, which were not obliged to
contribute to the USF, would ultimately undermine the financial viability
of the USF.

The Stevens Report confirmed that Internet access services should con-
tinue to be viewed as information services, consistent with longstanding
FCC practice. It also analyzed IP telephony at length. In doing so, it estab-
lished many of the underpinnings of current regulatory practice in the
United States as regards converged services in general and the Internet in
particular.

It is noteworthy that a telecommunications bill enacted a scant six
years ago explicitly references the Internet in only two places—in section
230 (the “Communications Decency Act”), and in referencing the sup-
port of advanced services to schools and libraries in section 254(h) of the
Act.29 This dramatically illustrates the pace at which the technology and
the marketplace have progressed in the intervening years.

Antitrust Analysis in the United States
In the United States, the relationship between telecommunications regu-
lation and antitrust is complex. The FCC, as the independent regulatory
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body for communications, has statutory responsibility in a number of
instances for determining the permissible portion of a national or local
market that a single entity may own. It also has responsibility for restrict-
ing certain forms of cross ownership (for instance, between broadcast tel-
evision and newspaper publishing in the same local market).

In the United States, antitrust concerns sometimes arise as a result of
the conduct of a single firm. The American attitude to large corporations
has always been somewhat ambivalent—we worry about the power that
large corporations wield, and yet at the same time we appreciate the
potential benefits associated with the economies of scale and scope that
they command. Consequently, it is not held to be a problem for a firm to
possess market power; rather, what is problematic is the abuse of that
market power.

Somewhat different antitrust issues may present themselves when two
companies attempt to merge, particularly when the merger would dra-
matically expand their presence in a relevant market. One of two U.S.
agencies will take the lead in investigating any merger—either the Federal
Trade Commission (FTC), or the Department of Justice (DOJ).30 In either
case, the relevant agency determines whether the merger would constitute
a violation of competition law.31 In parallel with this evaluation, the FCC
assesses the same merger using a very different standard: Does it serve the
public interest?32

The DOJ/FTC Horizontal Merger Guidelines set forth the methodol-
ogy that these enforcement agencies will apply in analyzing horizontal
mergers (mergers between participants in the same industry).33 The guide-
lines attempt to provide a rigorous economic methodology for evaluating
the prospective impact of a merger.

Under the Guidelines, one begins by defining relevant markets. A rele-
vant product market is defined as “. . .a product or group of products such
that a hypothetical profit maximizing firm that was the only present and
future seller of those products likely would impose at least a ‘small but sig-
nificant and nontransitory increase in price.’”34 In applying this definition,
the antitrust authorities employ a “smallest market principle.” That is,
they begin by identifying a narrow group of products that includes a prod-
uct or products of the merging firms. They then consider the effect of a
“small but significant and nontransitory” increase in price on a hypothet-
ical monopolist that was the sole supplier of that product or products. If
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the price increase would result in such a large reduction in demand that
the price increase would have been unprofitable, then the next best substi-
tute or substitutes would be added to the relevant product group. The
agency applies this procedure iteratively until it has identified the narrow-
est group of products where the price increase would be profitable. This
group of products would then constitute the relevant product market.35

The agency then proceeds to identify participants in the relevant prod-
uct market,36 and to determine the market shares of the market partici-
pants (typically based on dollar sales or shipments). A shorthand tool that
is often used to assess the impact of a prospective merger is the Herfindal-
Hirschman Index (HHI). “The HHI is calculated by summing the squares
of the individual market shares of all the participants.”37 In a perfectly
monopolized market, the HHI would be 10,000; in a market with a vast
number of tiny competitors, it would approach zero. The HHI is thus a
measure of relative concentration. In a highly concentrated market (HHI
greater than 1,800 after a merger), a merger that results in an increase in
the HHI of 100 or more is felt ceteris paribus to “potentially raise signif-
icant competitive concerns.”38

With this information in hand, the agency proceeds to analyze the
likely competitive effects of a proposed merger, considering all relevant
factors, including the likelihood of subsequent competitive entry, and any
beneficial efficiencies that might flow from the merger.

The DOJ or FTC will coordinate with the FCC insofar as possible (see
below) during a merger review; however, there is no assurance that
FTC/DOJ market definitions and competitive threats will be directly
reflected in FCC regulatory policy.

Investigative Authority and Access to Information
In assessing a merger, one needs a great deal of information. Typically,
much of the relevant information is in the hands of the merging parties,
not initially in those of the competition authorities.

The Department of Justice is an investigative agency. When it needs
information relevant to a merger, it generally issues a Civil Investigative
Demand (CID), which has legal force similar to that of a subpoena.
Information received pursuant to a CID is maintained in strict confidence,
much as would be the case in a criminal prosecution.
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The FCC is not an investigative agency, but rather an administrative
agency subject to the Administrative Procedures Act (APA).39 Nonetheless,
it has full statutory authority to use compulsory process to obtain infor-
mation when necessary.40 Furthermore, the parties to a merger will tend
to be motivated to respond in order to gain permission to consummate
the transaction.

In general, external documents received in connection with a “permit
and disclose” proceeding must be placed in the public record; however,
sensitive documents can be made subject to protective order.41 Under the
APA, all participating parties are in general entitled to see any material
submitted by any other party to proceeding; consequently, third parties
may be reluctant to provide information, especially where there is threat
of retaliation from the merging parties.

Deregulation
A number of specific deregulatory initiatives are described later in this
chapter. The primary statutory mechanisms for deregulation are the
FCC’s forbearance authority, and the Biennial Review.

The Telecommunications Act of 1996 directs the FCC to forbear
(refrain) from applying any provision of the Act where analysis of the rel-
evant market leads the FCC to conclude that associated charges are nei-
ther unreasonable nor discriminatory, and where forbearance does not
harm the consumers and is generally in the public interest.42 In doing so,
the FCC must specifically consider whether forbearance will promote
competitive market conditions.

The FCC is also required to conduct a Biennial Review of all of its reg-
ulations issued pursuant to the Act to determine whether any are “no
longer necessary in the public interest as the result of meaningful eco-
nomic competition.”43 The Biennial Review seeks to ensure that any
deregulatory opportunities will be examined not less frequently than at
two year intervals.

Centralization versus Decentralization
The United States is a federal system. The Federal government has respon-
sibility for interstate communications, while the states have responsibility
for activities within their state. In the case of the Internet, the FCC has
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taken the position that its traffic is interstate, and thus not subject to state
or local jurisdiction.

In practice, the relationship is complex. States regulate many aspects of
local telephone competition, including local interconnection agreements.
Local or municipal governments generally establish franchise arrange-
ments for cable operators. This division of authority is sometimes prob-
lematic, but it also is sometimes a source of strength and resiliency for the
U.S. regulatory system, enabling support for local preferences, and also
providing a more flexible vehicle in some cases for local experimentation
with new and innovative regulatory models.

Convergence places special challenges on these complex national/
state/municipal interrelationships. First, it impacts the players in some-
what different ways—and their interests are not fully aligned. Second, it
slows the speed with which regulation can respond to changes in the mar-
ketplace, because regulation must adapt in different layers.

III. The New European Regulatory Framework

The European Union has been playing a progressively larger role in the
regulation of telecommunications. In March 2002, the European Union
adopted a new regulatory framework that effectively standardizes the reg-
ulatory framework for all E.U. member states.

An unusual confluence of factors appears to have motivated the E.U.
to take a fresh and daring look at telecommunications regulation. First,
E.U. regulations required a comprehensive regulatory review by the end
of 1999. Second, the E.U. per se was not burdened with as long a history
of preexisting regulation as is the United States. Moreover, most E.U.
member states have migrated only in the last few years from government
ownership of telecommunications, primarily on a monopoly basis, to pri-
vate ownership and competition. They are, in consequence, acutely aware
of the benefits of competitive free market mechanisms. They are techno-
logically sophisticated, and recognize the impact of convergence. They
also understand that, in the European context, even where there is con-
sensus for change, it can be time-consuming or challenging to translate
that consensus into legislation—therefore, when they make a change, it
has to last for quite some time. Finally, there are ongoing tensions within
the European Union between a strong internal-market role for the Euro-
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pean Commission, the executive arm of the E.U., and freedom for mem-
ber states to act as they wish. These tensions can be particularly acute
when a sector, such as telecommunications, is still in the process of open-
ing to competition for the first time. All of these factors contributed to the
willingness of the E.U. to make so substantial a break with the past.

The Europeans recognized that the bulk of all telecommunications reg-
ulation deals, in one way or another, with responses to market power. In
particular, they associate the possession of Significant Market Power
(SMP) with obligations that could include transparency,44 nondiscrimina-
tion,45 accounting separation,46 access to and use of specific network facil-
ities (including Unbundled Network Elements [UNEs], wholesale
obligations, collocation, and interconnection),47 price controls and cost
accounting,48 making necessary leased lines available,49 and carrier selec-
tion and preselection.50

The basic concept of the regulation is simple and straightforward. The
European Commission will begin by defining a series of relevant telecom-
munications markets, and by providing a set of guidelines for determin-
ing the presence or absence of market power, all based on methodologies
borrowed from competition law and economics. Within each market, the
National Regulatory Authority (NRA) in each member state will deter-
mine whether one or more parties possess Significant Market Power
(SMP). If SMP exists, the NRA will impose appropriate obligations from
the set noted in the previous paragraph, taking into account the specifics
of the particular marketplace in question.51 These obligations are imposed
ex ante, based on the presence of SMP—it is not necessary to demonstrate
that market power has been abused. Conversely, if the NRA fails to find
SMP, then any such obligations that may already be in place must be
rolled back.

In doing so, the E.U. seeks to move completely away from technology-
specific and service-specific legislation. This is a significant and dramatic
innovation.

We now consider each element of the framework in greater detail.

Market Definition
In the new framework, it is the European Commission, the executive
branch of the European Union, that provides a Recommendation on
Relevant Product and Service Markets, “in accordance with the principles
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of competition law.”52 Annex I of the Framework Directive provides an
initial list of such markets.

National Regulatory Authorities then take the European Commission’s
recommendation and define markets within their geographic territories.
They are to take “the utmost account” of the recommendation, but the
Framework Directive also envisions that NRA definitions might diverge
from those of the European Commission in some instances.

The European Commission may also adopt a Decision identifying
transnational markets, markets that span all or a substantial portion of
the E.U.53 In these markets, additional procedures are required to ensure
that NRAs work in concert with one another.

The process for market definition is described in a document referred
to as “the Guidelines.”54 The Guidelines adopt a common framework for
National Regulatory Authorities (NRAs) and National Competition
Authorities (NCAs), with the recognition that this should ideally lead to
equivalent market definitions; however, the Guidelines recognize that the
European Commission or national competition authorities may in some
instances diverge from market definitions established by European Com-
mission or national regulators for good and valid reasons. They are deal-
ing with somewhat different issues.

European competition law is similar to that of the United States as
regards market definition. The economic procedure employed is based on
a hypothetical monopolist test, assuming a “small but significant, lasting
increase” of 5 percent to 10 percent in price of a product or service.55 The
relevant market then includes all products and services that are readily
substitutable for the services in question.56

This market definition immediately addresses a number of fundamen-
tal convergence issues, and technological neutrality is a direct conse-
quence. As the Guidelines note:

Although the aspect of the end use of a product or service is closely related to its
physical characteristics, different kind of products or services may be used for the
same end. For instance, consumers may use dissimilar services such as cable and
satellite connections for the same purpose, namely to access the Internet. In such
a case, both services (cable and satellite access services) may be included in the
same product market. Conversely, paging services and mobile telephony services,
which may appear to be capable of offering the same service, that is, dispatching
of two-way short messages, may be found to belong to distinct product markets
in view of their different perceptions by consumers as regards their functionality
and end use.57
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Significant Market Power (SMP)
Per the Framework Directive, “[a]n undertaking shall be deemed to have
significant market power if, either individually or jointly with others, it
enjoys a position equivalent to dominance, that is to say a position of eco-
nomic strength affording it the power to behave to an appreciable extent
independently of competitors, customers and ultimately consumers.”58

The Guidelines distinguish between determining market power ex
post and ex ante. In an ex ante world, the only meaningful measure of
market power is the ability “of the undertaking concerned to raise prices
by restricting output without incurring a significant loss of sales or rev-
enues.”59

As a proxy for market power, the Guidelines suggest computing mar-
ket shares, typically based on sales volume or sales value. SMP is nor-
mally viewed as being a factor only where the market share exceeds 40
percent. Where the market share exceeds 50 percent, SMP is assumed to
be present.60

This notion of concentration is roughly equivalent to that of a highly
concentrated market, as described in the DOJ/FTC guidelines. A market
share of 40–50 percent would imply an HHI of at least 1,600 to 2,500,
assuming that all other market participants were extremely small. Note
that an HHI of 1,800 or greater implies a highly concentrated market to
the DOJ. Thus, the level of concentration at which the U.S. and E.U.
would consider a market to be problematic are in the same general range.

The Guidelines also deal with market power in upstream or down-
stream vertically related markets,61 and with collective dominance.62

Access Requirements
As previously noted, the E.U. framework requires NRAs to impose
appropriate remedies ex ante from the list of possible options63 where one
or more firms are found to have SMP, but to eliminate restrictions absent
SMP:

Where a national regulatory authority concludes that the market is effectively
competitive, it shall not impose or maintain any of the specific regulatory obli-
gations referred to in paragraph 2 of this Article. In cases where sector specific
regulatory obligations already exist, it shall withdraw such obligations placed on
undertakings in that relevant market. An appropriate period of notice shall be
given to parties affected by such a withdrawal of obligations.

Where a national regulatory authority determines that a relevant market is
not effectively competitive, it shall identify undertakings with significant market
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power on that market . . . and the national regulatory authority shall on such
undertakings impose appropriate specific regulatory obligations referred to in
paragraph 2 of this Article or maintain or amend such obligations where they
already exist.64

Investigative Authority and Access to Information
When the European Commission assesses a merger, it has full authority
to issue information requests with subpoena-like legal force, and it also
has the obligation to protect confidential information that it receives pur-
suant to those requests. In these regards, its authority is similar to that of
the U.S. DOJ or FTC.

The new framework recognizes the need for regulators to obtain data
on which to base market definitions and determination of SMP. It accords
NRAs rights and responsibilities equivalent to those of NCAs:

Member States shall ensure that undertakings providing electronic communica-
tions networks and services provide all the information, including financial infor-
mation, necessary for national regulatory authorities to ensure conformity with
the provisions of, or decisions made in accordance with, this Directive and the
Specific Directives. These undertakings shall provide such information promptly
on request and to the timescales and level of detail required by the national reg-
ulatory authority. The information requested by the national regulatory shall be
proportionate to the performance of that task. The national regulatory authority
shall give the reasons justifying its request for information.65

The E.U. regulatory framework also establishes parameters whereby
NRAs can exchange the data that they thus obtain with NCAs, the
European Commission, and other NRAs, but only to the extent necessary
and proportionate to enable implementation of the Framework.66

Deregulation
Under the new Framework, regulation and deregulation are handled sym-
metrically. Where SMP is present, appropriate remedies must be applied.
Where SMP is absent, those remedies may not be applied, and if already
present must be removed.

No specific timeframe is specified.

Centralization versus Decentralization
If the U.S. is a federal system, the E.U. might be said to be more akin to
the U.S. under the Articles of Confederation, particularly in regard to
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areas such as foreign policy, defense and internal security.67 The European
historical experience has differed from that of the United States, and the
European system is in consequence significantly less centralized than that
of the U.S. today in many respects.

The tensions of centralization and decentralization that have been
fought over in the United States for many decades are arguably even
more intense in the European context. In most respects, E.U. member
states are sovereign states. They work together in certain ways in order
to achieve specific goals, such as uniform competition policy or a single
currency.

In establishing a common regulatory framework, it was necessary to
delicately balance the prerogatives of NRAs against the needs of the sin-
gle market, and the prerogatives of the European Commission in main-
taining that single market.

The balance that was struck preserves the ability, in general, of NRAs
to operate unilaterally, but with notice to the European Commission and
to other NRAs. The European Commission retains the ability to require
that a market definition or a designation of SMP be withdrawn where it
would create a barrier to the single European marketplace, or would be
incompatible with the E.U. policy objectives embodied in Article 8 of the
Framework Directive.68

A particularly knotty case relates to transnational markets, markets
that span all or a substantial portion of the E.U. “In the case of transna-
tional markets . . . , the national regulatory authorities concerned shall
jointly conduct the market analysis taking the utmost account of the
Guidelines and decide on any imposition, maintenance, amendment or
withdrawal of regulatory obligations referred to in paragraph 2 of this
Article in a concerted fashion.”69

For there to be tension between centralization and decentralization in
the implementation of the new telecommunications regulatory frame-
work in the E.U. is perhaps not surprising—similar tensions have existed
in many political systems, and in many eras.70

Benefits
There is much to be said for the new E.U. framework. It attempts to ad-
dress convergence by using fluid market definitions instead of enshrining
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technology-based definitions within the law. It thus offers the potential of
regulating at a velocity that approaches that of the changes in underlying
technology and marketplace.The notion of regulating in a completely
technology-neutral fashion is promising. If one service is substitutable for
another, then it should be subject to roughly the same regulatory con-
straints, irrespective of the technologies used to deliver the services. This
is a very elegant and appealing concept; however, it does not sit well with
regulatory practice in the United States, as we shall see.At the same time,
the proof of this pudding must lie in its eating—and significant questions
remain. We take up this topic later in the chapter.

IV. Comparative Results

It is impossible to say exactly how the new European framework will be
applied in practice, either by the European Commission or by the NRAs.
It is nonetheless an interesting thought exercise to consider how it might
be applied, and to compare the results to those of U.S. regulatory practice
in a number of specific instances.

It is perhaps not meaningful to ask, “What would the Europeans do?”
More meaningful is to ask, “Is this a plausible outcome in the context of
the European framework?”

The examples that follow are drawn from well-established precedent,
particularly in the area of traditional telecommunications services. We
necessarily refrain from commenting on matters currently before the
Commission.

Computer Inquiries
We noted earlier that, in the Computer Inquiries, the FCC ruled that
enhanced services should not be regulated because they implicated no
bottleneck facilities, and did not entail a significant risk of monopoliza-
tion. This notion was carried forward in the Telecommunications Act of
1996, with its introduction of the concept of information services, and
represents a key foundation block for deregulatory U.S. policies toward
the Internet.

This result would appear to be entirely consistent with the E.U. regu-
latory framework. In the absence of SMP, none of the remedies for SMP
should be applied. 
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Competitive Carrier Proceeding
In 1979, the FCC initiated the Competitive Carrier proceeding71 to con-
sider how its regulations should be modified for new firms entering for-
merly monopoly markets. In a series of orders, the Commission
distinguished two kinds of carriers—those with individual market power
(dominant carriers) and those without market power (nondominant car-
riers).72 The Commission found AT&T’s Long Lines Department, which
provided interstate long-distance services, to be dominant in the inter-
state, long-distance market (including the long-distance private line mar-
ket). It also found AT&T’s 23 local telephone companies as well as
independent, incumbent local telephone companies to be dominant,
because they “possess control of essential facilities.”73 The Commission
further found that specialized common carriers and resale carriers, both
of which provided interstate, long-distance services in competition with
AT&T, to be nondominant.

The Commission determined that nondominant carriers were unable
to charge unreasonable rates or to engage in discriminatory practices that
would contravene the requirements of the Communications Act, both
because they lacked market power and because affected customers always
had the option of taking service from an incumbent dominant carrier
whose rates, terms, and conditions for interstate services remained subject
to close scrutiny by the Commission.74 Accordingly, the Commission
gradually relaxed its regulations of nondominant carriers. Specifically, the
Commission eliminated rate regulation for nondominant carriers and
presumed that tariffs filed by nondominant carriers were reasonable and
lawful. It also streamlined tariff filing requirements, which, inter alia, had
required dominant carriers to file tariffs with notice periods of up to 120
days, and to submit cost support with their tariffs. For nondominant car-
riers, in contrast, the Commission required only that tariffs be filed on 14
days notice and did not require any cost support. Finally, the Commission
reduced existing Section 214 requirements, which required dominant car-
riers to file a request for authorization before constructing new lines;
under the Commission’s streamlined rules, nondominant carriers only
had to file a simple, semi-annual report on circuit additions, but did not
have to obtain prior authorization.75

Again, these regulatory outcomes would appear to be entirely con-
sistent with European thinking. Retail tariff regulations flow from the
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possession of SMP (which is roughly equivalent to U.S. concepts of mar-
ket dominance); in the absence of SMP, there should be neither rate reg-
ulation nor the obligation to publish retail tariffs.76

Streamlining the Regulation of AT&T
As competition developed in the interstate, long-distance market, the
Commission initiated two proceedings to determine whether it should
streamline its regulation of AT&T, the sole dominant long-distance car-
rier. In 1990, the Commission initiated the Interstate Interexchange
Competition proceeding to consider streamlining the regulation of certain
AT&T services.77 After analyzing the level of competition for particular
classes of long-distance service, the Commission found that certain serv-
ices provided by AT&T had become “substantially competitive,” and
accordingly, it streamlined the regulation of those services.78 Specifically,
for services that it found to be subject to substantial competition, the
Commission removed those services from price cap regulation (i.e., elim-
inated rate regulation), reduced the notice period for tariff filings relating
to those services; and eliminated the cost-support requirement for those
tariffed services.79 In addition, the Commission permitted AT&T and
other interstate long-distance carriers to offer services pursuant to indi-
vidually negotiated contracts (i.e., to offer contract tariffs).80

Subsequently, AT&T filed a petition to be reclassified as a nondomi-
nant carrier in the provision of interstate interexchange services. In 1995,
the Commission granted AT&T’s motion, based on its finding that
“AT&T lacked individual market power in the interstate, domestic,
interexchange market.”81 Thus, the Commission freed AT&T from price
cap regulation for all of its domestic, interstate, interexchange services,
subjected it to the same streamlined tariffing and Section 214 regulations
that applied to its nondominant competitors, and eliminated certain
accounting and reporting requirements applicable only to dominant car-
riers.82 In 1986, the Commission reclassified AT&T as nondominant in
the market for international services.83

Once again, this seems to be altogether consistent with European
thinking. Once SMP has been alleviated, competitive safeguards are no
longer necessary and should be eliminated.
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Obligations for Interconnection, Resale of Retail Services, Unbundled
Network Elements (UNEs), and Collocation
Section 251 of the Act provides for a very modest series of obligations for
local exchange carriers in general84 (including competitive local exchange
carriers [CLECs]), but an extensive series of additional obligations for
incumbent local exchange carriers (ILECs).85 Notable among these are
obligations to provide:

(2) INTERCONNECTION The duty to provide, for the facilities and
equipment of any requesting telecommunications carrier, interconnection
with the local exchange carrier’s network (A) for the transmission and
routing of telephone exchange service and exchange access; (B) at any
technically feasible point within the carrier’s network; (C) that is at least
equal in quality to that provided by the local exchange carrier to itself or
to any subsidiary, affiliate, or any other party to which the carrier pro-
vides interconnection; and (D) on rates, terms, and conditions that are
just, reasonable, and nondiscriminatory, . . .
(3) UNBUNDLED ACCESS The duty to provide, to any requesting
telecommunications carrier for the provision of a telecommunications
service, nondiscriminatory access to network elements on an unbundled
basis at any technically feasible point on rates, terms, and conditions that
are just, reasonable, and nondiscriminatory . . .
(4) RESALE The duty (A) to offer for resale at wholesale rates any
telecommunications service that the carrier provides at retail to sub-
scribers who are not telecommunications carriers; . . .
(6) COLLOCATION The duty to provide, on rates, terms, and condi-
tions that are just, reasonable, and nondiscriminatory, for physical col-
location of equipment necessary for interconnection or access to
unbundled network elements at the premises of the local exchange car-
rier, . . .

If we assume arguendo that ILECs possess SMP, then this regulatory
outcome appears to be precisely analogous to that described in the Access
Directive. Article 12, “Obligations of access to, and use of, specific net-
work facilities,” enumerates a number of obligations that NRAs may
impose upon undertakings that possess SMP, including obligations:

(a) to give third parties access to specified network elements and/or facil-
ities, including unbundled access to the local loop; . . .
(d) to provide specified services on a wholesale basis for resale by third
parties; . . .
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(f) to provide co-location or other forms of facility sharing, including
duct, building, or mast sharing; . . .
(i) to interconnect networks or network facilities.

A significant difference between the two regulatory systems, however,
entails the manner in which such constraints might be lifted if market
conditions were to change and if effective competition were to emerge.

Under the European framework, the NRA should in theory automati-
cally lift these obligations if market conditions were to change over time
in such a way that the undertaking in question no longer possessed SMP.

The equivalent mechanism in the United States would be for the FCC
to forbear from imposing portions of section 251(c). As previously
noted, the Act provides the FCC with authority to forbear from impos-
ing any regulation or any provision of the Act where the FCC determines
that such forbearance is in the public interest, is not necessary to protect
consumers, and is not needed to prevent discriminatory, unjust or unrea-
sonable charges or terms and conditions.86 In determining to forbear, the
Act explicitly asks the Commission to weigh the competitive impact of
forbearance.

As it happens, however, the Act specifically prohibits the FCC from
forbearing from applying requirements under sections 251(c) or 271 until
“. . . those requirements have been fully implemented.”87 This might in
practice be somewhat circuitous, and perhaps less certain in its execution
than the European solution, but the net effect could potentially be pre-
cisely analogous to that envisioned in the European framework—once
SMP has been eliminated, the remedies to SMP must be rolled back.

Entry of Bell Operating Companies into Long Distance
One of the most significant sections of the Telecommunications Act of
1996 is Section 271. Section 271 prohibits Bell operating companies
(BOCs) or their affiliates from offering interLATA (i.e., long distance)
services in any in-region state88 until and unless the BOC in question can
demonstrate to the satisfaction of state and federal authorities that it is
providing access and interconnection to competitors in that state. Section
271 includes a fourteen point checklist of conditions that the BOC must
demonstrably meet in order to be granted authorization to provide
interLATA services in that state.
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This may not directly fit the European model, but it is consistent in
spirit with it. The E.U. framework does not envision a prohibition on a
carrier’s ability to provide a vertically integrated service as one of the
listed regulatory remedies to SMP; indeed, member states may only pre-
vent a carrier from providing networks and services for overriding rea-
sons of public policy, public security or public health.89 One might view
the BOCs as having possessed SMP in 1996 (which is not an unreason-
able assumption, considering that they were formed through a consent
decree). The notion, then, that a regulatory remedy to SMP should be
lifted once effective competition has been established is entirely consistent
with the European model.

Rates for Cable Service
Video services are subject to different rules, but many of the underlying
principles are the same as those for common carriers. As one conspicu-
ous example, “[i]f the Commission finds that a cable system is subject to
effective competition, the rates for the provision of cable service by such
system shall not be subject to regulation by the Commission or by a State
or franchising authority. . . .”90 This is entirely consistent with the new
EC framework, in that regulatory rate setting is inappropriate in the
absence of SMP.

V. Implementation Challenges

The new European regulatory framework appears to be both compre-
hensive and theoretically elegant. Implementation issues might nonethe-
less significantly impact its practical effectiveness.

Are there aspects of implementation that are particularly worrisome?

The Role of the European Commission versus that of the NRAs
As we have seen, the Framework represents delicate compromises between
granting new powers to the European Commission and preserving the
autonomy of the Member State NRAs. On balance, the new framework
increases centralization of the European Union insofar as telecommunica-
tions regulation is concerned. One might reasonably expect that the new
framework will drive an increase in regulatory consistency across the
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member states,91 but possibly at some loss in the ability of the system as
a whole to reflect diverse local needs or to enable innovative experiments
at the Member State level.

This tension between centralization and decentralization would appear
to represent a potentially significant “fault line” in the implementation of
the new regulatory framework. The ability of European Commission and
NRA regulators to apply the system in a sensitive and appropriate man-
ner, and to find workable day-to-day compromises, may play a large role
in determining the success of the new framework in practice.

The framework envisions possible differences in judgment among
NRAs, and between NRAs and the European Commission, and it
includes mechanisms for resolving those differences. It is difficult to pre-
dict how well those mechanisms will work in practice. This is an area that
bears close watching.

Emerging or Nascent Services
The definition of SMP is, by default, based on market share. In many cases,
emerging new services represent a challenge to the power of entrenched
incumbents, and thus represent an enhancement to competition.

There is, however, a risk in regard to new services. A provider of a new
service might initially—thanks, perhaps, to first mover advantages—pos-
sess a large market share of a tiny, emerging market. If this were to be
interpreted as SMP, there is a risk that the regulatory apparatus of the
state would be brought to bear in a way that impedes competitive entry
instead of fostering it.

The Guidelines recognize this, and note that emerging markets “should
not be subject to inappropriate ex-ante regulation. This is because pre-
mature imposition of ex-ante regulation may unduly influence the com-
petitive conditions taking shape within a new and emerging market. At
the same time, foreclosure of such emerging markets by the leading
undertaking should be prevented.”92

In principle, this would appear to represent appropriate guidance. In
practice, it may be difficult for NRAs to determine whether the imposi-
tion of ex ante regulation is appropriate or not, and it is natural to won-
der whether different NRAs will be able to apply this guidance in a
consistent way across the E.U.
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VI. Relevance to the United States

As we have just seen, in a great many cases the new European regulatory
framework might well tend to reach conclusions similar to those which
we reach in the United States. Given that the methodologies are radically
different, why should the results be so similar?

Biologists speak of convergent evolution. Two unrelated species may
evolve functionally equivalent organs in order to deal with similar envi-
ronmental stresses. The human eye is not the same as that of a fruit fly,
but they perform the same function.93

Analogously, the new E.U. framework and the U.S. regulatory envi-
ronment tend to address similar issues in similar ways, not necessarily
because of equivalent methodologies, but rather because our policy objec-
tives, broadly stated, are similar. We are trying to solve roughly the same
problems.

There are, however, important distinctions to be drawn. In the United
States, our laws and regulations contain specific regulatory outcomes,
while the E.U. framework defines a process for reaching similar results.

If both methodologies potentially lead to roughly equivalent regulatory
outcomes, is there reason to prefer one methodology to the other?

The E.U. framework is extremely logical, and has as we have seen the
potential to generate good results. In addition, it has certain advantages
in comparison with the U.S. methodology:

• In many instances, the notion of SMP more accurately expresses the
need for regulation than does the U.S. equivalent regulatory category.
• The notion that certain regulatory impositions should be imposed in
the presence of SMP, and lifted in its absence, may express regulatory
desiderata and the desired timing of regulation and deregulation more
clearly and more simply than do equivalent U.S. statutes.
• In leaving the determination of SMP, and of suitable remedies, to reg-
ulation rather than to statute, the European system may be able to
respond to change more nimbly than that in the United States.
• The European system arguably deals with technology convergence,
which blurs regulatory categories, far more effectively than that of the
United States.

Thus, there would seem to be much to recommend the European
framework. Unfortunately, the European approach does not fit neatly
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into U.S. regulatory practice. It is important to bear in mind that the
Europeans were able to initiate this monumental overhaul of their system
because they had far less relevant regulatory history to contend with than
do we in the United States. They were thus able, with the benefit of expe-
rience, to revisit and rewrite their regulation anew.

Our law and our history do not lend themselves to direct application
of the E.U. framework. The law, as we have seen, is based on regulatory
categories that imperfectly correspond to market power. More signifi-
cantly, the law embodies a complex history that reflects innumerable
social compacts. The Communications Act of 1934 was itself an agglom-
eration of earlier practice. Title III, dealing with radio, was added after
the fact. The FCC subsequently established regulations for cable televi-
sion, which subsequently led to the Cable Television Act of 1992 and then
to Title VI of the Act.

In the U.S. system, the balances between regulation and deregulation,
and between federal, state and local authority all entailed delicate com-
promises. The European framework is elegant in its simplicity and direct-
ness, but it does not capture those nuances. 

There would also be certain practical difficulties in any direct applica-
tion of the European framework in this country. The E.U. framework
depends, as we have seen, on acquisition of sufficient data to enable
NRAs to unambiguously determine relevant markets and the possession
of SMP. In the United States, however, the FCC is the national regulatory
authority. The FCC lacks the authority to get the information that it
would need and may also lack the ability to protect that information from
public disclosure.

Additional challenges exist. Europeans may tend to trust governments
more than they trust corporations. In the United States, it is largely the
reverse. It is not clear that Americans would be willing to give regulators
such broad authority.

The E.U. telecommunications regulatory framework nonetheless pro-
vides a convenient and natural way to think about the public policy impli-
cations of many of the choices that confront the FCC. As we have seen,
the E.U. framework often provides a very simple and direct way of visu-
alizing regulatory outcomes. It could be a very useful exercise for the FCC
to use the European methodology as a means of visualizing and under-
standing the public policy implications of the most challenging regulatory
decisions that we confront.
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Notes

1. 48 Stat. 1064 (1934) (codified as amended at 47 U.S.C. §§151 et seq.), here-

inafter the Act.

2. Indeed, the framework is in large part a response to convergence challenges
raised in the “Green Paper” of 1997. “Regulation needs to be transparent, clear
and proportional and distinguish between transport (transmission of signals) and
content. This implies a more horizontal approach to regulation with a homoge-
nous treatment of all transport network infrastructure and associated services,
irrespective of the nature of the services carried.” See http://europa.eu.int/ISPO/
convergencegp/ip164en.html

3. Broadband: Bringing Home the Bits, Computer Science and Telecommunica-
tions Board, National Academy of Sciences, January, 2002, pg. 32.

4. In this section, we deal with telecommunications regulation in its present form.
For a treatment of the history of telecommunications regulation in this country,
as it relates to competition and deregulation, see Donald K. Stockdale, “The
Regulation, Deregulation and Nonregulation of Telecommunications and the
Internet in the United States” (unpublished manuscript, 2001). Portions of what
follows appeared in that paper in a different form.

5. 48 Stat. 1064 (1934) (codified as amended at 47 U.S.C. §§151 et seq.), here-
inafter the Act.

6. Telecommunications Act of 1996, Pub. L. no. 104–104, 110 Stat. 56 (1996
Act), codified at 47 U.S.C. §§ 151 et seq. (Hereinafter, all citations to the 1996
Act will be to the 1996 Act as it is codified in the United States Code.)

7. 47 U.S.C. §201.

8. 47 U.S.C. §203.

9. 47 U.S.C. §202.
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10. 47 U.S.C. §251.

11. 47 U.S.C. § 271.

12. 47 U.S.C. §§ 301–396 and 601–653. Particularly noteworthy are “must
carry” rules for cable (§ 612). Sherille Ismail suggests that differences in “must
carry” regulatory treatment of cable compared to that of broadcast or DBS satel-
lite may result, at least in part, from differences among these three in their degree
of monopsony market power in the programming market. (“Achieving
Regulatory Parity in Communications Policy,” forthcoming)

13. 47 U.S.C. § 3.

14. Ibid.

15. See also the Universal Service Report, often referred to as the Stevens Report,
at 59: “This functional approach is consistent with Congress’s direction that the
classification of a provider should not depend on the type of facilities used. A
telecommunications service is a telecommunications service regardless of whether
it is provided using wireline, wireless, cable, satellite, or some other infrastructure.
Its classification depends rather on the nature of the service being offered to cus-
tomers. . .”

16. In the Matter of Regulatory and Policy Problems Presented by the Interde-
pendence of Computer and Communications Services and Facilities, (hereinafter
Computer I Inquiry), 7 FCC 2d 11 (1966). See generally Huber, P., Kellogg, M.,
& Thorne, J. (1999), at 1086–1103; and Oxman, J. (1999).

17. The Commission specifically found “that there is ample evidence that data
processing services of all kinds are becoming available . . . and that there are no
natural or economic barriers to free entry into the market for these services.”
Computer I, Tentative Decision, 28 FCC 2d 291, at para. 20 (1970)

18. Computer I, Final Decision and Order, 28 FCC 2d 267, at para. 12 (1971).

19. Id., at paras. 12 et seq.

20. Id., at para. 21.

21. In the Matter of Amendment of Section 64.702 of the Commission’s Rules
and Regulations (Second Computer Inquiry), (hereinafter Computer II), Notice
of Inquiry and Proposed Rulemaking, 61 FCC 2d 103 (1976).

22. The Commission defined the term “basic” service, which referred to tradi-
tional common carrier telecommunications offerings as “the offering of transmis-
sion capacity for the movement of information.” Computer II, Final Decision,
(Computer II Final Decision), 77 FCC 2d 584, at para. 93 (1980). The
Commission defined “enhanced services” as:

. . . services, offered over common carrier transmission facilities used in interstate
communications, which employ computer processing applications that act on the
format, content, code, protocol, or similar aspects of the subscriber’s transmitted
information; provide the subscriber additional, different or restructured informa-
tion; or involve subscriber interaction with stored information. (46 C.F.R. §
64.702(a)).

23. Computer II Final Decision, 77 FCC 2d at paras. 190–266.
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24. In the Matter of Amendment of Section 64.702 of the Commission’s Rules
and Regulations, Report and Order, (Computer III), 104 FCC 2d 958 (1986),
vacated California v. FCC, 905 F.2d 1217 (9th Cir. 1990). 

25. Separation of Costs of Regulated Telephone Service from Costs of Non-reg-
ulated Activities, Report and Order, (Joint Cost Order), 2 FCC Rcd 1298 (1987),
on recons., 2 FCC Rcd 6283 (1984) (Joint Cost Reconsideration Order); on fur-
ther recons., 3 FCC Rcd 6701 (1988) (Joint Cost Further Reconsideration Order).

26. In Computer III, the Commission also imposed new rules governing disclo-
sure of network changes and the handling of customer proprietary network infor-
mation. Computer III Order, 104 FCC 2d, at paras. 241–65.

27. 47 U.S.C. §3(20).

28. Federal-State Joint Board on Universal Service, CC Docket no. 96–45,
Report to Congress (“Stevens Report”), 13 FCC Rcd 11501, 11516–17 (1998),
FCC document 98067.pdf.

29. This brief reference appears in 47 U.S.C. § 271. In addition, U.S.C. § 254
refers to “advanced services,” while section 706 of the 1996 Act refers to broad-
band as “advanced telecommunications capability”—arguably, there are many
implicit references to the Internet.

30. In recent years, for instance, the Department of Justice analyzed the
WorldCom/MCI merger and the attempted WorldCom/Sprint merger, while the
Federal Trade Commission analyzed the AOL/Time Warner merger. Note that the
FTC has no jurisdiction over common carriers.

31. The competition law provisions applicable to mergers are contained in sec-
tion 1 of the Sherman Act and section 7 of the Clayton Act.

32. 47 U.S.C. sections 214, 310 and 314.

33. U.S. Department of Justice and Federal Trade Commission, Horizontal
Merger Guidelines, 57 Fed. Reg. 41557 (April 2, 1992, as revised April 8, 1997),
http://www.ftc.gov/bc/docs/horizmer.htm.

34. DOJ/FTC Merger Guidelines §1.1, “Market Definition.”.

35. Ibid.

36. Ibid., §1.3, “Identification of Firms that Participate in the Relevant Market.”
The Guidelines necessarily consider the possibility of supply response.

37. Ibid. §1.5, “Concentration and Market Shares.”

38. Ibid.

39. 5 U.S.C. §551 et seq.

40. 47 U.S.C. 409(e): “. . . the Commission shall have the power to require by
subpena (sic) the attendance and testimony of witnesses and the production of all
books, papers, schedules of charges, contracts, agreements, and documents relat-
ing to any matter under investigation.”

41. A more complex question relates to requests for sensitive information made
pursuant to the Freedom of Information Act (FOIA).

42. 47 U.S.C. § 160.
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43. 47 U.S.C. § 161.

44. Directive 2002/19/EC of the European Parliament and of the Council of 7
March 2002 on access to, and interconnection of, electronic communications
networks and associated facilities (Access Directive), Official Journal of the
European Communities, L 108, April 24, 2002, Article 9.

45. Ibid., article 10.

46. Ibid., article 11.

47. Ibid., article 12.

48. Ibid., article 13.

49. Directive 2002/22/EC of the European Parliament and of the Council of 7
March 2002 on universal service and users’ rights relating to electronic commu-
nications networks and services (Universal Service Directive), Official Journal of
the European Communities, L 108, April 24, 2002, Article 18.

50. Ibid., article 19.

51. There is no automatic presumption that any obligation will be appropriate.
If a competition authority is about to act, for example, regulatory action may well
be inappropriate.

52. Directive 2002/20.EC of the European Parliament and of the Council of 7
March 2002 on a common regulatory framework for electronic communications
networks and services (Framework Directive), Official Journal of the European
Communities, L 108, April 24, 2002, Article 15.

53. A preliminary draft Recommendation exists: “On relevant Product and
Service Markets within the electronic communications sector susceptible to ex
ante regulation in accordance with Directive 2002/.../EC of the European
Parliament and of the Council on a common regulatory framework for electronic
communication networks and services.”

54. Commission Working Document on Proposed New Regulatory Framework
for Electronic Communications Networks and Services, Draft Guidelines on
market analysis and the calculation of significant market power, Brussels, March,
3, 2001.

55. Guidelines, at 31.

56. Ibid., at 35. “According to settled case-law, the relevant product/service mar-
ket comprises all those products or services that are sufficiently interchangeable
or substitutable, not only in terms of their objective characteristics, by virtue of
which they are particularly suitable for satisfying the constant needs of con-
sumers, but also in terms of the conditions of competition and/or the structure of
supply and demand on the market in question. Products or services which are
only to a small, or relative degree interchangeable with each other do not form
part of the same market.”

57. Ibid., at 36.

58. Framework Directive, Article 14, at 2.

59. Guidelines, at 65.

60. Ibid., at 67.
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61. Ibid., at 74–76.

62. Ibid., at 77–79. The concept of collective dominance has become well estab-
lished in European case law. By contrast, collective dominance is rarely raised as
a concern in the U.S. unless there is actual evidence of collusion.

63. Framework Directive, Article 16, at 2.

64. Ibid., at 3–4.

65. Framework Directive, Article 5, at 1. 

66. Ibid., at 2.

67. Cf. Guido Tabellini, “The Assignment of Tasks in an Evolving European
Union,” Centre for European Policy Studies, January 2002, pages 4–6.

68. Framework Directive, Article 7.

69. Framework Directive, Article 16, at 5.

70. Indeed, this is a classic problem in social sciences. Tabellini, op. cit., applies
established theory to the EU environment, noting trade-offs between the ability to
cope with heterogeneity of local preferences and to exploit local information, ver-
sus the impact of “spill-over effects” on specific public goods. He notes the need
to “avoid excessive centralisation.” He also draws a key distinction between the
“bureaucratic accountability” that arguably characterizes Europe today, versus
“democratic accountability.”

71. Policy and Rules Concerning Rates for Competitive Common Carrier Ser-
vices and Facilities Authorizations Therefore, CC Docket no. 79–252, Notice of
Inquiry and Proposed Rulemaking, 77 FCC 2d 308 (1979); First Report and
Order, 85 FCC 2d 1 (1980) (First Report and Order); Further Notice of Proposed
Rulemaking, 84 FCC 2d 445 (1981) (Further Notice of Proposed Rulemaking);
Second Further Notice of Proposed Rulemaking, FCC 82–187, 47 Fed. Reg.
17,308 (1982); Second Report and Order, 91 FCC 2d 59 (1982) (Second Report
and Order); Order on Reconsideration, 93 FCC 2d 54 (1983); Third Report and
Order, 48 Fed. Reg. 46,791 (1983) (Third Report and Order); Fourth Report and
Order, 95 FCC 2d 554 (1983) (Fourth Report and Order); vacated, AT&T v.
FCC, 978 F.2d 727 (D.C. Cir. 1992), cert. denied, MCI Telecommunications
Corp. v. AT&T, 113 S.Ct. 3020 (1993); Fifth Report and Order, 98 FCC 2d 1191
(1984) (Fifth Report and Order); Sixth Report and Order, 99 FCC 2d 1020
(1985), vacated MCI Telecommunications Corp. v. FCC, 765 F.2d 1186 (D.C.
Cir. 1985) (collectively referred to as the Competitive Carrier proceeding).

72. The Commission defined market power as “the ability to raise prices by
restricting output” and as “the ability to raise and maintain prices above the com-
petitive level without driving away so many customers as to make the increase
unprofitable.” See Competitive Carrier Fourth Report and Order, 95 FCC 2d at
558, para. 7.

73. Competitive Carrier First Report and Order, 85 FCC 2d at 22–24. The Com-
mission specifically noted that it would “treat control of bottleneck facilities as
prima facie evidence of market power requiring detailed regulatory scrutiny. 1at
21. The Commission also found Western Union, domestic satellite carriers, and
miscellaneous common carriers that relay video signals to be dominant in various
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relevant markets. Id., at 24–28. It acknowledged, however, that market develop-
ments were likely to erode the market power of these carriers over time.

74. Id., at 31.

75. Competitive Carrier First Report and Order, 85 FCC 2d at 31–37, 39–44.
Subsequently, the Commission announced a policy of permissive “forbearance,”
under which it would forbear from applying the tariff filing requirements of
Section 203 and the entry, exit, and construction authorization requirements of
Section 214 to nondominant carriers. See Competitive Carrier Second Report and
Order, 91 FCC 2d at 73; Competitive Carrier Fourth Report and Order, 95 FCC
2d at 557; Competitive Carrier Fifth Report and Order, 98 FCC 2d at 1193,
1209. In 1985, the Commission decided to shift from “permissive” to “manda-
tory” forbearance, thus requiring detariffing by all nondominant carriers. Com-
petitive Carrier, Sixth Report and Order, 99 FCC 2d at 1030–32. Federal Court
of Appeals reversed this finding, holding that the Commission lacked statutory
authority to prohibit the filing of tariffs, and in a subsequent appeal, the court fur-
ther found that the Commission lacked the authority to allow permissive detar-
iffing. See MCI v. FCC, 765 F.2d 1186 (D.C. Cir. 1985); AT&T v. FCC, 1993 WL
260778 (D.C. Cir. 1993), aff’d MCI v. AT&T, 512 U.S. 218 (1994).

76. Universal Service Directive, article 17.

77. Competition in the Interstate Interexchange Marketplace, Notice of
Proposed Rulemaking, 5 FCC Rcd 2627 (1990); Report and Order, 6 FCC Rcd
5880 (1991) (First Interstate Interexchange Competition Order); Memorandum
Opinion and Order, 6 FCC Rcd 7569 (1991); Memorandum Opinion and Order,
7 FCC Rcd 2677 (1992); Memorandum Opinion and Order on Reconsideration,
8 FCC Rcd 2659 (1993); Second Report and Order, 8 FCC Rcd 3668 (1993)
(Second Interstate Interexchange Competition Order); Memorandum Opinion
and Order, 8 FCC Rcd 5046 (1993); Memorandum Opinion and Order on
Reconsideration, 10 FCC Rcd 4562 (1995) (collectively referred to as the
Interstate Interexchange Competition proceeding).

78. In the First Interstate Interexchange Competition Order, the Commission
found that services provided to large- and medium-size business customers had
become “substantially competitive, while in the Second Interstate Interexchange
Competition Order, the Commission found that, with the introduction of 800
number portability, the market for 800 services (except for 800 directory assis-
tance where AT&T had a monopoly) had become substantially competitive. See
First Interstate Interexchange Competition Order, 6 FCC Rcd at 5911, para. 188;
Second Interstate Interexchange Competition Order, 8 FCC Rcd at 3668, para. 1.

79. See First Interstate Interexchange Competition Order, 6 FCC Rcd at 5894,
para. 74.

80. Id., at 5897, at para. 91.

81. Motion of AT&T Corp. to Be Reclassified as a Nondominant Carrier, Order,
11 FCC Rcd 3271, para. 1, 3356, para. 164 (1995).

82. Id., at 3281, para. 12.

83. Motion of AT&T to Be Declared Non-dominant for International Service,
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11 FCC Rcd 17,963 (1996).

84. 47 U.S.C. 251(a) and 251(b).

85. 47 U.S.C. 251(c).

86. 47 U.S.C. § 160.

87. 47 U.S.C. § 160(d).

88. An in-region state is any of the states allocated to that Bell operating com-
pany under AT&T Consent Decree of August 24, 1982. 47 U.S.C. 271(i)(1).

89. Authorisation Directive, Article 3, at 1.

90. 47 U.S.C. § 543(a)(2).

91. Indeed, this is an explicit objective for the NRAs. Framework Directive,
Article 8, at 3, especially (d).

92. “Draft Guidelines on market analysis and the assessment of significant mar-
ket power under the Community regulatory framework for electronic communi-
cations networks and services,” Brussels, 21.02.2002, para. 32.

93. See, for instance, Richard Dawkins, Climbing Mount Improbable, W. W.
Norton & Company, New York, 1996, pages 19–22.
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