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PREFACE

In this book, we will designate ultrathin films, or, as they are also called in
the literature, nanolayers, to mean layers ranging from submonolayers to several
monolayers; these may be formed from a wide range of organic and inorganic
substances or present adsorbed atoms, molecules, biological species, on a sub-
strate or at the interface of two media. These films play an important role in many
current areas of research in science and technology, such as submicroelectronics,
optoelectronics, optics, bioscience, flotation, materials science of catalysts, sor-
bents, pigments, protective and passivating coatings, and sensors. It could even be
argued that the rapid advances in thin-film technology has necessitated the devel-
opment of special approaches in the synthesis and investigation of nanolayers and
superlattices. Nowadays, these approaches are generally applicable in so-called
nanotechnology, which includes the synthesis–deposition and characterization
of ultrathin films with a prescribed composition, morphology–architecture and
thicknesses on the order of 1 nm.

Common features in all studies in the field of nanotechnology arise from
problems connected with the physicochemical investigation of ultrathin films,
which originate in general from their extremely small thickness. To solve these
problems, a number of technically complicated physical methods that oper-
ate under UHV conditions, such as AES, XPS, LEED, HREELS are used.
Infrared (IR) spectroscopy and in particular Fourier transform IR (FTIR) spec-
troscopy — a method that enables the determination of molecular composition and
structure — offers important advantages in that the measurements can be carried
out for nanolayers located not only on a solid substrate but also at solid–gaseous,
solid–liquid, liquid–gaseous, and solid–solid interfaces, including semiconduc-
tor–semiconductor, semiconductor–dielectric, or semiconductor–metal, with no
destruction of either medium. Thus IR spectroscopy is one of a few physical
methods that can be used for both in situ studies of various processes on surface
and at interfaces and technological monitoring of thin-film structures in fields
such as microelectronics or optoelectronics under serial production conditions.
The versatility of modern FTIR spectroscopy provides means to characterize
ultrathin coatings on both oversized objects (e.g., works of art) and small (10–20-
µm) single particles, substrates with unusual shapes (e.g., electronic boards), and
recessed areas (e.g., internal surfaces of tubes). It should be emphasized that IR

xiii
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spectroscopy can be highly sensitive to ultrathin films: Depending on the system,
the sensitivity is 10−5 –10% monolayer.

However, the various IR spectroscopy techniques must be adapted to measure
spectra of very small amounts of substance in the form of ultrathin films. While
for analyses of bulk materials it is possible to select the optimum mass of sub-
stance to record its spectrum, in the case of ultrathin films it is only possible to
vary the conditions under which the spectra are recorded (measurement technique,
polarization, angle of incidence, immersion media, number of radiation passages
through the sample). For this purpose, it is necessary first to theoretically assess
the effect of the recording conditions on the intensity of the absorption bands.

By understanding optical theory for stratified media, it is also possible to
distinguish optical effects (artifacts), which present in each IR spectrum of an
ultrathin film, and, hence, to avoid misinterpretation of the experimental data.

Although the optimum conditions for a number of simple systems are known
(e.g., for ultrathin films on metals reflection–absorption (IRRAS) at grazing
angles of incidence is commonly used, and for ultrathin films on transparent
substrates, multiple internal reflection (MIR) is most suitable in many cases),
the spectral contrast can be further enhanced by employing additional special
technical approaches.

The material in this handbook is presented in such a way as to address these
issues. Thus, the theoretical concepts associated with the interaction of IR radia-
tion with matter and with thin films are considered and, to evaluate the optimum
conditions routinely, simple algorithms for programming are given in Chapter 1.
In Chapter 2, a theoretical evaluation of the optimum conditions for measuring
nanolayer spectra is presented. In Chapter 3, a more detailed interpretation of the
IR spectra of ultrathin films on flat and powdered substrates is discussed from
the viewpoint of optical theory, including the authors’ methods of determination
of the optical constants of ultrathin films [1, 2] and molecular orientation [3]. In
Chapter 4, technical approaches to measure good-quality IR spectra of ultrathin
films are considered. Along with the techniques considered routine for studies
of ultrathin films in many laboratories and original techniques described in the
literature, techniques developed by the authors are included here, namely IR
spectroscopy of single and multiple transmission in p-polarized radiation [4, 5];
IRRAS of the surface of semiconductors and dielectrics [6]; IRRAS of metals,
semiconductors, and dielectrics in immersion media [7, 8]; diffuse transmission
of disperse materials [9, 10]; and the special attenuated total reflection (ATR)
technique for studying the semiconductor–solution interface [11]. An impor-
tant feature of the optical accessories described is that they are placed in the
sample compartment of a conventional continuous-scan or step-scan FTIR spec-
trometer, without any change in the spectrometer optical scheme. In addition,
different attachments for specialized measurements are considered, including
IR microscope objectives, in situ chambers, and spectroelectrochemical cells.
Time-resolved spectroscopy and enhanced surface and structure sensitivity in IR
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spectroscopic techniques such as modulation spectroscopy and two-dimensional
correlation analysis are described. Subsequent chapters illustrate some appli-
cations of these techniques in the study of thin-layer structures and semicon-
ductor–electrolyte interfaces, which are currently of great practical significance
in electronics, solar energy storage, sensors, catalysis, bioscience, flotation, and
corrosion inhibition. Recommendations are given regarding application of these
techniques for automated and on-line analysis of thin-film structures. PAS [12,
13] are not included here, because its sensitivity is insufficient for the measure-
ments in question. Infrared emission studies of ultrathin films have recently been
reviewed [14, 15]. Since this method, although rather surface sensitive under spe-
cific conditions, has not yet experienced extensive application, it is not considered
here as well. Instead, fundamentals and techniques of transmission, diffuse trans-
mission, IRRAS, ATR, and DRIFTS methods will be presented, with emphasis
on their application to ultrathin films. Complementary information on how to use
these methods and their history may be found in other monographs [16–21].

It should be noted that because the material is presented in such a manner,
this monograph may serve as a handbook. It includes the theoretical founda-
tions for the interaction of IR radiation with thin films, as well as the optimum
conditions of measuring spectra of various systems, which are analyzed by com-
puter experiments and illustrated by specific examples. Complementary to this,
the basic literature devoted to the application of IR spectroscopy in the inves-
tigation of nanolayers of solids and interfaces is presented, and the necessary
reference material for the interpretation of spectra is tabulated. Thus this book
will be extremely useful for any laboratory employing IR spectroscopy, and for
each industrial firm involved in the production of thin-film structures, as well
as by final-year and postgraduate students specializing in the fields of optics,
spectroscopy, or semiconductor technology.

Dr. Valeri Tolstoy (St. Petersburg State University, Russia) authored Chapter 2
and Sections 3.5, 3.10, 4.1.1, 4.1.2, 4.2.1, 4.2.2, 4.4, 4.5, 7.1–7.3. Dr. Irina
Chernyshova (St. Petersburg State Polytechnical University, Russia) wrote
Chapters 1, 3, 4, and 7 (except for the sections mentioned above) and
coauthored Sections 2.3, 2.5, and 2.7. Prof. Valeri Skryshevsky (Kyiv National
Taras Shevchenko University, Ukraine) presents Chapters 5 and 6. Tables
in the Appendix were collected by Valeri Tolstoy and Irina Chernyshova.
The language and style were edited by Dr. Roberta Silerova (University of
Saskatchewan, Canada). Dr. Nadezhda Reutova (St. Petersburg State University,
Russia) translated into English Chapters 2, 5, and 6 and Sections 3.3–3.5, 3.10,
4.1, and 4.2, and helped with translation of Chapter 1 and Sections 3.1 and 3.2.
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RA reflectance-absorbance
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RBS Rutherford backscattering
RH relative humidity
RTPM real-time PM
S2 step-scan
SAM self-assembled monolayer
SAW surface acoustic wave
SCE saturated calomel electrode
SCR space charge region
SE semiconductor electrode
SEC spectroelectrochemical
SEIRA surface enhanced infrared absorption
SEM scanning electron microscopy
SERS surface enhanced Raman spectroscopy
SEW surface electromagnetic waves
SFG sum frequency generation
SHE standard hydrogen electrode
SHG second harmonic generation
SI international system of units
SIA sequential implantation and annealing
SIMOX separation by implanted oxygen
SIMS secondary ion mass spectrometry
SIPOS semi-insulating polycrystalline silicon
SNIFTIRS subtractively normalized interfacial FTIR spectroscopy
SNOM scanning near field optical microscopy
SNR signal-to-noise ratio
SOI silicon-on-insulator
SPAIRS single potential alternation IR spectroscopy
SPR surface plasmon resonance
SSR surface selection rule
STIRS surface titration by internal reflectance spectroscopy
STM scanning tunneling microscopy
STPD stepwise thermo-programmed desorption
TDM transitional dipole moment
TEM transmission electron spectroscopy
TG thermogravimetry
TIRF total internal reflection fluorescence
TLC thin layer chromatography
TMOS tetraethylorthosilicate
TO transverse optical
TPD temperature programmed desorption
TR time resolution
UHV ultra high vacuum
ULSC ultra large scale circuit
ULSI ultra large scale integrated
UV ultraviolet (radiation)
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VLSI very large scale integrated
VPE vapor phase epitaxy
WAXS wide-angle X-ray scattering
X, EX, BX, AX xanthate (ethyl-, n-butyl-, amyl-)
XANES X-ray absorption near-edge structure
XPS X-ray photoelectron spectroscopy
2D IR two dimensional correlation analysis of IR dynamic

spectra

Symbols

α̂ Electric polarizability
α Decay constant≡absorption coefficient
β Restoring force
γ Tilt angle, damping constant
δ Bending mode
ε Permittivity≡dielectric constant≡dielectric function
ε∞ High-frequency dielectric constant≡screening factor
εm Permittivity of metal
εsm Permittivity of surrounding medium
εst Static (low-frequency) dielectric constant
θ Angle of bond
λ Wavelength
µ Permeability
ν Wavenumber, Stretching mode
ρ Mass volume density, resistivity, rocking mode
ρ Dynamic dipole moment
σ Electrical conductivity
τ Time
ϕ1 or ϕ Angle of incidence
ω Wagging mode, angular velocity
ωp Plasma frequency
A Absorbance
B Magnetic induction
c Velocity of light
C Volume/mass concentration
d Thickness
D Electric displacement
dp Penetration depth
E Electric field
E Electrode potential, electric field
Eg Energy gap
E Integrated molar absorption coefficient
f Filling fraction
gk Geometric factor
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h Plank constant
H Magnetic field
I Intensity of radiation
j Current density
k Extinction coefficient≡absorption index
k Wave vector
m Mass
M Magnetic polarization
N Surface or volume density of molecules (atoms), number

of reflections
n Refractive index
p Dipole moment
P Electric polarization
r Reflection coefficient
R Reflectance
S Oscillator strength
t Time/transmission coefficient
T Temperature/transmittance
v Velocity



INTRODUCTION

In the infrared (IR) spectroscopic range (200–4000 cm−1), radiation is generally
characterized by its wavenumber ν (cm−1), related to the wavelength λ (µm),
frequency ν̃ (s−1), and angular frequency ω (s−1) as

ν = 1

λ
= ν̃

c
= ω

2πc
, (1)

where c = 2.99793 × 108 m·s−1 is the velocity of electromagnetic radiation in a
vacuum.

When IR radiation containing a broad range of frequencies passes through
a sample, which can be represented as a system of oscillators with resonance
frequencies ν0,i , then according to the Bohr rule,

&E = hν (2)

(where &E is the difference between the energy of the oscillator in the excited
and ground states, ν is the frequency of photons, and h = 6.626069 × 10−34 J·s
is Planck’s constant), photons with frequencies ν = ν0,i will be absorbed. These
photons will be eliminated from the initial composition of the radiation. Since
all the elementary excitations have unique energy levels (fingerprints), mea-
surements of the disappearing energy as a function of ν (absorption spectrum
of the sample) enable these excitations to be identified, and microscopic infor-
mation about the sample (e.g., molecular identity and conformation, intra- and
intermolecular interactions, or crystal-field effects, etc.) may be obtained.†

† See M. Hollas, Fundamental Aspects of Vibrational Spectroscopy. Modern Spectroscopy , 3rd ed.,
Wiley, Chichester, 1996.



1
ABSORPTION AND

REFLECTION OF
INFRARED RADIATION BY

ULTRATHIN FILMS

The primary characteristics that one identifies from infrared (IR) spectra of
ultrathin films for further analysis are the resonance frequencies, oscillator
strengths (extinction coefficients), and damping (bandwidths), related to different
kinds of vibrational, translational, and frustrated rotational motion inside the
thin-film material [1–7]. However, the microscopic processes inside or at the
surface of a film (motion of atoms and electrons) give rise to the frequency
dependence (the dispersion) not only of the extinction coefficient but also of
the refractive index of the film. As a result, a real IR spectrum of an ultrathin
film is, as a rule, distorted by so-called optical effects. Specifically, the spectrum
strongly depends upon the conditions of the measurement, the film thickness,
and the optical parameters of the surroundings and substrate impeding extraction
of physically meaningful information from the spectrum. Thus after introduction
of the nomenclature accepted in optical spectroscopy and a brief discussion of
the physical mechanisms responsible for absorption by solids on a qualitative
level, this introductory chapter will concentrate on the basic macroscopic or
phenomenological theory of the optical response of an ultrathin film immobilized
on a surface or at an interface.

The theoretical analysis of the IR spectra of ultrathin films on various sub-
strates and at interfaces will involve two assumptions: (1) the problem is linear
and (2) the system under investigation is macroscopic; that is, one can use
the macroscopic Maxwell formulas containing the local permittivity. The first
assumption is valid only for weak fields. The second assumption means that the
volume considered for averaging, a (the volume in which the local permittiv-
ity is formed), is lower than the parameter of inhomogeneity of the medium,
d (e.g., the effective thickness of the film, the size of islands, or an effective
dimension of polariton), a < d . In this case, the response of the medium to the
external electromagnetic field is essentially the response of a continuum. The

1
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2 ABSORPTION AND REFLECTION OF INFRARED RADIATION BY ULTRATHIN FILMS

description of the medium properties using the macroscopic permittivity is called
the dielectric continuum theory (DCT). One issue discussed repeatedly in the
literature is the correctness of the DCT approximation for spectra of ultrathin
films. In this context, semiphenomenological and microscopic models establish-
ing the correlation between local field effects, molecular and atomic dynamics,
and the IR spectrum of the film on the surface were proposed (for reviews, see
Refs. [1, 6, 7]). These models greatly enhance the understanding of ultrathin
films of submonolayer coverage. However, the corresponding relationships are
cumbersome, deal with specific (as a rule, vacuum–metal) interfaces, require fur-
ther refinements for most of the systems studied, and, hence, are unfeasible for
routine analysis of the spectra. On the other hand, the macroscopic relationships
can be used without substantial difficulties to solve many problems arising in
the spectroscopy of ultrathin films. First, they allow one to choose the optimum
conditions for recording IR spectra by comparing band intensities (Chapter 2),
which is of prime technical importance. Second, by using spectral simulations
based on the macroscopic formulas, it is possible to distinguish optical effects
from physicochemical effects in the film, such as film inhomogeneity (porosity)
and changes in the orientation of the film species (Chapter 3).

1.1. MACROSCOPIC THEORY OF PROPAGATION
OF ELECTROMAGNETIC WAVES IN INFINITE MEDIUM

Optical thin-film theory is essentially based on the Maxwell theory (1864) [8],
which summarizes all the empirical knowledge on electromagnetic phenomena.
Light propagation, absorption, reflection, and emission by a film can be explained
based on the concept of the macroscopic dielectric function of the film mate-
rial. In this section, we will present the results of the Maxwell theory relating
to an infinite medium and introduce the nomenclature used in the following
sections dealing with absorption and reflection phenomena in layered media. The
basic assertions of macroscopic electrodynamic theory can be found in numerous
textbooks (see, e.g., Refs. [9–16]).

1.1.1◦. The optical properties of an infinite medium without any electric
charge other than that due to polarization are described by Maxwell’s equations
[in International System (SI) of units]:

∇ × E + ∂B
∂t

= 0, (1.1a)

∇ × H − ∂D
∂t

= σ̂E, (1.1b)

∇ · D = 0, (1.1c)

∇ · B = 0. (1.1d)

Here, E and H are, respectively, the vectors of the macroscopic electric and the
magnetic field; ε0 = 8.854 × 10−12C·N−1·m−2 and µ0 = 4π × 10−7N·A−2 are
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the permittivity and permeability of free space, respectively; σ̂ is the electrical
conductivity (it appears as a coefficient in Ohm’s law, j = σE, where j is the
current density), and t is time. The quantities D and B are the electric displace-
ment and the magnetic induction, respectively. They characterize the action of
the field on matter and are related to the field vectors by the so-called local
material equations

D = ε0ε̂E = ε0E + P, (1.2a)

B = µ0µ̂H = µ0H + M, (1.2b)

where P and M are the vectors of the electric and magnetic polarization, respec-
tively; ε̂ and µ̂ represent relative local permittivity (dielectric constant ) and
magnetic permeability, respectively. The electric polarization of the medium, P,
is defined as the sum of the dipole moments in a unit volume of the medium:

P =
∑
i

pi = Np. (1.3)

Here, p is the induced dipole moment of one atom and N is the atom den-
sity (1.3.1◦).

1.1.2◦. In general, the quantities µ̂, σ̂ , and ε̂ are tensors. With a high degree
of accuracy, the magnetic permeability µ̂ can be taken to be equal to unity in the
optical range [11]. There is a straightforward correlation between the conductiv-
ity σ̂ of the material and the imaginary part of the permittivity ε̂ [see Eq. (1.16)
below]. Thus, the parameter that most completely describes the interaction of
the IR radiation with a medium is the permittivity ε̂ of the medium. For an
isotropic medium (or a cubic crystal), uniaxial crystals, and the biaxial crystals
of an orthorhombic system, the permittivity ε̂ is a symmetric tensor of the second
rank with six distinct, complex (1.1.9◦) elements, which can be transformed to a
diagonal form by the proper choice of coordinate system [9, 14–16]. Depending
on the symmetry of the film, the number of different principal values of the ten-
sor ε̂ can be 1, 2, or 3 (Section 3.11.2). In particular, for many materials (e.g.,
quartz, tourmaline, calcite) in the visible spectral region, where their absorption
is small, two principal values of the refractive index [Eq. (1.9)] may be equal,
nx = ny �= nz. As a result, along an arbitrary direction of propagation different
from z (z being the optical axis) there exist two independent linearly polar-
ized plane waves (1.1.5◦) traveling with different phase velocities (1.1.4◦). This
phenomenon is named double refraction, or (for the real refractive index) bire-
fringence. If an anisotropic material is absorbing [e.g., in the case of the minerals
mentioned above, but in the region of their lattice vibrations (1.2.4◦)], the extinc-
tion coefficient (1.1.10◦) is also dependent on polarization. This phenomenon is
referred to as pleochroism. A special case of pleochroism is dichroism, or the
imaginary refractive index birefringence. For the biaxial crystals belonging to
monoclinic and triclinic systems, the principal axes of the real and imaginary
parts of the permittivity do not coincide and the tensor ε̂ cannot be put in the
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diagonal form. In inhomogeneous or discontinuous media, the permittivity ε̂

varies from region to region.
1.1.3◦. For a homogeneous, isotropic, and nonabsorbing medium (σ̂ = 0),

Eqs. (1.1a) and (1.1b) can be transformed into the standard wave equations,

∇2E − ε0ε̂µ0µ̂
∂2E
∂t2

= 0, (1.4a)

∇2H − ε0ε̂µ0µ̂
∂2H
∂t2

= 0. (1.4b)

Possible solutions of Eqs. (1.4a) and (1.4b) for the electric and magnetic field
vectors are

E = E0e
i(ωt−kr), (1.5a)

H = H0e
i(ωt−kr), (1.5b)

which represents the transverse monochromatic plane wave propagating in the
direction k. Here, ω is the angular frequency of the wave, r is the location vector
that depends on the coordinate system being used, E0 and H0 are the amplitudes
of the electric and magnetic field, respectively, and k is the wave vector, which
describes the propagation of the wave in the given medium. The terms transverse
and longitudinal waves refer to the direction of the electric field vector E with
respect to the direction of wave propagation, k. Transversality (E ⊥ H ⊥ k) of the
electromagnetic wave can be obtained by substitution of Eqs. (1.5a) and (1.5b)
into (1.1a) with allowance made for (1.1b) and (1.1d) (see also 1.3.7◦).

1.1.4◦. The equation ωt − kr = const describes a plane normal to the wave
vector k. This plane is characterized by a constant phase � = ωt − const and is
called the surface of constant phase or the wavefront. The wavefront travels in a
medium in the direction k with the velocity

v = ω

k
. (1.6)

This is called the phase velocity of the electromagnetic wave in this medium.
1.1.5◦. Along with the frequency of oscillation, ω, the amplitude E0, the

phase �, and the direction of propagation k, an electromagnetic wave is char-
acterized by the direction of oscillation of the electric field vector E. This is
known as the polarization state of the electromagnetic wave. If during wave
propagation the electric vector lies in a plane, the wave is said to be lin-
early polarized. The plane that contains the electric vectors and the direction
of the wave propagation is called the plane of polarization. Superposition of
two linearly polarized waves that are in phase results in a third linearly polar-
ized wave.

1.1.6◦. Substitution of Eq. (1.5a) into Eq. (1.4a) gives the following rela-
tionship for the wave vector:

k2 = ω2

c2
ε̂µ̂. (1.7)
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Here, c = 1/(ε0µ0)
1/2 is the velocity of electromagnetic radiation in vacuum. The

dependence of ω on k (the energy–momentum relation) for an electromagnetic
wave propagating through a crystal is called the dispersion law. Hence, Eq. (1.7)
represents the dispersion law of a transverse electromagnetic wave in an infinite
crystal [17].

1.1.7◦. Substitution of Eq. (1.6) into Eq. (1.7) yields the following expres-
sion for the absolute value of the phase velocity of a wave v = |v| in the medium
characterized by ε̂:

v = c√
ε̂µ̂
. (1.8)

By definition, the absolute refractive index n̂ of a medium is

n̂ = c

v
. (1.9)

In terms of the permittivity and the magnetic permeability,

n̂ = √
ε̂µ̂. (1.10)

1.1.8◦. In 1.1.3◦ –1.1.7◦, we have assumed the medium to be nonabsorbing
and, thus, the parameters ε̂ and n̂ to be constant and σ = 0. However, if the
medium absorbs electromagnetic radiation, these quantities become dependent
on the frequency of incident radiation, the function ε̂(ω) termed the dielectric
function. Below we will neglect the so-called spatial dispersion effects [18] con-
nected with the dependence of the dielectric function on the wave vector ε(k).
This is permissible for the IR range (the limit k → 0).

In the case of absorption of radiation, the wave is damped and the wave
equation (1.4a) transforms into

∇2E − ε0ε̂µ0µ̂
∂2E
∂t2

− µ0µσ
∂E
∂t

= 0. (1.11)

1.1.9◦. The solution (1.5a) will satisfy both Eqs. (1.11) and (1.4a) if the
wave vector, the permittivity, and the refractive index are allowed to be complex
quantities,

k = k′ − ik′′ = k̂s = (k′ − ik′′)s, (1.12a)

ε̂ = ε′ − iε′′, (1.12b)

n̂ = n− ik, (1.12c)

respectively. Here, s is the unit vector along the direction of propagation of the
wave. Notice that Eq. (1.12a) is legitimate only for homogeneous plane waves,
for which k′||k′′ [9, 10, 14–16]. The quantity k̂ = k′ − ik′′ is confusingly called
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the wavenumber, like the quantity ν = 1/λ. Equations (1.7), (1.10), and (1.12a)
give the following relationship between the wavenumber and the refractive index:

k̂ = ω

c
n̂ = 2π

λ
n̂,

or in view of (1.12a) and (1.12c)

k′ = 2π

λ
n, k′′ = 2π

λ
k (1.13)

1.1.10◦. By using Eqs. (1.12) and (1.13), one can rewrite Eq. (1.5a) in terms
of the optical constants:

E = E0e
i(ωt−k′sr)e

−k′′sr = E0e
i[ωt−(2πn/λ)sr]e−(2πk/λ)sr. (1.14)

From Eq. (1.14), we can see that the real parts of the wavenumber and the
refractive index, k′ and n, respectively, determine the phase velocity of the wave
in the medium, whereas the imaginary parts, k′′ and k, determine the attenuation
of the electromagnetic field along the direction of propagation of the wave. By
virtue of this, the imaginary part of the refractive index, k, is called the extinction
coefficient or absorption index. Note that the symbol k is used to designate the
wavenumber and the extinction coefficient. To distinguish between them, we label
the wavenumber with a hat, as k̂.

1.1.11◦. In view of Eqs. (1.10), (1.12b), and (1.12c), substitution of
Eq. (1.14) into Eq. (1.11a) gives

ε′ = n2 − k2, ε′′ = 2nk, (1.15)

and
ε′′ = σ

ε0ω
. (1.16)

Equation (1.16) shows that absorbing media are characterized by nonzero optical
conductivity.

1.1.12◦. For practical purposes, it is convenient to make the inverse trans-
formation of Eq. (1.15):

n = { 1
2

[
(ε′2 + ε′′2)1/2 + ε′]}1/2

,

k = { 1
2

[
(ε′2 + ε′′2)1/2 − ε′]}1/2

.

(1.17)

The evident conclusion from relationships (1.15) and (1.17) is that the principal
macroscopic parameters that characterize the interaction of an electromagnetic
wave with an absorbing medium are n and k or ε′ and ε′′. As an example,
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Figure 1.1. Frequency dependences of n, k, ε′, ε′′, and Im(1/ε̂) for β-SiC characterized by
S = 3.3, ε∞ = 6.7, γ = 8.49 cm−1, and ν0 = 793.6 cm−1. Also shown are optical transverse
and longitudinal frequencies (νTO and νLO, respectively).

Fig. 1.1 shows these functions for β-SiC, which is a strong oscillator with weak
damping (1.3.20◦).

1.1.13◦. The fundamental relations between the real and imaginary parts of
the optical constants, which do not assume a model for calculating ε̂ (Section 1.3),
are rigorously described by the Kramers–Krönig (KK) relations, first introduced
in 1926 [19, 20],

ε′(ω)− ε∞ = 2

π
P

∫ ∞

0

ε′′(ω′)ω′

ω′2 − ω2
dω′, (1.18)

ε′′(ω) = −2ω

π
P

∫ ∞

0

ε′(ω′)− ε∞
ω′2 − ω2

dω′, (1.19)

where P refers to the principal-value integral and ε∞ is the offset value (also
called the anchor point) that accounts for the background of the ε′(ω) func-
tion (1.3.6◦

).
The theoretical aspects of the KK relations are discussed in detail elsewhere

[10, 21–23]. Using the KK relations, the optical parameters of a substance can be
calculated from the measured spectra [24, 25] or the absorption spectrum can be
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calculated from the measured reflection spectrum [26]. The latter mathematical
operation is called the KK transform(ation). The efficient algorithms for this
procedure are available for both normal and oblique incidence spectra [26–32]
and are provided in most software packages of present-day Fourier transform
infrared (FTIR) spectrometers.

1.1.14◦. Electromagnetic theory shows [6–12] that the flux of the electro-
magnetic field energy normal to a unit surface containing the vectors of the
electric and magnetic field is equal to the vector product

� = E × H,

called the Poynting vector or the “ray vector”. Note that in the general case
of an anisotropic crystal, the direction of the Poynting vector differs from that
of the wave vector k. The velocity of the energy propagation in the medium
is named the ray (or energy) velocity. It can be shown [10, 14] that the phase
velocity (1.1.4◦) is the projection of the ray velocity onto the direction of the
wave normal.

1.1.15◦. The intensity of the wave, I , is the energy, time averaged over one
period of oscillation, transferred by the wave across a unit area perpendicular to
the direction of the Poynting vector per unit time. For a damped homogeneous
wave of the type (1.14) propagating in the z-direction [6–13],

I = |〈�〉| = 1
2cnε0|E|2 = 1

2cnε0|E(0)|2e−4πkz/λ, (1.20)

where k = Im(n̂) and n = Re(n̂) are the extinction coefficient and the refractive
index of the medium, respectively, the angular brackets denote a time average
over one period, and E(0) is the electric field at z = 0. Averaging the square
of the vector of the electric field, we have 〈E2〉 = 1

2 |E|2, which allows one to
rewrite Eq. (1.20) as

I = cnε0〈E2〉. (1.21)

Thus the quantity I is proportional to the mean square of the electric field, 〈E2〉,
and the refractive index of the medium (the speed of light in the medium).

1.1.16◦. In spectroscopic practice, besides the extinction coefficient
k(1.1.10◦), absorption of IR radiation is characterized by the decay constant
(the absorption coefficient), the imaginary component of the permittivity, Im ε̂,
and the imaginary component of the reciprocal of the permittivity, Im(1/ε̂). The
conductivity σ is reserved to describe conductors in the frequency range where
ν̃ � σ/ε0ε [33].

1.1.17◦. The decay constant (the absorption coefficient) α is defined as

α ≡ 1

I

d

dz
I. (1.22)

Here, I is the intensity of electromagnetic radiation and z is the distance that
it has passed through the absorbing medium. The distance 1/α measured in a
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direction normal to the surface plane is defined as the penetration depth of the
radiation in the medium. When the electromagnetic wave has propagated through
the penetration depth, its intensity decreases by a factor of e.

By integrating Eq. (1.22), we find that the intensity of light in an absorbing
medium is attenuated according to

I (z) = I (0)e−αz, (1.23)

where I (0) is the intensity for z = 0 inside the medium. Equation (1.23) is
the well-known Bouguer–Lambert–Beer (BLB) law [34], which describes the
absorption of radiation (of “not high intensity”) as it propagates through a
medium. Comparing Eqs. (1.23) and (1.21) and taking into account Eq. (1.13)
give the following relation between the decay constant α, the imaginary part of
the wavenumber, k′′, the dielectric function ε′′, and the extinction coefficient k:

α = 2k′′ = 4π

λ
k = 2ωk

c
= ε′′ω

cn
. (1.24)

Notice that the BLB law is valid only for “weak” absorption because it neglects
the effect of the real part of the refractive index, n, in Eq. (1.21). The relationship
between α and k is demonstrated in Fig. 1.1.

1.1.18◦. According to the Poynting theorem, the real part of the divergence
of the Poynting vector equals the energy dissipated from the electromagnetic field
per unit volume per second. This quantity is related to the imaginary part of the
permittivity of the medium, ε′′(ω), the frequency of the field, ω, and the complex
electric field vector E by

Re(∇·〈�〉) = 1
2 [ε′′(ω)ε0ω]E · E∗ = ε′′(ω)ε0ω〈E2〉, (1.25)

where 〈E2〉 is the mean square of the electric field. Comparing Eqs. (1.25)
and (1.21), we see that, as expected, the rate of absorption is proportional to
the intensity of radiation and the imaginary part of the permittivity, ε′′(ω). The
frequency of the maximum of the function ε′′(ω) is, by definition, the frequency
of the transverse optical (TO) vibrations (1.3.7◦) of the medium, ωTO, and the
function Im ε̂ = ε′′(ω) is called the TO energy loss function. For vibrations with
weak damping (γ � ω0), the frequency of the TO vibrations is close to the
resonance frequency, ωTO ≈ ω0 (Section 1.3) [35].

1.1.19◦. Light passing through an absorbing thin film can be attenuated in
direct proportion to the quantity (Sections 1.5 and 1.6)

Im
1

ε̂(ω)
= ε′′(ω)
ε′2(ω)+ ε′′2(ω)

(1.26)

known as the longitudinal optical (LO) energy loss function. By definition, the
LO energy loss function has its maxima at the frequencies of the LO vibrations
of the medium, ωLO (see also 1.3.7◦).
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The energy loss functions for β-SiC are shown in Fig. 1.1 with the other
optical parameters.

1.2. MODELING OPTICAL PROPERTIES OF A MATERIAL

In this section, the physical mechanisms and selection rules of IR absorption by
bulk material due to vibrations, electronic excitations, and free carriers (elec-
trons and holes) are briefly discussed on the qualitative level from the viewpoint
of quantum mechanics. In general, this problem is highly specialized, and for
fuller details several standard textbooks [21, 34, 36–50] are recommended. All
of these mechanisms also apply to ultrathin films, but their appearance, which
will be discussed in Chapters 3 and 5–7, is quite specific. Note that although
we will discuss absorption by solids, the mechanisms to be considered are also
applicable to liquids.

1.2.1◦. The optical properties of solids that are electrically conducting
(metals and semiconductors) differ considerably from the optical properties of
dielectrics. These differences can be explained in the following manner. In a
solid, there is an abundance of both electrons and energy levels (states) they
can occupy. However, because of the periodicity of the crystal lattice, the energy
states of electrons are confined to energy bands. The highest fully occupied energy
band is called the valence band. The lowest partially filled or completely empty
energy band is called the conduction band. The distance between the bottom of
the conduction band and the top of the valence band is called the band gap.
The energy of the band gap is symbolized by Eg (Fig. 1.2). The conductivity
is determined not only by the amount of free electrons (holes) in the material,
but also by the number of vacant places for their transfer. Therefore, the lowest
conductivity will be observed when the valence band is completely filled and
thus when the conduction band is empty. Such a material is called dielectric. In

0
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−6

Eg

a b c d e

E, eV

Figure 1.2. Schematic representation of band structure of (a, b) metals (overlapping bands
and partially filled band); (c) insulators; (d, e) p- and n- degenerate semiconductors. Here, Eg is
width of band gap and dash line indicates position of Fermi level.
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dielectrics the valence electrons are “strongly” bound to the constituent atoms but
capable of displacement by an electric field, that is, they can be polarized (1.3.2◦).

1.2.2◦. If the conduction band is half filled or the valence band overlaps in the
energy space with the conduction band, the solids have the maximal conductivity.
In such a material under the influence of an electric field, electrons can move to
neighboring vacant states causing an electric current to flow. This phenomenon
is characteristic for metals.

1.2.3◦. In the intermediate case, when the upper band containing electrons
has a small concentration of either empty or filled states and the temperature coef-
ficient of the electrical resistance is negative at high temperatures, the substance
is classified as a semiconductor.

1.2.4◦. We shall restrict ourselves to possible mechanisms of IR absorption
using as an example the transmission and reflection spectra of galena (natu-
ral PbS, semiconductor with Eg ∼ 0.4 eV [46]) (Fig. 1.3). In these spectra, the
regions corresponding to different excited states in solids are clearly discern-
able. In region I, falling in the range of 1800–200 cm−1 for the majority of
substances (ν < 500 cm−1 for PbS), the interaction of light with TO vibrations
of the crystal lattice — phonons — takes place. Here, the extinction coefficient
k (1.1.10◦) reaches values on the order of 10−1 –101 [25, 51, 52]. The second
region, II, dependent on the width of the band gap Eg is called the transparency
region of the crystal. For dielectrics and semiconductors this region lies in the IR
range. For many oxides its short-wavelength boundary (ν ∼ 3000 cm−1 for PbS)
extends to vacuum ultraviolet (UV). However, because of the presence of defects
and impurities in crystals and mutliphonon processes, the extinction coefficient
does not reduce to zero everywhere over region II. At the maxima, the quantity
k can reach values on the order of 10−3 –10−1 [25, 48, 51] depending on the

3000 2000 1000

Wavenumber, cm–1
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II

III
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10

T, %

Figure 1.3. Absorption according to different mechanisms in transmission spectrum of a
2-mm-thick PbS plate. I — phonon absorption, II — transparency region, III — fundamental
absorption. Asterisks indicate artifact due to atmosphere absorption.



12 ABSORPTION AND REFLECTION OF INFRARED RADIATION BY ULTRATHIN FILMS

concentration of impurities and defects. In regions I and II free-carrier absorp-
tion may manifest itself under specific experimental conditions (Section 3.7).
For example, it is responsible for a monotonic background generated in the ATR
spectra of semiconducting electrodes with changing potential (Figs. 3.44, 3.47,
7.34, 7.35, and 7.41). At wavenumbers ν > Eg/(h · c) (region III) the electrons
transfer from the valence band to the conduction band. This type of absorption
is called fundamental absorption and the frequency ν = Eg/h is the absorption
edge. Here, the extinction coefficient increases abruptly up to values on the order
of 10−1 –100 [25, 48, 51].

1.2.5◦. An electron excited into the conduction band and a hole left in the
valence band can combine to form an electrically neutral species, called an exci-
ton. Energy levels of excitons are located in the forbidden band gap and result
in essential changes in the spectrum in the vicinity of the absorption edge.

1.2.6◦. The presence in metals of a great number (∼1023 cm−3) of free elec-
trons gives rise to the high absorption (k ∼ 101 –102) observed in the IR range
[25, 47]. In this spectral region, metals are characterized by high reflectivity,
which, according to the microscopic theory of optical properties, is due to the
absorption of light by conduction band electrons followed by rapid emission. As
a result, the electromagnetic field behaves as if it were diffusing into the medium
(1.3.11◦).

1.2.7◦. The elementary excitations inside a specimen can cause absorption
or emission of IR radiation only when special conditions — selection rules — are
met. For example, all three vibrations of the H2O molecule (νas, νs, and δs)
and librations (the “frustrated” rotations of the H2O molecules relative to each
other) are active in the IR spectrum of water (Fig. 1.4), whereas the bands of
the stretching vibrations of the C–C groups are absent in the IR spectra of a
polyethylene film (–CH2 –CH2 –)n. Below we shall formulate these selection
rules. Readers interested in this topic should consult Refs. [53–64].

4000 3000 2000 1000

0.0

0.5

*

Wavenumber, cm–1

lo
g 
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νas νs

δs

ρ

δs +ρ

Figure 1.4. ATR spectrum of water. Asterisk indicates atmosphere CO2 absorption.
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1.2.8◦. If a normal mode in a crystal, connected for example with a phonon
or the photoionization of an impurity, gives rise to any change in the electric
dipole moment p, then the dynamic dipole moment ρ = ∂p/∂qi is nonzero. Here
qi is the normal coordinate, which characterizes the corresponding normal mode
and can be derived from normal coordinate analysis based on classical physics
[55]. The value of p depends on the relative ionicity of the species and can be
obtained only by quantum-chemical calculations (see Ref. [61] and the literature
therein). In general, the more polar the bond, the larger the p term. The matrix
element of the dynamic dipole moment, |〈j |ρ|i〉|, is called the transitional dipole
moment (TDM) of the corresponding normal mode.

1.2.9◦. According to Fermi’s golden rule [40, 42], the integral intensity A
of the absorption band of the normal mode is proportional to the probability per
unit time of a transition between an initial state i and a final state j . Within
the framework of the first (dipole) approximation of time-dependent perturbation
quantum theory [46, 65], this probability is proportional to the square of the
matrix element of the Hamiltonian Ĥ = −Ê · p̂, where E is the electric field
vector and p is the electric dipole moment, resulting in the absorption

A ∝ E2|〈j |ρ|i〉|2 cos2 ϑ, (1.27)

where |〈j |ρ|i〉| is the TDM (1.2.8◦) and ϑ is the angle between vectors E and ρ.
Equation (1.27) represents the mathematical formulation of the selection rule for
the activity of any excitation in the IR spectrum. From this equation it is clear that
absorption of IR radiation is anisotropic. An excitation is active if (1) a change
of the dipole moment takes place and (2) the projection of this change onto the
direction of the electric field is nonzero. Maximum absorption is observed when
E is parallel to the dynamic dipole.

1.2.10◦. In the case of simple molecules, the question of whether a particular
vibration is active in the IR spectrum can be answered by considering the forms of
the normal modes [49–60, 66]. It can be seen in Fig. 1.4 that the dipole moment
changes under all the active vibrations of the H2O molecule. In contrast, the vibra-
tions of homopolar molecules such as H2 and N2 do not produce a dipole moment
and thus are inactive in the IR spectrum. When a polyatomic molecule contains a
center of symmetry, the vibrations symmetrical about this center are active in the
Raman spectrum but inactive in the IR spectrum of this molecule, and vice versa.
This result is known as the alternative prohibition rule. In general, the activity
of the excitation in the IR spectrum cannot be predicted from such a qualitative
analysis, but rather must be determined using group theory [51–54, 62].

1.3. CLASSICAL DISPERSION MODELS OF ABSORPTION

To describe the interaction of radiation with a substance on the atomic level,
resulting in absorption of light over a wide spectral range from the vacuum UV
to the far-IR region, the quasi-classical approach is used [38–45]. It is based on
the model proposed by Lorentz [67] in the beginning of the twentieth century,
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considering electrons and atoms (ions) in matter to be an ensemble of harmonic
oscillators. In this section, the classical Lorentz dispersion model is discussed
[10, 12, 22].

1.3.1◦. A harmonic oscillator is a particle oscillating along the x-axis under
the action of a quasi-elastic force F = −Kx (where K is the elasticity coefficient
and x is the displacement of the particle from its equilibrium position) with a
potential energy given by V = 1

2Kx
2 = 1

2mω
2
0x

2. Here, ω2
0 = K/m is the angular

fundamental frequency and m is the particle mass. In the case of dipole oscilla-
tions, m is the reduced dipole mass. What is the response of such an oscillator
to an external electric field?

1.3.2◦. When one of these independent oscillators is exposed to an electro-
magnetic field, it becomes polarized. In the linear approximation, the induced
dipole moment appearing in Eq. (1.3) for the electric polarization is proportional
to the applied electric field

p = α̂ε0E. (1.28)

The coefficient α̂, which is related to the displacement of charged particles in a
solid, is called the electric polarizability of the medium. This coefficient is the
second-rank Hermitian tensor for an anisotropic particle, but it reduces to a scalar
for isotropic particles. Note that to avoid confusion with the absorption coefficient
α, the polarizability has been noted by the symbol α̂ (with a hat). From Eqs. (1.28)
and (1.3) we obtain the following expression for the polarization P = α̂ε0NE.
Thus, in view of Eq. (1.2a), the permittivity ε̂ of an ensemble of particles can be
written as

ε̂ = 1 +Nα̂, (1.29)

which assumes that all the particles respond to the exciting external electric field
in phase, that is, coherently. This simple equation is the bridge between the
macroscopic optical properties of the specimen, described in terms of the local
dielectric function, and the microscopic parameter α̂ characterizing polarization
of each specific particle under the action of the external electric field.

1.3.3◦. Let an external electric field of the form E = E0 expiωt be applied
in the x direction to a harmonic oscillator representing either vibrations of elec-
trons relative to the positively charged ions or phonons (1.2.4◦). The electric
field redistributes charges, inducing a dipole moment according to Eq. (1.28).
The force bonding the ion (electron) within the lattice restricts this disturbance
and produces a restoring force. Consider these forced vibrations when there is
damping (from energy losses) in the system. The Newton equation for the motion
of a harmonic oscillator is

m∗ d2x
d t2

+m∗γ
dx
d t

+ βx = −e∗E, (1.30)

where x is the displacement of the oscillator with respect to the equilibrium; β is
the restoring force per unit displacement x; γ is the damping force per unit mass
and per unit velocity, or the damping constant; and e∗ andm∗ are, respectively, the
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effective charge and reduced mass of the dipole. After integration of Eq. (1.30),
we obtain the following expression for the displacement:

x = − e∗/m∗

ω2
0 − ω2 + iωγ

E, (1.31)

where ω0 = √
β/m∗ is the resonance angular frequency of the dipole.

1.3.4◦. Taking into consideration Eqs. (1.28) and (1.31) and the fact that the
dipole moment p induced by the external electric field is p = −e∗x, we can write
the expression for the polarizability in the form

α̂ = e∗2

ε0m∗
1

ω2
0 − ω2 + iωγ

. (1.32)

Then, in view of Eqs. (1.29) and (1.32), the dielectric function proves to be a
complex quantity written as

ε̂ = 1 + ω2
p

ω2
0 − ω2 + iωγ

, (1.33)

where

ωp =
√
Ne∗2

ε0m∗ (1.34)

is the so-called plasma frequency, which describes either the lattice vibrations or
oscillations of electrons, and N is the number of the effective oscillators per unit
volume. The value of ωp determines the oscillator strength (1.3.15◦). We have
that high plasma frequencies result from large effective charges, small masses,
and high densities. For phonons, the plasma frequency falls within the IR spectral
range. For the plasma of free carriers (1.3.12◦), this parameter varies from the
IR range for semiconductors to the UV/visible range for metals.

1.3.5◦. Notice that in the Lorentz model the difference between the local
(actual) field Eloc and the macroscopic (applied) field E is neglected. Strictly
speaking, this may be done only in the description of rare gaseous media,
when Nα̂ � 1, and for delocalized (free) electrons [68]. In the general case
of phonons and highly localized (bound) electrons, the local electric field that
acts on the particle is the sum of both the external field and the electric field
of the surrounding particles. It can be demonstrated [52] that from the Clau-
sius–Mossotti/Lorentz–Lorenz (CMLL) law [12, 22, 33] the effect of the local
field (the density of the material) results in the red shift of the resonance fre-
quency from the value ω0 to the value that can be calculated with the formula
ω2

0 = β/m∗ − 1
3ω

2
p.

1.3.6◦. The Lorentz model becomes more useful and applicable over a wide
frequency range if the effect of oscillators of different types is taken into account.
In the simplest harmonic approximation, the oscillators representing the lattice
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and electron vibrations are assumed to be independent and the generalized electric
polarizability α̂ is an additive quantity

α̂ = α̂e + α̂v = α̂e + e∗2/(ε0m
∗)

ω2
0 − ω2 + iωγ

, (1.35)

where αe is the electronic component of the polarizability (usually constant in
the IR region) and α̂v is the vibrational part. In this case, ignoring orientational
(dipolar) polarizability [22], Eq. (1.33) is transformed into the sum

ε̂ = 1 +
∑
ς

ω2
p,ς

ω2
0,ς − ω2 + iωγς

+
∑
l

ω2
p,l

ω2
0,l − ω2 + iωγl

. (1.36)

Here, ω0,ς and ω0,l are the resonance frequencies of electrons bound within a
ζ -type lattice site and of the lattice vibrations of the l type, respectively; ωp,ς ,
ωp,l , and γς , γl are the plasma frequencies [Eq. (1.34)] and the phenomenological
damping constants characterizing the electron and lattice vibrations, respectively.

When we deal with the IR spectral range, the first two terms in Eq. (1.36)
can be replaced to a good approximation by the value of the dielectric function
at the frequency ω in the transparency region (1.2.4◦), where only the valence
electrons are assumed to contribute to the polarization (atomic centers are rigidly
fixed). This value is called the high-frequency (optical) dielectric constant or the
screening factor and denoted as ε∞[ε∞ = ε(ω) if ω0,l � ω � ω0,ς ]. In partic-
ular, for a cubic diatomic ionic crystal modeled by one oscillator, the dielectric
function Eq. (1.36) can be represented in the IR range as

ε̂ = ε∞ + ω2
p

ω2
0 − ω2 + iωγ

, (1.37)

where ω0 and ωp are the resonance and plasma frequencies, respectively. In the
absence of damping (γ = 0),

ε = ε∞ + ω2
p

ω2
0 − ω2

. (1.38)

Passing to the limit ω → 0 in Eq. (1.38), one can obtain the following relation-
ship:

ω2
p = ω2

0(εst − ε∞), (1.39)

where εst is the static (or low-frequency) dielectric constant defined as εst =
limω→0 ε̂(ω) or εst = 1 + Pst/(ε0Est), where Est and Pst are the static electric
field and polarization, respectively.

Substituting Eq. (1.39) into Eq. (1.38), we have

ε = ε∞ + (εst − ε∞)ω2
0

ω2
0 − ω2

. (1.40)
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Figure 1.5. Function ε(ω) for model system without damping, covered by S = 3 and ε∞ = 12.

1.3.7◦. The behavior of the dielectric function described by Eq. (1.40) for a
model undamped oscillator characterized by ε∞ = 12, εst − ε∞ = 3, and γ = 0
is shown in Fig. 1.5. It can be seen that in the absence of damping the dielectric
function is negative over a certain frequency range. The high-frequency bound-
ary of this range, where ε(ω) = 0, is the frequency of the longitudinal optical
wave and is designated as ωLO. In fact, from Eq. (1.1b), when ε(ω) = 0, we
obtain ∇ × H = 0. This equation combined with Eq. (1.1d) leads to the con-
clusion that B = 0 and, consequently, ∇ × E = 0. This means that the electric
field is longitudinal (1.1.3◦), while the magnetic field is absent at ωLO [9, 11]. At
the resonance frequency ω0 the dielectric function has a pole, ε(ω0) �= 0. From
Eq. (1.1c) we obtain ∇ · E = 0, which represents the condition of the transver-
sality of the electric field. Provided γ � ω0, ω0 ≈ ωTO (1.1.18◦), and both the
frequencies ω0 and ωTO are said to characterize the transverse excitation.

If ε = 0, Eq. (1.38) may be transformed to give the following relationship
between the quantities ωLO and ωTO [69]:

ω2
LO = ω2

TO
εst

ε∞
. (1.41)

This is known as the Lyddane–Sachs–Teller (LST) law [70]. In covalent
monoatomic and organic crystals, with vanishing dipole moment, εst ≈ ε∞, and
hence ωTO ≈ ωLO, which for these materials is usually denoted as ω0. By using
Eq. (1.41), we can rewrite Eq. (1.40) in the form

ε(ω) = ω2
LO − ω2

ω2
TO − ω2

. (1.42)

1.3.8◦. There are many excellent books [22, 33, 37, 46, 69, 71] in which
the properties of the longitudinal and transverse optical excitations (LO and TO
modes, respectively) are discussed in detail. Below, a short summary of these



18 ABSORPTION AND REFLECTION OF INFRARED RADIATION BY ULTRATHIN FILMS

a

b

Figure 1.6. Displacements of ions in ionic cubic crystal in (a) transverse and (b) longitudinal
waves.

discussions is given that will be used for the interpretation of IR spectra of
thin films.

A qualitative, physical description of the longitudinal and transverse optical
phonons is illustrated in Fig. 1.6. Kittel [22] phenomenologically explains the
fact that ωLO > ωTO as follows. The local electric field induces polarization of
the surrounding atoms in the opposite direction to that of the longitudinal mode
but in the same direction as the transverse mode. This polarization causes an
increasing resistance to the longitudinal vibration relative to the transverse one
(see also Ref. [33]).

In the case of strong oscillators, the range of frequencies from ωLO to ωTO

is characterized by purely imaginary values of the refractive index (1.10) and
the wavenumber (1.12a). This range is therefore forbidden for the propagation
of electromagnetic waves. For the range ωLO < ω < ωTO, the reflectance R at
normal incidence [Eq. (1.70)] equals unity; that is, the incident wave is totally
reflected. This causes the reststrahlen (residual ray) bands to arise in the specular
reflection spectra of “strongly” absorbing substances.

From the general selection rule (1.27), it follows that, unlike the case of
the transverse excitations (ϑ = 0◦), the longitudinal excitations (ϑ = 90◦) are
nonradiative for any experimental geometry of experiment; that is, they do not
interact with the transverse electromagnetic wave. For ultrathin films, absorption
of p-polarized radiation at the frequency close to ωLO takes place (Section 3.1).
However, this absorption is due to the transverse surface mode produced by the
so-called size effect (Section 3.2).

1.3.9◦. It should be pointed out that ωLO and ωTO characterize not only
optical phonons (1.2.4◦) but also excitons (1.2.5◦), plasmons, and so on. Consider
the dielectric function of the plasmons.

Metals are denoted as free-electron metals if most of the electronic and optical
properties are due to the conduction electrons alone. Examples are Al, Mg, and
alkali metals. The dispersion of the optical constants of the free-electron metals
is described by the Drude model [72], which can be regarded as a special case
of the Lorentz model (1.3.3◦) when the restoring (bounding) force β is equal to
zero, and hence the resonance frequency of free carriers, ω0 = √

β/m (here, m
is electron mass), is also equal to zero, ω0 = 0. The damping force γ results
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from collisions of electrons with the lattice. It is assumed that γ = 1/τ , where
τ is the average time between collisions (the collision relaxation time). Because
the wave function of a free-electron gas is distributed uniformly throughout the
metal, the field acting on a single electron is the average field and the local field
correction is not necessary [50]. Thus, proceeding from Eq. (1.37), we can write
the dielectric function for the electron plasma as

ε̂ = 1 + ω2
p

iγω − ω2
, (1.43a)

where ωp is expressed by Eq. (1.34) in terms of the mass and charge of an
electron. Formula (1.43a) is called the Drude dielectric function.

1.3.10◦. If we further assume that γ � ω, the dielectric function Eq. (1.43a)
can be rewritten as

ε ≈ ω2
p − ω2

−ω2
. (1.43b)

Comparing Eq. (1.43b) with Eq. (1.42), we see that ωp = ωLO. This means that
plasma oscillations take place along the direction the electric field and therefore
manifest themselves as longitudinal waves. Consequently, they do not interact
with the transverse electromagnetic field (1.3.7◦). In quantum mechanics, the
particle with the energy ωph̄ is called the volume plasmon.

1.3.11◦. Attenuation of the electric field by a metal is characterized by the
skin depth δ. By definition, δ = 2/α, where α is the decay constant (1.1.17◦).
The electric field decreases exponentially by the factor of e over a distance of δ,
whereas the light intensity [Poynting vector (1.1.15◦)] decreases by the factor of
e2 over a distance of δ. Equation (1.24) gives

δ = λ

2πk
≈ 10−5 cm. (1.44)

It should be kept in mind that Eq. (1.44) is valid only in the cases where the
distances associated with spatial changes of the field are large compared to the
free path of the conduction electrons (normal skin effect).

1.3.12◦. For such metals as Al, Cu, Au, and Ag, the density of the electron
plasma, N , involved in Eq. (1.34) is on the order of 1023 cm−3. This means
that ωp ≈ 2 × 1016s−1 (λp ≈ 100 nm), so that in the IR spectral range ω � ωp,
and the dielectric function Eq. (1.43b) is negative (ε < 0), while the refractive
index is purely imaginary (in practice, the refractive index of metals has the
real component [25, 47, 52]). This leads to strong absorption and reflection of
electromagnetic radiation by metals in the IR range. At ω > ωp metals become
transparent and behave like dielectrics. In semiconductors, ωp is shifted to the
region of lower frequencies depending on the concentration N and the effective
mass of free carriers, m∗. For example, for n-Ge with N ≈ 1019 cm−3, λp ≈
10 µm, which corresponds to the IR spectral range.

1.3.13◦. The Drude model (1.3.9◦) gives a correct description of optical char-
acteristics of free-electron metals only. For the other metals and semiconductors,
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however, this model is unsatisfactory because of substantial contributions of
interband transitions from lower lying bands into the conduction band (bound
electrons) and lattice ions. In this case, the dielectric function can be described
by the equation

ε(ω) = εfe(ω)+ δεbe(ω)+ δεL(ω),

where εfe(ω) is described by Eq. (1.43a) and δεbe(ω) and δεL(ω) are the second
and third terms in Eq. (1.36) that are connected with bound electrons and the
lattice vibrations, respectively.

1.3.14◦. As a rule, the experimental (Section 3.2) frequency dependence of
the free-carrier absorption (or the Drude absorption) disagrees with the ω−2

law predicted by the Drude model [Eq. (1.43a)]. The actual dependence of the
decay constant α follows the ω−p law [40, 42, 46], where p is a constant
over the range 1 < p < 4. The constant p depends on the semiconductor, the
frequency range, the temperature, and the concentration of impurities and free
carriers. The quantum-mechanical extension of the Drude theory [73] shows that
p = 3 if free carriers are scattered on the optical phonons, p = 3.5 for ionized-
impurity scattering, and p = 1.5 if the scattering centers are acoustic phonons.
Therefore, the Drude absorption can be used for determining not only the con-
centration and mobility of free carriers but also the mechanism of the free-carrier
scattering.

1.3.15◦. To evaluate the intensity of the absorption band, the dimensionless
constants Sj , which are called the oscillator strengths, are introduced with the
formula

Sj = ω2
p

ω2
0j

, (1.45)

where ωp and ω0j are, respectively, the plasma [Eq. (1.34)] and resonance fre-
quency of the j th oscillator. This allows one to rewrite Eq. (1.36) for a multi-
phonon system in the general form

ε̂(ω) = ε∞ +
n∑
j=0

Sjω
2
0j

ω2
0j − ω2 + iωγj

, (1.46)

which is convenient for parametrization of optical properties of a substance
[24a, 74–76]. Here, the possibility of a free-carrier contribution [Eq. (1.43a)] is
included in the j = 0 mode by setting ω00 = 0 and γ0 equal to the collision fre-
quency. Equation (1.46) is known as the Maxwell–Helmholtz–Drude dispersion
formula . In the case of randomly oriented weak oscillators of one type with weak
damping (γ � ω0), substituting the value for the imaginary part of the dielectric
function, ε′′, from Eq. (1.46) [Eq. (1.53b)] into Eq. (1.24), one can derive the
following relationship between the integral absorption over the absorption band
A(ν)and the oscillator strength S [37]:

A(ν) ≡
∫
α(ν)dν = 1

6
Nπ

ω2
0

c
S, (1.47)
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where N is the concentration of the oscillators. This can be considered as a
reformulation of the BLB law [Eq. (1.23)]: The integral absorption is proportional
to the concentration of oscillators.

The quantity S is related to the concentration of oscillators N , their reduced
mass m∗, the resonance frequency ω0, and the phenomenological effective ionic
charge e∗ [46] by the equation

S = Ne∗2

m∗ε0ω
2
0

. (1.48)

The formula (1.48) or formulas based on another definition of the effective charge
[40, 43, 46, 77] can be used for evaluating the degree of the bond polarity (the
valency) from IR spectra of thin films if the density N of the electric dipoles
is known from independent measurements [46, 78]. This parameter is of consid-
erable importance, since it allows one to calculate the derivative of the surface
potential with respect to the thickness of the adsorbate layer [79] and the interionic
distance [40, 43, 46].

The oscillator strengths Sj satisfy the sum rule,

εst = ε∞ +
∑
j

Sj . (1.49a)

For an ionic crystal with a two-atom cell, Eq. (1.49a) takes the simple form

εst = ε∞ + S. (1.49b)

Thus, the oscillator strength is proportional to the polarizability of the corre-
sponding elementary excitations. Substituting Eq. (1.41) into Eq. (1.49b), we
obtain

S = ε∞
ω2

TO

(ω2
LO − ω2

TO) (1.50)

or

ω2
LO = ω2

TO

(
1 + S

ε∞

)
. (1.51)

Equation (1.51) demonstrates that the frequency separation of the longitudinal
and transverse waves (TO–LO splitting) is proportional to the oscillator strength.
For fixed values of the oscillator strength S and the high-frequency dielectric
constant ε∞, the TO–LO splitting will be less for higher frequency modes than
for lower frequency modes. This is explained [80] by the fact that a low ωTO

implies a weak restoring force for the vibration, which will lead to an increased
polarization and therefore a large TO–LO splitting.

1.3.16◦. The quantum-mechanical description of the radiation–matter inter-
action uses the same classical expression (1.46) but assigns new meanings to the
quantities involved [41, 44–65]. Thus, ω0j is the frequency of the transition from
the ground state 0 to the excited state j separated in energy by h̄ω0j . The damp-
ing constants γ are connected with the transition probabilities from the state j to
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all the other states. The oscillator strength Sj is treated as the relative probability
of a quantum-mechanical transition between two definite states 0 and j in times
of the number of oscillators N available for the interaction:

Sj ∝ N |〈j |ρ|i〉|2, (1.52)

where |〈j |ρ|i〉| is the TDM of the excitation (1.2.8◦).
1.3.17◦. Equation (1.46) can be split into real and imaginary parts as follows:

ε′(ω) = ε∞ +
∑
j

Sjω
2
0j (ω

2
0j − ω2)

(ω2
0j − ω2)2 + ω2γ 2

j

, (1.53a)

ε′′(ω) =
∑
j

γjSjω
2
0jω

(ω2
0j − ω2)2 + ω2γ 2

j

. (1.53b)

Hence, the maximum of the TO energy loss function (ε′′) for an elementary
damped harmonic oscillator occurs at ωmax, where ω2

max,j = 1
6 {2ω2

0j − γ 2
j +

[(2ω2
0j − γ 2

j )
2 + 12ω4

0j ]1/2}, or, if γj � ω0j , ω2
max,j ≈ ω2

0j − 1
4γ

2
j .

Consider the forms of the functions ε′(ω), ε′′(ω), n(ω), k(ω), |ε̂(ω)|, and
Im[1/ε̂(ω)] for the three most common cases:

1. a strong oscillator with weak damping, as for β-SiC (Fig. 1.1);

2. a model strong oscillator with strong damping (Fig. 1.7a); and

3. weak oscillators with weak damping, as for the νCH vibrations of polyethy-
lene (Fig. 1.7b).

One can see in Fig. 1.1 that for a strong oscillator with weak damping the func-
tion ε′(ω) = Re[ε(ω)] lacks the discontinuity at the frequency ω = ωTO, which is
observed when no damping occurs (Fig. 1.5), but has a pole. At ωLO, the function
ε′ goes to zero (n = k). This is used in determining ωLO according to Drude’s
method (Section 3.2.3). If either the damping constant increases or the oscillator
strength decreases, the pole and the zero value of ε′(ω) disappear (Figs. 1.7a
and b) so that for heavily damped strong oscillators and weak oscillators there
is neither a zero value nor a pole for the function ε′(ω). As a consequence, the
Drude rule becomes inapplicable [35]. Notice (Figs. 1.1 and 1.7a) that the TO
energy loss curve, ε′′(ω), is symmetric and centered practically at ωTO. It can
also be seen that for β-SiC and model inorganic substance (Figs. 1.1 and 1.7a)
the maximum of the extinction coefficient k shifts toward higher frequencies with
respect to the frequency ωTO, and its contour is asymmetrical. This behavior is
typical of a strong oscillator. It follows that, in contrast to the case of a “weak”
oscillator (Fig. 1.7b), the transverse frequency of a strong oscillator cannot be
found from a measured absorption spectrum alone.

1.3.18◦. The Maxwell–Helmholtz–Drude dispersion formula (1.46) provides
a good model of the dielectric function in the case of moderate to weak TO
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Figure 1.7. Frequency dependences of n, k, ε′, ε′′, and Im(1/ε̂) for (a) model inorganic
substance characterized by S = 1.37, ε∞ = 3.68, γ = 138 cm−1, and ν0 = 852 cm−1 and
(b) polyethylene in region of the νCH band, whose elementary oscillators are characterized by
S = 0.002, 0.0043, 0.0021; γ = 10, 11.5, 19 cm−1; ν0 = 2850, 2920, 2930.5 cm−1; ε∞ = 2.22
from Ref. [74].

mode damping. However, for a number of heavily damped strong oscillators, the
dielectric function is often represented as the product [81–83]

ε(ω) = ε∞
∏
j

|ω̂LOj |2 − ω2 − iωγLOj

ω2
0j − ω2 − iωγj

, (1.54a)

which allows the introduction of the LO mode parameters [the frequency ω̂LOj

and the damping coefficient γLOj = 2 Im(ω̂LOj )] in a straightforward way. This
form of the dielectric function is known as the semiquantum four-parameter
model. Assuming γ = 0 and letting ω → 0, the general LST relationship can be
derived from Eq. (1.54a), namely [84],(

εst

ε∞

)1/2

=
∏
j

ωLOj

ωTOj
. (1.54b)

1.3.19◦. The functions n(ω) and k(ω) cannot be represented as a sum or
product as for the dielectric function [Eqs. (1.46) and (1.54a)] and should be
calculated from Eq. (1.17) by using Eqs. (1.53).

1.3.20◦. The absorption spectrum containing many bands with partially over-
lapped contours is typical for the majority of materials [4]. The magnitudes of
damping of the corresponding IR-active modes can be determined by nonlinear
energy transfer processes from the given vibration to other vibrations. The for-
mulas for the dielectric functions in the case of coupled modes were obtained by
Barker and Hopfield [85]. The interaction of a (discrete) phonon with a contin-
uous electronic excitation can result in specific band distortions [86] named the
Fano resonances.
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1.4. PROPAGATION OF IR RADIATION THROUGH PLANAR
INTERFACE BETWEEN TWO ISOTROPIC MEDIA

Let an electromagnetic wave propagating in medium 1 with refractive index n̂1

encounter at z = 0 (Fig. 1.8) an ideal planar surface of medium 2 characterized
by n̂2 �= n̂1. At the interface, the incident wave splits into the reflected and
transmitted (across the interface) components (Fig. 1.8). What are the directions
and intensities of these components? Consider first the case when both contacting
media are transparent (k1 = k2 = 0).

1.4.1◦. Law of reflection. The incident ray, the reflected ray, and the nor-
mal to the interface at the point of incidence all lie in the same plane (the
plane of incidence). The angle of incidence ϕ1 is equal to the angle of reflection
ϕ′

1(Fig. 1.8):
ϕ1 = ϕ′

1. (1.55)

All the angles are measured with respect to the surface normal (Fig. 1.8).
The reflection from the boundary when medium 1 is optically rarer than

medium 2 (n1 < n2) is called the external or specular† reflection (Fig. 1.8).
When the radiation travels from an optically denser to optically rarer medium,
that is, when n1 > n2, it is said that internal reflection takes place (see Fig. 1.10
below).

1.4.2◦. At a nonzero angle of incidence, ϕ1 �= 0, the direction of the trans-
mitted beam differs from the direction of the incident beam. This process, the
deflection of a beam by a medium, is called refraction.

Law of refraction. The incident ray, the refracted ray, and the normal to the
interface at the point of incidence all lie in the same plane (the plane of incidence).
The angle of incidence ϕ1 is related to the angle of refraction ϕ2 (Fig. 1.8) by

ϕ1

ϕ2

ϕ'1 n1

n2

Incident beam Reflected beam

Refracted beam

Normal

Interface

Figure 1.8. External reflection and refraction of light at interface of two phases, n2 > n1.

† From the Latin term speculum, which means “mirror.”
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Snell’s law, which was established empirically in 1621:

sin ϕ1

sin ϕ2
= n2

n1
, (1.56)

where n1 and n2 are the refractive indices of the input and output media,
respectively.

1.4.3◦. To find the intensities of the reflected and transmitted beams, we need
first to consider the relationship between the amplitudes of these beams. From
the viewpoint of the Maxwell theory (1.1.1◦), at an interface, the electric field
vector of every monochromatic linearly polarized electromagnetic wave has the
form described by Eq. (1.5a):

Ein(r, t) = Ein(0)e
i(ωt−kinr),

Er (r, t) = Er (0)ei(ωt−kr r),

Et (r, t) = Et (0)ei(ωt−kt r).

(1.57)

Here, kin, kr , kt and Ein(0), Er (0), Et (0) are, respectively, the wave vectors and
amplitudes of the incident, reflected, and transmitted waves.

1.4.4◦. For isotropic bounding media, a beam of IR radiation incident onto
a surface can be resolved into two orthogonal and, therefore, independent compo-
nents (1.1.5◦) [6, 9] (Fig. 1.9): the s-component (s-polarization) and the
p-component (p-polarization). In Fig. 1.9, these components are schematically
denoted by the arrows lying in the plane of incidence coinciding with the plane
of drawing (p) and by circles pointing out of the plane of drawing (s). The
s-polarized component has the electric field vector Es oriented perpendicular to
the plane of incidence (xz in Fig. 1.9). The p-polarized component has the electric
field vector Ep parallel to this plane. The vector Es lies in the plane of the surface

n2 > n1 

n1

Et

Ein Ep

Es

Er

x

y

z

xz

Figure 1.9. Electric field vectors in two-phase system.
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at any angle of incidence ϕ1, whereas Ep will only lie in the plane of the surface
when ϕ1 = 0.

1.4.5◦. The amplitudes of the waves for p- and s-polarized incident radia-
tion (1.57) can be interconnected in a formal way as

Esr (0) = rsEin(0),

Est (0) = t sEin(0),

Epr (0) = rpEin(0),

E
p
t (0) = tpEin(0),

(1.58)

where rs , t s , rp, and tp are the Fresnel amplitude coefficients for s- and
p-components of the reflected and transmitted wave.

1.4.6◦. The quantities observable spectroscopically are the reflectance R12

and the transmittance T12 of the interface. They are defined as the ratios of
the z-components (normal to the interface) of the time-averaged Poynting vec-
tors (1.1.15◦) for the reflected and transmitted waves to that of the incident
wave [8]:

R12 = 〈<〉r,z
〈<〉in,z

, T12 = 〈<〉t,z
〈<〉in,z

. (1.59)

1.4.7◦. The boundary conditions for nonferromagnetic materials require con-
tinuity of the electric and magnetic field vectors across the boundary [6–13]:

Dnormal continuous (no surface free charge),

Etangential continuous,

B = H continuous (nonmagnetic media).

(1.60)

Using the boundary conditions, one can determine the amplitudes [Eq. (1.58)]
and intensities [Eq. (1.59)] of the reflected and transmitted waves as well as their
directions of propagation [9, 14, 52, 87, 88].

1.4.1. Transparent Media

1.4.8◦. For nonabsorbing materials, the boundary conditions (1.4.7◦) lead to
the Fresnel formulas for the amplitude of reflection and transmission coeffi-
cients (1.4.5◦):

r
p

12 = tan(ϕ1 − ϕ2)

tan(ϕ1 + ϕ2)
,

rs12 = − sin(ϕ1 − ϕ2)

sin(ϕ1 + ϕ2)
,

t
p

12 = 2n1/ cos ϕ2

n2/ cosϕ2 + n1/ cosϕ1
,

ts12 = 2 sin ϕ2 cosϕ1

sin(ϕ1 + ϕ2)
.

(1.61)
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These expressions were derived in a slightly less general form by Fresnel in 1823
on the basis of his elastic theory of light [9]. From Eqs. (1.59) and (1.20) we
obtain the energetic coefficients

R
s,p

12 = |rs,p12 |2,
T
s,p

12 = |t s,p12 |2n2 cosϕ2

n1 cosϕ1
,

(1.62)

which, along with Eq. (1.61), completely express the relationship between the
reflecting and transmitting properties of an interface and the refractive indices of
the substances on both sides of that interface. The factor (n2 cosϕ2)/(n1 cosϕ1)

in the relationship for the transmittance [Eq. (1.62)] arises because the rate of
the energy flow is proportional to the refractive index of the medium [Eq. (1.20)]
and the cross-sectional area in medium 1 is S cosϕ1, and in medium 2 is S cos ϕ2

(here, S is the area illuminated by the incident beam on the surface). It can be
shown that T s,p12 + R

s,p

12 = 1, which implies that the boundary does not absorb or
create energy.

1.4.9◦. It can be shown from Eq. (1.61) that for the case of the transparent
bounding media rp12 = 0 when ϕ1 + ϕ2 = 1

2π . This condition is fulfilled at the
angle of incidence

ϕB = arctan
(
n2

n1

)
, (1.63)

called the Brewster angle. At ϕB , the p-polarized beam passing through the inter-
face and undergoing refraction is oriented at an angle of 1

2π with respect to the
reflected (s-polarized) beam. That is, separation of the s- and p-polarized beams
in space is observed. This effect is the basis for the operation of spatial polarizers,
which can extract the desired polarization from nonpolarized light [89].

1.4.10◦. In the case of internal reflection at the interface of two transparent
media (Fig. 1.10), if the angle of incidence exceeds the angle

ϕc = arcsin
(
n2

n1

)
, (1.64)

named the critical angle, total internal reflection occurs. This phenomenon was
first described by Kepler in 1611. As can be seen from Snell’s law [Eq. (1.56)], at
ϕ1 = ϕc the refracted beam propagates along the boundary and at ϕc < ϕ1 <

1
2π

the interface is a perfect mirror (R = 1). However, if one inspects the details of
the optical field near the interface — for example, experimentally by a scanning
near-field optical microscope (SNOM) (Section 4.4) or theoretically by using the
boundary conditions (1.4.7◦) [9, 11] — one finds that at ϕ1 > ϕc, tails of the
electromagnetic field penetrate into the rarer medium in the form of an inhomo-
geneous wave [14, 90, 91]:

E ∝ exp[i(ωt − kxx + kzz)], (1.65)
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where
kx = ω

c
n1 sin ϕ1,

kz = i
ω

c
n2

[(
n1

n2

)2

sin2 ϕ1 − 1

]1/2 (1.66)

are the parallel (x) and perpendicular (z) wave vectors to the interface. Since at
ϕ1 > ϕc the quantity kz is imaginary, the electric field vector decays exponen-
tially with increasing z in the optically rarer medium, as illustrated schematically
in Fig. 1.10. Such a surface wave is called evanescent.‡ The important peculiar-
ity of the evanescent wave is that its phase velocity vx = c/(n1 sin ϕ1) is larger
than that of the bulk wave inside medium 1. This is exploited for excitation of
surface electromagnetic waves (SEWs) (Section 3.2.1) [3, 92, 93]. If the incident
radiation is s-polarized, the evanescent wave is transverse and does not manifest
particular properties. However, in the case of p-polarization, the evanescent wave
has a component of the electric field vector directed along the wave propagation
(x-axis) and, therefore, is not transverse in the usual sense [90, 91].

1.4.11◦. Using Eqs. (1.61) and (1.62), it can be shown that at ϕ1 > ϕc the
energy of radiation is totally reflected regardless of the polarization state (1.4.5◦),
that is, Rs,p = 0 and T s,p = 0 [14]. However, the Fresnel amplitude transmission
coefficients have nonvanishing values (t s,p �= 0) and the wave vectors of the
components parallel to the interface [Eq. (1.66)] are real. This means that the
energy of the evanescent wave flows parallel to the boundary surface until it is
reflected, that is, there is lateral displacement of the reflected wave (Fig. 1.10).
This effect is called the Goos–Hänchen shift after Goos and Hänchen [94], who

 Evanescent wave

ϕ1 > ϕc

Incident beam Totally reflected beam

Interface

n1> n2

n2

Normal

x

z

y

l*

Figure 1.10. Schematic representation of total internal reflection of light at interface of two
phases, n1 > n2. Here, l∗ denotes the Goos–Hänchen shift.

‡ From the Latin root evanscere, which means “vanishing” or “passing away like a vapor.”
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detected it experimentally in 1947. Within the framework of Maxwell’s theory,
the Goos–Hänchen shifts for s- and p-polarization (?∗s and ?∗p, respectively) are
given by the expressions [95–98]

?∗s = 2
1

|kz| tanϕ1, ?∗p = 2(1/|kz|) tanϕ1

(sin ϕ1/sin ϕc)2 − cos ϕ2
1

. (1.67)

It follows that the closer the angle of incidence is to either the critical angle or
the grazing angle, the larger is the Goos–Hänchen shift.

The intensities and penetration depths of the x-, y-, and z-components of the
electric field in the optically rare medium are examined in Section 1.8.3.

1.4.2. General Case

1.4.12◦. Consider the general case in which contacting media can be absorb-
ing. Electromagnetic theory shows [6–13] that the Fresnel formulas (1.61) can
be adapted to this case by replacing in a formal way the real refractive indices
with the complex quantities in Eqs. (1.12a–c). The resulting complex reflec-
tion and transmission coefficients are given by the following generalized Fresnel
formulas [99–101]:

rs12 = ξ1 − ξ2

ξ1 + ξ2
, ts12 = 2ξ1

ξ1 + ξ2
,

r
p

12 = ε̂2ξ1 − ε̂1ξ2

ε̂2ξ1 + ε̂1ξ2
, t

p

12 = 2n̂1n̂2ξ1

n̂2
2ξ1 + n̂2

1ξ2
,

(1.68)

where ξi ≡ n̂i cosϕi (i = 1, 2) is the generalized complex index of refraction,
which reduces to the complex index of refraction (1.12c) at normal incidence,
and ϕi is the complex angle of refraction (1.4.7◦). Using Snell’s law (1.56), one
can obtain

ξi ≡ n̂i cosϕi =
√
n̂2
i − n̂2

1 sin2 ϕ1. (1.69)

As a result, the angles ϕi become complex. It is not expedient to undertake
doubtful attempts to interpret the complex angles of incidence and refraction;
they should simply be considered as mathematical representations. The real angle
of refraction of the beam in an absorbing medium is calculated on the basis of the
Huygens-type construction via the effective (real) refractive index of the medium,
which is not equal to either ni or n̂i [9, 52].

1.4.13◦. The reflectance and transmittance (1.4.6◦) are related to the Fresnel
coefficients (1.61) by the following [99, 100]:

R
s,p

12 = |rs,p12 |2,

T s12 = Re ξ2

ξ1
|t s12|2,

T
p

12 = Re(ξ2/n̂
2
2)

ξ1
|n̂2t

p

12|2,

(1.70)
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in which Re indicates the real part of the expression. Again, the factors Re ξ2/ξ1

and Re(ξ2/n̂
2
2)/ξ1 in the transmittance are due to the difference in the cross-

sectional area of the incident and transmitted radiation.
1.4.14◦. Equation (1.64) defines the critical angle for transparent media.

However [99], when the contacting media are absorbing, so long as k � 1, the
term “critical angle” is also used even though there is no total reflection at ϕ1 ≥ ϕc
and 〈<〉t,z �= 0. This is called attenuated total reflection (ATR). This phenomenon
in the visible optical region was observed by Isaac Newton in 1672 [102, 103].
It can be shown [9] that the intensity of the evanescent wave and consequently
of the reflected radiation is attenuated at the wavelengths of the absorption of
the optically rarer medium. This phenomenon provides the possibility of probing
the layer next to the interface and is the basis of the ATR method.

1.4.15◦. To provide a better understanding of the relationship between
reflectance and the optical constants of the contacting media, some calculated
values of reflectances at ν = 1000 cm−1 for interfaces of air, Si, n-GaP, water,
and Al are given in Fig. 1.11. The optical constants of these four media, which
were used in the calculations, are tabulated in Table 1.1.
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Figure 1.11. Influence of angle of incidence on reflectance at 1000 cm−1 for boundary of
two phases: (a) air–Si; (b) Si–air; (c) air–n-GaP; (d) air–water; (e) air–Al; (f) Si–water. Optical
constants are indicated in Table 1.1.

Table 1.1. Optical constants of media of Fig. 1.11

Material n k

Si 3.42 0
Water 1.218 0.0508
n-GaP 2.910 0.0269
Al 26 63

Source: From Refs. [25, 51].



1.5. REFLECTION OF RADIATION AT PLANAR INTERFACE COVERED BY SINGLE LAYER 31

It can be seen from Fig. 1.11 that in the case of two transparent contacting
media (air and Si) the values of Rs12 for the external and internal reflection
increase monotonically from the minimum value at ϕ1 = 0◦ to unity when ϕ1 =
90◦ and ϕ1 = ϕc, respectively, whereas Rp12 goes through zero at the Brewster
angle ϕB [Eq. (1.63)] before reaching unity. If medium 2 is absorbing, then even
at ϕB there is a nonzero p-component in the reflected beam (Figs. 1.11e and
f ). Note that Rp ≈ 0 at ϕ1 = ϕB for the external reflection from a medium
with a relatively small extinction coefficient, as observed in the case of air
and n-GaP (Fig. 1.11c). The larger the extinction coefficient of medium 2, the
greater the intensity of the p-component reflected at ϕ1 = ϕB . In this case, the
angle of incidence defined by Eq. (1.63) corresponds to the minimum reflectance
(and maximum transmittance) of the p-polarized component and is named the
pseudo-Brewster angle. The (pseudo-) Brewster angles for the boundaries under
examination are shown in Fig. 1.11.

1.4.16◦. The Fresnel coefficients of reflection at the interface when the input
medium is homogeneous, nonabsorbing, and isotropic and the final medium is
homogeneous, nonabsorbing, and anisotropic, with the axes of symmetry normal
and parallel to the interface, have been derived by Drude [72].

1.5. REFLECTION OF RADIATION AT PLANAR INTERFACE
COVERED BY SINGLE LAYER

Several formulas have been introduced in the literature to describe the reflection
from a film-covered planar interface in terms of the permittivities (1.1.1◦) of
the surrounding (immersion) medium, the film material and substrate, the thick-
ness of the film, and the angle of incidence of the probe radiation. Born and
Wolf [9] have presented a general theory for homogeneous, nonabsorbing, and
isotropic media as developed by Abeles [104, 105]. Dluhy [106] used Abeles’s
formalism for computer simulations of external reflection spectra for mono-
layers adsorbed at the air–water (AW) interface. Below we give the explicit
formulas of Hansen [99, 100] and Gruzinov and Tolstoy [107, 108], which
are applicable to an isotropic film of an arbitrary thickness for both exter-
nal and internal reflection at all angles of incidence. For ultrathin isotropic
films (d ≤ 10–20 nm), a quantitative analysis can also be performed within
the thin-film approximation of McIntire and Aspnes [101, 109, 110] and through
the use of the formulas derived by Teschner and Hubner [111] for the ATR
geometry.

Anisotropy in the optical properties of a layer complicates the analytical
expressions for reflectance since the complex dielectric function and the refractive
index of the layer become tensors (1.1.2◦). Determination of a film’s anisotropy
from its spectrum provides a wealth of information about the structure and molec-
ular orientation in ultrathin films and therefore is of great importance in various
areas of science and technology (Section 3.11). The theoretical approaches of
Schopper [112] and Kuzmin et al. [113] (see the review in Ref. [114]) are
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applicable for calculation of the Fresnel amplitude reflection coefficients for
external reflection from an absorbing, anisotropic, uniaxial film on an absorbing,
isotropic, semi-infinite substrate in a transparent, isotropic, semi-infinite immer-
sion medium, as is the case for a film at the AW interface. Although these models
have different starting points, their results for monolayers differ by less than
0.25% [114]. Here, we give the thin-film approximation formulas of Yamamoto
and Ishida [115], valid for both external and internal reflection, and formulas of
Chabal [1] derived after Dignam and Moskovits [116], taking into account the
anisotropy of the substrate.

1.5.1◦. If an isotropic layer with a thickness d2 is located at the planar
interface of two semi-infinite media (Fig. 1.12), the incident wave gives rise
to reflected and refracted waves in all the media except for the output half-
space, where only the refracted wave exists. For such an optical configuration,
the Fresnel coefficients (1.4.5◦) can be rewritten in the Drude (exact) form [9] as

rs123 = Esr (0)

Esin(0)
= rs12 + rs23e

−2iβ

1 + rs12r
s
23e

−2iβ
,

r
p

123 = E
p
r (0)

E
p

in(0)
= r

p

12 + r
p

23e
−2iβ

1 + r
p

12r
p

23e
−2iβ

,

(1.71)

where

β ≡ 2πd2ξ2

λ
= 2π

(
d2

λ

)√
ε̂2 − ε̂1 sin2 ϕ1 (1.72)

is the phase shift of the electromagnetic wave after one pass through the film, λ
is the wavelength of light in vacuum, ξ2 is the constant defined by Eq. (1.69) via
the dielectric functions of the layer ε̂2 and the immersion medium ε̂1, Es,pin (0)
is the amplitude of the electric field of the incident wave in medium 1 at the

n1, k1

n2, k2

n3, k3

x

y

z

It

ϕ1

I0

I1
I2

In

d2

Figure 1.12. Scheme of beam propagation through stratified-layer system consisting of three
phases. Angle of incidence of radiation is ϕ1. Frequency-dependent optical constants of three
media: n1, n2, n3, k1, k2, k3.
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interface with the layer, and E
s,p
r (0) is the amplitude of the electric field of

the wave reflected into medium 1 at the interface with the layer (Fig. 1.12).
Subscripts 1, 2, and 3 correspond to the ambient (immersion) medium, the layer,
and the substrate, respectively. The formulas (1.71) remain the same for different
conditions, including the cases of total internal reflection (1.4.11◦) and strong
absorption by phases 2 or 3.

1.5.2◦. The exact expression for the reflectance of the three-media system,
R123, is obtained by multiplying Eqs. (1.71) by their complex conjugates [99]:

R
s,p

123 = R12 + R23e
4 Imβ + R

1/2
12 R

1/2
23 e

2 Imβ2 cos(δr23 − δr12 − 2 Reβ)

1 + R12R23e
4 Imβ + R

1/2
12 R

1/2
23 e

2 Imβ2 cos(δr23 + δr12 − 2 Reβ)
, (1.73)

where Ri,i+1 are the reflectances for the interface between the ith and (i +
1)th medium in the three-phase system, computed by using Eq. (1.70); after
substitutions 1 → j and 2 → (j + 1) and assuming the layer is semi-infinite, β
is given by Eq. (1.72) and

δr = arg r = arctan
[

Im(r)

Re(r)

]
(1.74)

represents the absolute phase change upon reflection for both s- and p-polariza-
tion. In Eq. (1.74) Im and Re indicate the imaginary and real parts of the
expression, respectively.

Another form of the explicit expression for R123 was suggested in
Refs. [107, 109],

R
s,p

123 =
∣∣∣∣ (q1 − q2)(q2 + q3) exp(4πχ2d2/λ)+ (q1 + q2)(q2 − q3)

(q1 + q2)(q2 + q3) exp(4πχ2d2/λ)+ (q1 − q2)(q2 − q3)

∣∣∣∣
2

, (1.75)

where χi =
√
ε1 sin2 ϕ1 − ε̂i , ε̂i = n2

i − k2
i + 2inik2

i , and qi = χi for s-polariza-
tion and qi = ε̂i/χi for p-polarization.

1.5.3◦. Since the reflectance for a film-free interface, which is described
by Eqs. (1.64) and (1.68), is identical to the value of Rs,p13 , calculated by using
Eqs. (1.73) or (1.75) with d2 = 0, we can write

R
s,p

13 = Rs.p(0), R
s,p

123 = Rs,p(d2). (1.76)

In spectroscopic practice, as a rule, one measures not the absolute reflectances
of a bare and coated surface, but rather the ratio Rs,p(d2)/R

s,p(0). However,
the exact analytical expressions for this ratio are cumbersome and do not allow
one to discern how the optical properties of the film, the ambient media, and the
substrate affect the reflectivity. Convenient expressions for reflectances can be
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obtained within the framework of the thin-film approximation (1.5.5◦) in terms
of the so-called normalized reflectivity, or, simply, reflectivity, defined as

�R

R
= R0 − R

R0
= 1 − R

R0
, (1.77)

where R0 = R(0) and R = R(d2) are the reflectances of the substrate alone and
the substrate with the layer, respectively. If the reflectance R0 of the substrate is
close to unity (as in the case of metals), then �R/R ≈ 1 − R. The change in the
reflectance of the interface due to the presence of a film, �R, is called, rather
confusing, the absorption depth. The physical meaning of this quantity is clear
from Fig. 1.13 (for more detail see 1.5.4◦). Since the SNR is proportional to the
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Figure 1.13. Simulated reflection spectra of isotropic polyethylene layer 100-nm thick on Al
substrate in range of stretching vibrations of CH groups for angles of incidence ϕ1 = 45◦
(short-dashed line) and ϕ1 = 80◦ (solid line) and p-polarization, represented in different units:
(a,b) reflectance R; (c) reflectivity �R/R; (d) absorbance A = − log(R/R0). Here, R0 (dashed
line) — reflectance of Al support without layer; R — reflectance of Al support with polyethylene
layer;�R = R0 − R — difference in reflectance of Al support without and with polyethylene layer
(absorption depth); �R′ = R′

0 − R — difference in reflectance of Al support with polyethylene
layer at frequencies for which k2 ≈ 0 and k2 = max (band intensity). Also shown are baselines in
measurements of reflectivity and absorption factor ab and a′b′, respectively. Optical constants
of organic film and Al from Refs. [74] and [25], respectively.
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absorption depth in a detector noise-limited spectrometer [117], the simulated
spectra represented in this unit allow distinguishing the optimum conditions for
their measurements (Chapter 2).

1.5.4◦. Instead of the reflectivity introduced by Eq. (1.77), Greenler [118]
suggested characterizing the bands in reflection spectra using an absorption factor
(or a spectral sensitivity), AG, defined as

AG ≡ R(d2)k2=0 − R(d2)k2>0

R(d2)k2=0
= R(d2)ε∞ − R(d2)ε2

R(d2)ε∞
.

Here, R(d2)k2=0 is the reflectance of the film-covered substrate of the frequency
at which the film material is transparent and �R′ = R(d2)k2=0 − R(d2)k2>0 is the
band intensity (Fig. 1.13b), R(d2)ε2 denotes the reflectance of a thin film of the
dielectric constant ε̂2, whereas R(d2)ε∞ denotes the reflectance of the so-called
electromagnetically bleached film [119, 120], which is the same thin film but
at the frequency where the film is transparent, that is, ε̂2 = ε∞ (1.3.6◦). The
band intensity unit permits quantifying the spectra of layers without preliminary
recording of the substrate spectrum.

Notice that at ϕ1 = 80◦ (Fig. 1.13b) the reflectance values of the uncoated Al
substrate, R0, (ab baseline) appear to be significantly lower than the reflectance
values of the a′b′ baseline drawn through the band wings, which is distinct from
the case of ϕ1 = 45◦ (Fig. 1.13a). This phenomenon, which is due to interference,
was reported, for example, for CO adsorbed on glassy carbon [121]. Thus, the
quantities AG and the band intensity are more physically accurate than the reflec-
tivity and the absorption depth, respectively, as they do not include the shift in
the baseline due to the light interference in the film.

In practice, the most useful unit for representation of the reflection spectra is
the absorbance, or reflectance–absorbance (RA), defined as

A = − log
R

R0
, (1.78)

which characterizes the ratio of the reflectances of the surface with and without
a thin film (Fig. 1.13d). This unit is particularly convenient as it is linearly pro-
portional to the film thickness in a wider thickness range than is the reflectivity
(Section 3.3). The quantity R/R0 can be measured directly in the experiment
and converted automatically into the absorbance by modern FTIR spectrome-
ters. It can be demonstrated [99, 101] that the absorbance is proportional to the
normalized reflectivity, A ≈ (�R/R0)/ ln 10.

1.5.5◦. Since the thickness of an ultrathin film (∼1–100 nm) is much smaller
than the IR wavelength (∼10,000 nm), d2 � λ, the so-called thin-film approxima-
tion can be used in the spectral simulations. Using the approximation that e−2iβ ≈
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1 − 2iβ, the Fresnel amplitude coefficients [Eq. (1.71)] can be simplified to:

rs123 ≈ rs12 + rs23(1 − 2iβ)

1 + rs12r
s
23(1 − 2iβ)

, r
p

123 ≈ r
p

12 + r
p

23(1 − 2iβ)

1 + r
p

12r
p

23(1 − 2iβ)
. (1.79)

The use of Eq. (1.79) leads to the expressions derived by McIntyre and Aspnes
[101, 109, 110] for a transparent immersion medium. Rewritten in terms of the
reflectivity defined by Eq. (1.77) gives

(
�R

R

)
s

≈ 8πd2n1 cosϕ1

λ
Im
{(
ε̂3 − ε̂2

ε1 − ε̂3

)}
,

(
�R

R

)
p

≈ 8πd2n1 cosϕ1

λ
Im

{(
ε̂3 − ε̂2

ε1 − ε̂3

)[
1 − (ε1/ε̂2ε̂3)(ε̂2 + ε̂3) sin2 ϕ1

1 − (1/ε̂3)(ε1 + ε̂3) sin2 ϕ1

]}

(1.80)

for s- and p-polarized radiation, respectively. Here, ϕ1 is the angle of incidence,
ε̂i = ε′

i − iε′′
i is the complex dielectric function of the ith medium, and λ is the

wavelength in a vacuum. As seen from Eq. (1.80), the band intensity in the
reflectivity spectrum of a thin film is linearly proportional to the film thickness
d2 within the framework of the thin-film approximation.

For the case of a transparent substrate, (ε′′
3 = 0) Eq. (1.80) yields

(
�R

R

)
s

≈ − 8πd2n1

λ cosϕ1
Cy Im ε̂2,

(
�R

R

)
p

≈ − 8πd2n1

λ cosϕ1

[
Cx Im ε̂2 + Czε

2
1 Im

(
1

ε̂2

)]
,

(1.81)

where

Cx = 4ε3 cos2 ϕ1

ε3 − ε1

(ε3/ε1) sin2 ϕ1 − 1

[(ε3 + ε1)/ε1] sin2 ϕ1 − 1
,

Cy = 4ε3 cos2 ϕ1

ε3 − ε1
,

Cz = 4ε3 cos2 ϕ1

ε3 − ε1

(ε3/ε1) sin2 ϕ1

[(ε3 + ε1)/ε1] sin2 ϕ1 − 1
.

The degree of deviation of the thin-film approximation from the exact spectral
simulations depends upon the refractive indices of the immersion medium n1 and
the substrate n3, the oscillator strength of the film, and on the angle of incidence
ϕ1. The deviation can be more than 10% for a 50-nm film and several percent
for a 1-nm film (Sections 2.2, 2.5, 3.3, and 3.10).
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1.5.6◦. As shown in Ref. [118], if ε̂1 = 1 and ε̂2 � ε̂3, which is the case for
air surroundings and a metal substrate, the following simplification of Eq. (1.80)
yields: (

�R

R

)
s

≈ 1 − Rs ≈ −8πd2 cosϕ1ν Im(ε̂2),

(
�R

R

)
p

≈ 1 − Rp ≈ −8πd2 sin ϕ1 tanϕ1ν Im
(

1

ε̂2

)
.

(1.82)

It can be seen from Eq. (1.82) that an IR spectrum of a thin film depends essen-
tially on the TO and LO energy loss functions of the film substance (1.1.18◦,
1.1.19◦) for s- and p-polarization, respectively, the reflectivity values are posi-
tive, and the reflection spectrum is like the absorption spectrum. Moreover, the
absorption of s-polarized radiation, 1 − Rs , is greater at small angles of inci-
dence, whereas the quantity 1 − Rp exhibits a maximum at grazing angles of
incidence. This is not the case for a dielectric substrate [Eqs. (1.80) and (1.81)]
(see Sections 2.2 and 2.3 for more detail).

1.5.7◦. For ATR at a thin absorbing film whose thickness is far less than
the penetration depth [Eqs. (1.110)], the angular condition for total reflection is
[99, 122]

ϕc = arcsin
(
n3

n1

)
, (1.83)

where n1 and n3 are the refractive indices of the input and output media, respec-
tively. It should be emphasized that condition (1.83) is independent of the optical
properties of the ultrathin-film material and corresponds to total reflection at the
interface between the film and medium 3 if the film were absent [Eq. (1.65)].
The answers to a number of interesting questions concerning the band shape and
intensity in ATR spectra may be estimated using the simple expressions obtained
in Ref. [111], neglecting terms of order ≥(2πd2/λ)

2 in the series expansions,

(
�R

R

)
s

≈ 1 − Rs ≈ −8πd2n1 cosϕ1

λ(ε1 − ε̂3)
Im ε̂2,

(
�R

R

)
p

≈ 1 − Rp ≈ −8πd2n1 cosϕ1ε1

λ(A2 + B2)

(
ξ 2

3 Im ε̂2 − ε̂2
3C Im

1

ε̂2

)
,

(1.84)

where A = ξ1ε̂3, B = ξ ′
3ε1, C = ε0 sin2 ϕ1, ξ ′

3 = iξ3, and ξi is defined by
Eq. (1.69).

1.5.8◦. Yamamoto and Ishida [115] have obtained the following expressions
for reflectances in the case of an anisotropic film on an isotropic substrate within
the Abeles thin-film approximation (1.5.5◦):

Rs ≈
∣∣∣∣n1 cos ϕ1 − n3 cosϕ3

n1 cos ϕ1 + n3 cosϕ3

∣∣∣∣
2 (

1 − 8πd2n1 cosϕ1

(n1 − n3)(n1 + n3)
ν Im(ε̂2y)

)
, (1.85)
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Rp ≈
∣∣∣∣n3 cosϕ1 − n1 cos ϕ3

n3 cosϕ1 + n1 cos ϕ3

∣∣∣∣
2

×
∣∣∣∣1 − 8πd2n1 cosϕ1

(n3 cosϕ1 − n1 sin ϕ1)2(n1 − n3)2

×
[
(n3 − n1 sin ϕ1)(n3 + n1 sin ϕ1)ν Im(ε̂2x)− n2

1n
4
3 sin2 ϕ1ν Im

(−1

ε̂2z

)]∣∣∣∣ ,
(1.86)

where ε̂2j = ε′
2j + iε′′

2j is the principal component of the diagonal permittivity
tensor of the film and j represents the coordinate axes x, y, or z, directed as
shown in Fig. 1.12. Notice that Eqs. (1.85) and (1.86) are valid for both external
and internal reflection (1.4.1◦).

For the external reflection in a three-phase system, air–ultrathin anisotropic
film–substrate, the components of absorbance As(y), Ap(x), and Ap(z) can be
calculated by Mielczarsky’s approximate formulas, which are frequently used in
practice [123, 124] due to their simple form:

As(y) ≈ − 16π

ln 10

[
cosϕ1

n2
3 − 1

]
n2k2d2

λ
,

Ap(x) ≈ − 16π

ln 10

[
cosϕ1

ξ 2
3 /n

4
3 − cos2 ϕ1

][
−ξ

2
3

n4
3

]
n2k2d2

λ
,

Ap(z) ≈ − 16π

ln 10

[
cosϕ1

ξ 2
3 /n

4
3 − cos2 ϕ1

]
sin2 ϕ1

(n2
2 + k2

2)
2

n2k2d2

λ
,

(1.87)

where ξ3 is the generalized complex refractive index [Eq. (1.69)] of the substrate
and n2 and k2 are, respectively, the refractive and absorption indices of the film.
These equations were derived from the exact ones [100] after expanding them in
terms of αd2 and taking into account anisotropy of the film.

1.5.9◦. If both the layer and the substrate are anisotropic (e.g., in the case of
oriented molecules adsorbed onto an anisotropic crystal), Eqs. (1.80) of McIntyre
and Aspnes take the form [1](
�R

R

)
s

≈ 8πd2n1 cosϕ1

λ
Im
[
ε̂3y − ε̂2y

ε1 − ε̂3y

]
,

(
�R

R

)
p

≈ 8πn1 cosϕ1

λ

× Im

[[
(ε̂3x/ε̂2z)d2z − (ε̂2x/ε̂3z)d2x

]
ε1 sin2 ϕ1 − (ε̂3x − ε̂2x)d2x

(ε̂3x − ε1)−
[
(ε̂3x/ε1)− (ε1/ε̂3z)

]
ε1 sin2 ϕ1

]
,

(1.88)

where ε̂2i and ε̂3i (i = x, y, z) are the principal values of the dielectric function
tensors of the film and the substrate, respectively; d2i is the formal parameter



1.6. TRANSMISSION OF LAYER LOCATED AT INTERFACE 39

(the “effective” thickness), introduced by

(ε̂i − 1)d2i = (Ns)i α̂i , i = x, y, z. (1.89)

Here, α̂i is the principal value of the tensor of the generalized polarizability of
one adsorbed molecule [Eq. (1.35)] and (Ns)i is the number of the adsorbed
molecules per unit area that contribute to the ith component of the polarizability.
The quantity on the right of Eq. (1.89) is called surface susceptibility.

1.5.10◦. Chabal [1] has demonstrated how Eq. (1.88) can be simplified for
the two cases of interest: the vibrational spectrum of an adsorbed monolayer
(weak absorber) at an isotropic metallic substrate and the electronic spectrum of
a surface state excitation (strong absorber).

In the case of an adsorbed anisotropic monolayer at an isotropic metallic
substrate, the dependence of reflectivity [Eq. (1.77)] on the optical properties of
the monolayer, substrate, and ambient medium and on the angle of incidence is
given [1] by

(
�R

R

)
s

≈ 8πd2yn1 cosϕ1

λ
Im
[
ε̂2y − ε̂3

ε̂3

]
,

(
�R

R

)
p

≈ 8πn1ε1d2z

λ

sin2 ϕ1

cos ϕ1
Im
[

1/ε̂2z

1 − (ε1/ε̂3) tan2 ϕ1

]
.

(1.90)

If the values of the dielectric function of an anisotropic thin film at an isotropic
metal surface are large (as in the case of the electronic absorption of the surface
states), Eqs. (1.87) can be rewritten as

(
�R

R

)
s

≈ 8πd2yn1 cosϕ1

λ
Im
[−ε̂2y

ε̂3

]
,

(
�R

R

)
p

≈ 8πn1d2z

λ

1

cos ϕ1
Im
[
ε̂2x

ε̂3

]
.

(1.91)

The absence of the quantities ε̂2z and d2z in Eq. (1.91) means [1] that the radiation
is so strongly refracted within the substrate that it only probes the tangential
component of the dielectric function.

1.6. TRANSMISSION OF LAYER LOCATED AT INTERFACE
BETWEEN TWO ISOTROPIC SEMI-INFINITE MEDIA

In this section, we list the exact formulas of Hansen [99] and Abeles [125] for
isotropic films and the thin-film approximation of Yamamoto and Ishida [126]
for the calculation of transmission spectra of anisotropic ultrathin films on planar
isotropic supports. The spectral features and dependences predicted by these
formulas are discussed in Sections 2.1 and 3.3.4.
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1.6.1◦. If an isotropic layer with a thickness d2 is located at the interface
between two isotropic semi-infinite media (Fig. 1.12), then the Fresnel coeffi-
cients (1.4.5◦) for the transmitted wave are [63, 64]

t s123 = Est (0)

Esin(0)
= t s12t

s
23e

−iβ

1 + rs12r
s
23e

−2iβ
,

t
p

123 = E
p
t (0)

E
p

in(0)
= t

p

12r
p

23e
−iβ

1 + r
p

12r
p

23e
−2iβ

,

(1.92)

where t s,pij and rs,pij are the two-phase Fresnel coefficients (1.68) for transmission
and reflection, respectively, Es,pt is the amplitude of the electric field of the wave
transmitted through the layer into medium 3 at the interface with the layer, and
the other coefficients are the same as in Eq. (1.71).

1.6.2◦. Transmittance of radiation through a boundary with one isotropic
layer can be expressed as [125]

T
p,s

123 = 16n1n3(n
2
2 + k2

2)

bde2k2ρ + ace−2k2ρ + cos n2ρ + 2v sin n2ρ
. (1.93)

Here, the coefficients are

a, b = (n2 ± n1)
2 + k2

2, c, d = (n2 ± n3)
2 + (k2 ± k3)

2, ρ = 4πd

λ
,

v = 2k2(n3 + n1)(n
2
2 + k2

2 − n1n3)− 2k3[k2k3 − 4(n2
1 − n2

2 − k2
2)],

t = (n2
1 + n2

3 + k2
3)(n

2
2 + k2

2)− n2
1(n

2
1 + k2

3)+ 4n1k2(k2n3 − n1k3),

where subscripts 1, 2, and 3 refer to the external medium, layer, and substrate,
respectively. At nonzero angles of incidence (ϕ1 �= 0), the values of n and k in for-
mula (1.93) for s-polarized radiation should be replaced by p and q, respectively,
as determined from the set of equations

p2 − q2 = n2 − k2 − n1 sin2 ϕ1, pq = nk.

For p-polarization, p′ and q ′ should be used, where

p′ = p

[
1 +

(
n2

1 sin2 ϕ1

p2 + q2

)]
,

q ′ = q

[
1 −

(
n2

1 sin2 ϕ1

p2 + q2

)]
.
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Another form of the exact expression for T s,p123 was derived by Hansen [99]:

T
s,p

123 = Q
|t12|2|t23|2e2 Imβ

1 + R12R23e4 Imβ + R
1/2
12 R

1/2
23 e

2 Imβ2 cos(δr23 + δr12 − 2 Reβ)
, (1.94)

where

Q =




Re
(
ξ3

ξ1

)
for s-polarization,

(n̂3/n1)
2 Re(ξ3/n̂

2
3)

(ξ1/n
2
1)

for p-polarization;

β and δs,rij are defined by Eqs. (1.72) and (1.74), respectively.
1.6.3◦. Experimentally, transmittances of the bare T0 and covered T surfaces

are measured, and the absorbance

A ≡ − log
T

T0
(1.95)

is calculated from these. This quantity is proportional to the film thickness within
certain thickness limits and to the energy losses in the film (Section 3.3.4). Trans-
missivity, or transmission factor, is defined similar to reflectivity (1.77) as

�T

T
= T0 − T

T0
= 1 − T

T0
. (1.96)

If T0 ≈ 1, �T /T ≈ 1 − T . The physical meaning of the transmissivity is analo-
gous to that of the reflectivity (Fig. 1.13). When transmission spectra are repre-
sented in absorbance units they are also referred to as absorption spectra.

1.6.4◦. Applying the thin-film approximation (1.5.5◦) to the transmissivity
leads to the expressions [122]

T s123 ≈ 4ξ1ξ3

B2

(
1 + 4πd2 Im(ε̂2)

λ

)
,

T
p

123 ≈ 4ξ1ξ3ε1ε3

A2

(
1 + 4πd2[ξ1ξ3 Im(ε̂2)+ ε1ε3C Im(1/ε̂2)]

λA

)
,

(1.97)

where A = ξ3ε1 + ξ1ε3, B = ξ1 + ξ3, and C = ε1 sin2 ϕ1. Further simplification
for an ultrathin standing film in a transparent medium of the refractive index n1

yields(
�T

T

)
s

≈ 1 − T s123 ≈ − 4πd2

λn1 cosϕ1
Im(ε̂2),
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�T
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1 Im(ε̂2) cosϕ1 + Im
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1

ε̂2

)
n3

1 sin2 ϕ1

cosϕ1

]
.

(1.98)
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It is noteworthy that for inorganic films the linear approximation (1.98) is valid
only in the extremely narrow range of the layer thicknesses [126] (see discussion of
this phenomenon in Section 3.3.4). To apply Eqs. (1.97) and (1.98) to anisotropic
films, one should substitute ε̂2 by ε̂2y in the formulas for s-component and by ε̂2x

and ε̂2z in the first and second terms of the formulas for p-component, respectively.
The transmission spectral sensitivity is defined similarly to the case of reflec-

tion (1.5.4◦):

C(ϕ1) ≡ Tε∞(ϕ1)− Tε2(ϕ1)

Tε∞(ϕ1)
, (1.99)

where Tε2(ϕ1) denotes the transmittance of a thin film of the dielectric constant
ε̂2, whereas Tε∞(ϕ1) denotes the transmittance of the same thin film at the angle
of incidence ϕ1 and polarization but at the frequency where ε̂2 = ε∞ (1.3.6◦);
then the sensitivity enhancement factor over a normal incidence measurement
can be expressed from Eq. (1.98) for p-polarization as [127]

C(ϕ1)

C(0◦)
≈ 1

cos ϕ1

[(
ε1

|ε̂2|
)2

sin2 ϕ1 + cos2 ϕ1

]
. (1.100)

Here, the geometric factor 1/ cosϕ1 is due to the enlargement of the volume
exposed to the beam. It is seen that a spectral contrast increases with increasing
angle of incidence and the quantity ε1/|ε̂2|. It means that the maximal spectrum
enhancement will be achieved at the grazing angles of incidence, for a film of a low
dielectric function, and using the immersion media (see Section 2.1 for details).

1.6.5◦. Let us compare the thin-film approximation formulas for (1) the trans-
missivity (1.98); (2) the reflectivities for the external reflection from this film
deposited onto a metallic substrate (1.82); (3) the internal reflection at ϕ1 ≥ ϕc
(1.84); and (4) the external reflection from this film deposited on a transparent
substrate (dielectric or semiconducting) (1.81) (Table 1.2). In all cases s-polarized
radiation is absorbed at the frequencies of the maxima of Im(ε̂2), νTOi (1.1.18◦),
whereas the p-polarized external reflection spectrum of a layer on a metallic
substrate is influenced only by the LO energy loss function Im(1/ε̂2) (1.1.19◦).
The p-polarized internal and external reflection spectra of a layer on a transpar-
ent substrate has maxima at νTO as well as at νLO. Such a polarization-dependent
behavior of an IR spectrum of a thin film is manifestation of the optical effect
(Section 3.1).

1.6.6◦. A very simple linear approximation for the transmittance of an
anisotropic thin film deposited on a transparent isotropic substrate has been
reported by Buffeteau et al. [128]:

Tp ≈ T sub
p

{
1 − 4πd2ν

ε3 cosϕ1 + (ε3 − sin2 ϕ1)1/2

×
[
ε3 sin2 ϕ1 Im

(
− 1

ε̂2z

)
+ (ε3 − sin2 ϕ1)

1/2 cosϕ1 Im(ε̂2x)

]}
,

(1.101)
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Table 1.2. Thin-film approximation formulas for reflectivity (IRRAS and ATR modes)
and transmissivity of ultrathin film

External reflection,
metallic substrate

e1 = 1
j1

e2, d2

e3>e2

Equation (1.82):(
�R

R

)
s

≈ −8πd2 cos ϕ1ν Im(ε̂2)(
�R

R

)
p

≈ −8πd2 sinϕ1 tanϕ1ν Im
(

1

ε̂2

)

External reflection,
(semi)transparent
substrate

e1
e2
e3

Equation (1.81)(
�R

R

)
s

≈ − 8πd2n1

λ cosϕ1
Cy Im ε̂2(

�R

R

)
p

≈ − 8πd2n1

λ cos ϕ1

[
Cx Im ε̂2 + Czε

2
1 Im

(
1

ε̂2

)]

Internal reflection (ATR)

e1
e2
e3

Equation (1.84)(
�R

R

)
s

≈ −8πd2n1 cos ϕ1

λ(ε1 − ε̂3)
Im ε̂2(

�R

R

)
p

≈ −8πd2n1 cos ϕ1ε1

λ(A2 + B2)

[
ξ 2

3 Im ε̂2 − ε̂2
3C Im

(
1

ε̂2

)]

Transmission, standing
film in air

Equation (1.98)(
�T

T

)
s

≈ − 4πd2

λ cos ϕ1
Im(ε̂2)

(
�T

T

)
p

≈ −4πd2

λ

[
Im(ε̂2) cosϕ1 + sin2 ϕ1

cos ϕ1
Im
(

1

ε̂2

)]

where ε̂2x and ε̂2z are the permittivities of the layer along the x and z axes
indicated in Fig. 1.14 and T sub

p represents the transmittance of the bare substrate.
As seen from Eq. (1.101), two types of bands can appear in the transmission
spectrum at a nonzero angle of incidence. The frequencies and intensities of these
bands correspond to the positions and maxima of the Im(ε̂2x) and Im(1/ε̂2z)

functions. At the same time, the normal-incidence spectrum exhibits the only
band that is described by Im(ε̂2x). This feature is used to determine the principal
values of the permittivity tensor of anisotropic films (Section 3.11.3).

1.7. SYSTEM OF PLANE–PARALLEL LAYERS: MATRIX METHOD

To simulate the IR spectra of stratified media containing an arbitrary number
of layers, there exist two approaches — the application of recursion relationships



44 ABSORPTION AND REFLECTION OF INFRARED RADIATION BY ULTRATHIN FILMS

... ...

Input
medium

Output
medium

x

z

y

d2 d3 dk dN−1

zk–1

zk

ε1

µ1

ε2

µ2 µ3 µN−1

ε3 εN−1 εN
µN

ϕ1

Figure 1.14. Scheme of stratified medium containing N phases and N − 2 layers. Shown are
coordinates and nomenclature used throughout.

and the matrix method — both requiring computer programming. In the limiting
cases, these approaches permit one to study wave propagation phenomena for
a transition (inhomogeneous in depth) layer by “slicing” it into a large enough
number of infinitely thin layers and, for a single layer, by equating this number
to unity. Abeles [129, 130] was the first to suggest the use of 2 × 2 matrix
transformations to simplify the calculations of the optical response in the case
of isotropic layers. Abeles’s formalism was developed [9, 52, 87, 131, 132] into
a more convenient form for computation by introducing the Fresnel coefficients.
Harbecke [133] and Ohta and Ishida [134] extended Abeles’s approach to a
system with phase incoherence, based on the concept of incoherent multiple
reflections in real systems, in which there are neither plane nor parallel surfaces
nor a monochromatic light source or some layers are sufficiently thick so that
the period of interference is smaller than the resolution of the spectrometer.

The mathematical treatment of light propagation through an anisotropic strat-
ified medium is not simple. Exact solutions can be obtained by the 4 × 4 matrix
method [14, 135–139] generalizing Abeles’s approach to anisotropic layers. The
advantage of the Berreman 4 × 4 formalism [135] is in its applicability to materi-
als with magnetic anisotropy and optically active materials. For the determination
of orientation within the media, Parikh and Allara [138] found Yeh’s treatment
of the 4 × 4 matrix method [14] to be most flexible, extending it to a pile of
absorbing films, each with any degree of anisotropy up to and including biax-
ial symmetry. However, according to Cojocaru [140], for practical purposes, the
so-called 2 × 2 extended Jones matrix method [131] is adequate and easier to
use. Hasegawa et al. [141] demonstrated that Hansen’s 2 × 2 matrix method can
be easily generalized for the case of anisotropy by introducing Drude’s formu-
las developed originally for a two-anisotropic-phase system. They presented the
matrix method for uniaxial media and tested it in the studies of the molecular



1.7. SYSTEM OF PLANE–PARALLEL LAYERS: MATRIX METHOD 45

orientation (MO) in the multilayered Langmuir–Blodgett films with uniaxial sym-
metry. Yamamoto and Ishida [115, 142] extended Hansen’s method to the case
of biaxial anisotropy. Based on the matrix method of Ohta and Ishida [134] and
the generalization of Yamamoto and Ishida [115, 142], Buffeteau et al. [143]
suggested the computation procedure applicable for an arbitrary succession of
coherent anisotropic and incoherent layers.

In this section, we shall give the recursion relationships derived by Popov
[144] and Leng et al. [145] and the explicit formulas and algorithm for program-
ming the spectral simulations according to the Hansen matrix method [100],
applicable to isotropic thin films. For the most part, the spectral simulations
in the present handbook were carried out by using the program based on this
algorithm. In Chapters 2 and 3 we will show that, using such a program or
recursion relationship, any spectroscopist can simulate the IR spectra for the
layered system of interest. The simulated spectra provide extensive informa-
tion, assisting in, for example, the determination of the optimum conditions
for recording the spectrum (Chapter 2) and the interpretation of the spectrum
(Chapter 3).

1.7.1◦. Let there be a general system of N isotropic layers with different
optical properties (described by the complex refractive indices n̂j ) and of arbi-
trary thicknesses dj (Fig. 1.14). The recursion relationship of the corresponding
reflectance that is conducive to computer programming has been obtained in
[144]. In the case ϕ1 = 0,

Rs,p =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣

h1 + h2
2

−h1 + 1

h3 + h2
4

−h3 + 1

h5 · · · + h2
2j−2

−h2j−3 + 1/h2j−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

2

(1.102)

with the intermediate variables defined as

h2j = (1 − r2
j )e

−ikn̂j dj

1 − r2
j e

−2ikn̂j dj
,

h2j−1 = rj
1 − e−2ikn̂j dj

1 − r2
j e

−2ikn̂j dj
,

(1.103)

rj = − n̂j − 1

n̂j + 1
, (1.104)

where k = 2π/λ and λ is the wavelength in a vacuum. For ϕ1 �= 0 and
p-polarization, n̂j is replaced by n̂j cosϕj in Eq. (1.103) and by |n̂j | cosϕj in
Eq. (1.104), whereas for s-polarization, n̂j is replaced by n̂j cos ϕj in Eq. (1.103)
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and by (cos ϕj )/n̂j in Eq. (1.104). The complex refractive index n̂j and the com-
plex angle of incidence ϕj follow Snell’s law (1.56). Equation 1.102 is seldom
used for spectral simulations, perhaps being as of yet relatively unknown.

For analysis of six-layer silicon on oxide films, Leng et al. [145] applied the
following elegant regression formula:

Rs,pn =
(
r
s,p
n + R

s,p

n+1

1 + r
s,p
n R

s,p

n+1

)
e2ikn,zdn , (1.105)

where dn is the thickness of the nth layer, Rs,pn is the reflectance of the s- or
p-polarized radiation from layer n, and rs,pn is the Fresnel coefficients for the
interface between layers n and n+ 1, calculated as

rsn = µn+1kn,z − µnkn+1,z

µn+1kn,z + µnkn+1,z
, rpn = ε̂n+1kn,z − ε̂nkn+1,z

ε̂n+1kn,z + ε̂nkn+1,z
,

where ε̂n and µn are the permittivity and permeability of the material in layer n,
respectively, and kn,z = (2π/λ)(nn + ikn) cos ϕn (ϕn is the angle of propagation
in the nth layer). The Fresnel coefficients for each layer are calculated from the
layer below.

1.7.2◦. The theoretical background of the matrix method is covered in a
great body of literature (see, e.g., Refs. [9, 14, 52, 87, 88, 131, 142]). The basic
concept involves the construction of a characteristic transfer matrix for a pile of
films, M , as the matrix product of the characteristic matrices of each film, Mj .
In its turn, the characteristic matrix of a single film, Mj , is generated on the
basis of the boundary conditions (1.4.7◦). According to Abeles’s approach [104,
105, 129, 130], such a matrix relates the tangential amplitudes of the electric
and magnetic field vectors at the input and output film boundaries. The main
characteristic matrix,M = ∏

j Mj , relates the tangential amplitudes of the electric
and magnetic field vectors at the input, z = 0, and at the output boundary of
the pile (Fig. 1.14). (The other type of matrix method uses amplitudes of the
electric fields for directions of incidence and reflection [87, 132]. However, this
method is not considered here since it cannot be generalized to anisotropy.) The
Fresnel amplitude reflection and transmission coefficients of the system (1.4.5◦)
are expressed in terms of the matrix elements, which allows one to calculate the
reflection and transmission spectra of the whole layered system.

1.7.3◦. Let us now reproduce the algorithm of the Hansen method following
the notations of Ref. [100]. The optical configuration used throughout the text is
described in Fig. 1.14. Incoming parameters for the spectral simulations are as
follows:

1. The number of media, N , of which 1st and Nth are the medium of incidence
and the final medium, respectively. The number of layers is, therefore,
N − 2.
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2. The wavenumber dependences of the real refractive index n(ν) and the
extinction coefficient k(ν) in the spectral range of interest. These depen-
dences can (a) be calculated by using Eqs. (1.17) and (1.53) if the param-
eters of the corresponding oscillators are known, (b) be extracted from the
reflection or absorption spectrum by the KK relations (1.18) (see descrip-
tion of the procedure, e.g., [142]), or (c) be reference data [16, 25, 47,
48, 51].

3. The magnetic permeability µj (j = 1, 2, . . . , N ) for each of the N media
(1.1.2◦).

4. The angle of incidence ϕ1.
5. The thickness dj for each of the N − 2 layers.
6. The wavenumber range and step.

1.7.4◦. The spectral simulation involves the stepwise calculation of the fol-
lowing quantities at each wavenumber, with the selected step over the range
covered:

1. The complex vectors n̂j = nj + ikj and ε̂j = n2
j − k2

j + 2inj kj (j =
1, . . . , N).

2. The cosines of the complex angle of refraction, cosϕj = [1 −
((n1 sin ϕ1)

2/n̂2
j )]

1/2, as cosϕj = | Re(cos ϕj )| + i| Im(cos ϕj )|, j =
2, . . . , N .

3. The generalized complex indices of refraction ξj ≡ n̂j cosϕj (j =
1, . . . , N), Eq. (1.69), where n̂j is obtained at step 1 and cosϕj is found
at step 2.

4. βj ≡ 2πdj ξjνj (j = 1, . . . , N), where ξj is the complex quantity obtained
at step 3.

5. pj = (ε̂j /µj )
1/2 cosϕj .

6. qj = (µj/ε̂j )
1/2 cos ϕj .

7. The elementary characteristic matrix Mj for each of the N − 2 constituent
layers in the particular stratified medium is calculated as

(a) Ms
j =

∣∣∣∣∣∣
cosβj

−i
pj

sin βj

−ipj sin βj cosβj

∣∣∣∣∣∣ for s-polarization,

(b) Mp

j =
∣∣∣∣∣∣

cosβj
−i
qj

sin βj

−iqj sin βj cosβj

∣∣∣∣∣∣ for p-polarization.

Here, i = √−1 and j = 2, 3, . . . , N − 1.
8. The characteristic matrix of the whole multilayer structure is calculated

as the product of the elementary matrices obtained at step 7:

M = M2M3 · · ·MN−1 ≡
[
m11 m12

m21 m22

]
.



48 ABSORPTION AND REFLECTION OF INFRARED RADIATION BY ULTRATHIN FILMS

9. By using the elements of the M matrix, the Fresnel amplitude reflection
and transmission coefficients (1.58) of the N -isotropic-phase medium are
found from

rs = (m11 +m12pN)p1 − (m21 +m22pN)

(m11 +m12pN)p1 + (m21 +m22pN)
,

rp = (m11 +m12qN)q1 − (m21 +m22qN)

(m11 +m12qN)q1 + (m21 +m22qN)
,

ts = 2p1

(m11 +m12pN)p1 + (m21 +m22pN)
,

tp = 2q1

(m11 +m12qN)q1 + (m21 +m22qN)
.

10. With the quantities computed at step 9, the reflectance and transmittance
of the stratified medium are calculated as

(a) Rs,p = rs,p · rs,p∗ = |rs,p|2,

(b) T s = µ1 Re(n̂N cosϕN)

µNn1 cos ϕ1
|t s |2,

(c) T p = µN Re(n̂N cosϕN/n̂2
N)

µ1n1 cos ϕ1/n
2
1

|tp|2.

1.7.5◦. Formulas may be derived on the basis of the matrix method for the
reflectance and transmittance for a layer whose optical constants vary with the
depth [9, 14, 87, 88, 109, 132, 146, 147]. For example, the following expressions
for reflectance and transmittance were obtained in [147]:

R =

∣∣∣∣∣∣∣∣∣

√
ς2 + χ2(rsub + rf 0)+ [ς(rsub − rf 0)

+χ(1 + rsubrf 0)] tanh(
√
ς2 + χ2)√

ς2 + χ2(1 + rsubrf 0)+ [ς(1 − rsubrf 0)+ χ(rsub + rf 0)]

∣∣∣∣∣∣∣∣∣

2

, (1.106)

T =

∣∣∣∣∣∣∣∣
−
∫ d

0
∂n̂f (z)/∂z · n̂f (z)/2[n̂2

f (z)− n̂2
f 0 sin ϕ1]

cosh(
√
ς2 + χ2)(1 + rsubrf 0)+ sinh(

√
ς2 + χ2)

×[χ(1 − rsubrf 0)+ ς(rsub + rf 0)]

∣∣∣∣∣∣∣∣

2

, (1.107)

where rsub is the Fresnel amplitude coefficient for the interface between the
inhomogeneous film and the substrate, rf 0 is the Fresnel amplitude coefficient
for the interface between the surroundings and the film, n̂f (z) is the refractive
index as a function of the film depth, and n̂f 0 = nf 0 + ikf 0 is the refractive
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index of the film at the interface with the surroundings,

ςs =
∫ d

0
dz
∂n̂f (z)

n̂f (z)∂z

(
1 − n̂2

f (z)

2[n̂2
f (z)− n̂2

f 0 sin ϕ1]

)
,

ςp =
∫ d

0
dz
∂n̂f (z)

∂z

(
n̂f (z)

2[n̂2
f (z)− n̂2

f 0 sin ϕ1]

)
,

χs = χp = Im
∫ d

0
dz
√
n̂2
f − n̂2

f 0 sin ϕ1,

and ϕ1 is the angle of incidence.
1.7.6◦. The Hansen formulas shown above can be adopted for anisotropic

layers by redetermining the quantities βj , pj , and qj , introduced in (1.7.4◦), in
the following way [126, 142]:

4∗. βpj ≡ 2πdjνj n̂jx cosϕpj , βsj ≡ 2πdjνj n̂jy cosϕsj (j = 1, . . . , N , axes as
shown in Fig. 1.14);

5∗. pj = cosϕjp/n̂jx ; and

6∗. qj = n̂jy cos ϕjs .

Here, the angles ϕjp and ϕjs are defined by the equations n̂1 sin ϕ1 = n̂jz sin ϕjp
and n̂1 sin ϕ1 = n̂jy sin ϕjs , respectively, and n̂jk = njk + ikjk(k = x, y, z).

1.8. ENERGY ABSORPTION IN LAYERED MEDIA

According to Maxwell’s theory, the rate at which radiation energy is absorbed is
directly proportional to the mean-square electric field (MSEF), 〈E2〉, at the place
where the absorption occurs (1.1.15◦, 1.2.9◦), which in turn is strongly dependent
on the position within the layered medium, parameters of the experiment such
as the polarization and the angle of incidence, and the material characteristics
(the refractive indices of the layer, the substrate, and surroundings). Fry [148]
proposed the use of the variation of the angle of incidence on the MSEF to deter-
mine optimal experimental conditions. This method, which is sometimes referred
to as electric field analysis (EFA), has helped to understand the enhancement
mechanisms in grazing-angle external reflection spectra of thin films on metals
[101, 132, 149], metal overlayer ATR (MOATR) [2, 132, 150], and the ATR
spectra of graphite-coated organic films [151]. Suzuki et al. [152] interpreted the
phenomenon of spectral enhancement for ultrathin films on rough metal surfaces
and islandlike metal underlayers using EFA. Sperline et al. [153, 154] proposed
evaluation of surface excess of the adsorbed molecules at the solid–liquid inter-
face in terms of the electric field intensities. Harbecke et al. [155] and Grosse
and Offermann [2] interpreted the Berreman effect (Section 3.2) using the EFA
expressions for the dissipated energy. By analyzing the electric field strengths,
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Harrick [156] and Hansen [99] gained insight into the physics of the ATR spec-
trum of a layered structure and derived formulas for the penetration depth and
the contribution of the surface layer to the net absorption. Electric field analysis
has also been employed to explain the phenomena of SEWs [132, 157, 158]
and the excitation of surface polaritons [159, 160]. In addition, EFA has been
shown to be a basis for an approximate estimation of the molecular orientation
(Section 3.11). However, as will be shown below, the MSEFs cannot be used to
compare the spectral contrast for the same film in different optical systems.

In this section, the relationship between the MSEFs and the spectrum con-
trast will be considered to provide a proper understanding of the IR spectral
features discussed in Chapters 2 and 3. The effect of experimental conditions for
the three different spectroscopic methods — external reflection, transmission, and
ATR — on the MSEFs in a model organic ultrathin film will be examined. The
practical implications of these findings will be discussed.

On the basis of the Poynting theorem (1.1.18◦), the energy loss of the beam
with a cross-sectional area of unity in the thin film, �I , after integration of
Eq. (1.25) over the volume of this film is given as [99, 101]

�I = Cn2α2〈E2
2〉

d2

cosϕ1
, (1.108)

where C is a constant, n2 = Re n̂2 and α2 are the real refractive index and the
decay constant (1.22) of the film material, respectively, 〈E2

2〉 is the MSEF in
the film, d2 is the film thickness, and ϕ1 is the angle of incidence. The quantity
d2/ cosϕ1 represents the volume of the film irradiated by the beam. Thus, we
can see that the spectral sensitivity is proportional to the MSEF in the ultrathin
film. In what follows we shall analyze how the experimental conditions of the
external reflection, transmission, and ATR influence the MSEFs inside a model
organic ultrathin film at the boundary with the medium of incidence. The film
parameters used in the EFA are as follows: d2 = 5 nm, n2 = 1.5, k2 = 0.1, and
ν = 1000 cm−1. It should be noted that the electric field across the 5-nm thin
film is practically constant (data not shown). For the EFA, the equations given in
the Appendix to this chapter have been programmed onto a personal computer
in C++.

1.8.1. External Reflection: Transparent Substrates

It can be seen in Figs. 1.15a and b that for the model ultrathin organic film at
the air–Si and water–Si interfaces all components of the MSEFs within this
film for all angles of incidence are weakened relative to the incident radia-
tion (〈E2

1〉 = 1). Comparison of the electric field intensities in the air and water
environments reveals that the MSEF magnitudes within the film, 〈E2

2〉, increase
as the optical density of the surroundings (n̂1) increases. Deviation of the val-
ues of 〈E2

2〉 from unity and their dependence on the optical parameters of the
medium are due to the formation of interference patterns (standing waves) in
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Figure 1.15. External reflection. Influence of angle of incidence on (a, b) mean-square electric
fields 〈E2〉 and (c, d) normalized mean-square electric fields 〈E2〉 sec ϕ1 at 1000 cm−1 inside
model organic layer 5 nm thick (n2 = 1.5 and k2 = 0.1) located at boundaries: (a, c) air–Si
(solid line) and water–Si (dashed line) and (b, d) air–water. Optical constants of water and Si
indicated in Table 1.1.

the surroundings and the film. These patterns are composed of incoming and
reflected beams, whose relative contributions are strongly influenced by the opti-
cal properties of the system components and the boundary conditions (1.4.7◦).
The interference distributions of the MSEFs with the coordinate z in such a
standing wave formed in the air–model film–Si system at ϕ1 = 55◦ are illus-
trated in Fig. 1.16a. Notice that in Si we have a propagating wave (the MSEFs
are constant with space). One can explain the observed increase in the MSEFs
with increasing n̂1 by the decrease in the portion of the IR radiation reflected
from the front surface of the film, based on the complex composition of the resul-
tant standing wave. All conclusions made here are also true for the transmission
geometry.

When the organic film is at the water surface (Fig. 1.15b), the maximum val-
ues of the normal MSEFs substantially decrease relative to those of the tangential
component and, as for the Si substrate (Fig. 1.15a), all the absolute MSEF mag-
nitudes over the whole angular range are less than for the incident beam. It can
be shown that the field intensity in the film is less than for ordinary transmission
(ϕ1 = 0◦, no polarization). The observed maximum of the tangential MSEFs at
ϕ1 = 0◦ within the film (Fig. 1.15b) is due to the low reflectance of the interface
at this angle (Fig. 1.11d).
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Figure 1.16. Mean-square electric field (〈E2〉) as function of coordinate z in systems:
(a) air–organic film–Si, ϕ1 = 55◦; (b) air–organic film–Al, ϕ1 = 80◦; and (c) Si–organic
film–water, ϕ1 = 21◦. Inset shows decay of tangential MSEFs in Al. Frequency of incident
radiation is 1000 cm−1. Coordinate system is shown in Fig. 1.14. Parameters of film are as
in Fig. 1.15. To gain a better demonstrativeness, segments of z-axis in medium of incidence,
within film, and in output medium are represented in different scales.

An important observation from Fig. 1.15 is that the TDMs with all spatial
components are active in the spectra: The y-components arise in the s-polarized
spectra, while the x- and z-components arise in the p-polarized ones. Moreover,
as seen from Fig. 3.89, the x- and z-components in the p-polarized spectra are
characterized by the differently directed absorption bands. This regularity consti-
tutes the surface selection rule (SSR) for dielectrics (see Section 3.11.4 for more
detail).

1.8.2. External Reflection: Metallic Substrates

The angular dependences of the MSEFs in a film at the air–Al and water–Al
interfaces shown in Fig. 1.17a are remarkable in three respects. First, indepen-
dently of the immersion medium, the z-component of the electric field within the
film is dominant, while the x- and y-components are almost zero at all angles of
incidence ϕ1. In other words, the tangential electric fields are quenched. This is
observed for all metals. The second feature, which is common to all substrates in
air (e.g., compare with Fig. 1.15a), is the attenuation of the perpendicular MSEF
component, whose maximum value for Al is ∼0.73. It can be shown [161] that
such an attenuation of the 〈E2

z 〉-component in the case of a metal substrate is
observed for films with n2 ≥ 1.4, which includes the majority of films. Finally, it
should be noted that if the radiation is incident from water onto a metal substrate,
the perpendicular MSEFs within the film are enhanced by a factor of about 2, as
for Si substrates (Fig. 1.15a).
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Figure 1.17. External reflection. Influence of angle of incidence on (a, b) mean-square electric
fields 〈E2〉 and (c, d) normalized mean-square electric fields 〈E2〉 sec ϕ1; (a, c) in model organic
film (n2 = 1.5, k2 = 0.1, ν = 1000 cm−1) 5 nm thick at air–Al (solid line) and water–Al (dashed
line) boundaries; (b, d) at bare air–Al (solid line) and water–Al (dashed line) boundaries. Optical
constants of water and Al indicated in Table 1.1.

The distribution of the electric fields along z-axis in the air–model film–Al
system is shown in Fig. 1.16b. The standing-wave patterns produced by the tan-
gential electric field components exhibit nodes at a metal surface, while the
normal component has an antinode. As seen from the insert in Fig. 1.16b, the
tangential electric fields, which are continuous at interfaces (1.8.8◦), decay dra-
matically after crossing the metal surface, typically at a distance similar to the
depth of the skin layer (1.3.14◦).

To interpret z-polarization of the electric field at a metal surface qualitatively,
recall the basic laws of electrostatics, which state that at any point outside a
conductor near its surface the electric field is always perpendicular to the sur-
face, while at any point inside a conductor the net electric field is always zero.
Therefore, in the case of the tangential external electric field, the strength of
the induced electric field inside a metal equals that of the external field and
their directions are antiparallel on both sides of the interface (Fig. 1.18a), which
results in the vanishingly small strength of the total tangential electric field in
the neighborhood of a metal surface. This is known as screening of the tangen-
tial electric field. If the external electric field is perpendicular to the surface, the
induced dipole moment has an electric field parallel to the source field outside the
metal (Fig. 1.18b). As a result, the net perpendicular electric field strength near
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Figure 1.18. Sketch of instantaneous electric fields appearing at metal interface. Dashed
arrows illustrate induced (image) field and solid arrows correspond to external field. Notice that
in static limit, value of induced field is dictated by fact that net electric field inside a metal is nil.

a metal surface does not vanish. Since the intensity of an IR spectrum is defined
by the interaction between the oscillating dipoles of the sample molecules and
the electric field (1.2.9◦), the result of these two effects is that only perpendic-
ular vibrations are observed. This is known as the SSR for metal surfaces. This
selection rule is rather universal, being valid not only for a plane–parallel but
also a rough metal surface and metal particles (Section 3.9.4).

However, in the presence of a thin film at the air–metal interface, there is no
enhancement of 〈E2

z 〉 at the metal surface, as might be concluded based on the
above consideration. The reason will be apparent if one analyzes the boundary
conditions for the electromagnetic wave (1.4.7◦). The continuity of the tangential
components of the electric field and the perpendicular component of the electric
displacement, D = ε̂E, can be approximated for a three-phase system as [99, 101]

〈E2
y1〉 ≈ 〈E2

y2〉 ≈ 〈E2
y3〉, 〈E2

x1〉 ≈ 〈E2
x2〉 ≈ 〈E2

x3〉,
|ε̂1|2〈E2

z1〉 ≈ |ε̂2|2〈E2
z2〉 ≈ |ε̂3|2〈E2

z3〉,
(1.109)

where 〈E2
k 〉 (k = x, y, z) are the components of the MSEFs and ε̂ are the per-

mittivities. Subscripts 1, 3 and 2 refer to the input and output media and the
film, respectively. Equations (1.109) imply that a boundary is transparent for
the tangential electric field components, whereas the normal component, due to
the polarization of the media, changes abruptly at a boundary, decreasing in the
medium with the larger permittivity. This is illustrated by the plots of Fig. 1.16.
When |ε̂1|2 = 1 (input medium is air), it follows from Eqs. (1.109) that the ratio
〈E2

z2〉/〈E2
z1〉 is less than unity and decreases inversely with respect to |ε̂2|2. This

conclusion is general for all substrates, and a metal substrate is a specific case.
Nonetheless, the spectral enhancement for films on metallic substrates exists

and, as demonstrated by Greenler [122], can achieve values of 5000 and greater
(!) relative to the normal-incidence transmission spectrum of the free film. Let
us show that there is no contradiction with the conclusions listed above. As
follows from Eq. (1.108), the spectral sensitivity depends not only on the MSEFs
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but also on the geometric factor d2/ cos ϕ1, which characterizes the volume of
the film sampled by a radiation beam of unit cross-sectional area. Comparison
of the angle-of-incidence dependences of the normalized MSEFs (NMSEF ≡
〈E2〉 secϕ1) to those of the MSEFs (Fig. 1.17) reveals that the normalization by
cosϕ1 has a significant influence on the positions and values of the maxima.
From Fig. 1.17, it can be inferred that the NMSEFs within the film at a metal
substrate increase up to a factor of ∼30 at grazing angles of incidence. Therefore,
the enhancement of spectral sensitivity for the metal substrate is caused partly
by the increase in the quantity of film material experiencing the field.

The other cause of the enhancement is that the spectra are represented in
units of absorbance or reflectivity [Eqs. (1.78) and (1.77), respectively], which
vary in inverse proportion with the light intensity reflected in the absence of
the film. As seen from Fig. 1.11e, for p-polarization the reflectance of a metal,
R0, decreases significantly near the Brewster angle, causing �R/R0 to increase
and thus the absorbance A ≈ (�R/R0)/ ln 10 to increase. This factor gives an
apparent enhancement in the spectrum at the expense of the SNR.

Both causes of spectral enhancement act in the case of external reflection
from transparent or low-absorbing substrates. The “positive” geometric effect is
demonstrated in Fig. 1.15. The “negative” effect due to the spectrum represen-
tation is the most pronounced in the p-polarized spectra measured at ϕ1 ≈ ϕB
because R0(ϕB) ≈ 0 (Figs. 1.11a, c, and d).

1.8.3. ATR

Figure 1.16c shows the dependence of the MSEFs on the z-coordinate for the
Si–model film–water interface at ϕ1 ≈ ϕc ≈ 21◦. Periodic variation of the MSEF
is observed in the medium of incidence, and as expected, the fields are almost
constant within the film, decaying exponentially in water. Using the procedure
outlined in 1.1.17◦ to determine penetration depth dp and the MSEFs for a two-
phase system, one can derive the general analytical expression for dp as

dp = − 1

2πν Im ξ2
, (1.110a)

which is independent of polarization. When the final phase is transparent,
Eq. (1.110a) can be rewritten for ϕ1 ≥ ϕc as

dp = 1

2πν
√
n2

1 sin2 ϕ1 − n2
2

. (1.110b)

Notice that some authors [99, 163] have defined the penetration depth, replacing
the factor 2 in the denominator in Eqs. (1.110) by a factor of 4. To gain some
idea of the magnitudes of these penetration depths, Table 1.3 gives dp values for
several interfaces at 1000 and 3000 cm−1.
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Table 1.3. Typical penetration depths (µm) in ATR experiments for IREs
from chalcogenide glass and Ge

Final Medium
Chalcogenide Glass,
n1 = 2.37, ϕ1 = 35◦

Germanium,
n1 = 4.01, ϕ1 = 45◦

Model polymer “in window of
transparency”: n2 = 1.5,
k2 = 0, ν = 1000 cm−1

59.8(ϕ1 = 40◦) 0.66

Water: n2 = 1.218,
k2 = 0.0508, ν = 1000 cm−1

25.92 0.62

Water: n2 = 1.319, k2 = 0.131,
ν = 1640 cm−1

1.96 0.38

Hirschfeld [163] attempted to correlate the Goos–Hänchen shift (1.4.11◦)
with the penetration depth and the effective thickness [Eq. (1.114)]. However,
Epstein [164] reexamined the problem and revealed that there is no simple
relation between these quantities, because the Goos–Hänchen shift involves non-
homogeneous waves, whereas the penetration depth and the effective thickness
are determined as the decay of a homogeneous wave.

As seen from Fig. 1.19 the largest values of 〈E2
y2〉 and 〈E2

z2〉 within the
film always occur at the critical angle. In the case where the final medium is
transparent (e.g., air) and ϕ1 = ϕc, p-polarization gives only the electric field
perpendicular to the interface, while at ϕ1 � 2ϕc + 5◦, the tangential compo-
nent dominates. This peculiarity, which presents the SSR for ATR, is useful in
studying the orientation of adsorbed molecules.

When dealing with the ATR spectra of films at the boundary with an absorbing
medium (Figs. 1.19b, d), it should be kept in mind that at ϕ1 = ϕc the p-polarized
ATR spectrum contains parallel absorption bands as well as perpendicular absorp-
tion bands (caused by the dynamic dipole moments parallel and perpendicular to
the interface, respectively). The surprising feature of Figs. 1.16c and 1.19a, b is
that, contrary to the external reflection, the MSEFs within the ultrathin film are
enhanced under ATR conditions at angles of incidence not far from the critical
angle ϕc. This feature makes the ATR method more preferable for microsampling
as compared to the external reflection [165].

It is noteworthy that the geometric factor (normalization) does not yield a
remarkable increase in the NMSEF values as compared to the MSEF ones (com-
pare Figs. 1.19a and b with c and d , respectively). Another feature to be mentioned
is that the NMSEF values in the model organic film at the Ge–air and quartz–air
interfaces are close to each other at ϕ1 > 50◦ (Fig. 1.20). By contrast, the absorp-
tion depths �R for the same systems are rather different (Fig. 2.23b). This means
that analysis of the NMSEF plots can lead to incorrect conclusions concerning the
SNR in the ATR spectra of thin films. Therefore, the simulations aiming to distin-
guish the optimum experimental conditions should be performed for �R instead
of the NMSEFs. It seems that the mentioned inadequacy of the NMSEFs comes
from a difference in the Goos–Hänchen shifts in different systems.
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The MSEF formalism was used for deriving the formulas for estimating the
adsorption density at the internal reflection element (IRE)–solution interface
[153, 154, 166–174]. Assuming that (1) species at the solid–solution inter-
face are steplike distributed (with the maximum at the surface), (2) the refrac-
tive index of the adsorbed species is close to that of the solution, and (3) the
absorption indices of the adsorbed and solvated species are close to each other,
Tompkins [166] derived heuristically the following equation that describes the
absorbance per reflection in the multiple internal reflection (MIR) spectrum of
the species adsorbed at the IRE:

A

N
= n31E

2
0E

cos ϕ1

∫ ∞

0
C(z)e−2z/dpdz, (1.111)

where A is the integrated absorbance (cm−1), N is the number of internal reflec-
tions, E is the integrated molar absorption coefficient (cm−2 · mol−1) for the
species in the solution, which is obtained from the liquid-cell transmission mea-
surements (e.g., for oleate at 20◦C, E = 42,038 L · cm−2 · mol−1 [167]), z is the
thickness, C(z) is the concentration as a function of distance from the IRE
(mol/L), n31 = n3/n1 is the refractive index of the solution relative to that of the
IRE, and E0 = (|E0x |2 + |E0z|2)1/2 and E0 = E0y are the mean electric fields in
the solution at the interface for p- and s-polarization, respectively.

Defining the concentration profile as

C(z) =
{
Ci + Cb for 0 < z < d2,

Cb for d2 < z < ∞,

where Cb and Ci are the surfactant concentration in the bulk solution and at the
interface, respectively, and d2 is the adsorbed film thickness, and using the linear
approximation exp(−2d2/dp) ≈ 1 − 2d2/dp for d2 � dp, Sperline et al. [154]
derived, from Eq. (1.111),

A

N
= ECbde + E

(
2de
dp

)
(Cid2). (1.112)

Here,

de = n31E
2
0dp

2 cosϕ1
(1.113)

is the effective thickness of the material with n3, which in the transmission
spectrum at normal incidence gives the same absorbance as in the ATR spectrum.
In practice, if the beam is not polarized, polarization of the light beam due to the
properties of the spectrometer must be determined, and a value of de is calculated
as a weighted average of the purely parallel and perpendicular values [168]. The
value of N can be determined by using a reference solute [154] or by geometric
consideration [156], which for a parallelepiped geometry is

N = L

h
cotϕ1,
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where L and h are the IRE length and thickness, respectively. Recognizing
that Cid2/1000 equals the Gibbs surface excess H (mol · cm−2) and rearranging
Eq. (1.112) give, for both s- and p-polarization,

H = (A/N)− ECbde
1000E(2de/dp)

(1.114)

This so-called Sperline relationship has been verified in a series of in situ and
ex situ studies of surfactant adsorption phenomena (see Refs. [169, 170] for
examples and references). The corrected formula (1.114) is also applicable to
ex situ ATR spectra [171] and adsorption onto a film-coated IRE [172]. The
extension of Eq. (1.114) to anisotropic films is discussed by Fringelli [173]. Pitt
and Cooper [174] represented Eq. (1.114) as

H = AaCbdp

2Ab
, (1.115)

where Aa is the absorbance of the adsorbed molecules at the interface and Ab
is the absorbance of the bulk solution. The term Cbdp/2Ab is calculated from
the ATR measurements. The formula of Pitt and Cooper gave the surface excess
for adsorbed proteins that were in good agreement with the values obtained by
another independent method. The advantage of Eq. (1.115) consists in no need
for explicitly determining the extinction coefficient E.

In summary, due to the resonances or the formation of the evanescent wave,
the electromagnetic field of the incident radiation is dramatically modified by the
solid surface. As a result, the electric fields deviate from unity in an ultrathin
film depending on the geometry of the experiment and the optical properties of
the material.

If an ultrathin film is located at a metal substrate, the metal quenches the
tangential components of the electric fields. Therefore, s-polarization is insensi-
tive to ultrathin films, while for p-polarization only the perpendicular absorption
bands are observed. This conclusion constitutes the SSR for metals.

Since at the boundary of a dielectric or semiconductor screening is much
weaker, all the components of the TDMs are observed in the external reflection
spectra of adsorbed molecules.

Independently of the substrate material, the MSEFs are attenuated in films if
the input medium is air. An increase in 〈E2

z2〉 occurs if the support is immersed
in a medium that is optically denser than the film. For all substrates, the spectral
contrast is also increased due to (1) the increase in the quantity of the film
material interacting with the incident radiation at the inclined angles of incidence
and (2) the decrease in the reflectivity of the substrate. The latter factor, however,
reduces the SNR and hence the quality of the external-reflection spectrum.

If one applies the ATR method at ϕ1 ≈ ϕc, where the spectral sensitivity
is maximal, and the final medium is transparent, p-polarization will give only
the spectrum of the excitations whose dipole moment is perpendicular to the
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interface. However, if the final medium is absorbing or ϕ1 � ϕc + 5◦ the p-
polarized spectra will contain both the perpendicular and the parallel bands. This
is the SSR for ATR spectra.

To reveal the optimum conditions, the absorption depth (�R) or the band
intensity (�R′) should be used for the spectral simulations, instead of the MSEFs
(NMSEFs) or absorbances.

1.9. EFFECTIVE MEDIUM THEORY

In the previous sections, we have dealt with the ideal case of homogeneous
ultrathin films on flat substrates; on the microscopic level, all ultrathin films are
inhomogeneous and surfaces are rough. Depending on the characteristic size,
distribution, spacing, and orientation, these imperfections may contribute to the
IR spectra, and to distinguish the spectral manifestation of these imperfections
is rather complicated [175, 176]. It can be simplified if each particle (cell) is
assumed to absorb and radiate coherently with the incident wave and the inci-
dent wave is assumed to be unable to resolve the individual particles. In this
case, a discontinuous/composite film or the uppermost layer of a rough surface
can be considered to be homogeneous, characterized by some effective dielectric
constant and obeying the Fresnel formulas (Fig. 1.21). Such an approach may be
legitimate provided that structural elements are small compared to the wavelength
λ so that r/λ < 10−2, where r is the characteristic dimension of the structural
element [177]. In such a situation, the dielectric function of an inhomogeneous
film can be derived within the framework of the effective medium theory (EMT).

The EMT was initially developed by Maxwell-Garnett in 1904 [178] to
account for the colors of glasses containing microscopic metal spheres. It employs
an analogy between ensembles of molecules and small particles in which the
particles are regarded as giant molecules. Recall that when deriving the expression
for the dielectric function of a dielectric continuum [Eq. (1.33)] within the
framework of the Lorentz model, one assumes that a medium is composed
of coupled dipoles (which model either phonons or electrons), each dipole
being described by Eq. (1.32). Such an approximation permits summation of
the individual polarizabilities using Eq. (1.29). The same idea is exploited in the
case of an ensemble of small particles, but instead of the polarizability of a single
dipole described by Eq. (1.32), the electrostatic polarizability of the particle is
introduced in the summation. However, in contrast to the Lorentz model, the EMT

ε–}ε

ε

εsm

Figure 1.21. Sketch of effective medium.
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takes into account the local-field effects: The embedded particles are polarized
by the incident wave, causing distortions in the microscopic electromagnetic field
around them. If the difference between the actual and external (applied) electric
fields is described in accordance with the Clausius–Mossotti/Lorentz–Lorenz
(CMLL) model [179–182], then the earliest variants of the EMT dielectric
functions can be obtained. Note that the CMLL model is valid only for an
isotropic arrangement of particles [12, 22, 33].

The derivation of the effective dielectric function of a medium composed of
small spheres and a vacuum will be presented [183]. From elementary electro-
statics [12], the polarization P of a sphere in a constant and uniform far field is
uniform, and its polarizability α̂ (1.3.2◦) is given by

α̂ = 4πr3 ε − εsm

ε + 2εsm
, (1.116)

where r is the sphere radius and ε(ω) and εsm are the dielectric functions of the
sphere material and the surrounding medium, respectively. It can be seen from
Eq. (1.116) that the polarization of such a sphere will have a resonance when

|ε(ω)+ 2εsm| = min. (1.117)

The frequencies at which the condition (1.117) is met are referred to as Frohlich
frequencies ωF , and the corresponding modes of a sphere that is small compared
to λ are referred to as the Frohlich modes, giving credit to the pioneering work of
Frohlich [13], who determined theoretically that an ensemble of small spherical
particles absorbs at ωF (see the discussion in Section 3.9). When the imaginary
part of ε(ω) vanishes, Eq. (1.117) is reduced to the Mie condition

ε(ω) = −2εsm, (1.118)

which follows from the Mie theory [184, 185].
Accounting for the CMLL local field converts Eq. (1.29) into the

Clausius–Mossotti relation [9–13, 22, 43]

α̂ = 3

N

ε̄ − 1

ε̄ + 2
, (1.119)

where N is the number of particles in a unit volume and ε̄ is the dielectric
function of the composite medium consisting of these particles and the vacuum.
From Eqs. (1.116) and (1.119) one can obtain the following relationship in the
case of εsm = 1:

ε̄ − 1

ε̄ + 2
= f

ε − 1

ε + 2
. (1.120)

Here, ε denotes the dielectric function of the sphere material and f = NV is the
volume fraction of these spheres, known as the filling fraction (V = 4

3πr
3 is the
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volume of one particle). If, instead of the vacuum, the spheres are embedded in
a matrix of a dielectric function εsm, then ε and ε̄ are the dielectric constants
relative to εsm and Eq. (1.120) can be rewritten as

ε̄ − εsm

ε̄ + 2εsm
= f

ε − εsm

ε + 2εsm
. (1.121)

This formula is known as the Maxwell-Garnett effective medium (MGEM)
expression. Note that it can be derived under various assumptions [175, 186,
187]. From Eq. (1.121), the Maxwell-Garnett (MG) dielectric function of the
composite layer is expressed as

ε̄ = εsm
ε (1 + 2f )+ 2εsm(1 − f )

ε(1 − f )+ εsm(2 + f )
. (1.122)

One can see that the effective dielectric function of the effective medium differs
from the simple average of the dielectric functions of the constituents. Moreover,
Eq. (1.122) is inherently asymmetric in the treatment of the two constituents;
the transformation of ε ↔ εsm and f ↔ 1 − f will result in different effective
dielectric functions.

Using Eq. (1.122), it is straightforward to show for the undamped case [186]
that the TO and LO energy loss functions of the layer have maxima at the
frequencies ω′

TO and ω′
LO, respectively, obeying the conditions

ε(ω′
TO) = −εsm

2 + f

1 − f
, ε(ω′

LO) = −εsm
2(1 − f )

1 + 2f
.

It is seen that for f → 0 both ω′
TO and ω′

LO approach the Frohlich frequency
of the inclusions, Eq. (3.35), ω′

TO = ω′
LO = ωF . As f increases, the ω′

TO and
ω′

LO bands move toward longer and shorter wavelengths, respectively, and the
composite layer has a reflection band that extends from ω′

TO to ω′
LO. For f → 1,

ω′
TO and ω′

LO approach ωTO and ωLO of the bulk material, respectively. (Note
that the maximum filling factor f = 0.74 in the cubic or hexagonal close-packed
geometry for uniformly sized spheres [188].)

Assuming that the individual grains, representing both the particles and the
surroundings, exist in some effective medium, in 1935 Bruggeman [189] derived
the expression for the average dielectric function, which can be generalized to
ellipsoids as [190]

3∑
k=1

(
f

ε − ε̄

ε̄ + gk(ε − ε̄)
+ (1 − f )

εsm − ε̄

ε̄ + gk(εsm − ε̄)

)
= 0. (1.123)

Here, ε, εsm, and ε̄ are the dielectric functions of the particles, the surrounding,
and the effective medium, respectively, and gk (k = 1, 2, 3) is the geometric
(shape) factor, which determines the self-polarizing effect of the ellipsoid and
has a value between zero (needle) and unity (slab) so that g1 + g2 + g3 = 1.
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For a sphere gk = 1
3 . Ellipsoids of rotation, or spheroids, which have two axes

of equal length, are a special case. The prolate (column-shaped) spheroids, for
which g2 = g3, are produced by rotating an ellipse about its major axis; the oblate
(disk-shaped) spheroids, for which g1 = g2, are produced by rotating an ellipse
about its minor axis. In the general case, the value of gk can be obtained from
the tables of Stoner [191] or by using the formulas developed by Osborn [192]
(see also Ref. [175]).

As opposed to the MGEM expression (1.121), the Bruggeman formula is sym-
metrical relative to the particles and their surroundings. Although some authors [52]
refer only to the Bruggeman model (BM) as the EMT, to differentiate from the
MG-type theories. However, Aspnes [193] has shown that both theories are con-
ceptually equivalent to the EMT since the Bruggeman formula can be derived from
the MGEM if the CMLL model is used as the starting point. Nevertheless, the
applicability range of these EMTs appears to be different. There is general con-
sensus [52, 194] that the Bruggeman formula is more appropriate in the cases of
composites containing two or more components at high filling factors.

In the literature, several EMTs have been reported. These EMTs originate from
different assumptions of the shape, construction, number, and mutual orientations
of the basic unit cells and various types of interactions between them (in addition
to or instead of the Lorentz field — the long-range dipole–dipole field involved
in the CMLL model). Rather than attempt to review this large body of theoretical
work (see, e.g., Refs. [183, 195–197]), the results of only a few of them will be
discussed.

Since the Bruggeman formula and MGEM expressions, which were established
for essentially random structures, can be highly inaccurate for regular or partly
ordered arrays, Radchik et al. [198] have derived a generalized EMT from first
principles. In this version of the EMT, an exact expression for the effective
filling factor f ∗ was derived from a conformal transformation that describes the
periodic properties of an ordered array of cylindrical particles. The value of f ∗
is complex and wavelength dependent. The difference between the real filling
factor and f ∗ is interpreted as an indication of screening.

The earlier MGEM-like dielectric functions of Gans [199], David [200], and
Galeener [201, 202] of an anisotropic medium containing ellipsoids of identical
shape and orientation have been further modified by Cohen et al. [203]. In the
Cohen model, the shape of the fictitious Lorentz cavity (“near region”), which
figures in the derivation of the local-field approximation, is postulated to be
ellipsoidal instead of spherical. From a microscopic viewpoint, such a substitution
reflects the presence of some structural disorder in the system of aligned particles
or in their surroundings [204]. His expression for aligned ellipsoids in the form
cited by Landauer [205] is given by the following:

ε̄ − εsm

gcε̄ + (1 − gc)εsm
= f

ε − εsm

gε + (1 − g)εsm
. (1.124)

The quantities g and gc describe the shapes of the inclusion and the Lorentz
cavity, respectively. For the general case of randomly oriented ellipsoids, Polder
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and von Santen [206] have derived the formula

ε̄ = εsm
3 + 2f α̃

3 − f α̃
, (1.125)

which accounts for anisotropic dielectric properties of the particles. Here, α̃ is
the averaged polarizability of the randomly oriented ellipsoids, given by

α̃ = 1

3

3∑
k=1

α̂k, (1.126)

where the summation is over the three principal axes of the ellipsoids and α̂k is
the complex electric polarizability of the particle along the k-axis,

α̂k = V
ε − εsm

εsm + (ε − εsm)gk
. (1.127)

Here, V = 1
3 4πabc is the ellipsoid volume (a, b, and c are the radii along

the principal axes) and gk is the geometric factor. Equation (1.125) was fur-
ther extended by Hayashi et al. [207] to particles that are nonuniform in size.
Wiener [208] and Granqvist and Hunderi [209, 210] extended the EMT for the
case of different shapes (circular cylinders, layers, rods, and spheres) and orienta-
tions of the cells. Schopper [211] introduced a Gaussian distribution of ellipsoidal
shapes in the EMT, while Dobierzenska-Mozrzymas et al. [212] employed a log-
normal type of distribution. As noted by Kreibig and Vollmer [177], a further
generalization can be achieved if one applies the Sinzig n-shell formula [213] for
the particle polarizability in calculating the average dielectric function. Ruppin
and Yamaguchi [214] studied the effect of the substrate on the spectra of spher-
ical particles, modeling such a system as spherical particles in a matrix with a
dielectric function εsm that is an average of the vacuum value 1 and that of the
support material ε3 [εsm = 1

2 (1 + ε3)]. It was found that interaction with a sub-
strate leads to a red shift of the absorption bands. The Maxwell-Garnett theory
has been improved by Stroud and Pan [215], Niklasson et al. [216, 217], Bohren
and Huffman [175], and Bohren [218]. The EMT has been extended to multicom-
ponent systems [219]. The effect of clustering has also been treated [220–222].
The difference in the application of the CMLL formula in the EMT to bulk and
thin systems is discussed by Vinogradov [223].

The EMT can be considered as a basic tool for the analysis of IR spectra of
inhomogeneous thin films, and it has been proven valid in many cases, provided
that the working formula has been chosen properly (Section 3.9). However, the
EMT is not sensitive to the positions or sizes of individual inclusions in the film.
Moreover, in contrast to the Rayleigh law, it is inadequate in predicting the color
and brightness of the sky, because it neglects incoherent scattering.
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1.10. DIFFUSE REFLECTION AND TRANSMISSION

Reflected and transmitted radiation from a powder layer can be either specular
or diffuse (Fig. 1.22). The specular (Fresnel) component ISR reflected from the
external boundary, which is comprised of all parts of the interface that have
faces oriented in the direction of the “averaged” common interface. The mag-
nitude of this component and its angular dependence can be determined by the
Fresnel formulas (1.62). The specular (regular) transmission IRT is the fraction
of radiation that travels through the sample without any inclination. The other
fractions of the radiation, the so-called diffuse reflection and transmission, IDR

and IDT, respectively, are generated by the incoherent (independent) scattering
and absorption by particles and do not satisfy the Fresnel formulas.

One can distinguish the surface and volume components in the diffuse trans-
mission IDT and the diffuse reflection IDR (Fig. 1.22) [224–227]. The surface
component, which is referred to as Fresnel diffuse reflectance, is the radiation
undergoing mirrorlike reflection and still obeying the Fresnel reflection law but
arising from randomly oriented faces. This phenomenon was first described by
Lambert in 1760 [228] to account for the colors of opaque materials. The vol-
ume, or Kubelka–Munk (KM), component is the radiation transmitted through
at least one particle or a bump on the surface (Fig. 1.22).

All the components mentioned interact with the powder and, therefore, contain
information about its absorption coefficient. However, only the specular transmis-
sion and volume KM components give the absorptionlike spectra of the powder
directly. The Fresnel components produce specular reflection (first derivative or
inverted) spectra [which can be converted into the spectra of the absorption coef-
ficient using the KK transformation (1.1.13◦

)]. Therefore, to obtain the absorption
spectrum of a powder, the Fresnel components must be eliminated from the final
spectrum. In practice, this can be achieved by immersion of the sample in a
transparent matrix with a refractive index close to that of the powder, selec-
tion of appropriate powder size, or special construction of reflection accessories
(Section 4.2).

ISR

IRTIDT

IDR IDR = IDR      + IDR 
volume volume surface

IDR
surface

average interface

I0

I0

ϕ1
ϕ1

Figure 1.22. Illustration of components of radiation reflected from and transmitted through
powder layer.
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There is no general theory for diffuse reflection and transmission [176,
229–232]. The intensity of radiation traveling through a layer of particles is
attenuated by incoherent scattering and absorption as well. Provided the particles
are well separated so that multiple scattering may be neglected, this intensity can
be approximated by [233]

It = I0e
−NCextd . (1.128)

Here, N is the number of particles in the layer, I0 and It are the intensities of
the incident and transmitted radiation, respectively, and d is the layer thickness.
The extinction cross section Cext is the sum of an absorption cross section Cabs

and a scattering cross section Csca:

Cext = Cabs + Csca. (1.129)

In 1871, using dimensional analysis, Rayleigh showed that for a single nonab-
sorbing particle that is small compared to the wavelength

Csca ∝ r6ν4, (1.130)

where r is the particle size and ν is the frequency of the radiation (see Ref. [234]
for details.). In particular, the sky’s blue color and its redness when one
looks toward the sun at sunset are explained by the Rayleigh law [10]. Kerker
et al. [235] have pointed out that the accuracy of the Rayleigh theory decreases
as the |n| of the particles increases. In 1908, Mie [184] derived a rigorous
solution of the Maxwell equations with the appropriate boundary conditions
in spherical coordinates for a homogeneous sphere of an arbitrary diameter
located in a homogeneous medium. In his treatment, the spheres were assumed
to be large enough for the dielectric continuum theory to be applicable, with no
other limitation in their size. The input parameters were the sphere size and the
dielectric functions of the sphere and the surrounding medium. In the general case,
the solutions obtained in Mie’s theory defy a simple analytical consideration. A
detailed discussion of their properties can be found elsewhere [175, 230, 236]. In
the limiting case when the radius of the sphere is much larger than the wavelength,
the Mie solution gives the same result as diffraction theory and geometric optics.
When the particle size is on the order of λ, the solution is complicated and
varies from case to case. In particular, if the particle is not too highly absorbing,
the Mie absorption and scattering coefficients tend to oscillate. In the limiting
case of small particles, Mie’s theory predicts that the intensity of scattering is
proportional to ν4 (the same result as the Rayleigh theory), while the absorption
varies as ν.

For highly diluted randomly oriented ellipsoids, van de Hulst [233] obtained
the following expressions for the absorption and scattering cross sections:

Csca = k̂4

6π

1

3

3∑
k=1

|α̂k|2, (1.131)

Cabs = −k̂ Im(α̃), (1.132)
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where k̂ = 2π/λ is the wavenumber in vacuum (1.1.9◦), k refers to a particular
axis, and α̃ is the average polarizability as determined by Eq. (1.126). A review
of the results for coated spheres and cylinders is given by Bohren [176].

For a denser ensemble of scatterers, the theories can be classified into two
groups. In the statistical theories (see, e.g., Ref. [237]), a scattering system is
considered to be a series of individual particles or layers characterized by their
size and concentration and the actual refractive indices of the parent materials and
whose optical behavior is averaged. The continuum models consider the nonuni-
form medium to be a continuum and use phenomenological characteristics. The
change in the intensity of an electromagnetic wave when it propagates through
such a medium is found by solving the set of differential equations of first order
(equations of radiative transfer). A solution of the problem was suggested by
Gurevich in the early 1930s within the framework of the two-parametric two-flux
approximation of the theory of radiation transfer in a scattering medium [238].
Analogous work was performed somewhat later by Kubelka and Munk [239] and
by other authors (see review in Refs. [230, 240, 241]).

Separating the radiation flux in a disperse substance into two fluxes (one flux
travels in the forward direction and one in the back direction), Kubelka and Munk
obtained the following expression for the KM reflectance F(R∞):

F(R∞) = (1 − R∞)2

2R∞
= K

S
, (1.133)

where R∞ is the reflectance of the sample relative to that of a nonabsorbing stan-
dard. The subscript ∞ means that the sample thickness is large enough (d → ∞)
to neglect the transmission of radiation through the sample and the reflection
from the background boundary (for silica derivatives d∞ is >2 mm and can be
>5 mm if both K and S are small). The phenomenological parameters of the
sample — absorption (K) and scattering (S) coefficients of an elementary vol-
ume — are called the Kubelka–Munk absorption and scattering coefficients. The
KM absorption coefficient K is assumed to be equal to 〈α〉, the true decay con-
stant (1.22) of the compound of the particle, averaged over a unit volume, and
the light intensity in a diffusely scattering sample is described by the BLB law as

I = I (0)e−Kd. (1.134)

Equation (1.133) allows one to use the KM reflectance units to characterize a
thin film on a powdered support.

The KM theory is valid if (1) the amount of the specular reflectance ISR

is negligibly small, (2) scattering is isotropic, (3) the sample thickness is large
enough (d → ∞) to allow contributions from transmission through the sample
and reflection from the background boundary to be neglected, (4) the KM scatter-
ing coefficient S is independent of both the absorption and the wavelength, and
(5) both S and K are constants within the sample volume. It was shown [232]
that a quantitative determination of the KM function is restricted to the samples
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for which the scattering coefficient is much larger than the absorption coefficient
(K/S < 0.13) and 0.15 < R∞ < 0.85.

The KM theory has been adapted for the diffuse reflectance and transmit-
tance measurements of adsorbed species on nondiluted powders [242, 243]. For
example, to take into account the nonisotropic scattering directed preferentially
forward, Boroumand et al. [243] introduced a third flux along with the upward
and downward fluxes of the KM theory. The resulting expression connects the
DT and DR signals with the KM parameters S and K and agrees well with the
measured C≡N band intensities of a dye adsorbed on silica.

From a practical viewpoint, the main disadvantage of the KM theory is that
the KM absorption and scattering coefficients do not relate to the actual opti-
cal parameters (the absorption and scattering coefficients) of the particle parent
material in a straightforward manner [242, 243] and therefore the DR and DT
spectra of a system cannot be calculated. In principle, the equation for radia-
tive transfer can be generalized to include the dispersion effects and applied to a
closed-packed medium of particles smaller than the wavelength, provided that the
effective scatterers are considered as aggregates rather than the actual particles
that make up the medium [230]. The size of such an effective particle should be
on the order of a wavelength and its effective dielectric function is calculated
within the framework of the EMT.

APPENDIX

Algorithm for Programming MSEF Calculations According
to Hansen Matrix Formulas

The Hansen matrix formulas for the MSEFs introduced in Ref. [100] contain a
number of misprints. Some of them have been corrected in Refs. [99, 101, 153],
which also contain some misprints. Below, the Hansen formulas are corrected
so as to produce results equivalent to those reported elsewhere [100, 101, 132,
244, 245].

To evaluate the MSEF (1.1.15◦) at position z within the kth layer of an N -
isotropic-phase system (Fig. 1.14), according to the Hansen treatment of the
matrix method (Section 1.7), the following approach is recommended.

1. The column vectors Q
s,p

1 and Q
s,p

N−1, characterizing the amplitudes
of the tangential components of the electric (s-polarization) and magnetic
(p-polarization) fields at the first and final boundaries, respectively, are
calculated as

Qs
1 ≡

[
E0
y1

H 0
x1

]
=
[

1 + rs

p1(1 − rs)

]
,

Qs
N−1 ≡

[
E0
y(N−1)

H 0
x(N−1)

]
=
[
t s

pN t
s

]
,
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Q
p

1 ≡
[
H 0
y1

E0
x1

]
=
[

1 + rp

q1(1 − rp)

]
n1,

Q
p

N−1 ≡
[
E0
y(N−1)

H 0
x(N−1)

]
=
[
tp

qN t
p

]
n1.

Here, the terminology of 1.7.4◦ holds: rs,p and t s,p are the Fresnel amplitude
reflection and absorption coefficients, respectively. The amplitude of the electric
field vector of the incident beam in phase 1 is taken to be equal to unity.

2. For the j th layer (j = 2, . . . , N − 1, j �= k) of the N medium, the matrix
N
s,p

j is generated, which is the reciprocal of the characteristic matrix of this layer,
M
s,p

j (1.7.4◦) (Ns,p

j M
s,p

j = I , where I is the unit matrix). To avoid calculating
the inversion of the matrices, the matrix Ns,p

j is obtained by changing the signs
of the negative terms m21 and m21 of the matrices Ms,p

j obtained in steps 7a and
7b in 1.7.4◦.

3. For the kth phase (1 ≤ k ≤ N ), within which the MSEF magnitude is to
be evaluated at the position z (zk−1 = ∑k−1

h=2 dh ≤ z ≤ zk = ∑k
h=2 dh), the matrix

N
s,p

k is constructed as

Ns
k (z) =


 cos[2πνξk(z− zk−1)]

i

pk
sin[2πνξk(z− zk−1)]

ipk sin[2πνξk(z − zk−1)] cos[2πνξk(z− zk−1)]


 ,

N
p

k (z) =

 cos[2πνξk(z − zk−1)]

i

qk
sin[2πνξk(z − zk−1)]

iqk sin[2πνξk(z− zk−1)] cos[2πνξk(z − zk−1)]


 .

4. The resultant vectors Qs,p

k (z) characterizing the field amplitudes at position
z within the layered system are then found from the following relationships:

(a) at −∞ < z ≤ 0, that is, in the input medium, where k = 1,

Q
s,p

1 (z) = N
s,p

1 (z)Q
s,p

1 ;

(b) at 0 ≤ z ≤ d1, that is, in the first layer (k = 2),

Q
s,p

2 (z) = N
s,p

2 (z)Q
s,p

1 ,

or, alternatively,

Q
s,p

2 (z) = N
s,p

2 (z)M
s,p

2 M
s,p

3 · · ·Ms,p

N−1Q
s,p

N−1;
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(c) at
∑j−1
h=2 dh ≤ z ≤ zj = ∑j

h=2 dh, that is, within the layers with (k − 1) ≥
2 except the final (N th) phase,

Q
s,p

j (z) = N
s,p

j (z)

2∏
m=j−1

Ns,p
m Q

s,p

1

or

Q
s,p

j (z) = N
s,p

j (z)

N−1∏
m=j

Ms,p
m Q

s,p

N−1;

(d) for the final phase (k = N ), at z ≥ zj = ∑N−1
h=2 dh, we get

Q
s,p

N (z) = N
s,p

N (z)Q
s,p

N−1.

5. If we designate the elements of the resultant vectors Qs,p

k (z) as

Q
s,p

k (z) ≡
[
U
s,p

k (z)

V
s,p

k (z)

]

and introduce the quantity Wk(z) ≡ n1 sin ϕ1U
p

k (z)/ε̂k , where ε̂k = ε′
k + iε′′

k is
the dielectric function of the layer of interest, then calculation of the MSEFs at
the depth z proceeds according to

〈Es2k (z)〉 = 〈E2
yk(z)〉 = |Us

k (z)|2,
〈E2

xk(z)〉 = |V pk (z)|2,
〈E2

zk(z)〉 = |W(
kz)|2,

〈Ep2
k (z)〉 = 〈E2

xk(z)〉 + 〈E2
zk(z)〉.

Note that the MSEF magnitudes are dimensionless quantities equal to the
ratios of the MSEFs of interest to the MSEF of the incident beam.
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2
OPTIMUM CONDITIONS

FOR RECORDING
INFRARED SPECTRA

OF ULTRATHIN FILMS

One common problem when examining ultrathin films on various surfaces and at
various interfaces by IR spectroscopy is that of selecting both the best IR method
[transmission, IR reflection–absorption spectroscopy (IRRAS), ATR, DT, or DR]
and the best experimental geometry (optical configuration) for this method. For
films on plane substrates, this can be done using the optical theory introduced in
Chapter 1 (Sections 2.1–2.6). In the case of powdered substrates, the optimum
conditions are chosen based on the general theoretical and empirical regularities
(Section 2.7).

Before proceeding to analysis of the optimum conditions for different IR spec-
troscopic techniques, it is useful to recall [1] that “it is easy to lose sight of the
fact that these different techniques should all be compared to the benchmark
transmission method. There is one overriding factor that should always be kept
in mind: If it can be done using transmission spectroscopy then do it!” (p. 187).
In fact, when selecting a technique, the experimental simplicity and lower cost
of the transmission measurements is often forgotten.

Throughout this chapter, the nomenclature accepted in Figs. 1.12 and 1.14 for
describing the optical parameters of layered systems is used.

2.1. IR TRANSMISSION SPECTRA OBTAINED
IN POLARIZED RADIATION

If the substrate on which a nanolayer is located is transparent in the region of
the nanolayer absorption, the spectrum of the nanolayer can be obtained by the
transmission technique. According to this technique, a sample is inserted into
the radiation beam of a spectrophotometer and the intensity of the transmitted
radiation is recorded. In the case of zero angle of incidence (normal-incidence
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transmission), the main difficulties arise from insufficient spectral contrast and
interference effects from the components of the radiation beam reflected inside
the substrate. Thus, in practice, this technique is used mainly for the investi-
gation of relatively thick layers (tens or hundreds of nanometers). The most
typical of these studies is the investigation of the dielectric layers on semicon-
ductors used in microelectronics [2–5] and Langmuir–Blodgett (LB) multilayers
(Section 3.11). However, the potential applications of IR transmission spec-
troscopy can be extended by using polarized radiation and oblique angles of
incidence (oblique-incidence transmission) [6–17]. As will be shown below, this
effectively increases the optical path of the radiation in the layer under investi-
gation, and the spectral contrast is enhanced proportionally.

The simplest optical schemes for recording transmission spectra of nanolayers
are depicted in Figs. 2.1a and b. The advantage of these schemes is the absence
of interference in the spectrum, as the substrate has only one planar surface.
Calculations of the quantities T0, �T , and �T/T as a function of the angle of
incidence for the optical scheme presented in Fig. 2.1a are plotted in Fig. 2.2.
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Figure 2.1. Optical schemes for recording oblique-incidence transmission spectra of nanolay-
ers, in which layer is located (a,b) on surface of hemicylinder, (c) on surface of plane–parallel
plate, (d) between two hemicylinders: (1) immersion medium with refractive index n1, (2) layer
under investigation of thickness d2 and with optical constants n2 and k2, (3) transparent
substrate with refractive index n3.
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Figure 2.2. (a) Dependence of s- and p-polarized transmittance T0,s,p of bare substrates,
(b) absorption depth �Ts,p, and (c) transmissivity �T/Ts,p on angle of incidence: n1 = 1,
d2 = 1 nm, n2 = 1.564, k2 = 0.384, ν = 1200 cm−1; (1) n3 = 1.35 (CaF2), (2) 2.4 (ZnSe),
(3) 4.0 (Ge).
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The calculations were performed for substrates with n3 equal to 1.35, 2.4, and
4.0 and a 1-nm layer; the oscillator parameters are ε∞ = 2.3, ν0 = 1200 cm−1,
γ = 15 cm−1, S = 0.015 (at the maximum of the ν = 1200-cm−1 absorption
band, n2 = 1.564 and k2 = 0.384), typical for a medium-strength IR band of
an organic compound. The difference between the transmittance of the substrate
without the layer and with it (absorption depth), �T = T0 − T , and the trans-
missivity �T/T [Eq. (1.96)] were used to estimate the degree of absorption
of the radiation in the layer. One can see from Fig. 2.2a that, for all sub-
strates, as the angle of incidence ϕ1 increases, T0,s decreases smoothly from
0.978 (for CaF2, n3 = 1.35) and 0.64 (for Ge, n3 = 4.0) at ϕ1 = 0◦ to zero at
ϕ1 = 90◦. At the same time, T0,p first increases up to 1 as ϕ1 increases from
0◦ to ϕB , but then decreases to zero at ϕ1 = 90◦. When the refractive index
of the substrate is greater than that of the film, n3 > n2, the maximum val-
ues of �T and �T/T (Fig. 2.2b, c) are reached with p-polarization at grazing
angles of incidence (these values are higher for Ge than for ZnSe). Otherwise,
when n3 < n2 (curves 1), Tp > Ts , but �Tp < �Ts and �T/Tp < �T/Ts , and
the optimum angle is ∼70◦ (see also Fig. 3.24). This means that the max-
imal contrast in the transmission spectra can be achieved with either p- or
s-polarization depending on whether the refractive index of the film is greater
or less than that of the substrate. Since the refractive index n2 varies substan-
tially over one absorption band for strongly absorbing substances (Figs. 1.1 and
3.11), the transmission spectra of such films on substrates with low and high
refractive indexes will have different shapes when recorded under the optimum
conditions. This effect can be clearly seen in the dependence of �Tp and �Ts

on ϕ1 at the νTO and νLO frequencies that characterize the absorption band
of the SiO2 layer in the 1300–1000-cm−1 region (Fig. 2.3). For the film on
a CaF2 substrate, the absorption is maximal at the νTO frequency when mea-
sured with s-polarized radiation at an angle of incidence of 65◦ –70◦, while in
the case of a Ge substrate the �T value reaches a maximum at νLO in the
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Figure 2.3. Angular dependence of absorption depth (a) �Tp at νLO = 1220 cm−1 (n2 = 0.54,
k2 = 0.44) and (b) �Ts at νTO = 1075 cm−1 (n2 = 2.15, k2 = 1.66) for SiO2 layer 1 nm thick
on two substrates: (1) n3 = 1.35 and (2) n3 = 4.0; n1 = 1. Optical constants of SiO2 layer
correspond to those of layer obtained by chemical deposition [2].
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p-polarized spectra measured at grazing angles of incidence. Such a dependence
of the spectrum shape on polarization is common for strongly absorbing films
(see Sections 3.1–3.5 for more detail).

If the beam of IR radiation is incident on the layer from the medium of a
larger refractive index (Fig. 2.1b), the transmission spectrum of the layer can be
obtained only at ϕ1 < ϕc, due to total internal reflection (1.4.10◦). For example,
with air as the input medium, the spectrum must be measured at ϕ1 < 47.78◦,
24.62◦, 14.48◦ for substrates with refractive indices of 1.35, 2.4, and 4.0, respec-
tively. The maximum values of �T and �T/T are reached as ϕ1 approaches
ϕc, when the optical path of IR radiation through the layer under investigation
is maximized (Fig. 2.4). However, the reverse passage of the beam provides no
gain in the spectrum contrast as compared to the geometry depicted in Fig. 2.1a.
It also follows from Fig. 2.4 that if the refractive index of the substrate is greater
than that of the film, n1 > n2, then �Ts > �Tp and �T/Ts > �T/Tp. When
n1 < n2, the interrelation of these quantities is opposite. Hence, as for the geom-
etry depicted in Fig. 2.1a, the optimum polarization of IR radiation depends
on whether the refractive index of the substrate is greater or less than that of
the film.

In the case of a planar substrate supporting a nanolayer (Fig. 2.1c), the
transmission spectrum of the layer contains interference signals (Figs. 2.5 and
2.6). Both the refractive index of the substrate (Fig. 2.5a–d) and its thickness
(Fig. 2.5e–h) affect the interference pattern. Substrates with lower refractive
indices and larger thicknesses exhibit less interference. As seen in Fig. 2.6,
the polarization and the angle of incidence also exerts a definite influence
on the spectra. A comparison of the spectra in Figs. 2.5 and 2.6 indicates
that the interference is minimized with p-polarized radiation at an angle of
incidence equal to the Brewster angle of the substrate (Fig. 2.6e). Under these
conditions, light passes through the substrate with virtually no reflection from
the interfaces (1.4.15◦), which allows one to obtain the multiple transmission
spectrum, with spectral contrast many times higher than that of a single
transmission spectrum [7–9].

0 30 60 90
0.0

0.2

0.4

0.6

0.8

0 30 60 90
0.0
0.2
0.4
0.6
0.8
1.0

0 30 60 90
0.2
0.4
0.6
0.8
1.0
1.2
1.4

Angle of incidence, deg

13 2
3 2 1 123

a b c

T
0,

s,
p

∆T
s,

p
×

10
−3

∆T
/T

s,
p

×
10

−3

s

s
s

p

s
s

s

s

Figure 2.4. Dependence of s- and p-polarized (a) transmittance T0,s,p, (b) absorption depth
�Ts,p, and (c) transmissivity �T/Ts,p on angle of incidence of IR radiation for different refractive
indices of input medium (=substrate): (1) n1 = 1.35, (2) n1 = 2.4, and (3) n1 = 4.0; d2 = 1 nm,
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2.2. IRRAS SPECTRA OF LAYERS ON METALLIC SURFACES
(‘‘METALLIC’’ IRRAS)

The first attempts to apply IR spectroscopy to the investigation of ultrathin films
on bulk metal samples were made in the late 1950s by Fransis and Ellison [18]
and Pickering and Eckstrom [19] and in the early 1960s by Hannah [20] and
Babushkin [21]. Already at that time, the significant influence of the angle of
incidence and the type of polarization on the spectral sensitivity was recognized.
Wider application of this method began when Greenler [22–24], using the model
of an adsorbed layer on the surface of 19 metals, considered the interaction of IR
radiation with a sample from the perspective of physical optics. To distinguish
between measurement of the reflection spectra of a layer on a highly reflecting
metal surface and that of a bulk sample, Greenler referred to the former measure-
ment as IR reflection–absorption spectroscopy (IRRAS, IRAS, or RAIRS). This
term and the terms external reflection spectroscopy (ERS) and transflectance are
used in current scientific literature.
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It should be emphasized that IRRAS is the only practical method for measur-
ing IR spectra of layers on bulk metals and highly doped semiconductors. An
alternative is the ATR in Otto’s configuration (see Fig. 2.36d later).

Features of the IRRAS studies of ultrathin films on metals are discussed in
Sections 3.1, 3.3.1, 3.5, 3.6, and 7.1.2. We now wish to consider the effect of the
angle of incidence and the optical constants (n3 and k3) of a metallic substrate on
the contrast in a spectrum measured by IRRAS. The angle-of-incidence depen-
dence of the p-polarized absorption depth �R (1.77) at ν = 1200 cm−1 for a
1-nm hypothetical layer with n2 = 1.564 and k2 = 0.384 on Al and Ti substrates
is presented in Fig. 2.7. It is seen that for a strongly reflecting metal such as
Al, this dependence has maximum at ϕ1 ≈ 88◦. A similar dependence of �R

on the angle of incidence for a strongly absorbing hypothetical layer simulating
an oxide was obtained in Ref. [25]. For weakly reflecting metals such as Ti, the
absolute values of absorption depth are several times smaller, and the dependence
of �R is not so extreme. Calculations show that a lowering of the reflectance
of the metal results in a decrease of �R/Rp to a lesser extent; this is because
weakly reflecting metals have a smaller value of R0,p and thus a larger value of
the ratio �R/Rp.

It has been assumed above that the incident beam is parallel and the detector
size is as large as all the radiation reflected from the sample detected. In practice,
however, radiation is focused in an angular range of 5◦ –12◦, while the projection
of the image of the source on the sample at grazing angles of incidence can
be larger than the sample dimensions. Therefore angles of 80◦ –85◦are more
advantageous for single-reflection experiments.

The spectral contrast can be improved using multiple reflections between paral-
lel metallic mirrors (see Fig. 4.7). However, increasing the number of reflections
leads to a lowering of the reflectance. If one set the intensity of the radiation,
reflected N times between metallic plates with no layer, equal to RN

0 and that with
the layer equal to RN , then the intensity of the absorption bands (the absorption
depth, 1.5.3◦) can be written as

�R(N) = RN
0 − RN. (2.1)
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(2) absorption depth �Rp for 1-nm layer (n̂3 = 1.564 − 0.384i) at (a) Al (n̂3 = 18.6 − 77i) and
(b) Ti (n̂3 = 6.5 − 14.8i) substrate; ν = 1200 cm−1; p-polarization, one reflection.
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The quantity �R reaches its maximum value at Nopt, defined as

RNopt = 1

e
≈ 0.37. (2.2)

It follows from Ref. [24] that for strongly reflecting metals such as Au, Cu, Al,
and Ag the maximum value of �R can be achieved by using many reflections
before the background drops to 37%. On the other hand, only a few reflections (in
most cases, one) should be used for weak reflectors. Another expression for R

Nopt

0 ,

R
Nopt

0 ≈ 0.1–0.2, (2.3)

holds when spectra are measured using a double-beam dispersive spectrometer [25].
Figure 2.7 shows that reflectance R varies with the angle of incidence. Con-

sequently, an optimum number of reflections Nopt must exist for each angle.
Figure 2.8a illustrates the dependence on the angle of incidence of the optimum
values Nopt calculated with Eq. (2.2). It is seen that Nopt is smaller for large
angles. The angular dependence of the absorption depths in the spectra obtained
with the multiple-reflection technique is less pronounced than in the case when
the single-reflection method is used. As an example, it can be seen in Fig. 2.8b
that increasing the angle of incidence from 70◦ to 85◦ practically does not affect
�R for the film on Al.

In practice, the number of reflections N is limited by the length of the sample.
Moreover, a real beam of radiation will converge. An angular divergence of ±6◦
reduces the ideal maximum �R/R value and shifts its position by ∼5◦ to less
grazing angles [26]. As a results, the optimal angle of incidence is between
ϕ1 = 75◦ and ϕ1 = 80◦.

Finally, it should be mentioned that the thickness dependence of the absorp-
tion depth of a strong absorber measured by metallic IRRAS at grazing angles
of incidence is an approximately linear function at d2 < 20 nm (Fig. 3.14 in
Section 3.3.1). For weak-to-medium absorbers such as the νCH2 and νC=O
modes, the linearity range extends up to ∼60 nm [69] (see also Fig. 3.73 in
Section 3.10).
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Thus, in the case of weakly reflecting metal substrates, the maximum intensity
of the IRRAS spectrum can be achieved with one reflection, whereas in the case of
strongly reflecting metals, the optimum number of reflections, Nopt, should be cal-
culated with Eqs. (2.2) or (2.3), depending on the type of spectrometer used. The
optimum angles of incidence are 80–85◦ and 75◦ –80◦, respectively, for single
and multiple reflection. In addition, surface sensitivity of the method can essen-
tially be enhanced by using the “immersion medium” technique (Section 2.5.2).

2.3. IRRAS OF LAYERS ON SEMICONDUCTORS AND DIELECTRICS

The IRRAS method can be used to obtain information about ultrathin films
not only at metals but also on semiconductor and dielectric (including liquid)
substrates. This class of problem is applicable to many areas, including thin-
film optics, electronic and electroluminescent devices [27] (Chapter 5), sensors
and transducers [28], flotation technology [29] (Section 7.4.4), and biomedical
problems [30, 31]. Although the sensitivity is much lower than when metallic
substrates are used, the waiving of the metal selection rule allows both s- and
p-polarized spectra to be measured and thus a more thorough investigation of
molecular orientation within the layer.

2.3.1. Transparent and Weakly Absorbing Substrates
(‘‘Transparent’’ IRRAS)

For semiconductor and dielectric in the range of their transparency, the angular
dependence of reflectance R substantially differs from the analogous dependence
for metals (Fig. 1.11). A characteristic property of transparent media is the exis-
tence of the polarizing Brewster angle ϕB at which the intensity of the reflected
component of p-polarized radiation is equal to zero (1.4.15◦). The value of this
angle [Eq. (1.63)] at ν = 3000 cm−1 is equal to 55.6◦, 73.6◦, and 76◦ for quartz,
Si, and Ge, respectively.

To determine the dependence of reflectance R and absorption depth �R

(proportional to the SNR in a detector noise-limited spectrometer [32]) on the
angle of incidence ϕ1 for transparent, weakly and strongly absorbing layers, the
optical modeling methods described in Section 1.7 may be used [33]. Analo-
gous calculations have been done for Cu2S and water [34], glass and indium
tin oxide (ITO) [35], GaAs [36], water [37], glass and Si [33, 38], and glass
and Ge [39]. Calculations for quartz and Si covered with a 1-nm hypotheti-
cal, isotropic layer with n2 = 1.3 and the maximum value of k2 = 0.1 in the
absorption band are plotted in Figs. 2.9 and 2.10, respectively [33]. Experimen-
tal corroboration of these theoretical dependences can be found in Refs. [35–39].
The calculations were performed for the wavenumber ν = 3000 cm−1, at which
these substrates are assumed to be totally transparent. The angular dependence of
�R/R for p-polarized radiation exhibits the following specific features, which
are distinct from systems on metal substrates. The spectra measured near ϕB

in p-polarized radiation is characterized by the highest reflectivity, the lowest
value of the absolute reflectance, and SNR close to zero for all substrates. The
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�R/R function has a point of discontinuity of the second kind in the vicinity of
ϕB , at which the absorption band changes its “direction”. For a quartz substrate
(n3 = 1.412), negative reflectivity values �R/R are obtained at ϕ1 < ϕB and
positive at ϕ1 > ϕB . For a Si substrate (n3 = 3.433), negative values of �R/R

are observed at ϕ1 > ϕB and positive at ϕ1 < ϕB .
The high noise level, along with the fact that the reflectivity values have the

opposite sign on either side of the Brewster angle, makes it difficult to record
a good spectrum at ϕB . This problem can be overcome in part if the IRRAS
of layers on semiconductors is performed at angles of incidence close to but
lower than ϕB (ϕ1 ≈ ϕB − 3◦) in a pseudocollimated p-polarized radiation beam
(�ϕ ∼ 2◦) (technical details are described in Section 4.1.2) [33, 40]. Figure 2.9b
clearly shows that if the spectral contrast (reflectivity) on a Si substrate is maximal
in the vicinity of ϕB , the SNR is close to zero. Maxima of the SNR in the
p-polarized IRRAS on Si are at the low and grazing (∼86◦) angles of incidence.

For quartz, the absolute values of �R for p-polarization in the vicinity of
ϕB are substantially smaller than those at angles close to 0◦ (Fig. 2.10b), unlike
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for substrates with a high refractive index (e.g., Si). This means that using a
pseudocollimated p-polarized radiation beam at ϕ1 ≈ ϕB − 3◦ will not enhance
the band intensity. On the other hand, measurement of the p-polarized spectra
at angles of incidence close to zero is uninformative, as these spectra will be
similar to the s-polarized spectra. It follows that for optimum SNR, p-polarized
spectra of isotropic films on the quartz surface should be measured at ∼80◦, in
the second maximum in the angle-of-incidence dependence of the band intensity.

For s-polarization and a Si substrate, both �R/R and �R decrease smoothly
with increasing angle of incidence ϕ1 (Fig. 2.9a). It follows that (i) the opti-
mum angle of incidence for s-polarization is 0◦ –40◦; (ii) accuracy in setting the
optimum angle of incidence in s-polarized radiation is not as important as it
is when using p-polarized radiation; and (iii) to obtain the highest s-polarized
spectral contrast, angles of incidence close to zero should be used. For quartz,
only �R/Rs decreases smoothly with increasing ϕ1, while �R has a maximum
at ϕ1 ≈ 70◦ –75◦ (Fig. 2.10b). Therefore, in this case, the maximum spectral con-
trast can be obtained at angles close to zero, while the maximum SNR is achieved
at ϕ1 ≈ 70◦ –75◦.

Comparing the maximum absorption depths (�R) for the same layer on Si and
on quartz (Figs. 2.9 and 2.10), it can be seen that �R in the s-polarized spectra
is higher for the substrate with a lower refractive index (quartz), while the p-
polarized absorption bands have a higher intensity for the substrate with a higher
refractive index (Si). It can be shown [33] that the best SNR for the detection of
isotropic layers on transparent substrates can be achieved in p-polarized radiation
for a substrate with a high refractive index at grazing angles of incidence.

Note (Section 3.11.5) that for anisotropic films the optimum conditions can
be different.

Since the maximum spectral contrast for a given film may coincide with a
low SNR, features of the apparatus such as the SNR of the spectrometer and
differential technique capabilities must be carefully considered when choosing
the optimum angle and state of polarization of radiation for each substrate.

For quantitative measurements of a film, the conditions to be optimized include
the thickness range in which the band intensity is a linear function of the film
thickness. The dependence of reflectivity on the thickness of an anisotropic
inorganic layer on ZnSe and Ge is discussed in Section 3.3.2 (Fig. 3.21). For
p-polarized IRRAS of an isotropic SiO2 film on Si measured at the angle of
incidence of 60◦ (Fig. 2.11), this dependence is virtually linear up to a thickness
of approximately 20 nm (the divergence at the end of this interval is only 2%).
In the linear range, an increase in the layer thickness of 1 nm causes a 1.3%
increase in the reflectivity. If the reflectivity resolution is at least 1%, this means
that under these conditions it is possible to detect a silicon oxide layer with a
thickness between 0.8 and 20 nm with an accuracy of ±0.8 nm. For s-polarized
radiation (not shown), linearity is observed over almost the same interval (up
to 30 nm). At the boundary of the linear range at d ≈ 30 nm, �R/R is only
0.235%, and the reflectance is 54%, so in this linear region, the use of the
multiple-reflection method at the angle of incidence will increase the s-polarized



90 OPTIMUM CONDITIONS FOR RECORDING INFRARED SPECTRA OF ULTRATHIN FILMS

10 30 50

d, nm

10

30

50

∆R
/R

p,
 %

Figure 2.11. Dependence of reflectivity �R/R on thickness d of SiO2 layer on Si for p-polarized
radiation (ν = 1240 cm−1, n3 = 3.42, ϕ1 = 60◦). Dashed line is tangent to reflectivity curve.
Reprinted, by permission, from S. N. Gruzinov and V. P. Tolstoy, Zhurnal prikladnoi spek-
troskopii 46, 775 (1987), p. 777, Fig. 2 Copyright  1987 ‘‘Nauka i tekhnika’’.

spectral contrast. Thus, for the case considered, the maximum possible number
of reflections when the value of reflectance drops to 1% is equal to 7 [33].

Additional enhancement of the spectral contrast for IRRAS can be achieved
by recording differential spectra. These represent the spectral dependence of the
quantity �Rϕ′/ϕ′′/R = 1 − R0

ϕ′Rϕ′′/Rϕ′R0
ϕ′′ , where ϕ′ is slightly smaller than

the Brewster angle and ϕ′′ is slightly larger. This technique exploits the fact
that the reflectance will vary differently at angles of incidence close to but on
opposite sides of the Brewster angle. This makes it possible to enhance the
spectral contrast by a factor of approximately 2 [33].

To summarize the optimization of experimental conditions in the IRRAS of
nanolayers located on the surface of transparent or weakly absorbing substrates,
for each layer–substrate system, the optimum angle of incidence and the direction
of polarization are specific and can be chosen properly only by way of calculation.
Given the results from Si and quartz substrates, it can be noted that the maximum
values of �R for an organic film can be achieved in IRRAS using p-polarized
radiation at grazing angles of incidence and s-polarized radiation at an angle of
incidence of 70◦ –75◦.

2.3.2. Absorbing Substrates

Doped semiconductors and carbon materials are characterized by the absorp-
tion index, which, as a rule, does not exceed 1–3 (Section 1.2). These values
are intermediate between those characteristic of transparent substrates and those
of metals. Correspondingly, the optical properties of such substrates have fea-
tures inherent to both transparent substrates and metals. This is not the case for
dielectrics in the region of the phonon bands, within which the optical constants
vary significantly, as the refractive indices become less than or equal to 1.
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1-nm model film (n2 = 1.3, k2 = 0.1) measured by transparent IRRAS with s- and p-polarization
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Figure 2.12 refers to a substrate with the optical constants n3 = 3.4 and k3 = 1,
which was chosen as a model substrate because its characteristics are close to
those of doped silicon and one form of carbon [75]. Analysis of the curves in
Fig. 2.12a (see also 1.4.15◦) shows that the reflectance of p-polarized radiation
from the clean substrate R0,p(ϕ1) is close but not equal to 0 at angles of incidence
ϕ1 close to the pseudo-Brewster angle of the substrate, ϕB . The value R0,p(ϕB)

increases with increasing k3. Sign of the absorption depth �Rs of the layer on
doped Si measured with s-polarization (Fig. 2.12b) is always positive, as opposed
to transparent Si (Fig. 2.9). The form of the angle-of-incidence dependence for
p-polarization differs greatly at ϕ1 < ϕB , where �Rp is positive, but at ϕ1 > ϕB

it changes sign, while its maximum is observed, as for transparent Si, in the
spectra measured at angles of incidence larger than ϕB .

The dependences shown in Figs. 2.9 and 2.12, however, are unsuitable for
comparing the spectrum contrast for the transparent and absorbing substrates,
since a variation in the optical properties of the substrate shifts the spectrum
baseline, which contributes to the absorption depth values. To elucidate how the
absorption of a substrate affects the contrast of the spectra of an ultrathin film
in IRRAS, p-polarized spectra of a model organic layer on a Si substrate were
simulated as a function of the absorption index k3. The angle of incidence was
taken to be optimal, that is, 80◦. Figure 3.29 (Section 3.4) shows that the spectral
contrast practically does not change with increasing k3 up to 2, while the band
shape is essentially distorted.

The IRRAS spectra of ultrathin films can also be measured in the region of
phonon absorption of the substrate. Figure 2.13 shows results of p-polarized
ex situ IRRAS of calcite (CaCO3) after adsorption of oleate for 5 min in a
3.3 × 10−5 M oleate solution at pH 10, measured by Mielczarski and Miel-
czarski [41] at different angles of incidence. It is important that although the
absorption bands of adsorbed oleate at 1575, 1538, and 1472 cm−1 lie within the
region of the reststrahlen band of calcite (1600–1400 cm−1), they have sufficient
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Figure 2.13. Reflection spectra of calcite after incubation for 5 min in 3.3 × 10−5 M oleate
solution, pH 10, recorded for p-polarization at angles of incidence of (a) 20◦, (b) 45◦, and
(c) 70◦. Reprinted, by permission, from J. A. Mielczarski and E. Mielczarski, J. Phys. Chem. B
103, 5852 (1999), p. 5856, Fig. 7. Copyright  1999 American Chemical Society.

contrast to be used for further spectral analysis. The maximum intensity corre-
sponds to small angles of incidence; this was confirmed by spectral calculations.
(The quantity of adsorbed oleate estimated from these spectra correspond to
approximately seven conventional monolayers, which implies satisfactory sur-
face sensitivity.) On the basis of the spectral simulation, the intense band at
1640 cm−1 was assigned to the substrate.

To explain this technique using fused quartz as an example, several regions
can be distinguished in the 1400–400-cm−1 spectral range of quartz absorp-
tion (Fig. 2.14a): (I) 1050–550 and 450–400 cm−1 (in which n3 > k3), (II)
1250–1050 and 500–480 cm−1 (in which n3 < k3), (III) 1400–1280 cm−1 (in
which k3 ≈ 0, n3 ≤ 1), and (IV) close to 1100 and 470 cm−1 (in which n3 ≈ k3).
In each of these regions, a specific behavior of �R(ϕ1) should be expected. As
calculations show, in regions I and II the �Rp(ϕ1) dependence for a film on
quartz is similar to that for weakly absorbing dielectrics and weakly reflecting
metals, respectively. In region III, the relationship between the optical constants
of the material observed here is characteristic of dielectrics in the high-frequency
region close to the phonon absorption. In this region, as seen from Fig. 2.14c,
even if a transparent layer is deposited on the surface of such a specimen, IRRAS
reveals a strong positive narrow absorption band (named the substrate band [41])
at the Christiansen frequency (n = 1) 1374 cm−1. Although the physical origin of
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Figure 2.14. (a) Dispersion of optical constants n and k of fused quartz [75]; specular reflec-
tance of quartz R0,s and R0,p obtained at (b) ϕ1 = 20◦ and (c) ϕ1 = 80◦, plus s- and p-polarized
IRRAS spectra of transparent layer with optical constants n2 = 1.5, k2 = 0, and d2 = 10 nm on
quartz surface.

this absorption is not clear, this result could be explained qualitatively as follows.
In the spectral region where the optical constants of a substrate are k ≈ 0 and
n ≈ 1, the reflectance R of the bare substrate is close to zero (Fig. 2.14c). If a
layer is deposited on such a substrate, it must cause a relatively large change in the
total value of R. Apart from the strongest band at 1374 cm−1, the substrate pro-
duces wide negative bands at ∼1030 and 430 cm−1 in p-polarized spectra since
at these frequencies reflectivity also approaches minimal values (Fig. 2.14c).

Mielczarski and Mielczarski [41], who first reported the effect of phonon
absorption of a substrate on IRRAS, found that the substrate band absorption
depth can vary in magnitude and sign, being very sensitive to small changes
in factors such as angle of incidence and thickness of the deposited layer. For
fused quartz, the angular dependence of the absorption depth of the “substrate”
band �R(ϕ1) for s-polarized radiation is depicted in Fig. 2.15a, which shows the
maximum value of �R at ϕ1 ≈ 80◦. Moreover (Fig. 2.15b), the absorption depth
depends not only on the thickness of the layer but also on its refractive index.
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Figure 2.15. (a) Calculated change in substrate band intensities (1) �Rs and (2) �Rp in IRRAS
of 10-nm transparent layer (n2 = 1.5, k2 = 0) on quartz substrate as function of angle of
incidence at ν = 1360 cm−1. (b) Calculated dependence of substrate absorption depth in
s-polarized spectra obtained at 80◦ on layer thickness; k2 = 0, n3 = 0.9702, and k3 = 0.013,
n2 = (1) 1.3 and (2) n2 = 1.5.

The effect of the phonon absorption of a substrate in IRRAS of an adsorbed
layer should be taken into account when ultrathin films are studied in this region.

2.3.3. Buried Metal Layer Substrates (BML-IRRAS)

Although IRRAS is a well-established method for studying monolayers on trans-
parent substrates, its sensitivity is almost an order of magnitude lower than on
metals. At the same time, “transparent” IRRAS offers an important advantage that
p- and s-polarized spectra of the film can be measured, which is extremely valu-
able for orientational studies (Section 3.11.5). One can combine the advantages
of metallic and transparent IRRAS by using a complex-substrate “transparent
layer on a metal” (Fig. 2.16), rather than a single-substance substrate. The upper
transparent layer, which imitates the surface chemistry of a bulk transparent sub-
strate, is dubbed a buffer or interference layer. The technique that involves such
a buffer layer–metal substrate is known as buried metal layer (BML)-IRRAS or
interference underlayer IRRAS.

d2

Buffer
layer

Film

Metal

d3

I0

I1

I2...In

n1

n2, k2

n3, k3

ϕ1

n4, k4

}BML
substrate

Figure 2.16. Schematic diagram of film on BML (interference) substrate.
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There exist two different BML-IRRAS techniques. The first one that employs
“chemically thick” but “optically thin” (∼5–70 nm) buffer layers was used
in studies of adsorption of CO2 on Cr2O3(0001) [42], ammonia on AlN
and AlON on NiAl(111) [43], N2O5 on an ice–Au [44], methanol on an
epitaxially grown Si(100) 2 × 1 surface [45], oxygen on GaAs [46], Fe(CO)5

on SiO2 [47], triethylgallium, ammonia, and hydrazine on MgO(100) [48],
CF3 species on Si [49], fluorine (XeF2) adsorption and of oxygen–fluorine
coadsorption on Si [50], high-pressure and high-temperature coadsorption of
CO and H2 on carbided Ni(100) [51], condensed layers of triethylaluminium
and dimethylaluminium hydride on SiO2 –Al [52], and hydroxyl coatings on
SiO2 [53]. Theoretical studies of CO adsorbed at a semiconductor–metal
superlattice consisting of very thin, alternating layers of metal and semiconductor
has been carried out by Borg et al. [54, 55].

Optical modeling [45, 56, 57] showed that the optimum conditions for BML-
IRRAS on optically thin buffer layers are similar to those of metallic IRRAS,
that is, p-polarization and grazing angles of incidence, and the spectrum can
be measured in the whole IR range with surface sensitivity above that in the
transparent IRRAS. For example, Fukui et al. [53] obtained for the νOD band
of adsorbed deuteroxyl species on SiO2 the intensity enhancement by a factor
of ∼3–4 and an increase in the SNR by an order of magnitude, as compared
to transparent IRRAS on pure SiO2. However, only modes perpendicular to the
surface can be detected, and there is no gain in surface sensitivity as compared to
metallic IRRAS (Fig. 2.21). Experimental evidence has been reported for ultra-
thin (20–80 nm) poly(methyl methacrylate) films on a Si layer 20 nm thick on
Cu relative to a pure Cu substrate [58].

The second BML-IRRAS technique employs buffer layers with the thickness
on the order of the wavelength. A proper choice of the thickness and the angle of
incidence allows measurements of modes both parallel and perpendicular to the
substrate surface with a SNR above that in both transparent and metallic IRRAS,
but in a narrow spectral range. The first experimental observation of this effect
was reported by Vasil’ev et al. [59] who found that the intensity of the νOH
band in the s-polarized spectrum of water adsorbed on the Al2O3 layer on Al is
much higher than that in the p-polarized spectrum. Later the BML-IRRAS with
thick buffer layers was applied to determe the structure of the Ge segregated
surface on a Si–Ge–Si(001) BML substrate [60] and self-assembled monolay-
ers (SAMs) on epitaxially grown Si [61]. The theoretical interpretation of this
enhancement was first suggested by Tolstoy and Egorova [62]. This interpretation
is considered below.

The radiation reflected from a two-layer system can be represented as a super-
position of the components I1, I2, . . . , In, which arise at the interface of each
different layer (Fig. 2.16). These components are functions of the optical con-
stants and thicknesses of the upper and lower layers (n2, k2, d2 and n3, k3, d3),
the optical constants of the metal (n4, k4), and the angle of incidence of the light,
ϕ1. These functions can be calculated with the Fresnel formulas as described in
Section 1.7. In the computations [62], values of the optical constants of the upper
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layer were chosen to be typical values for a weak-intensity absorption band of an
organic material. The buffer layer has n3 = 1.46, 1.7, which corresponds to SiO2

or Al2O3, respectively, at λ = 3 µm; its thickness was varied from zero to 2 µm.
The optical constants of the substrate were taken to be n4 = 3.2 and k4 = 23,
characteristic of Al at λ = 3 µm. The computations were performed for the reflec-
tivity �R/R′ = 1 − R/R′

0, where R is the reflectance of the two layer–substrate
system and R′

0 is that of the bare BML substrate. It follows from Fig. 2.17 that
the reflectivity �R/R′(d3) is a regular periodic function of the thickness of the
buffer layer for both polarizations. For the angle of incidence ϕ1 = 60◦ this func-
tion reaches its highest values at the buffer layer thicknesses 0.5 and 1.5 µm in
s-polarized radiation. This regularity can be interpreted as follows. Antinodes
of the tangential fields in the standing wave formed at the air–metal interface
(Fig. 1.16b) occur from the metal surface at distances Aλ(2k + 1), where λ is the
wavelength, k is integer, and A is constant. To bring into coincidence such an
antinode with the ultrathin film studied, one should insert an appropriately thick
buffer layer in between the film and the metal surface.

Figure 2.18 demonstrates how the absorption depth �R = R′
0 − R in s- and

p-polarized BML-IRRAS of the upper organic film varies with the angle of
incidence for different thicknesses of the buffer layer. This dependence is more
complicated than that for a single transparent substrate (Figs. 2.9 and 2.10). As
the angle of incidence ϕ1 varies, the relative amplitudes of �R change signifi-
cantly for s- and p-components and there is no general regularity. As calculations
show, the interference phenomenon produces enhancement in surface sensitiv-
ity as compared to both transparent and metallic IRRAS. Thus, the maximum
absorption depth for a film on a BML substrate can be greater by a factor of
50–100 relative to that for this film on the substrate without a buried metal and
even twice (!) that for the film on the pure metal. The maximum values of the
absorption depth are observed with s-polarization at the minimum values of the
s-polarized reflectance of the buffer layer–substrate system, R′
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Figure 2.17. Calculated reflectivity of upper layer, �R/R′, for s- and p-polarized radiation
as function of thickness of lower layer, d3, at ϕ1 = 60◦, λ = 3 µm, for d2 = 1 nm, n2 = 1.3,
k2 = 0.1, n3 = 1.7, k3 = 0, n4 = 3.2, k4 = 23. Reprinted, by permission, from V. P. Tolstoy and
E. Yu. Egorova, Opt. Spectrosc. 68, 663–647 (1990), p. 663, Fig. 1. Copyright  1990 Optical
Society of America.
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Figure 2.19. BML-IRRAS spectra of SAM of OTS on Si–CoSi2 –Si substrate with 200-nm
buffer layer as function of angle of incidence: (a) p-polarization, (b) s-polarization. Reprinted,
by permission, from Y. Kobayashi and T. Ogino, Appl. Surf. Sci. 100/101, 407 (1996), p. 409,
Fig. 2. Copyright  1996 Elsevier Science B.V.

Figures 2.19 and 2.20 show experimental spectra measured in the νCH region
by BML-IRRAS of an octadecyltrichlorosilane (OTS) SAM on the Si–CoSi2 –Si
substrate with the Si buffer layer 200 and 70 nm thick, respectively [61]. A close
inspection of these spectra reveals essential differences between them. First, for
the 200-nm Si, the SNRs for s- and p-polarization are similar at the same angle
of incidence, tending to increase at a lower angle of incidence. However, the
SNR in the p-polarized spectra on a 70-nm Si is appreciably higher than that
in the s-polarized spectra, and the p-polarized band intensities decrease with
decreasing angle of incidence. Second, in contrast to the 200-nm buffer layer,
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Figure 2.20. BML-IRRAS spectra of SAM of OTS on Si–CoSi2 –Si substrate with 70-nm buffer
layer as function of angle of incidence: (a) p-polarization, (b) s-polarization. Reprinted, by
permission, from Y. Kobayashi and T. Ogino, Appl. Surf. Sci. 100/101, 407 (1996), p. 409,
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the 70-nm layer activates, apart from the νasCH2 and νsCH2 modes at ∼2920
and 2850 cm−1, respectively, the bands at ∼2965 and 2880 cm−1 assigned to the
ν

ip
asCH3 and νsCH3 modes, respectively. In the p-polarized spectra of the SAM on

a pure Si (spectrum a in Fig. 3.90), the methyl stretching bands are also present
but with negative intensity. It is worth noting here that the SNR provided by
conventional transparent IRRAS is by an order of magnitude lower than that of
BML-IRRAS.

The different composition in the p-polarized spectra measured by BML-IRRAS
on buffer layers of different thicknesses and transparent IRRAS is explained
by different surface selection rules (SSRs) for these methods. The vertical
(z) component of the NMSEF at the angle of incidence of 80◦ is twice as large
as the lateral (x) component in an organic film on pure Si (Fig. 1.15c) (see also
Fig. 3.89a). However, the magnitude of z-NMSEF is negligible on the BML
substrate with the 200-nm Si buffer layer (Fig. 2.21). As a result, the ν

ip
asCH3

and νsCH3 modes in the SAMs, which are almost perpendicular to the surface
(Fig. 3.75), practically do not couple with IR radiation. The relationship between
the values of x- and z-NMSEF changes with changing thickness of the buffer
layer. In particular, the vertical NMSEF component becomes larger than the lateral
one on the 70-nm Si, which makes the methyl stretching bands IR active in the
p-polarized spectra.

It is also of interest to study the effect of the absorption coefficient k3 of the
buffer layer on �R/R′. For this, calculations of R and �R/R′ were performed
for the νasCH2 band of a monolayer 2.5 nm thick of a long-chain surfactant
described by ν0 = 2920 cm−1, ε∞ = 2.22, S = 0.004, and γ = 10 cm−1. The
absorption index k3 of the buffer layer 750 nm thick with n3 = 1.4 was varied
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from zero to 0.08. The results obtained for the angle of incidence of 78◦ are
shown in Fig. 2.22; it can be seen that in the presence of an absorption in a
buffer layer the band intensity for s-polarization decreases, the band shape and
the background becoming significantly distorted, while the p-polarized spectra
are practically unaffected.

The limitation arising when the interference layer is applied should also be
noted. This includes a narrowing of the spectral region with maximum spectral
contrast, which results in different spectral regions being enhanced under dif-
ferent conditions. For example, for the system characterized at ν = 3000 cm−1

by the parameters n1 = 1, n2 = 1.3, k2 = 0.1, n4 = 3.2, k4 = 23, d2 = 1 nm,
d3 = 765 nm, the basic condition for interference at ϕ1 = 85◦ is satisfied from
2950 to 3050 cm−1 only for s-polarization, [62]. This effect explains the back-
ground distortions in the BML-IRRAS spectra shown in Fig. 2.22. Nevertheless,
even in such a narrow spectral range, the proposed method is useful when study-
ing, for example, the νCH vibrations of adsorbed molecules. As a rule, the
spectral contrast for such a system is fairly high, so that it is not necessary to
increase the intensity by employing the multiple-reflection technique.

Several conclusions may be drawn from the results presented above in the
case of a layer on a metal surface.

1. The use of a buffer (interference) layer between a film and the metallic sub-
strate (the BML-IRRAS technique) allows one to measure the s-polarized
spectra and to avoid the band distortions in the p-polarized spectra. At
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Figure 2.22. Reflectivity of film (S = 0.004, ε∞ = 2.22, γ = 10 cm−1, ν = 2920 cm−1,
d2 = 2.5 nm) on BML substrate with buffer layer 750 nm thick characterized by n3 = 1.4
and k3 = 0 for p-polarization and, from bottom to top, k3 = 0, 0.04, 0.08 for s-polarized
radiation; n1 = 1, n4 = 3.2, k4 = 23, ϕ1 = 85◦.

the optimum thickness of the buffer layer and angle of incidence, one can
achieve the surface sensitivity enhancement by factors of 2–5 and 10–100
as compared to that in metallic and transparent IRRAS, respectively, but
in a narrow spectral range.

2. By making the buffer layer “optically thin” (<∼70 nm thick) but “chemi-
cally thick,” the absorption due to perpendicular modes of ultrathin films on
dielectrics can be measured in the whole IR range with surface sensitivity
above that in the transparent IRRAS but below that in metallic IRRAS.

2.4. ATR SPECTRA

Around 1960, Harrick [63] and Fahrenfort [64] demonstrated that ATR can be
used for absorption measurements of thin films (the history of the method was
well documented by Mirabella [65]). Since this time, the method has been exten-
sively developed to study film on substrates with various optical properties
(dielectrics, semiconductors, and metals) and shapes on bulk samples and on
powders. The theory of ATR for thin layers is considered by Harrick [66] and
Hansen [67] and has been reviewed in detail [68–72]. In this section, the exper-
imental conditions necessary for the measurement of ATR in ultrathin films will
be discussed; in particular the effects of the materials for the IRE substrate as
well as of the angle of incidence will be considered. This will allow the capabil-
ities of the ATR method for a particular system to be estimated and, to a certain
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extent, appropriate conditions for the measurement to be chosen. The surface
enhancement effect due to an immersion medium is discussed in Section 2.5.4.

When considering the angle-of-incidence dependence of the reflectance (R)
and the absorption depth (�R) of the hypothetical model organic layer deposited
directly on an IRE, the limiting cases are when the IRE is made of a weakly or
strongly refracting substance (for Fig. 2.23 quartz and germanium, respectively,
were chosen). It can be seen in Fig. 2.23 that the maximal absorption band inten-
sities �R (and hence the SNR maxima) are observed at angles close to the critical
angle (ϕc ≈ 14◦ for Ge and ϕc ≈ 48◦ for quartz). For the IRE with larger refrac-
tive index (Ge), the spectral contrast (�R) is higher, but only within a very narrow
range of angles (∼1◦), and thus this superiority of the Ge element cannot actually
be observed experimentally since the divergence of a real beam is usually greater
than 1◦ and it is practically impossible to set the angle of incidence in an attach-
ment with such accuracy. Hence, of the two materials for the IRE, the material
with the lower value of n (for which the angular dependences are considerably
wider and the precision of the adjustment will not strongly affect the spectral
contrast) is more preferable for studying thin films at the air–solid interface.

The sensitivity of ATR detection of ultrathin films can be increased by
using multiple reflections. Thus, if a certain band with a single reflection has
a reflectance R ≡ I/I0 = 1 − A, where A represents reflection losses due to
the absorption of the evanescent wave, then with multiple reflections for small
A, RN = RN = (1 − A)N ≈ 1 − NA, where N is the number of reflections. In
other words, in the multiple-reflection spectra of nanolayers, the useful signal
increases proportionally to the number of reflections. However, the increase
in the absorption depth (�R = R0 − RN ) is limited due to the simultaneous
decrease in R0 with increasing N (Section 2.2). The maximum value of �R for
the MIR method and the optimum number of reflections depend on the system
considered and the goals of the study. For example, to detect fractions of a SiH
monolayer on Si, the MIR geometry is most suitable [73]. However, this would
be inappropriate for studying films in the 1200–1000-cm−1 region, due to the
strong absorption by oxygen impurities inside the IRE. For detection of the νCH
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bands of a phospholipid monolayer [74] deposited on a 45◦ Ge multiple-IRE
in contact with air, 100 or more reflections would be desirable. However, for
aqueous surroundings, the number of reflections should be decreased down to
20–40, due to the strong water absorption at these wavenumbers (Fig. 1.4). As a
general rule, the parameters can be chosen properly only by way of calculation.

2.5. IR SPECTRA OF LAYERS LOCATED AT INTERFACE

The study of a layer buried at the interface between two different media is one of
the most complex problems in applied spectroscopy. The difficulties arise from
a masking of the analyzed material by the adjacent media and also from the fact
that, as a rule, the thickness of such a layer is in the nanometer range. However,
if at least one of the media is transparent at the IR absorption frequencies of the
layer, then it is possible in principle to investigate the layer.

One frequently examined interface is the solid–liquid interface, where the
solid phase may be a dielectric, a semiconductor, or a metal. Species located at
these interfaces are of primary importance in electrochemistry and in chemistry of
surface-active substances (surfactants). Another common type of interface is the
solid–solid interface, specifically dielectric–dielectric, dielectric–semiconductor,
dielectric–metal, semiconductor–semiconductor, semiconductor–metal, and me-
tal–metal interfaces. These structures have an extremely important role in
such areas as microelectronics and the chemistry of composites. Furthermore,
positioning an ultrathin film at the interface of two media, one can substantially
increase surface sensitivity of all IR spectroscopic methods.

When both bordering media are transparent, one can apply transmission spec-
troscopy in polarized radiation (Section 2.1) or, when there is a difference in
the refractive indices of these media, the ATR method and IRRAS. For each
type of solid–solid interface, except for the metal–metal interface, one can
study the layers in the contact zone by IRRAS or ATR in the transparent spec-
tral range of one of the media in the system. To choose the technique with
which to investigate dielectric (semiconductor)–liquid, dielectric (semiconduc-
tor)–semiconductor, and dielectric–dielectric interfaces, several factors must be
considered, including the region of transparency of the media under study and the
relationship between their refractive indices. If the medium with the largest refrac-
tive index is the most transparent, one should use the ATR method; otherwise
IRRAS is more appropriate.

2.5.1. Transmission

Figure 2.24 illustrates the effect of the relationship between the refractive indices
of the input and output media (Fig. 2.1d) on the band intensities in the transmis-
sion spectra of the layers. One expects that increasing n3 will lead to enhanced
spectral contrast, because, as discussed in Section 1.8, the magnitude of the elec-
tric field within the film also increases. Comparing the results calculated for
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two different output media with n3 = 1.5 (Fig. 2.24) and n3 = 1 (Fig. 2.4), it is
seen that when n3 = 1.5 the maximum values of �T are higher by a factor of
approximately 1.5.

When the values n1 and n3 are similar, the critical angle ϕc for the reflection
at the interface between the input and output media can be as high as 80◦ and the
permissible ranges of incident angles and, hence, geometric pathlengths of the
beam inside the film are substantially extended. The dependence on the angle of
incidence of �Tp for the optical schemes where one medium is chalcogenide glass
IKS-35 [75] (n = 2.372) and the second medium is Irtran-2 (n = 2.22) or KRS-5
(n = 2.374) is shown in Fig. 2.25. The IKS-35 glass [76] has the composition
AsSexIy . Due to its low melting point (∼90◦C), it can be easily brought into
optical contact with a substrate covered with a film under heating. For the set
of the refractive indices n1/n3 = 2.372/2.22, 2.374/2.372 the critical angle is
ϕc ≈ 70◦ and ϕc ≈ 88◦, respectively. As can be seen from Fig. 2.25, when the
radiation passes through the system from the medium with the higher refractive
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Figure 2.25. Dependence on angle of incidence of absorption depth �Tp at ν = 1200 cm−1

in p-polarized transmission spectrum of 1-nm film of model organic substance (n2 = 1.564,
k2 = 0.384) located at interface of two media with refractive indices n1 and n3: (1) 2.372 and
2.22, (2) 2.22 and 2.372, (3) 2.374 and 2.372, (4) 2.372 and 2.374, (5) n1 = n3 = 2.372.
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index, the spectral contrast is greatest at the angles of incidence close to ϕc, the
absolute values of �T being one order of magnitude higher than those measured
for the optical systems characterized by Figs. 2.2, 2.4, and 2.24. The same spectral
contrast is observed when the radiation passes in the reverse direction (from the
medium with lower refractive index). The latter geometry is preferable from a
technical viewpoint.

The refractive indices n1 and n3 can be equal when the layer is located inside
a solid [77], or at the interface between a solid and a liquid with equal refrac-
tive indices, or when the oxidized sides of two semiconductor plates are tightly
pressed together [14]. In this case, the use of oblique angles of incidence (up to
89◦) provides a substantial increase in surface sensitivity (Fig. 2.25). Figure 2.26
shows the dependence of the intensity and the shape of the absorption band of a
model organic film in different immersion media on the angle of incidence, the
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refractive index of the medium, and the type of polarization. The maximum values
of �T are reached at oblique angles of incidence for p-polarized radiation and
for media characterized by maximum refractive indices (Fig. 2.26f ). However,
under these conditions, the spectra are most distorted. A further enhancement
can be achieved for modes perpendicular to the surface by directing p-polarized
radiation onto the film/substrate cross section (formally, ϕ1 = 90◦) as illustrated
in Fig. 6.17 [15, 16].

As an experimental demonstration of these dependences, Fig. 2.27 presents
the transmission spectrum of a SiO2 layer on a Si surface, obtained with two
hemicylinders with refractive indices equal to 2.37. To obtain this spectrum, a
special technique was used in which two KRS-5 (n1 = 2.374) ATR hemicylin-
ders were used as an immersion medium [6]. These hemicylinders were brought
into optical contact with the SiO2 –Si system by lamination of the chalcogenide
glass IKS-35, as shown in Fig. 2.1d . Using the immersion medium increases the
intensity of the absorption bands of the SiO2 layer by a factor of 7–8 relative to
the spectrum obtained with no immersion medium, in agreement with theoretical
predictions.

2.5.2. Metallic IRRAS

The effect on the band intensities of the angle of incidence of radiation, the
radiation polarization, and the optical constants of the layer, immersion media,
and the metal was analyzed in Refs. [40, 79, 80]. Figures 2.28–2.30 demonstrate
how the refractive index of the input medium affects the band intensities in
the IRRAS of ultrathin films of weakly and strongly absorbing material. The
calculations show virtually no absorption of s-polarized radiation by the layer
(for an explanation of this effect, see Section 3.2.2). For p-polarized radiation,
the band intensity (1.5.4◦) depends strongly on the angle of incidence and the
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refractive index of the output medium (Figs. 2.28a and 2.30a). For an angle of
incidence of 75◦, �R′

p in the spectrum of a weakly absorbing 1-nm layer increases
by a factor of approximately 45 as n1 increases from 1 to 4. However, for thicker
layers, the degree of enhancement of the band intensity changes (Fig. 2.28b)
and reaches its maximum at smaller angles; for example, a 40-nm layer with
n1 = 4 has a maximum at 60◦. Therefore, as in the case of transmission, the
band intensity increases with increasing refractive index of the input (immersion)
medium. This phenomenon provides the basis for immersion spectroscopy. The
first practical attempt to apply this technique in the studies of ultrathin films was
made by Coleman et al. [78]. A sample was first conditioned with a solution, then
dried and pressed to a KRS-5 IRE. Unfortunately, the spectra obtained showed
a bad SNR. The sensitivity advantage was realized later in the nondestructive
spectroscopic studies of ultrathin oxide films in the metal–oxide–semiconductor
(MOS) structures [79] (see Chapter 6 for review).

As seen in Fig. 2.29a the reflectance of the interface increases in the presence
of the film, although the spectrum retains its shape, and the spectral behav-
ior of R is analogous with the transmission spectrum. This means that under
the given conditions even a layer with k2 = 0 affects the baseline of the spec-
trum (see also comments to Fig. 1.13). Fig. 2.29b shows how the band shape
and intensity change with the angle of incidence. At angles 30◦

< ϕ1 < 85◦,
the shape of the band remains unchanged and its intensity reaches a maximum
at 60◦. The shift of the maximum band intensity for thicker films and opti-
cally denser immersion media to lower angles is due to “optical saturation”
at grazing angles of incidence (Section 3.3.1). For strongly absorbing layers
such as SiO2, optical saturation becomes observable in thinner layers (5 nm in
Fig. 2.30b). The optimum angle of incidence for a 40-nm layer immersed in a
medium with n1 = 4 is 20◦. The most noticeable feature in the spectrum of a
strongly absorbing layer (SiO2, Fig. 2.31) is the significant change in the band
shape that is observed with change in the angle of incidence and layer thick-
ness. Thus, at 30◦ for 1- and 5-nm layers, there is a maximum at 1230 cm−1; at
85◦, it retains the same position for a 1-nm layer, but for thicker layers it shifts
toward smaller wavenumbers down to 1020 cm−1. Such band distortions were
observed [78b] in experimental spectra of silicon oxide films in MOS structures
measured by IRRAS.

The results presented in Figs. 2.28–2.30 lead to several conclusions regarding
the spectral measurements of a layer located at the interface between a transparent
medium (a semiconductor, a dielectric, or a liquid) and a metal. The application
of p-polarized radiation is recommended as well as, for layers <1 nm, oblique
angles of incidence ranging from 75◦ to 88◦. For media with larger refractive
indices, the angle corresponding to the maximum of �Rp shifts toward smaller
values and for n = 4 it is 75◦. For thicker layers, this value depends upon the
optical properties of the layer and medium and on the layer thickness. For each
structure being studied, these values may be chosen either by running the exper-
iment or on the basis of calculations. It was established that under the most
favorable experimental conditions and p-polarized radiation, when one of the
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Figure 2.31. Calculated p-polarized IRRAS spectra of SiO2 layer of thickness (1) 1, (2) 5, (3) 20,
and (4) 100 nm located at Ge–Al interface. Spectra were obtained for ϕ1 values of (a) 30◦,
(b) 60◦, and (c) 85◦. Optical constants of SiO2 were specified in Ref. [2] and of Al in Ref. [75],
nGe = 4.0.

media is germanium and the other a highly reflecting metal (Al), an increase of
the band intensities of ∼500 with respect to the normal-incidence transmission
spectra of the same layer can be achieved. It is evident that multiple reflections
in this structure provide the possibility of an additional increase of this value.

To observe experimentally the band intensity enhancement in spectra of lay-
ers at the metal surface, a special technique was developed [80], based on the
low-melting-point chalcogenide glass with n1 = 2.37 as an immersion medium.
Spectra of the aluminum oxide, produced on the surface of Al by thermal oxida-
tion in air at 550◦C for 0.5 h (Fig. 2.32), were recorded using a special attachment
whose optical scheme is depicted in Fig. 4.4. Comparison of the experimental
spectra of the Al2O3 layer in the region of the most intense absorption band at
960 cm−1 (νLO of Al2O3) shows that the maxima in air and in contact with the
immersion medium virtually coincide. However, in the latter case, the intensity
is greater by a factor of ∼5.

Measuring the spectrum of a layer located at the semiconductor (dielec-
tric)–metal interface is more complicated. Such systems are widespread and
are found, for example, in microelectronics, and in particular in integrated cir-
cuits. To record the spectra of such layers, a special method was proposed [79]
in which the incoming beam is incident onto a transparent plate at the angle
ϕ1 = ϕB = arctan(n2/n1) (n1 and n2 are the refractive indices of the surround-
ings and the semiconductor plate, respectively) (Fig. 2.33). At such angle of
incidence, the intensity of p-polarized radiation reflected from the front plane of
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the plate is equal to zero (Fig. 1.11a), so that the whole radiation flux will pass
into the plate. Then it is reflected from the layer–substrate interface, passes out
through the plate, and can be analyzed by a spectrophotometer.

When this scheme was used to investigate the layers in the metal–oxide–semi-
conductor (MOS) structure Si–SiO2 –Al, the angle of incidence onto the air–Si
interface was set to ϕ1 = 73◦, which, according to Snell’s law [Eq. (1.56)],
corresponds to an angle of incidence onto the layer under study inside the plate
of ϕ2 = 16◦. To enhance the contrast of the spectra recorded at this angle of
incidence, one can use a multiple-reflection strategy similar to the technique
described in Section 4.1.2 using, for example, two identical parallel Si plates.

Another way to enhance the contrast in the spectrum is to direct the radia-
tion beam to the semiconductor plate from the side of the immersion medium
rather than from air (n1 �= 1 in Fig. 2.33). For such a configuration, the angle of
refraction of the radiation inside the semiconductor plate will be larger than the
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above-mentioned incident angle of 16◦. In particular, when a KRS-5 prism or the
low-melting-point chalcogenide glass IKS-35 is used as an immersion medium,
the angle of incidence of radiation onto the immersion medium–Si plate inter-
face is ϕ1 ≈ 55◦. This determines the angle of incidence of radiation onto the
nanolayer–metal interface to be approximately 30◦. Calculations show that such
increase in the angle of incidence leads to a five-fold increase in the absorbance.

2.5.3. Transparent IRRAS

As was the case for transmission and metallic IRRAS, there exists an addi-
tional way to increase the spectral contrast by increasing the MSEF within the
layer studied by immersing a transparent substrate in a transparent medium with
refractive index >1. The analysis of changes in IR spectra of the nanolayers
located at the substrate–immersion medium interface was first performed in
Refs. [79, 80]. Below, we consider examples of weakly absorbing layers located
at a CBrCl3 –ZnSe interface and a chalcogenide glass AsS1.5Br2 –ZnSe interface
(Fig. 2.34).

Comparing curves 1–6 in Fig. 2.34a, one can see that at the medium–substrate
interface, the reflectances R0s and R0p decrease relative to those at the air–
substrate interface and reach a minimum for the interface systems with the least
difference between n1 and n3. At the same time, the absorption depths �Rs

and �Rp (SNR) increase (Fig. 2.34b), and their maximum value for p-polarized
radiation is reached at ϕ1 > ϕB when the difference between n1 and n3 is at a min-
imum, as in the cases of transmission (Section 2.5.1) and ATR (Section 2.5.4).
For example, for curve 11 of Fig. 2.34b, which represents the AsS1.5Br2 –ZnSe
interface, the maximum values of �Rp are reached at ϕ1 = 85◦, and �Rp is
enhanced by a factor of >13 relative to the spectrum of the same layer located at
the air–ZnSe interface. This value is not a limit, and calculations performed over
a wide range of optical constants for adjacent media demonstrate the increase
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in this factor with increasing n3 and the ratio n1/n3. For a layer located at the
interface of two semiconductors, for example amorphous silicon (n1 = 3.8) and
germanium (n3 = 4), the calculated value of the enhancement factor is ∼100.

2.5.4. ATR

The effect of placing a sample into an immersion medium on the ATR spec-
trum is of interest, for example, when studying films in contact with a solvent
or at the interface between two dielectrics with different refractive indices. Two
immersion media, hexafluorobenzene (for the quartz IRE) and amorphous silicon
(for the Ge IRE), were chosen for simulation purposes. In both cases, the ratio
n3/n1 ≈ 0.95 at 2800 cm−1, and hence the critical angle is the same (∼72◦).
Comparing Figs. 2.35 and 2.23, it can be seen that the absorption depth �Rp

increases when the sample is placed into an immersion medium. For quartz,
the maximum value of �Rp for the layer increases by approximately a factor
of 3, and for germanium by a factor of ∼100. This means that for a constant
ratio n3/n1,�Rp increases with increasing n1 (notice this dependence can be
analytically proven [66, 71]). Comparison of the maximal band intensity in the
ATR spectrum of the layer at the Ge–amorphous Si interface with that at the
quartz–air interface shows that in the former case the spectral contrast is ∼600(!)
times higher. This advantage was employed in the IR spectroscopic studies of
layers at the solid–solid interfaces [81]. In particular, Bruesch et al. [81a] stud-
ied a 0.7-nm silica layer formed at the interface between polycrystalline silicon
(n1 = 3.40) and crystalline silicon (n3 = 3.25), which is of crucial importance
for passivation of high-voltage devices. The ATR spectra were measured at the
angle of incidence of 80◦. The layer thickness was determined by a direct com-
parison with the ATR spectrum of a reference sample containing a 10-nm SiO2

interface layer and spectral simulations. The SNR in the reported ATR spectra
implies interface sensitivity of ∼0.1–0.2 nm. However, enhancing sensitivity to
ultrathin films, an increase in the refractive index of the output medium sub-
stantially reduces the linear range of the intensity–film thickness dependence.
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hexafluorobenzene interface and (b) Ge–amorphous Si interface and of absorption depths
(2) �Rs and (3) �Rp for layer at given interfaces; n2 = 1.3, k2 = 0.1, d2 = 1 nm, ν = 2800 cm−1,
(a) n1 = 1.402, n3 = 1.351, (b) n1 = 4.03, n3 = 3.84.
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For example, for the SiO2 films sandwiched between a Ge prism and a Si sub-
strate (Fig. 3.3a), the linear approximation (1.5.5◦) is valid at thicknesses less
than 1.5 nm [81b]. The use of high-refractive-index IREs and high angles of inci-
dence gives small penetration depths (Section 1.8). This effect has been exploited
by Garton et al. [82] with a Ge IRE at 60◦ to probe the uppermost layer of a poly-
mer. Alternatively, in the “barrier film” technique [83], the penetration depth is
controlled by varying the thickness of the coating separating an IRE and polymer
while ensuring that the ATR condition is met at the IRE–coating interface.

More complicated dependences are observed when two layers are located
on the surface of the ATR element. The optical properties of a hemicylin-
drical IRE–thin (d < 50 nm) metal film–film system, called the Kretschmann
configuration [84] (Fig. 2.36a), were actively investigated in the seventies and
eighties (see, e.g., Ref. [85]) regarding the possibility of SEW excitation at the
metal–outer layer interface. However, even without exploiting this and surface-
enhanced infrared absorption (SEIRA) (Section 3.9.4) effects, optical enhance-
ment may be achieved in the ATR spectrum of a layer deposited on metal.
Because of this, the Kretschmann configuration has found wide application in
the investigation of nanolayers located on the metal surfaces, especially at the
metal–solution interface (Section 4.6.3).

Due to the strong absorption of IR radiation by metals, the intensity of the
beam penetrated into the layer under investigation will decrease with increasing
thickness of the metal layer. For highly reflecting metals, only metal layers less
than 20–50 nm thick will be semitransparent in the IR region. Another important
feature of the Kretschmann configuration is the abrupt decrease in the penetra-
tion depth of the radiation into the outer layer; this restricts the investigation to
monolayers adjacent to the metal layer. The dependence of the layer spectrum
on the thickness of the metal layer for a Ge–Ag–organic layer system is shown
in Fig. 2.37. The calculations indicate a sharp decrease in �Rs when the Ag
layer appears between the IRE and the layer under study, which is explained by
the quenching of the tangential field by conduction band electrons in the metal
(Section 1.8.2). Although, in general, �Rp decreases with increasing thickness
of the Ag layer, there is a region between thicknesses of about 3 and 5 nm
in which a 30% increase in the p-polarized band intensities is observed. This
enhancement is attributed to the multiple reflection of the IR beam in the metal
film, as confirmed experimentally by Nakao and Yamada [86]. Investigating the

Kretschmann
geometry
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Metal phase

Otto geometry

Film

a b c d

Figure 2.36. Basic ATR configurations for thin-film studies.
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ATR spectra of polymers deposited onto a metal-coated (Ag, Ni, Pd, or Pt) KRS-
5 hemicylinder, they observed maximum intensities with 2.6-nm Ni films that
were homogeneous and smooth, which calculations show to have the maximum
transmittance.

Another important consideration is finding the optimal combination of
refractive indices for the IRE and the metal film. This problem was studied
theoretically and experimentally by Johnson et al. [87] using systems comprised
of a Ge (n = 4.0), GaAs (n = 3.316), or BaF2 (n = 1.5) IRE and a 20-nm
layer of Pt (n = 2.76, k = 9.72) or Au (n = 0.57, k = 20.14). Calculations
using the Fresnel formulas showed that the intensity of the absorption band
at 3 µm in the ATR spectra of adsorbed water decreases by the following
fractions: BaF2 –Au(3%) > Ge–Au(0.55%) > BaF2 –Pt(0.5%) > Ge–Pt(0.3%).
[These spectra were obtained in p-polarized radiation at angles slightly above
the critical angle for the ATR crystal–solution pair (20◦ and 75◦ for Ge and
BaF2, respectively).] In other words, the largest ATR signal is observed for the
ATR crystal with the lowest refractive index (BaF2) combined with the metal
having the highest reflectivity. In this case, the intensity of the reflected radiation
was more than 96%, which permits application of the MIR arrangement for
further improvement to the spectral contrast (six reflections will amplify the
water signal up to 10%). Although the origin of the enhancement has not been
discussed by Johnson et al., it appears to be analogous to that for a film located
directly on an IRE, namely the increase of multiple reflections in the metal
film and the decrease in the penetration depth. Comparison of the theoretical
predictions with experimental data shows a very good correlation in many cases,
but discrepancies between experimental and calculated spectra do arise that are
caused, in particular, by the formation of new phases at the interface between the
ATR crystal and the metal. In general, it was found that experimental absorption
peaks were somewhat larger than the calculated ones, probably due to surface
enhancement by imperfections in the metal layer (Section 3.9.4).
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A theoretical analysis of the system consisting of either the ZnSe or Ge IRE,
an Fe or hematite substrate layer, an adsorbate layer, and a solution of methylene
chloride has been performed by Loring and Land [88]. The system consisting
of the ZnSe IRE, Al2O3 intermediate layer, the sputtered Si substrate layer, and
water has been analyzed within the framework of the Fresnel formalism by Sper-
line et al. [89]. Calculations also reveal that within a narrow wavelength range
and at a certain ratio of the optical refractive indices, enhancement of intensities
is observed in the spectrum of a given layer in an arbitrary two-layer structure
located on an IRE. The ATR spectra of such structures were considered in detail
in Ref. [66]. This enhancement is attributed to interference of the radiation, as is
the enhancement of the reflectivity in BML-IRRAS (Section 2.3.3).

An alternative ATR technique for recording IR spectra of nanolayers located
at semiconductor (dielectric)–metal interfaces is the metal overlayer ATR
(MOATR) [90], which is also referred to as the grazing internal reflection
(GIR) [91]. There are two approaches to do this. In the first one, a flat metal plate [2,
92] or metal-coated elastomer film [93, 94] is pressed onto an IRE that already has a
film in place (Fig. 2.36b). The air gap in such a configuration essentially determines
the spectral contrast. The angular dependences of the reflectance without the film
and the change in the reflectance caused by the film in a Ge–film–air gap–Ag
composite are shown in Fig. 2.38. Figures 2.38 and 2.23 show a significant increase
in the p-polarized spectral contrast when a metal is in the vicinity of the IRE and
a sharp decrease as the air gap increases; the maximum enhancement is observed
when there is optical contact between the metal and the film, which is already the
IRRAS configuration. The �Rs values are not shown because they are many times
smaller than those of �Rp. The absorption depth �Rp of the organic layer was
found to decrease, and the maximum shifted to higher angles of incidence, with a
decrease in the refractive index of the IRE, n1, and a constant air gap. For smaller
values of n1, the dependence of the absorption depth on the magnitude of the air
gap decreased (spectra not shown).

The second approach involves sputtering a metal film directly onto the film to
be studied (Fig. 2.36c). It is evident that depending on the thickness of the metal
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overlayer, one deals with either the ATR or IRRAS method, which have different
optimum conditions for the spectrum recording. In the case when the metal
overlayer thickness is less than the thickness of the metal skin layer (1.3.11◦), it is
in fact the ATR technique, since the film is probed by the evanescent wave. When
the thickness of the metal exceeds the skin layer thickness, it is the immersion
IRRAS method, the IRE playing the role of the immersion medium. The optimum
conditions for this case are the subject of Section 2.5.2.

Enhancement of the absorption by thin films on metal surface can be achieved
if the reflection spectra are measured with Otto’s configuration. In it, the film
is deposited on a metal substrate that is positioned near the reflecting surface
of the IRE so that there is a gap (air or liquid) between the film and the IRE,
as sketched in Fig. 2.36d . In the case of an air gap, this geometry is used for
excitation of SEWs (Section 3.2.1) [95–97]. However, the optimal configuration
for this measurement is not necessarily the ATR configuration. For example,
Suzuki et al. [98] observed the maximum spectral contrast for a film on a gold
substrate with an air gap of 20 µm between a ZnSe hemicylinder and the substrate
when p-polarization and angles of incidence 1◦ –1.5◦ smaller than the critical
angle for total reflection from the IRE–air interface were used. This effect was
attributed to the Fabry–Perot interference (reflection cavity effect) that takes
place inside this gap (see below for more detail).

Besides exploiting the interference effect due to the presence of the thin metal
film over- and underlayers, it is possible to obtain an additional enhancement of
the band intensities in all the above-mentioned configurations by using multiple
reflections. The maximum value of �R for the multiple-reflection method and the
optimum number of reflections depend on the system considered (Section 2.4).
However, when a relatively thick (3–20 nm) metal layer participates in the optial
scheme, multiple reflections may not improve the quality of the spectrum because
of the high absorption by the metal film. The spectrum contrast can be enhanced
if the metal layer has islandlike structure, due to an increase in the effective
surface and the SEIRA effect (Section 3.9.4).

We now wish to consider the thin-layer optical configuration that is used in
spectroelectrochemical (SEC) measurements. Its main components are a window,
a thin layer of a liquid, and a flat-sided polished substrate covered with an ultra-
thin film (Fig. 4.46). To select optimally the window material and the angle of
incidence, the spectrum simulations were performed by Faguy and Fawcett [99a]
for the window–acetonitrile layer–adsorbed acetonitrile–gold system with four
different windows (CaF2, ZnSe, Si, and Ge). The effect of a poorly defined elec-
trolyte layer (a wedge-shaped layer or a layer of varying thickness) was taken
into account by representing the result as an unweightened average of five elec-
trolyte layers with the integral thicknesses in the 4–8-µm range. The simulations
showed that the maximum spectral contrast is observed at the angles of inci-
dence a few degrees larger than the critical angle for the window–bulk liquid
interface. This contrast occurs to be higher than for the same system but without
the input window. The largest enhancement (by a factor of 4.7) is provided by
the window from CaF2 (the material with the closest matched refractive index
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to the electrolyte layer), while for Ge the enhancement is by a factor of 2.1.
For CaF2 the optimal angle of incidence approaches 90◦. Such a large angle is
impractical, since the SNR is low due to a low reflectivity of a metal support
at grazing angles of incidence (Section 1.8) and a larger effective thickness of
the “thin layer”. In addition, it is technically difficult to realize grazing incident
angles in the in situ measurements [99b]. The calculations [100] also revealed
the electric field enhancements in a thin-layer cell comprised of a ZnSe or Ge
hemishpherical window, an Au electrode, and a water layer.

The optimum conditions in the case of nonmetalic (cuprous sulfide) substrate
covered by an organic ultrathin film were studied theoretically by Mielczarski
et al. [101, 102]. It was shown that, independently of the angle of incidence
and the water interlayer thickness, the band positions in the s-polarized spec-
tra are almost identical to those obtained by the normal-incidence transmission.
However, the band intensities, which are negative, are much lower than in the p-
polarized spectra (Fig. 7.40b). The p-polarized bands have derivativelike shape,
in agreement with the SSR for dielectrics (Sections 3.3.2 and 3.11.5). Their inten-
sity changes sign at a certain angle of incidence depending on the water layer
thickness. As in the case of a metal substrate, spectral contrast for p-polarization
is maximal for the window with the lowest refractive index (CaF2). However,
such spectra are significantly distorted, being affected by a small change in either
the thickness of the water layer or the angle of incidence. In the other limit-
ing case (Ge), the problem is that the highest contrast is achieved in a narrow
(∼2◦ –5◦) incident angle range. Due to a wider conventional beam divergence,
the spectra measured using a Ge window at the optimum angle of incidence are
a superposition of the positive and negative absorption, which complicates the
interpretation. Hence, windows with medium (2–3) values of the refractive index
are more appropriate in this case.

The important parameter affecting spectral contrast is the thickness of the liq-
uid thin layer. This can be understood through spectral simulations for a 0.2-nm
hypothetical organic film in the ZnSe–water layer–film–Pt system. The opti-
cal constants of the film chosen were similar to those of a monolayer of CO
adsorbed on a Pt(111) electrode. Increasing thickness of the water layer from
0.25 to 5 µm leads to attenuation of the p-polarized reflection spectra measured
at the optimum angle of incidence by a factor of 2 (Fig. 2.39). In this thick-
ness range, the optimum angle changes, decreasing from 43◦ at 0.25 µm to 31◦

at 5 µm (Fig. 2.40), that is, from the value above ϕc to the value below ϕc

(33◦ for the ZnSe–water interface). The critical angle is crossed at the water
layer thickness of ∼2 µm. When the thickness exceeds this value, the angular
dependence of the absorption depth changes sign in the vicinity of the opti-
mum angle (curve 5 in Fig. 2.40), which makes these conditions troublesome
from the viewpoint of the spectrum interpretation. If the water layer is increased
from 1 to 5 µm at the constant angle of incidence of 33◦, the spectrum intensity
decreases by a factor of ∼20. Similar results were obtained for a nonmetalic
(Cu2S) substrate [101, 102].
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Figure 2.39. (Solid lines, from top to bottom) p-polarized reflection spectra of 0.2-nm film
with optical constants similar to those of complete monolayer of adsorbed CO on Pt(111)
in ZnSe–water layer–film–Pt system for different thicknesses d2 of water layer and opti-
mum angle of incidence ϕ1 : d2 = 0.25 µm, ϕ1 = 43◦; d2 = 0.5 µm, ϕ1 = 36◦; d2 = 1 µm,
ϕ1 = 33◦; d2 = 2 µm, ϕ1 = 31◦; and d2 = 5 µm, ϕ1 = 31◦. Dashed line: ϕ1 = 34◦, d2 = 5 µm.
Here, n1 = 2.42 for ZnSe, n̂2 = 1.319–0.015i for water, and n̂4 = 5.02 − 20.43i for Pt. Optical
constants of film are ν0 = 2050 cm−1, γ = 5 cm−1, S = 0.05, ε∞ = 2.
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Figure 2.40. Angle-of-incidence dependence of absorption depth �R at 2075 cm−1 in
p-polarized IRRAS spectra for 0.2-nm film with optical constants as for Fig. 2.39 in ZnSe–water
layer–film–Pt system for water layer thicknesses: (1) 0.25, (2) 0.5, (3) 1, (4) 2, and (5) 5 µm.

Thus, for both metallic and transparent substrates, p-polarization, angles of
incidence above ϕc, and water layers thinner than 1–2 µm are preferable. Under
these conditions (ϕ1 > ϕc and d2 < dp, where dp is the penetration depth), the
cell windows act as IREs. In other words, the in situ IRRAS geometry under
the optimum conditions is in fact the ATR geometry in Otto’s configuration
(Fig. 2.36d).

In general, the application of IR spectroscopy to investigate nanolayers located
at various interfaces must involve the determination of optimum experimental
conditions for each system to be analyzed. These conditions include angle of
incidence, polarization of radiation, and the number of reflections of radiation
from the layer–substrate interface.
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2.6. CHOOSING APPROPRIATE IR SPECTROSCOPIC METHOD
FOR LAYER ON FLAT SURFACE

Successful IR spectroscopy of ultrathin films is very sensitive to the choice of the
method and the optical geometry of the experimental set-up, maximizing spectral
contrast and the amount of information obtained about the film. These choices
should be made on the basis of a comparison of band intensities in film spectra
calculated for different experimental conditions. In this section, this approach will
be demonstrated using a 1-nm weakly absorbing hypothetical layer that models
an isotropic organic monolayer with optical constants n2 = 1.3 and k2 = 0.1 in
the region of the νCH vibrations (ν = 2800 cm−1). The layer is assumed to be
located on a Ge or Al substrate. The spectra were calculated for p-polarized
reflection IRRAS and ATR and single transmission.

Simulated band intensities for the hypothetical layer under the chosen optical
conditions are shown in Fig. 2.41, where it can be seen that in air the highest
spectral contrast will be achieved in IRRAS on Al and the lowest one in IRRAS
on Ge and transmission of the Ge–air interface (with consideration for the beam
divergence of ±6◦). In the ATR spectrum recorded near ϕc, the absorption depth
will be comparable with that in the best transmission spectra. However, as can be
seen in Fig. 2.42, for a 100-nm layer, the maximum intensities in the spectra from
metallic IRRAS and the ATR method are practically equal and only 30% higher
than those in the transmission spectra. This illustrates the point that when select-
ing the proper experimental method it must be remembered that the best method
for a given layer may be different for different thicknesses, because for each
method the dependence of the band intensity on the layer thickness is specific.

A layer located at the interface of two solids must be considered separately
(Fig. 2.43). For such a layer, the angle-of-incidence dependence of the p-polarized
spectra recorded by transmission, IRRAS, and ATR have been discussed in
Section 2.5. A comparison of Figs. 2.41 and 2.43 shows that the immersion of the
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Figure 2.41. Dependence on angle of incidence of absorption of 1-nm model weakly absorbing
layer in p-polarized (1–3) reflection �Rp and (4, 5) transmission �Tp spectra. Layer is located at
(1, 3–5) Ge and (2) Al. Spectroscopic methods: (1) ATR, (2, 3) IRRAS, (4) transmission at air–Ge
interface, (5) transmission at Ge–air interface; n2 = 1.3, k2 = 0.1, ν = 2800 cm−1, nGe = 4.0,
nAl = 4.22, kAl = 27.66.
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Figure 2.43. Dependence on angle of incidence of absorption of 1-nm model weakly absorbing
layer in p-polarized (1–3) reflection �Rp and (4, 5) transmission �Tp spectra. Layer is located
at interfaces (1, 5) Ge–a-Si, (3, 4) a-Si–Ge, and (2) Ge–Al. Spectroscopic methods: (1) ATR, (2,
3) IRRAS, (4) transmission at aSi–Ge interface, (5) transmission at Ge–aSi interface; naSi = 3.8,
n2 = 1.3, k2 = 0.1, ν = 2800 cm−1, nGe = 4.0, nAl = 4.22, kAl = 27.66.

substrate into an optically dense medium results in large (40–75-fold) increases
in the band intensities. For the 1-nm model organic layer, as for the layer in air,
IRRAS yields spectra with the highest contrast at the Ge–Al interface and the
lowest contrast at the a-Si–Ge interface. A comparison of the angle-of-incidence
dependence of the band intensities for 1- and 10-nm layers of the same material
(Figs. 2.43 and 2.44, respectively) shows again that the best method for one layer
will be the worst choice for the other layer of the same material. Moreover, even
such a large increase in the layer thickness makes little difference to the maxi-
mum spectral contrast in the spectra of the layer on the Al substrate collected by
IRRAS, while in the ATR spectrum the signal increases by only a factor of 2;
in the transmittance and IRRAS methods at the a-Si–Ge interface, the spectral
contrast increases 10-fold, in proportion to the layer thickness.

Choosing the technique to obtain spectra, one should take into account that
the low spectral intensity may be compensated by using multiple reflection or
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Figure 2.44. Dependence on angle of incidence of absorption of 10-nm model weakly absorb-
ing layer in p-polarized (1–3) reflection �Rp and (4, 5) transmission �Tp spectra. Layer is
located at interfaces (1, 5) Ge–a-Si, (3, 4) a-Si–Ge, and (2) Ge–Al. Spectroscopic meth-
ods: (1) ATR, (2, 3) IRRAS, (4) transmission at a-Si–Ge interface, (5) transmission at Ge–a-Si
interface; naSi = 3.8, n2 = 1.3, k2 = 0.1, ν = 2800 cm−1, nGe = 4, nAl = 4.22, kAl = 27.66.

transmission. For example, in ATR spectra, 100 or more reflections may be used,
although in practice, there are problems connected with the manufacture of IREs
having comparatively large dimensions (for e.g., 100 × 10 × 2 mm) and suffi-
cient precision. Transmission and IRRAS methods (with or without an immersion
medium) can also be applied under the multiple passages of the radiation through
the film (up to 20–25) (Sections 2.1 and 2.2). However, using modern FTIR
spectrophotometers with a SNR between 1000 : 1 and 10,000 : 1 for a 1–4-min
scan time and a spectral resolution of 2–4 cm−1 enables one, under the optimum
experimental conditions, to obtain good spectra of nanolayers without the use of
multiple transmissions.

2.7. COATINGS ON POWDERS, FIBERS, AND MATTE SURFACES

Measurement of the IR spectra of an ultrathin film on a powder sample may
be carried out using transmission, diffuse transmittance (DT), diffuse reflectance
(DR), or ATR techniques. As mentioned in Section 1.10, calculations to model
the IR spectra of ultrathin films on powders under a different set of experimental
conditions have not yet been realized. Compared to the stratified systems con-
sidered in Sections 2.1–2.6, optimization of the measurements on powders is
significantly more complicated. Moreover, this problem has not yet been studied
in a systematic fashion. Below current knowledge concerning the optimization
of such measurements will be presented, with emphasis on the requirements of
the sample. The technical aspects (the production of IR spectra of powders) are
discussed in Section 4.2.

2.7.1. Transmission

Infrared transmission is the oldest and most highly developed IR spectroscopic
method used to study ultrathin films on powdered solids [103, 104]. Buswell



2.7. COATINGS ON POWDERS, FIBERS, AND MATTE SURFACES 121

et al. [105] were among the first to demonstrate that adsorbed molecules on
powders can be detected by IR spectroscopy, by measuring the IR spectra of water
adsorbed on montmorillonite. Transmission spectroscopy has been applied to
characterize the adsorption of molecules onto catalysts, sorbents, metal particles,
and minerals since the 1940s, following the work of Terenin [106, 107] (see
review in Refs. [108, 109]). Surface sensitivity of the method as high as 10−5%
of CO2 on Cab-O-Sil was reported by Parkyns and Bradshaw [110].

In the transmission method, the IRT component of radiation that is regu-
larly transmitted through the sample is detected (Fig. 1.22). Measurements of
this component do not require any special device — the pellet pressed from the
powder is directly positioned in the holder in the sample compartment so as
to be in the beam focus. This means that studies of adsorption and catalysis
in situ are quite straightforward, based on reactive chambers with a fairly simple
optical scheme [111]. Theoretical and practical aspects of the IR transmission
spectroscopy of molecules adsorbed on powders have been treated in excellent
monographs [108, 109] and will not be repeated here, except to list the basic
requirements of the sample.

To increase the radiation traversing a sample in a straight line, IRT, and to
minimize scattering, IDT (Fig. 1.22), a self-supporting disk is made by pressing
a powder containing particles <1–2 µm in diameter. If the particle size is not
small enough, the scattering takes place, increasing, according to the Rayleigh
law [Eq. (1.130)], with increasing frequency. As a result, at frequencies higher
than 2000 cm−1, the spectrum baseline slops toward higher absorbance, distorting
the spectrum. Obviously, a higher surface area (smaller and/or porous particles)
increases the surface sensitivity. By pressing, a single solid is formed, character-
ized by a low level of scattering by individual particles. Since the scattering is
less for powder substances with low refractive indices, the transmission method
is preferable for materials with low refractive indices and gives good results for
various large effective surface area forms of silica, such as Aerosil [108], which
is comprised of 10–80-nm silica spheres with a refractive index close to that of
fused quartz (≈1.43).

Unlike ordinary transmission spectroscopy of powders, which is improved by
the use of immersion of the analyte into a homogeneous IR transparent cold-
sintering solid (alkali halide) or liquid (oil) of compatible refractive index, this
approach, as a rule, is not applied in transmission spectroscopy of adsorbed
species. In fact, the purpose of such a dilution is to get rid of the Fresnel
reflectance, which distorts intensive absorption bands, and to reduce the intensity
of these bands [112]. However, high surface sensitivity can be obtained only in
the region of the adsorbent transparency because in the spectral regions where the
powder itself strongly absorbs IR radiation (the regions of the phonon absorption)
it is impossible to accurately subtract the background spectrum from the resulting
spectrum, due to the influence of a shell on the Frohlich frequencies of a small
particle and vice versa (Section 3.9.2). In the region of the powder transparency,
the immersion medium for the adsorbed species is the powder material. Therefore,
a dilution, which decreases detection threshold, is unnecessary. However, this
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procedure can be justified in the case of relatively thick films [e.g., the oxidation
products on PbS powder (see Fig. 2.51 below, curve 5)], in the transmission
studies of adsorption onto small metal particles with large effective surface
areas [113, 114] and coarse particles with high refractive indices, and in the
regions where the adsorbent has weak absorption bands (e.g., the 1500–1650-
cm−1 region for silica and silica gel [115]) (see also Section 2.7.2). In these cases,
it should be kept in mind that the immersion media may modify the adlayer and
block reactive sites [108, 109].

To obtain a good-quality transmission spectrum of an adsorbed species, the
disk thickness is chosen so that the maximum absorbance of the analyte in the
resulting spectrum is within the 0.3–0.8 range, in which spectrophotometric error
is minimal. Thus, the disk thickness may be different for different functional
groups. For example, a thicker disk is required to study the hydrogen-terminated
functional groups (which are relatively weak) on the surface of silica derivatives
in the spectral region of the silica transparency (4000–2300 cm−1) than for the
adsorbate backbone vibrations within the region where silica has weak absorption
bands (overtones) (2300–1300 cm−1). For the former, the recommended thick-
ness, expressed as weight per surface area, is 20–40 mg·cm−2, while for the
latter, the recommended thickness is less (2–5 mg·cm−2). When choosing the
pellet thickness, the increase in scattering with increasing frequency should be
kept in mind.

2.7.2. Diffuse Transmittance and Diffuse Reflectance

The method of diffuse transmittance (DT) is based on measurement of the
radiation component IDT (Fig. 1.22) that passes diffusely through an inhomo-
geneous layer. This method was first applied to the IR spectroscopic analysis
of thin films on samples in powder form by Tolstoy in 1985 [116, 117], who
obtained DT spectra of water adsorbed onto silica gel. When used in conjunction
with a FTIR spectrometer, the method is called diffuse-transmittance infrared
Fourier transform spectroscopy (DTIFTS). DTIFTS is the most recently devel-
oped IR spectroscopic methods for studying powder surfaces and has already
found application in high-performance liquid chromatography (HPLC) and thin-
layer chromatography (TLC) [118, 119]. Of increasing popularity are DTIFTS
measurements of powders that use an IR microscope to collect radiation [112,
119] (Section 4.3).

Diffuse-reflectance infrared Fourier transform spectroscopy (DRIFTS) in
the mid-IR region has been widely used for studying surfaces since the
beginning of the 1980s, when FTIR spectrometers became routine research
tools, found in many laboratories, and optical accessories were invented for
collecting IR radiation (Section 4.2.3). In particular, DRIFTS has been applied
in the characterization of surfaces of catalysts (Section 7.1.1), Ag [120] and
Au [121] particles. Diffuse reflectance has been used to study the light-
induced yellowing of paper [122, 123], adhesion of coatings to roughened
steel sheets [124–126], lubrication of magnetic disks [127], and ultrathin films
on polymer films [128–130], polymer [131–133] and glass fibers [134, 135],
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activated carbon, graphitized carbon fibers and synthetic diamond powder [136,
137], zeolites [138–142], and wood [143, 144] as well as for identification
of spots in HPLC and TLC [119, 145–149] and adsorption of surfactants on
minerals (Section 7.4).

Because of the internal scattering, the mean pathlength of the IR radiation
is increased many fold in both the DRIFTS and DTIFTS measurements, which
increases the detectable level of the adsorbed species as compared with the stan-
dard one-pass transmission method [150]. The highest contrast in DRIFTS is
observed for species adsorbed onto supported catalysts and metal particles, due
to higher scattering and multiscattering by the powders. A high SNR with detec-
tion limits approaching 10−6 monolayer coverage of CO on metal-supported
catalysts has been reported by Every and Griffiths [187]. This detection limit is
comparable to that of some UHV methods often used in heterogeneous cat-
alyst characterization. A high SNR in DRIFTS can be obtained by exploit-
ing the surface enhancement (SEIRA) phenomenon (Section 3.9.4). This has
been shown by Makino et al. [128] using KBr particles covered by 6-nm Ag
films. Kim and co-workers [168, 151] studied adsorption on fine (2–3.5-µm)
Ag particles and found that the SNR of DRIFTS is 20–30 times higher than
in IRRAS.

Figure 2.45 shows spectra from DRIFTS and DTIFTS of adsorbed monolayers
of two reagents, 5-cyano-3,3-dimethylpentyl-(dimethylamino)-dimethylsilane
(DMP.CN) and 3,3-(dimethylbutyl)-(dimethylamino)-dimethylsilane (DMB), on
Cab-O-Sil (a silica derivative), reported by Boroumand et al. [152–154]. Both
types of spectrum were measured on each sample, the DTIFTS signal being
detected with a pyroelectric detector/holder positioned at the bottom of the
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Figure 2.45. (a) Diffuse reflectance and (b) normalized diffuse transmittance of 1.3-mm-thick
samples of Cab-O-Sil silica powders entirely covered by (A) DMB and (B) DMP.CN siloxy
substituents. (a) Number of coadded scans: 250, resolution: 4 cm−1; interferometer scanning
speed: 0.5 cm·s−1. (b) Photopyroelectric signals normalized to spectrum of empty sample
holder/detector. Number of coadded scans: 75, resolution: 4 cm−1; interferometer scan-
ning speed: 0.03 cm·s−1. Adapted, by permission, from F. Boroumand, J. E. Moser, and
H. Vandenbergh, Appl. Spectrosc. 46, 1874 (1992), pp. 1883 (Fig. 7) and 1885 (Fig. 10).
Copyright  1992 Society for Applied Spectroscopy.
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DRIFTS sample cup (note that this geometry actually measures the sum of
transmission and DT but is referred to as DT in the cited work). The DMB has
structure similar to that of DMP.CN, but with no cyano groups. The spectra in
Fig. 2.45 display broad absorption peaks below 2100 cm−1 and above 2700 cm−1

due to the OH groups on the silica surface and intensive absorption bands
around 2900 and 2247 cm−1 from the C−H and C≡N groups, respectively.
Comparing the DRIFTS and DTIFTS spectra, one can see that under the selected
measurement conditions DRIFTS provides a higher spectral resolution: in the
DRIFTS spectrum, the C≡N band is narrower and there is an additional narrow
component at a higher frequency, which is not interpreted by the authors.
However, the spectrum contrast is somewhat higher in DTIFTS.

Figure 2.46 allows one to compare the effect of the layer thickness on the
absolute DR and DT at the absorption peak of the CN groups for two different-
morphology silicas treated up to surface saturation by DMP.CN. These are
Cab-O-Sil (nonporous silica with a primary particle diameter of 1–1.5 nm, aggre-
gated in 10-nm grains with a specific surface area of 191 m2·g−1 and a density
of 150 g L−1) and LiChrosorb Si 100 (precipitated porous silica characterized
by a particle diameter of 5–10 µm, specific surface area of 321 m2·g−1, and
density of 350 g L−1). For 1–3-mm porous LiChrosorb silica layers, DR does
not vary and DT is absent. Therefore, these layers can be considered as pseudoin-
finite with R = R∞ = 0.38 ± 0.02. For the Cab-O-Sil sample, which has 50%
less effective surface area and a generally looser structure, the asymptotic value
of the reflectance is much lower (R = R∞ = 0.044 ± 0.002). Even though the
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Figure 2.46. Effect of depth of layer d on absolute diffuse reflectance and transmittance of
derivatized LiChrosorb and Cab-O-Sil silica powder samples. Reported values are measured
at maximum of absorption peak of CN group at ν = 2247 cm−1. (a) Diffuse reflectance of
various LiChrosorb silica layers treated up to surface saturation by DMP.CN; (b) diffuse
reflectance of various Cab-O-Sil powder layers treated by DMP.CN; (c) diffuse transmittance
of Cab-O-Sil powder under same conditions. Reprinted, by permission, from F. Boroumand,
H. Vandenbergh, and J. E. Moser, Anal. Chem. 66, 2260 (1994), p. 2263, Fig. 2. Copyright 
1994 by American Chemical Society.
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scattering power of Cab-O-Sil is smaller than that of LiChrosorb, the saturation
is observed already for layers as thin as 0.3 mm. In addition, there is a principal
difference in the thickness dependence of transmittance at the νCN band maxi-
mum for Cab-O-Sil layers: The transmittance value decreases with the thickness
increasing from 0.3 to 3 mm. As the reflectance is not affected, such a variation
is due to the absorption of C≡N groups. Thus, DTIFTS is more surface sensitive
of the two techniques. A similar conclusion was drawn from the computer model
simulations [154].

When studying adsorption processes on powders by DRIFTS and DTIFTS,
one of the key problems is the correct choice of particle size. For the “classic”
DR of solids in powder form, the ideal particle size depends on the complex
refractive indices of both the powder and the matrix and the packing properties
(density) of the powder material [155–158]. Optimal particle sizes were found to
be 5–10 and 6 µm for organic substances [157, 159] and diamond powder [160],
respectively. For smaller particles, scattering effects are greater and, as seen from
Eqs. (1.128) and (1.129), the effective penetration depth is shorter, which was
confirmed experimentally [161, 162]. The effect of particle size on the diffuse-
reflectance spectra of inorganic (ionic) compounds has been studied by Vincent
and Hunt [163, 164] and Chalmers et al. [165]. It was found that the Fresnel
reflection cannot be eliminated for the phonon (strong) bands, even with particles
as small as 2 µm. On the other hand, for particles up to 10 µm, the distortions of
“very weak” bands are absent and the band intensities increase with particle size.
For particles of intermediate size, the contribution of the volume component
dominates and the Fresnel reflection is suppressed for the particle size below
some critical value. When the particle size is comparable to the IR wavelength,
spectra from DR and DT measurements [166] are distorted, as predicted by Mie’s
theory (Section 1.10). For very small particles (<1 µm), the DR signal decreases
due to the particle extensive aggregation driven by van der Waals forces.

To date, influence of the powder particle size on the band intensities in DRIFTS
and DTIFTS of adsorbed species has not been studied systematically. From gen-
eral consideration, one can expect that the optimal particle size for both the DR
and DT measurements on the adsorbed corresponds to the maximum value of the
product deffSeff, where deff is the mean pathlength of the radiation through the
scattering medium and Seff is the effective surface of the powder. With reducing
the particle size, the quantity Seff increases, while parameter deff changes in a
complex manner, depending on the refractive index, particle size and surface mor-
phology, and packing properties (powder density) of the powder material [155,
162]. For example, absorption at the νCN frequency in DRIFTS is higher for
Cab-O-Sil — the silica derivative with smaller particles, smaller surface area, and
looser packing — as shown in Fig. 2.46. For this sample the penetration depth is
longer. Cab-O-Sil is also more preferable for the DT measurements.

For transparent particles of CaF2, KBr, ZnSe, and Si (Table A.2) having the
size distribution of 50 < d < 90 µm, the effective penetration depths measured
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from the DRIFTS are 530, 1005, 447, and 350 µm (the maximum is observed
for the KBr powder). The scattering coefficient varies in the opposite way and
presents a minimum for KBr [162]. In another work [167], the penetration depth
for such high-refracting substances as Ge and Si was found to be only a few
micrometers below the powder sample surface.

The effect of the particle size on the DRIFTS intensity for a monolayer of
dodecyl amine adsorbed on quartz particles is shown in Figs. 2.47a, b. The spec-
tral contrast is higher for the <5-µm fraction than for the 38–150-µm one. This
is akin to the data for adsorption of a photosensitizer on silica gel [115]. The
results of Kim and co-workers [168] indicate that contrast of the DRIFTS of
4-dimethylaminobenzoic acid adsorbed on 2–3.5-µm Ag particles, for which the
SEIRA phenomenon is expected, and 30-nm TiO2 powder is practically identi-
cal. For both DRIFTS and DTIFTS, the particle size should be smaller than the
shortest wavelength in the spectral range, as particles of a size comparable to the
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Figure 2.47. IR spectra of dodecylamine adsorbed during 5 min from 10−5 M aqueous solution
on (a–c) powdered quartz and (d) polished quartz surface. DRIFTS of undiluted quartz powder:
(a) −150 + 38 µm and (b) −5 µm size (200 scans); (c) DRIFTS of −5 µm size but diluted in
the 1 : 5 ratio by KBr (200 scans); (d) s-polarized IRRAS spectrum of polished surface after
treatment with amine, measured at ϕ1 = 70◦ (500 scans). Background spectrum is (a) and
(b) initial quartz powder; (c) KBr; (d) freshly polished quartz surface.
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Figure 2.48. DRIFT spectra of p-nitrobenzoic acid adsorbed on Ag powders with particle
sizes of (a) 2, (b) 5, and (c) 11 µm. Reprinted, by permission, from H. S. Han, C. H. Kim, and
K. Kim, Appl. Spectrosc. 52, 1047 (1998), p. 1051, Fig. 5. Copyright  1998 Society for Applied
Spectroscopy.

wavelength of irradiation exhibit complex scattering phenomena (Section 1.10).
This is demonstrated in Fig. 2.48, which shows the spectra from DRIFTS of
p-nitrobenzoic acid on Ag particles of different diameter [169]. It is seen that
for 5- and 11-µm particles an artifact band is present in the spectra at 1100 cm−1,
instead of the absorption bands of the adsorbate.

The spectra b and c of Fig. 2.47 indicate that dilution of quartz powder with
particles <5 µm by KBr decreases the intensities of the DR νCH bands of
adsorbed dodecylamine. However, this does not mean that matrices transparent
in the IR cannot be used for scattering measurements. For particles larger than the
wavelength whose size cannot be reduced (as is the case for fibers), mixing with
KBr increases the multiple reflections between the particles and, therefore, the
spectral contrast. To obtain the IR spectra of species adsorbed onto fibers, McKen-
zie et al. [170] suggested the salt-overlayer technique (Section 4.2.2). Chatzi
et al. found that this approach increases the sensitivity of DRIFTS of fiber sur-
faces, allowing the study of water adsorbed onto polyamide (Kevlar) fibers [171].
This phenomenon was explained to be a result of increasing the multiple reflec-
tions between the fibers in the presence of a highly scattering immersion matrix.
Deposition of a layer of a transparent powder can also improve the quality of
spectra of a film on a rough surface. In the case of substances of a higher refrac-
tive index (e.g., Ge, Si, semiconducting sulfides), mixing the powder with KBr
increases the penetration depth and, therefore, the spectrum contrast. In fact, the
reflection from the front surface, which is responsible for most of the energy
losses, decreases. Moreover, the medium in contact with the powder particles
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is no longer air but an optically denser medium. A dilution in KBr or KCl can
be recommended to minimize spectral distortions in the case of (1) thick films
(e.g., oleate adsorbed on Ca minerals at alkaline pH [172, 173]) and (2) weakly
absorbing substrates [115] (Section 2.7.1).

Figure 2.47 allows comparison of the spectra from DRIFTS and IRRAS of
an organic monolayer (dodecylamine) on crystalline quartz in the region of the
νCH vibrations. Optimum conditions for IRRAS (70◦ angle of incidence and s-
polarized radiation) were chosen as described in Section 2.3.1. The resolution is
higher in the spectrum collected by IRRAS, since the polished substrate surface is
more uniform. However, the SNR is substantially higher in DRIFTS, which can
be explained, in addition to the optical effects, by a higher surface density of the
surfactant adsorbed on a fine powder than on a polished surface (Section 7.4.3).
As can be concluded from the spectra reported in Ref. [174], the sensitivity
threshold for the νCH bands in the DRIFTS is about 0.1 monolayer (ML).

2.7.3. ATR

ATR (as a rule, in the MIR mode) spectroscopy was first applied to powder
surfaces by Harrick [66]. Since the penetration depth dp is proportional to the
wavelength [Eqs. (1.110)], the ATR method is more effective at longer wave-
lengths. A routine procedure consists in placing fine particles or a suspension on
the top of a horizontal IRE (Fig. 4.32) or in a CIRCLE cell (Fig. 4.14). One can
maximize dp by working at the angle of incidence equal to the critical angle ϕc,
using an IRE with a low refractive index (Section 2.4), and minimizing scattering.
The latter condition requires that the particle size be as small as possible. Pressing
the powder layer onto the IRE with a special press (Fig. 4.32) also increases the
penetration depth and the powder density and, as a result, the spectral contrast.

The data presented in Sections 1.8 and 2.5.4 show that immersion of the
powder into a transparent liquid with a refractive index close to that of the IRE can
substantially increase the SNR of the ATR spectrum of the interfacial layer due to
the increase of the MSEF at the interface. This approach also reduces scattering
and so is particularly effective in studying in situ adsorption on powders. If the
r/λ < 10−2 condition is met, the refractive index of the composite layer (powder
plus the immersion medium) may be evaluated within the framework of the EMT
(Section 1.9), which allows one to calculate the value of ϕc and simulate the ATR
spectrum [175, 176].

To demonstrate the enhancement effect of immersion, Fig. 2.49 shows hori-
zontal ATR (HATR) s-polarized spectra of a pure limonite (Fe2O3·nH2O, orange
form/China) powder with 1–5-µm particles and of this powder after the addi-
tion of paraffin oil. Figure 2.50 illustrates the SNR in the in situ ATR spectra of
sulfate (a strong oscillator) coordinated on a hematite (Fe2O3) particle film at a
coverage increasing up to about a complete monolayer [177]. The particle size
was 10–25 nm. The spectra were obtained using the HATR accessory (Fig. 4.32)
with the ZnSe crystal in contact with a 0.01 M KCl solution (pH 3). One can see
that the minimal reliably detectable amount of adsorbed sulfate is ∼0.05 ML.
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Figure 2.49. ATR spectra of limonite (Fe2O3 · nH2O, orange form/China, 5 mg): (a) with Nujol
film as immersion layer; (b) measurement with dry powder. Reprinted, by permission, from
U. Kunzelmann, H. Neugebauer, and A. Neckel, Langmuir 10, 2444 (1994), p. 2448, Fig. 6.
Copyright  1994 American Chemical Society.
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Figure 2.50. In situ ATR spectra of sulfate adsorbed on hematite at pH 3. Spectra were run
on Bio-Rad FTS-45 instrument equipped with MCT detector and horizontal ATR unit with 45◦
ZnSe IRE (thickness, 6 mm; dimension of upper face, 10 × 70 mm2; five internal reflections).
For each measurement 1000 spectra were coadded. Spectral resolution: 4 cm−1. Reprinted, by
permission, from S. J. Hug, J. Colloid Interface Sci. 188, 415 (1997), p. 418, Fig. 4b. Copyright
 1997 Academic Press.

The same sensitivity can be achieved in the in situ ATR spectra of the νasCH2

bands of surfactants with the chains 12–16 carbon lengths adsorbed on colloid
oxide films [174, 178]. For coarser particles of a higher refractive index, the sen-
sitivity decreased. For example, for xanthate adsorbed on chalcopyrite (CuFeS2)
particles <30 µm size (Fig. 7.26), surface sensitivity is about 0.3 ML [179]. For
such substrates, the SNR is comparable to that from the in situ ATR spectra
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measured at the polished flat surface with one reflection at the critical angle
of incidence but higher than in the in situ IRRAS (Table 7.4). The in situ ATR
on powders provides about a two- to fivefold higher SNR as compared to that
in the in situ MIR, as follows from comparison of the νCH band intensities
for ∼1 ML of CTAB (hexadecyltrimethylammonium bromide) adsorbed on a
sol–gel TiO2 film [178] and on a SiO2 –Si IRE (25 reflections, ϕ1 = 45◦) [180]
and a LB monolayer of oleic acid (C17) deposited on the TiO2 film–Ge IRE (13
reflections, ϕ1 = 50◦) [181].

ATR in Otto’s configuration (Fig. 2.36d) can be applied to characterizing
surfaces of carbon fibers. To obtain the spectra, a fiber cloth is pressed to an
IRE. The optimum conditions for such a system were studied by Ohwaki and
Ishida [182]. It was shown that a multiple reflection Ge IRE, s-polarization, and
an angle of incidence of 30◦ provide the maximum spectral contrast. However,
in terms of SNR, the use of unpolarized radiation at an angle of incidence of
35◦ –40◦ is more advantageous.

2.7.4. Comparison of IR Spectroscopic Methods for Studying
Ultrathin Films on Powders

The important benefits of the transmission method are the applicability of the
BLB law for quantitative analysis of the spectra and a very high sensitivity to
the species adsorbed onto powders of high surface area. Disadvantages include the
need to press pellets for sample preparation whose thickness must fall in some
predetermined range. Fuller and Griffiths [150] have shown that when small
quantities of IR-absorbing materials are present in a nonabsorbing matrix, the
intensity of bands in a transmission spectrum is lower than the intensity of the
corresponding bands in the DR spectra of the same amount of the sample, since
the effective absorption pathlength is enhanced by multiple scattering events
when the measurement is performed in the DR mode.

The advantages of the DT method over ordinary transmission include simpler
sampling procedures for qualitative analysis and higher sensitivity to ultrathin
films especially on highly scattering powders of carbides, semiconductors such as
Si, Ge, sulfides, and GaAs. The disadvantages are the special devices required for
collecting radiation (Section 4.2.2) and the high sensitivity of the band intensities
to any inhomogeneity in the sample (surface or bulk). The latter necessitates
special skills to make a sample for quantitative measurements.

The main advantages and disadvantages of DR are the same as those of DT.
The sampling procedure is simple, resulting in rapid qualitative analysis, but spe-
cial optics are required for collecting radiation (Section 4.2.3) and the theory is
rather sophisticated (Section 1.10). If one compares DR with DT, in situ measure-
ments in different gaseous environments may be made with the former using com-
mercially available thermostabilized cells. The disadvantages of DR over DT are
lower sensitivity to changes in adsorbate absorption (Section 2.7.2) and the high
cost of the integrating-sphere accessories relative to the simple DTIFTS optics
described in Section 4.2.2. A comparative analysis of surface-modified polyethy-
lene fibers by Taboudoucht [183] using both DTIFTS and DRIFTS showed that
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orientation of the sample has little effect on the DTIFTS signal relative to that
from DRIFTS. Another advantage of DR is the possibility of accessing the spec-
tral region below 1000 cm−1 in studying the surface of silica, in which DT and
transmission methods are inapplicable due to the strong absorption by the silica
phonon bands [186].

In general, the DRIFTS and DTIFTS band intensity varies nonlinearly with
the adsorbent quantity [153, 184]. As contrast to the transmission spectrometry,
where the BLB law is met, the SNR in the DR spectra of analytes at low con-
centration is proportional to c1/2 [185], which increases sensitivity of the DR
method in detecting adsorbate at low levels. However, for analytical applications
it is important to recognize that if the DR is properly measured [115] and rep-
resented (Section 4.2.3), a linear correlation between the DR band intensity and
surface coverage can be achieved over a certain coverage range. For example,
Every and Griffiths [187] found that the band intensities of gases adsorbed on
catalysts, represented in the KM units [Eq. (1.133)], vary linearly with surface
coverage for low coverages and show a negative deviation from linearity at high
coverages (see also Refs. [968, 980] in Chapter 7).

The problem is worse when a powder weakly absorbs (as a rule, due to the
overtones or adsorbed water) in the spectral range where the adsorbate bands
are considered. This takes place for silica in the 1500–1700-cm−1 range. In this
case, the support absorption can be eliminated in both transmission and DRIFTS
studies, provided that silica is diluted in KBr, the spectra are obtained against the
pure KBr reference, and a background correcting procedure is used [115]. The
correction consists in adjusting the spectra of the different samples on a selected
band of the standard made of pure silica and KBr in the same ratio as the samples.
The integrated intensities (in units of KM· cm−1) of the DRIFTS bands due to
adsorbate, which were obtained after the correction procedure, proved to be linear
functions of the adsorbate coverage in the 0.04–1-ML range for both ground and
nonground samples.

The main advantage of the ATR method is the convenient and rapid sample
preparation and linearity of the ATR band intensity–surface coverage depen-
dence. In addition, it is the best method to study in situ the powder–liquid
interface, especially in the spectral region where the liquid absorbs.

Spectra collected by these four methods of an oxidized layer on 50–70-µm
galena particles (natural PbS, n ≈ 4) using the same number of scans (100)
and resolution (4 cm−1) and a Perkin-Elmer 1760X FTIR spectrometer equipped
with a mercury–cadmium–tellurium detector are shown in Fig. 2.51. Because of
strong backscattering by the PbS particles and, as a result, a small penetration
depth of radiation, the transmission spectrum obtained from the powder squeezed
between two plane–parallel KBr plates represents mainly the component I0 that
has passed by the particles (Fig. 1.22) and, hence, bears no information on the
sample absorption. The DRIFTS and DTIFTS spectra of the PbS powder and the
transmission spectrum of a mixture of PbS and KBr spectra are more informative.
The distinct absorption bands of surface oxidation products at 1440, 1400, and
1200–1100 cm−1 are assigned to lead carbonate, hydroxide, and sulfoxide [109],
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Figure 2.52. Comparison of (1) in situ ATR and (2) ex situ DRIFTS spectra of same chalcopy-
rite sample <30 µm size contacted with ethyl xanthate solution of pH 9.5 of 7.6 × 10−4 M.
Baseline correction was done for both reflection spectra. Adaptated, by permission, from
J. A. Mielczarski, J. M. Cases, and O. Barres, J. Colloid Interface Sci. 178, 740 (1996), p. 744,
Fig. 5. Copyright  1996 Academic Press.
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respectively. Comparing spectra 2 (DT), 3 and 4 (DRIFTS), and 5 (transmission
of the mixture with KBr), the DT spectrum (2) is characterized by a somewhat
higher noise level.

Figure 2.52 allows one to compare the SNRs in the in situ ATR spectrum
and DRIFTS of ultrathin films on highly scattering powders. Both spectra were
measured on the same chalcopyrite powder <30 µm size covered by about one
statistical monolayer of adsorbed xanthate. The DRIFTS was measured after air
drying and gentle mixing of the powder in the 1 : 7 proportion with KBr, which
was also used as the reference. First, one can see that the SNR in the ATR
spectrum is higher than that in the DRIFTS. The same is true for the in situ ATR
and DRIFTS spectra of carbonate absorbed on γ -Al2O3 colloid particles [188].
Second, these spectra are qualitatively different. In addition to the bands at
∼1200, 1110, and 1030 cm−1 assigned to the C−O−C and C=S groups of the
surface copper–xanthate complex [179], the ATR spectrum exhibits the bands
at 1263, 1239, 1110, and 1026 cm−1 of physically adsorbed dixanthogen (see
Section 7.4.4 for more detail). The absence of the latter bands in the DRIFTS is
explained by decomposed/evaporated dixanthogen during mixing with KBr. (The
1216-cm−1 band in the DRIFTS is due to the iron hydroxy–xanthate complex,
which is hidden by the dixanthogen absorption in the ATR spectrum.) Hence, the
in situ ATR method is more appropriate for the given system from the viewpoints
of the SNR and safety of the adsorbed layer.
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3
INTERPRETATION

OF IR SPECTRA
OF ULTRATHIN FILMS

Generally speaking, IR spectral measurements of ultrathin films are undertaken
to determine (i) the chemical identity of adsorbed species (including dissociation
fragments); (ii) the geometric or structural arrangement (orientation) of these
species and their positions with respect to the surface atoms of the substrate;
(iii) their vibrational, rotational, and translational motion on the surface; (iv) the
charge distribution and energy level structure of the valence electrons in both
adsorbate and substrate; and (v) the effects of external perturbations, such as the
electric and magnetic fields, photons, electrons, heating, and surface pressure on
factors (i)–(iv) [1]. However, such information cannot be extracted directly from
the IR spectra of ultrathin films due to the strong dependence of the shape and
relative intensity of the bands on the geometry of the experiment, the optical prop-
erties of the substrate, the surroundings, the gradient of the optical properties at
the film–substrate interface and in the film itself, as well as on the film thickness,
and the particle size in the case of powder or islandlike supports. These effects
and their physical background are discussed in Sections 3.1–3.5 and 3.9. In addi-
tion, there can be an intensity transfer between modes of coadsorbed species and
a change in the band position with surface coverage. This effect is used for deter-
mining the mode of the surface filling and the degree of intermixing of different
species at the surface (Section 3.6). If the film under study is located at the elec-
trode–solution interface, the resulting spectrum is made up of contributions of all
species in the path of radiation that are affected by the electrode potential, which
further complicates the interpretation. Apart from technical means (Chapter 4),
there exist analytical and mathematical approaches to resolve contributions of dif-
ferent species in such a complex spectrum (Sections 3.7 and 3.8). Another feature
of the IR spectra of ultrathin films that is perhaps surprising and unexpected is
their sensitivity to the volume fraction, shape, and orientation of inhomogeneities
(e.g., pores or inclusions) in the film. Moreover, if the characteristic size of the
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particles is small compared to the wavelength, there is a mutual effect of the film
on the IR spectrum of the powdered substrate and, vice versa, of the substrate on
the absorption bands of the film (Section 3.9). Finally, IR spectra allow for char-
acterization of ultrathin films in terms of optical constants, molecular order and
orientation, and homogeneity of the molecular packing (Sections 3.10 and 3.11).

3.1. DEPENDENCE OF TRANSMISSION, ATR, AND IRRAS SPECTRA
OF ULTRATHIN FILMS ON POLARIZATION (BERREMAN EFFECT)

As shown in Chapter 2, to optimize the contrast in the IR spectrum of an ultrathin
film, it is necessary in many cases to use nonnormal angles of incidence and
p-polarized radiation, which creates specific difficulties in the interpretation of
the spectrum. The problems stem from the appearance of additional bands in
the spectra of samples that are small relative to the wavelength; these bands
are due to the surface charges resulting from the polarization of the samples.
The dependence of the transverse vibrational frequency of a polar crystal on the
crystal size, called the size effect, was discovered by Frohlich [2]. A convincing
explanation of this effect in the IR spectra of thin films was presented in 1963
by Berreman [3] while studying the transmission of 325–348-nm LiF layers.
Consequently, this size effect in the IR spectra of ultrathin films became known
as the Berreman effect by Harbecke et al. [4].

In this section the manifestation of the Berreman effect in experimental work
will be illustrated by some typical examples and interpreted qualitatively. In the
following section this effect will be considered from the viewpoint of Maxwell’s
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Figure 3.1. (a) Experimental transmission of two thermal SiO2 layers 26 nm thick each pro-
duced on both sides of Si plate by heating in air at 800◦C for 20 min: s- (dashed line) and
p-polarization (solid line); ϕ1 = 74◦. (b) The LO (solid line) and TO (dashed line) energy loss
functions calculated on basis of optical constants of thermal Si dioxide grown at 1150◦C [52].
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theory. The spectral “anomalies” in the case of powdered supports and rough
surfaces are discussed in Section 3.9.

Figure 3.1 shows the s-polarized transmission spectrum obtained at the Brew-
ster angle of incidence of two 26-nm thermal SiO2 layers, one on either side of
a Si plate. Besides the absorption around 1102 cm−1 by oxygen contained in the
plate, this spectrum exhibits a single asymmetric absorption band at 1075 cm−1.
A similar spectrum is observed with s-polarized radiation for all angles of
incidence (the spectra are not shown). However, the p-polarized transmission
spectrum obtained at nonnormal incidence has an additional absorption band at
1253 cm−1. In grazing-angle p-polarized IRRAS of a 1.3-nm sputtered SiO2

layer on Al, only this “additional” band is observed (Fig. 3.2) (the shoulder near
1150 cm−1 is attributed to nonstoichiometric SiO oxide), but in the s-polarized
spectrum, this film is undetectable. The polarization dependence of ATR spec-
tra is analogous to that for the transmission spectrum. Figure 3.3a (solid line)
shows the p-polarized ATR spectrum of a 10-nm thermal SiO2 layer measured
at ϕ1 = 60◦ with a Ge prism that exhibits an intense band near 1240 cm−1 and a
weak band at 1080 cm−1. In the ATR spectra of a 10-nm WO3 film sputtered on
a Ge substrate (ϕ1 = 45◦), there is a pronounced absorption band at 970 cm−1 in
the p-polarized spectrum that is absent in the s-polarized spectrum (Fig. 3.3b).

A similar band doubling is observed in p-polarized spectra of all polar inor-
ganic films and organic films incorporating highly polar bonds such as C≡O,
C=O, and S=O, characterized by k ∼ 0.3–1, especially at the oblique angles of
incidence [5]. However, this effect is not observed for the bands, whose extinc-
tion coefficient k is lower than 0.3, such as the bands originating from C−H
and Si−H. In this case, a change in the polarization leads only to slight band
distortions and shifts (1–2 cm−1).

Such a strong dependence on polarization in the IR spectra of ultrathin films
may suggest a molecular-level, structural interpretation or, because of the contrast
with ordinary transmission spectra, orientational effects. However, this is not the
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Figure 3.2. IRRAS spectra of MOS Si–photo-CVD SiO2 2 nm thick–Al system (CVD =
Chemical vapor deposition): experiment (triangles) and two-oscillator simulation (solid line);
p-polarization, ϕ1 = 80◦. Reprinted, by permission, from R. Brendel, Appl. Phys. A50, 587
(1990), p. 591, Fig. 3a. Copyright  1990 Springer-Verlag.
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Figure 3.3. (a) Experimental (solid line) and calculated (dashed line) p-polarized ATR spectra of
10-nm SiO2 film on Si obtained using 60◦ Ge prism (see insert). Reprinted, by permission, from
C. H. Bjorkman, T. Yamazaki, S. Miyazaki, and M. Hirose, J. Appl. Phys. 77, 313 (1995), p. 316,
Fig. 6. Copyright  1995 American Institute of Physics. (b) Experimental ATR spectra of 10-nm
WO3 layer on 45◦ Ge prizm: s-polarization (dashed line) and p-polarization (solid line). Adapted,
by permission, from T. A. Taylor and H. H. Patterson, Appl. Spectrosc. 48, 674 (1994), p. 677,
Fig. 6. Copyright  1994 Society for Applied Spectroscopy.

case; the band doubling in question is a macroscopic phenomenon that can be
described within the framework of classical electromagnetic theory, considered
in Chapter 1. In fact, as can be seen immediately from Fig. 3.1, the 1075-cm−1-
peak position in the s- and p-polarized spectra is near the maximum of the TO
energy loss function and therefore is near νTO (1.1.18◦). Furthermore, the posi-
tion of the additional peak at ∼1240–1253 cm−1 in the p-polarized spectrum
is close to the maximum of the LO energy loss function, near νLO, in agree-
ment with the thin-film approximation formulas (Table 1.2). To distinguish more
accurately possible band doubling in p-polarized spectra, the explicit Fresnel
formulas (Sections 1.5–1.7) can be invoked. To illustrate this, Figs. 3.2 and 3.3a
and Figs. 3.9 and 3.10 in the next section show the results of a spectral simula-
tion using exact formulas. It can be seen in these figures that both the form and
the position of the spectral bands are reproduced rather well.

A qualitative understanding of the appearance of the absorption band near νLO

in p-polarized spectra can be reached by considering the electric polarization of
a slab-shaped cubic ionic crystal. If the external electric field E0 is perpendicular
to the slab, the positive ions are displaced to one side of the slab and the neg-
ative ions to the other (Fig. 3.4). The excess charge on the surfaces results in a
polarization P perpendicular to the slab plane and given by

P = ε0(ε − 1)E. (3.1)

Here, ε is the dielectric constant of the slab and E is the electric field inside
the slab, which is the sum of the external field E0 and the depolarization field
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Figure 3.4. Polarization of slab in external electrostatic electric field E0 perpendicular to slab.

E′ = −P/ε0 (Fig. 3.4):
E = E0 + E′. (3.2)

Inserting Eq. (3.2) into Eq. (3.1) gives the boundary condition of the continuity
of the normal component of the electric displacement Dnormal (1.60):

E = E0

ε
. (3.3)

It follows that the polarization and the internal electric field show resonance
behavior at the frequency of the LO mode of the film, νLO, where ε(ν) = 0
(1.3.7◦). Since the dielectric function of a cubic ionic crystal is a scalar, the
polarization is parallel to the external electric field and, according to the general
selection rule in Eq. (1.27), strong absorption occurs at νLO. When the exter-
nal electric field is parallel to the film surface (s-polarization and Ex from
p-polarization, Fig. 1.9), the additional polarization due to the surface charges
is absent, E = E0, and the absorption resonance position coincides with the fre-
quency of the transverse optical mode of the cubic ionic crystal.

Although the treatment of Maxwell’s theory outlined in Chapter 1 will reveal
band doubling through spectral simulations or the approximation formulas, it
says nothing about the physical nature of the bands. This may result in another
misconception in that the appearance of the “additional” blue-shifted band in
the p-polarized spectra is simply an optical effect, which needs only be kept in
mind when interpreting the IR spectra of ultrathin films (see, e.g., Refs. [5–9]).
Thus, many points remain unclear, including which elementary excitations are
responsible for the bands in the s- and p-polarized spectra of ultrathin films and
why, in the IR spectrum of an ultrathin film on a metal substrate, only the band
near νLO is detected.

To clarify the origin of the absorption bands in the IR spectra of ultrathin
films, consider a plane wave impinging on a cubic ionic crystal film whose
thickness is small compared to the wavelength but significantly larger than the
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value of the lattice constant. If the polar vibrations in an infinite crystal result in
the appearance of the electric polarization P (1.1.1◦), these vibrations represent
the elastic waves, called the normal polarization waves, or normal polarization
modes [10, 11]. The polarization P and the electric field E arising from them
change periodically with space and time, obeying the law of the atom displace-
ments. As shown in Section 1.3, the polarization waves can be either longitudinal
or transverse in their form, but only the latter type can interact with transverse
waves of the external electromagnetic radiation.

If a transverse polarization wave with its wave vector parallel to the film sur-
face propagates along this film [11], positive ions will be displaced to one surface
of the film and negative ions to the other by the electric field of this wave. The
excess charge arising on the surfaces creates an electric field perpendicular to
the film plane and virtually uniform at a distance exceeding the lattice constant
(Fig. 3.5). This field will vary with the wave frequency and at each instant will act
on the lattice ions in the direction opposite to the direction of their displacement
from the equilibrium position, thus contributing to the restoring force. This force
is similar to that acting perpendicular to the front of a longitudinal wave propa-
gating in an infinite crystal (Fig. 1.6). Therefore, the frequency of the transverse
wave in the film considered here will be close to the frequency of the longitudinal
wave in the infinite crystal, νLO. As the film thickness increases (and the ratio of
surface to volume decreases), the influence of the surface charge density on the
internal field decreases, and the frequency of the transverse vibrations with the
wave vector parallel to the surface will decrease, approaching νTO.

When the transverse polarization wave propagates normal to the film surface
(and thus the electric field is parallel to the surface), an additional field does not
arise because the film is regarded as an infinite plane, and the frequency of the
wave coincides with that of the transverse vibration, νTO, in the infinite crystal.
Such a wave interacts only with the tangential components of the electric field.

k

E'

Cation

Anion

Figure 3.5. Displacements of ions inside ultrathin film of ionic cubic crystal in transverse polar-
ization wave propagating along film. Below is shown polarization field due to ion displacement.
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Therefore, the s-spectrum of the film will consist of the single band near νTO,
independent of the angle of incidence.

Since the p-polarized radiation at ϕ1 �= 0◦ has tangential and normal elec-
tric field components (1.4.4◦), these components will interact with those dipoles
within the film that are oriented parallel and perpendicular to the surface, respec-
tively, according to the selection rule (1.27). Furthermore, under action of the
external electric field normal to the surface, the dipoles experience an additional
electric field induced by the polarized chemical bonds within the layer. It follows
that in the p-polarized spectra, the band near the longitudinal optical mode νLO

will be observed, in addition to the band near νTO resulting from the dipoles paral-
lel to the film. In light of the discussion in Section 1.8.2, it is evident that because
the dipole oscillations responsible for the νTO band are directed along the surface,
these oscillations will be quenched by a metal surface and, hence, be absent in
p-polarized spectra of films on metal substrates, as demonstrated in Fig. 3.2.

More rigorous treatment of the problem is given within the framework of the
Maxwell macroscopic theory, which is the subject of the following section.

3.2. THEORY OF BERREMAN EFFECT

It is now generally accepted that the IR spectra of ultrathin films taken with
different polarizations exhibit quite different elementary excitations. The most rig-
orous interpretation of this phenomenon is given by the polariton theory [12–17].
According to this theory, which is based conceptually on Maxwell’s macroscopic
electrodynamics, the eigenstates of the wave in a crystal are the coupled pho-
ton–polarization excitation modes [15, 16, 18], or, using quantum-mechanical
terminology, composite particles (quanta) of photons and dipole-active (polar)
excitations inside the crystal. The latter arise from lattice vibrations (phonons),
oscillations of free carriers (plasmons), and electron–hole excitations (excitons).
The coupled excitations are called polaritons. In general, the polariton energy
differs from the energy of the corresponding uncoupled polar mode, excited,
for example, by electron bombardment and analyzed by high-resolution electron
energy loss spectroscopy (HREELS) [19–21] and inelastic tunneling vibrational
spectroscopies [22]. When the frequency of a polariton is close to a particular
electric dipole excitation such as optical phonon or plasmon, it is customary to
refer to this polariton as an optical phonon–polariton, or as a plasmon–polariton,
respectively, to indicate that the polariton is largely optical phonon or plasmon in
character. In polar-doped semiconductors, the characteristic frequencies of lattice
vibrations and the bulk plasmon frequency are close to each other. In this case,
the polariton is called a phonon–plasmon.

The use of special terminology from condensed-matter optics and the emphasis
on the dispersion relations of the different polaritons inside a layered struc-
ture rather than on the physical origin of the corresponding modes may dis-
courage the use of the polariton theory by spectroscopists. Fortunately, it was
found [12, 23–25] that for ultrathin films (d 	 λ) and small particles, the prob-
lem can be simplified if the interaction between the radiation and the excitations is
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ignored and the modes within the film are considered separately, in the so-called
quasi-static regime.

In this section, the reader will first be introduced to the general properties
of polaritons at the interface of two media and within a layer. Then, following
Vinogradov [26] and Ruppin [23], the results of a quasi-static treatment will be
discussed to gain insight into the physical nature of the absorption bands observed
in the IR spectra of ultrathin films. For further detailed discussion of both the
theoretical and experimental aspects of the polariton theory and its approxima-
tions, several reviews [12–14] and monographs [15, 16, 24] are recommended.
Modifications of polaritons in superlattices are considered in Refs. [27–29].

3.2.1. Surface Modes

It was shown in Sections 1.4 and 1.8 that at an interface there can be propa-
gating reflected and refracted waves or a wave that is propagating on the side
of the input medium and evanescent (decaying) on the other side. However,
this picture is incomplete, and an additional mode that is completely confined
by a surface can arise under certain conditions, when the incident electromag-
netic wave is p-polarized. Such a mode, called a surface mode, has been known
since 1909 from the work of Sommerfeld in radio wave propagation and was
investigated for optical waves by Fano [30] in 1941. The surface modes were
studied extensively in the 1960s and 1970s following the pioneering work of Teng
and Stern [31], Ritchie et al. [32], Otto [33, 34], and Kretschmann [35, 36], who
developed experimental methods for their observation.

For simplicity’s sake, consider p-polarized radiation incident from a non-
absorbing medium with ε1(ω) = const ≥ 1 onto a second medium with ε2(ω).
Assume that the dielectric function of the second medium is real and expressed
by Eq. (1.40). The coordinate axes are defined with respect to the interface as
shown in Fig. 1.9.

The wave equations (1.5) for the electric and magnetic fields at the interface
have the forms

A1 = A10e
i(ωt−kx1x−kz1z) at z < 0, (3.4a)

A2 = A20e
i(ωt−kx2x−kz2z) at z > 0, (3.4b)

where A stands for E and H; kx1 and kx2 are the wave vectors in the x-direction,
kz1 and kz2 are those in the z-direction, and ω is the angular frequency.

From the boundary conditions (1.60), it follows that the tangential components
of E and H must be equal at the interface, where z = 0,

Ex1 = Ex2, (3.5a)

Hy1 = Hy2, (3.5b)
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or, taking into account Eqs. (3.4), kx1 = kx2 = kx . At the same time, Eqs. (3.4)
and (1.1b) give

kz1Hy1 = ωε0ε1Ex1, (3.6a)

kz2Hy2 = −ωε0ε2(ω)Ex2. (3.6b)

From Eqs. (3.5) and (3.6), it follows that a nontrivial solution only exists if

kz1

kz2
= − ε1

ε2(ω)
(3.7)

when the permittivity of the second medium is negative [ε2(ω) < 0] and its
refractive index n2 is imaginary, implying that this mode is evanescent inside
the second medium. In the IR region, this condition is met for metals (1.3.9◦),
doped semiconductors, and inorganic compounds represented by weakly damped
strong oscillators within the frequency range ωTO < ω < ωLO (Fig. 1.5). From
Eqs. (1.1a), (1.1b), and (3.6) and recalling that c = (ε0µ0)

−1/2, one can obtain

k2
x + k2

zj =
(ω
c

)2
εj (3.8)

or

kzj =
√(ω

c

)2
εj − k2

x, j = 1, 2. (3.9)

On the basis of Eqs. (3.7) and (3.9), the dispersion relation for electromagnetic
waves at the interface of two isotropic nonconducting semi-infinite media can be
written as

k2
xc

2

ω2
= ε1ε2(ω)

ε1 + ε2(ω)
. (3.10)

The solutions of Eq. (3.10) are the normal modes of the given system. Since
we have assumed that ε1 ≥ 1 and the energy does not dissipate in the system
[ε2(ω) is real], then the wave vector kx , representing propagation of the given
normal mode along the interface, is also real and k2

x > 0. Because ε2(ω) < 0, the
denominator of Eq. (3.10) will be negative. Hence, a solution to Eq. (3.7) exists
only if the permittivities of the contacting media satisfy the inequality

−∞ < ε2(ω) < −ε1. (3.11)

A medium with a dielectric function ε1 > 0 is called inactive. A medium whose
dielectric function satisfies Eq. (3.10) is called active.

Figure 3.6 shows the dispersion curve Eq. (3.10) of a surface polariton, with
ε2(ω) given by Eq. (1.40), and the dispersion curve of the incident light in the
medium of incidence. It is seen that over the whole frequency range, the wave
vector of the incident photon is smaller than kx of the mode under consideration,
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ω

ωLO
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ω = ckx·1/√ε1·√(ε1 + ε2)/ε1ε2

ω = ckx·1/√εpr

ω = ckx·1/√ε1

Figure 3.6. Dispersion curves of surface polariton (solid line) at interface of inactive and active
media characterized by ε1 and ε2, respectively. Short-dashed line: dispersion line of incident
photon in inactive medium with ε1; long-dashed line: in ATR prism with εpr > ε1.

provided condition (3.11) is met. Hence, the expression under the square root
in Eq. (3.9) is always negative, and kzj of the mode is always pure imaginary.
It follows that the corresponding wave propagates along the interface in the x-
direction and its amplitude decays exponentially in the z-direction with increasing
distance from the interface into each medium, and thus the wave is confined by
the interface (Fig. 3.7). To differentiate between this mode and those existing
in the bulk crystal, it can be called a surface mode, a surface electromagnetic
wave (SEW), or a surface polariton (surface phonon–polaritons, surface plas-
mon–polaritons, etc.)

Depending on whether or not the dispersion curve of a particular mode falls
to the left or the right of the dispersion line of the incident radiation in the
medium of incidence (Fig. 3.6), the mode is classified as radiative or nonradia-
tive, respectively. Physically, this means that the corresponding fields in the input

x

z

Ez

0

10 µm

80 µm

Figure 3.7. Sketch of surface phonon–polariton at air–quartz interface in xy-plane propagating
as damped wave in x-direction; ν = 1110 cm−1.
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and output media are either periodic or evanescent, respectively. Because both
z-components are pure imaginary, surface modes are nonradiative and cannot be
detected with “ordinary” optical configurations.

One can see from Eq. (3.10) that as ε2(ω) approaches −ε1, the value of kx
approaches infinity. The resonance condition

ε2 = −ε1 (3.12)

is satisfied at a characteristic frequency given by

ωS = ωTO

√
εst + ε1

ε∞ + ε1
, (3.13)

which is called the surface phonon–polariton frequency. Here, ε∞ and εst are the
values of the dielectric function of the active medium, ε2(ω), at ω � ωTO and
ω 	 ωTO, respectively (1.3.6◦). It follows from Eq. (3.13) that

ωTO < ωS < ωLO. (3.14)

Substituting the dielectric function defined in Eq. (1.43b) instead of that defined
in Eq. (1.40) into Eq. (3.10), we obtain the expression for the frequency of surface
plasmon–polaritons, ωSP, in the form

ωSP = ωp√
1 + ε1

, (3.15)

which gives ωSP = ωp/
√

2 when the ambient medium is air. Here, ωp is the
frequency of the volume plasmon, defined by Eq. (1.34). It follows from the
typical values of ωp that surface plasmons arising at the dielectric–metal interface
do not absorb in the IR spectral range, unlike for doped semiconductors.

In real systems, both ε2 and kx are complex. As a consequence, the reso-
nance condition (3.12) becomes |ε1 + ε2| = min. Moreover, the surface mode
propagating along an interface has a finite length Lx = 1/k′′

x (of the order of
10–50 µm for dielectrics). To illustrate this, a surface phonon at the air–quartz
surface is depicted in Fig. 3.7. In both media, the penetration depth of the surface
polariton depends on the permittivity; for example, at the air–quartz interface at
1110 cm−1, the penetration depths are dz1 ≈ 3.5 µm and dz2 ≈ 0.56 µm in air
and quartz, respectively.

Although nonradiative, the surface mode can nevertheless participate in absorp-
tion and emission of electromagnetic radiation under special “artificial” condi-
tions. These include a rough surface (Section 3.9.5) or ATR conditions, under
which photons are not coupled directly to the active medium–dielectric interface
but via the evanescent tail of the radiation, which is totally reflected internally at
the base of a high-index prism (with εpr > ε1) [16, 36]. In the latter case, the radi-
ation is characterized by a larger momentum (Fig. 3.6, long-dashed line) and can
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therefore excite the surface mode. The electric field analysis [37, 38] showed that
any excitation of a surface mode is accompanied by the enhancement by several
orders of magnitude of the electric field component perpendicular to the interface,
giving rise to substantial intensity enhancements in the spectra of ultrathin films
deposited onto an active medium. It can be shown [39] that the appearance of an
ultrathin film on the surface that sustains the surface mode disturbs the dispersion
relation of this surface mode at the free surface. The corresponding resonances
of the surface polariton refractive index are near the film resonance frequencies.
This phenomenon has led to the development of such novel techniques as surface
plasmon resonance (SPR) spectroscopy in the visible/near-IR (Vis/NIR) spectral
region [40] and SEW spectroscopy in the IR region [41, 42]. However, SPR
and SEW are beyond the scope of the present handbook; for further information
Refs. [40–42] are recommended.

3.2.2. Modes in Ultrathin Films

The electromagnetic field of the surface mode at the interface of two semi-infinite
media is “quantized” by the second boundary, which causes the transformation of
the nonradiative surface polariton into a set of new polariton states, the surface
and the bulk (interference and waveguide) polaritons of the film [13, 26]. Of
those, only the interference polaritons are radiative, and they determine the IR
absorption and emission spectra of the film.

When the film thickness is small compared to the wavelength of light, the
macroscopic electric field can be assumed to be constant across the film, and the
solution can be found in the quasi-static regime [24, 25]. Formally, the quasi-
static regime is reached by setting the velocity of light to be infinite (c → ∞).
As a result, instead of the Maxwell equations, the electrostatic laws

∇ × E = 0, (3.16a)

∇ · D = 0. (3.16b)

are used to describe the interaction between the light and the film. This is
justified by comparing the results in the limit of ultrathin films and the exact
results of the polariton theory. To elucidate the resonance frequencies and the
electric fields of the normal modes of the film, Eqs. (3.16) with the material rela-
tions (1.2) are solved separately for each medium in the vacuum–film–substrate
system, and the corresponding fields are matched at the interfaces, according to
the boundary conditions (1.60) [26]. The electric fields are obtained in the form
E = Eq(z)e

iqx , where q is the two-dimensional wave vector lying in the plane
of the film (xy, Fig. 3.8). Casting the solution in this form allows Eqs. (3.16)
to be split into a pair of coupled equations for the Ex and Ez field components
for p-polarization and the equation for the Ey-component for s-polarization. At
the second stage, the interaction of these normal modes with the transverse elec-
tromagnetic field is taken into account and the corresponding band intensity is
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Figure 3.8. Coordinate system and optical constants in Vinogradov model.

calculated via the interaction Hamiltonian according to the equation [analogous
to Eq. (1.27)]

A ∝
∣∣∣∣
∫

P∗
q(z)·E⊥

q (z) dz

∣∣∣∣
2

, (3.17)

where Pq(z) is the polarization corresponding to the given mode and the vector
E⊥
q (z) describes the transverse external electromagnetic field:

E⊥
q (z) ∝



(0, sin[kz(z + d)], 0) for s-polarization; (3.18a)
(i cosϕ1 sin[kz(z + d)],

0, i sin ϕ1 cos[kz(z + d)].)
for p-polarization. (3.18b)

Here, d is the film thickness, kz = (ω/c) cosϕ1, and ϕ1 is the angle of inci-
dence (Fig. 3.8).

Omitting the intermediate calculations, let us consider only the results sum-
marized in Table 3.1. For the surrounding–film–substrate system, the phonon
theory predicts five types of eigenstates of the electromagnetic field inside an
ultrathin film (normal modes); one mode has a y-component of electric polar-
ization and therefore is named the s-polarized mode, and the other four modes

Table 3.1. Modes in thin films on metal substrates

Charge
Transformation

Mode Polarization Frequency Intensity Surface Volume at d → ∞
1 s ωTO ∝ (kd)3 cos2 ϕ1 0 0 TO
2 p ω ≈ ωLO ∝ kd sin2 ϕ1 + 0 S+
3 p ω ≈ ωTO ∝ (kd)3 + 0 S−
4 p ωTO ∝ (kd)3 0 0 TO
5 p ωLO 0 + + LO

Source: Adapted, by permission, from E. A. Vinogradov, Phys. Rep. 217, 159 (1992). Copyright 
1992 Elsevier.



3.2. THEORY OF BERREMAN EFFECT 153

have x- and/or z-components and thus are p-polarized according to accepted
terminology (1.4.4◦).

The frequency of the s-polarized mode (mode 1) is equal to ωTO. The cor-
responding electric field vanishes, but the electric polarization inside the film is
finite and can be represented as a linear combination of the linearly indepen-
dent functions

Py(z) =



An sin

[(
πl

d

)
(z + d)

]
, l = 1, 2, . . . , (3.19a)

Bn cos
[(

πl

d

)
(z + d)

]
, l = 0, 1, 2, . . . . (3.19b)

From Eqs. (3.19), it is apparent that this mode has harmonically oscillating elec-
tric fields that occupy the whole film volume. The properties of this mode are
similar to those of the TO modes in an infinite crystal; specifically, the vibrations
in the film do not result in bulk or surface charge. From Eqs. (3.17)–(3.19), it
can be shown that mode 1 interacts with s-polarized radiation (is radiative), and
the integral intensity A of the corresponding absorption peak in the IR spectrum
is proportional to the third power of the film thickness (Table 3.1).

Although in the case of an ultrathin film the energy of all the five modes is
distributed within the film volume, by convention the four p-polarized modes are
classified as either surface (modes 2 and 3) or volume (modes 4 and 5) in order
to emphasize their different origins. Below, p-polarized modes are examined in
more detail.

If the film is located on a metal substrate, the electric fields of the p-polarized
surface mode (mode 2) are expressed as

Ex(z) = E sinh[q(z + d)], (3.20a)

Ez(z) = −iE cosh[q(z + d)]. (3.20b)

Equations (3.20) show that the electric field is not harmonic and, in the case
of thick films, is localized near the vacuum–film interface. The frequency of
mode 2 is described by the equation

ω2 = ωTO

√
εst + tanh(dq)

ε∞ + tanh(dq)
, (3.21)

where εst and ε∞ are the parameters entering into the real dielectric function of
the film [Eq. (1.40)]. Hence, as d → 0, the frequency of mode 2 approaches the
frequency of the LO phonon, ωLO [Eq. (1.41)]. In the other limiting case, when
d → ∞, mode 2 transforms into a nonradiative surface mode of the surround-
ings–film interface with a frequency of ωs [Eq. (3.13)]. For this reason, this
mode is classified as a surface mode, and its frequency and intensity are strongly
dependent on the dielectric function of the surrounding medium, εsm (an increase
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in εsm has the same effect as an increase in the film thickness), but are relatively
unaffected by the substrate properties. Inside an ultrathin film, the electric field
of mode 2 [Eqs. (3.20)] is almost perpendicular to the film plane and virtually
constant throughout the film. Moreover, the vibrations do not lead to bulk charge
but give rise to surface charge at the film boundaries. From Eqs. (3.17), (3.18),
(3.20), and (1.2), it follows that mode 2 is radiative and its integral absorption
is proportional to the film thickness (Table 3.1).

The polarization components where the electric field is zero for the p-polarized
surface mode 3 are

Px(z) = P cosh(qz), (3.22a)

Pz(z) = −iP sinh(qz). (3.22b)

In thick films, mode 3 is localized near the interface with the substrate, and its
amplitude decays exponentially with increasing depth into the film. In ultrathin
films, the polarization vector P of this mode is almost parallel to the film plane
and approximately constant across the film. For a film on a metal substrate with
the dielectric function εm, the mode 3 frequency is given by:

ω3 = ωTO

(
1 + εst − ε∞

2εm

)
tanh(qd). (3.23)

From Eq. (3.23), for an ultrathin film at an ideally conducting substrate (|εm| →
∞) the mode 3 frequency ω3 is close to ωTO and increases with increasing
Re(1/εm). From Eqs. (3.22), the integral intensity of the absorption band of
mode 3 is proportional to the third power of the film thickness, indicating that
this mode is radiative. However, because of the quenching of the tangential
electric field by metals (Section 1.8.2), the band near ωTO arises only in the
spectra of relatively thick films on a metal substrate. It was also found [12,
23, 26] that the properties of mode 3 are independent of the surroundings.
This can be qualitatively understood by recognizing that, with increasing film
thickness, mode 3 is transformed into a nonradiative surface mode (3.13) of the
film–substrate interface.

Mode 4 corresponds to p-polarized transverse vibrations. Its frequency is ωTO

and its polarization is the linear superposition of Px(z) and Pz(z), where

Px(z) =
∑
l

Cl,q cos
(
πl(z + d)

d

)
, l = 1, 2, . . . , (3.24a)

Pz(z) = −i
qd

π

∑
l

Cl,q sin
(
πl(z + d)

d

)
, l = 1, 2, . . . . (3.24b)

As for mode 1, the corresponding vibrations are not accompanied by either bulk
or surface charges and the frequencies of these modes are independent of the
substrate material. On the basis of Eqs. (3.24), (3.17), and (3.18), the integral
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absorption coefficient for mode 4 was found to be proportional to the third power
of the film thickness d .

Finally, mode 5 represents a p-polarized longitudinal mode. Satisfying the
equation ε(ω) = 0, this mode is similar to a longitudinal mode in the bulk
(1.3.7◦), and their frequencies and properties coincide. The electric fields in
mode 5 are harmonic and expressed as

Ex(z) = Cl sin
(
πl(z + d)

d

)
, l = 1, 2, . . . , (3.25a)

Ez(z) = −iCl

πl

d
cos

(
πl(z + d)

d

)
, l = 1, 2, . . . . (3.25b)

The matrix element of the interaction Hamiltonian in Eq. (3.17) is zero, and
so, unlike the four previous modes, mode 5 of the film does not interact with
electromagnetic radiation, as for the LO modes of a bulk crystal, and thus it is
nonradiative. As the film thickness increases, modes 4 and 5 transform into the
bulk TO and LO modes, respectively.

It should be stressed that due to the limitations of the quasi-static regime,
the film thickness dependence of the band positions in the IR spectra is cor-
rectly described only within the framework of the polariton theory. Therefore,
Eqs. (3.21) and (3.23), which relate to pure surface modes, give an inadequate
thickness dependence of the band positions in the spectra. The general dispersion
relation has the following simple form for the vacuum–film–metal interface and
p-polarization [13]:

tan(βd) = −i
β0ε(ν)

β
, (3.26)

where β0 = ν

√
1 − sin2 ϕ1, β = ν

√
ε(ν) − sin2 ϕ1, and ϕ1 is the angle of inci-

dence. Equation (3.26) indicates that increasing film thickness shifts the absorp-
tion band near ωTO toward the red, whereas the band near ωLO exhibits a blue
shift (Section 3.3.1).

Numerous experimental IR spectra of ultrathin films confirm the above theoret-
ical interpretation (see Ref. [26] and literature therein). The p-polarized emission
spectra of a ZnSe film on the Si–Al BML substrate (Fig. 3.9) are given as an
example [26]. As the Si underlayer thickness increases, the intensity of the ZnSe
band near νTO (206 cm−1) increases. In fact, according to the quasi-static inter-
pretation, the dipole moment of mode 3 (mainly responsible for the band near
νTO) is directed along the x-axis, parallel to the interface. At small thicknesses,
mode 3 will be quenched by the image in the metal (Section 1.8.2), but as the
film thickness increases, this effect diminishes. Mode 2, whose band is near νLO

(252 cm−1) with polarization parallel to the surface, is unaffected by the presence
of the underlayer. It is noteworthy that the experimental spectra agree so well
with the spectral simulations from the Fresnel formulas. Another result, which
agrees with the theoretical treatment, is the frequency dependence of the band
near νTO in spectra of the ZnSe layers on metals with different permittivities ε̂m
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are experimental data; solid curves are calculated. Experimental points are shifted downward
for spectra 1 and 2 by 0.06 and for spectrum 3 by 0.13 (reduction of background radiation).
Reprinted, by permission, from E. A. Vinogradov, Phys. Rep. 217, 159 (1992), p. 201, Fig. 26.
Copyright  1992 Elsevier.
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Figure 3.10. The p-polarized thermostimulated radiation spectra of 0.6-µm ZnSe film on (1) Al,
(2) Cr, and (3) Ti. Points are experimental data; solid curves are calculated. Reprinted, by
permission, from E. A. Vinogradov, Phys. Rep. 217, 159 (1992), p. 200, Fig. 25. Copyright 
1992 Elsevier.

(Fig. 3.10). The main observation from Fig. 3.10 is that as εm decreases in the
series Al, Cr, and Ti, the band near νTO shifts to lower frequencies [in agreement
with (Eq. 3.23)], whereas the band near νLO is unaffected (the latter conclusion
also follows from Fig. 3.9). Similar results were obtained for IRRAS of LiF [3]
and CdS [43] films on metallic and dielectric substrates.
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Thus, the different components of the electric vector interact with the different
normal modes of the film. The s-polarized light excites mode 1, resulting in one
absorption peak at νTO (e.g., for the SiO2 films, it is the 1075-cm−1 peak in
Fig. 3.1). This mode is suppressed in an ultrathin film at a metal. The p-polarized
light interacts with three modes of a thin film (Table 3.1), including mode 2,
located near νLO of the film substance. For an ultrathin film on a metal, this
mode produces a single absorption peak in the p-polarized spectrum (the 1240-
cm−1 band in IRRAS of the SiO2 film in Fig. 3.2). The properties of mode 2 are
independent of the substrate but are functions of the surroundings. The other two
p-polarized modes (modes 3 and 4) absorb near νTO and the absorption intensities
depend in the same manner on the film thickness. However, only the position
and intensity of mode 3 are sensitive to changes in the optical characteristics
of the substrate. For ultrathin films, the absorption at νTO is primarily due to
mode 3 (a surface mode), whereas in the case of thicker films, the contribution
of mode 4 (a bulk mode) becomes dominant. As will be shown in Section 3.9.3
and Chapter 5, the difference in positions of the absorption bands at νTO and
νLO is very sensitive to the distance between vibrators, which gives information
on such properties of the film as crystallinity and the presence of voids or other
inclusions, even if these species do not absorb IR radiation.

It should be noted that the band near νLO due to surface mode 2 is sometimes
associated with the LO phonon of the film substance, mode 5. In this context, it
is important to note that the theoretical interpretation of thin-film spectra given
above is not entirely consistent with the nomenclature currently in use. Some
researchers prefer a macroscopic terminology, ignoring its physical sense. With
this terminology, the peaks observed near νTO and νLO are simply referred to as
the TO and LO bands, respectively (e.g., see Refs. [7–9, 44]). However, these
names deprived of a physical sense are unacceptable. In fact, all the modes excited
in an ultrathin film are transverse, while the LO modes are nonradiative. Since the
terminology concerning the modes under consideration is still being developed,
we can avoid the ambiguity of the formal macroscopic nomenclature, referring
simply to the νTO and νLO bands instead of the TO and LO bands, respectively.
It is hoped that this will not cause undue confusion for readers more familiar
with macroscopic nomenclature.

3.2.3. Identification of Berreman Effect in IR Spectra of Ultrathin Films

The first practical problem in the interpretation of experimental IR spectra of a
layered structure [particularly for nonmetallic supports and relatively thick films
(d > 100 nm) on metals] is to distinguish between the νTO and νLO bands. In the
following, practical solutions to this problem will be presented.

The most rigorous approach is to generate spectral simulations using the exact
Fresnel formulas (Sections 1.5–1.7); however, this requires a knowledge of the
optical constants of the film over the spectral range of interest. Special methods
may be used to measure the optical parameters of thin films in their final form
(Sections 3.10 and 3.11). To simplify the problem, differences between the optical
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parameters of thin films and those of the parent bulk materials can be neglected;
the latter can be simply obtained using KK transformations (1.1.13◦) or from the
literature [45, 46].

If the optical constants of the film or the film material are already known, νTO

and νLO can be approximated by the peak positions of the TO and LO energy loss
functions, respectively (Fig. 3.11b), without resorting to spectral simulations. If
the film material is a weakly damped strong oscillator, νLO may also be eval-
uated using Drude’s method, determining the frequency at which the refractive
index of the film material is equal to the extinction coefficient, n = k, or, in other
words, at which the real part of the dielectric function ε′(ν) is zero [Eq. (1.15)].
Figure 3.11c is a graphical representation of such an approach using a SiO2 layer
on Ge as an example. As mentioned (1.3.17◦), Drude’s method is inapplicable
when ε′(ν) is nonzero at all frequencies, such as is the case for multiresonance
oscillators (especially when the oscillator strengths differ considerably) and heav-
ily damped oscillators. For the latter case, the use of the minima (LO) and maxima
(TO) of the modulus of the complex dielectric function, |ε̂(ν)|, was suggested
by Chang et al. [47].

The following experimental techniques can be employed for the evaluation
of νLO of the film, depending on the accuracy required and the resources avail-
able [45, 47]:

1. Direct determination from the band maxima in IRRAS of ultrathin films
(d < 50 nm) on metals.
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Figure 3.11. (a) Calculated ATR spectra of SiO2 layer 2.5 nm thick on Ge for s-polarization
(short-dashed line) and p-polarizarion (solid line) at ϕ1 = 15◦; (b) dispersion of TO (short-dashed
line) and LO (long-dashed line) energy loss functions and |ε| and Re(ε) (solid line) of SiO2;
(c) dispersion of refractive index n and extinction coefficient k of CVD SiO2 after Rakov [52].
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2. Calculation using the LST law for systems with narrow absorption bands. In
this case, then, νTO can be determined from the s-polarized transmission or
reflection spectra, and the values εst and ε∞ can be measured at frequencies
much lower and much higher that νTO, respectively.

3. Use of the alternative methods whose selection rules admit of spectral
activity of the LO modes. One such method is polarized Raman spec-
troscopy, which is applicable to substances with cubic zinc blend and
hexagonal wurtzite structures such as ZnS, ZnSe, CdS, ZnO, ZnTe, and
the III–V compounds (see Refs. [47–49] and literature cited therein). The
most direct method to measure νLO is inelastic neutron scattering (INS)
since there are no selection rules for INS spectroscopy and as a result all
modes are allowed [50, 51].

The simplest way to interpret p-polarized spectra is to use literature νTO and
νLO values. In Table A.1 (Appendix), frequencies for a wide range of inorganic
substances are listed. The values presented in this table were obtained using one
of the approaches described above, as indicated in the table.

3.3. OPTICAL EFFECT: FILM THICKNESS, ANGLE OF INCIDENCE,
AND IMMERSION

The dependence of the positions, intensities, and shapes of IR absorption bands
on film thickness, angle of incidence, and the optical properties of the substrate
and surroundings is usually referred to collectively as an “optical effect”. In this
section, optical effects in the IR spectra of specific thin films will be consid-
ered, and conditions under which the spectra are relatively unaffected will be
discussed.

3.3.1. Effect in ‘‘Metallic’’ IRRAS

In this section, oxide films (strong TO–LO splitting) will be considered exclu-
sively. Figures 3.12 and 3.13 illustrate how an increase in the film thickness
influences the band position and shape of SiO2 and α-Fe2O3 layers on Al and
Fe, respectively. Simulation was done only for p-polarization, because according
to the SSR, only p-polarized radiation can couple to an ultrathin film on a metal
(Section 1.8.2). The optical constants of a SiO2 film formed by chemical vapor
deposition (CVD) were taken from Ref. [52]. The parameters of the dielectric
function of isotropic α-Fe2O3 are listed in Table 3.2. The optical constants of
the metals were specified according to Palik [45]. Figures 3.12 and 3.13 show
that for small thicknesses (<10 nm) each spectrum displays only one νLO band:
1238 and 662 cm−1 for SiO2 and α-Fe2O3, respectively. An increase in thick-
ness is accompanied by an increase in the intensity of these bands and, in the
case of the α-Fe2O3 film, by the appearance of additional νLO bands at 478 and
384 cm−1. The corresponding νTO bands are observed at 1060 and 525 cm−1 for
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Table 3.2. Oscillator parameters of Maxwell–Helmholtz–
Drude dispersion formula (1.46) for α-Fe2O3

νTOj

(cm−1)
νLOj

(cm−1) Sj

γj
(cm−1)

(E||c)a ε∞ = 6.7 299 414 11.5 15
εst = 20.6 526 662 2.2 30
E⊥c 227 230 1.1 4
ε∞ = 7.0 286 368 12.0 8
εst = 24.1 437 494 2.9 20

524 662 1.1 25
aE is the electric field vector; c is the optical axis.

Source: From Ref. S. Thibault, Mat. Chem. 1, 71 (1976).

SiO2 and α-Fe2O3, respectively, only if the layer thickness exceeds ∼100 nm
(see Section 3.2.2 for an explanation).

Once the reflectance at the band maximum is reduced to zero (R ∼ 0), the band
depth drops and the band shape becomes distorted, narrowing if the spectrum is
represented in absorbance [− log(R/R0)] units and broadening in ,R (or ,R/R)
units. To designate the onset of significant distortions in p-polarized spectra, the
term Berreman thickness dB is sometimes applied [4]. At the air–metal interface,
the Berreman thickness can be approximated by [4]

dB = λ

2π

cosϕ1

sin2 ϕ1

[
Im

(
1

ε̂2

)]−1

max
, (3.27)

where ε̂2 is the complex dielectric function of the film, ϕ1 is the angle of inci-
dence, and λ is the wavelength. It follows that dB increases when either the angle
of incidence or the LO energy loss function decreases. Thus, for the SiO2 layer
on Al, the value of dB is equal to ∼100 and ∼500 nm for ϕ1 = 80◦ and ϕ1 = 60◦,
respectively, and greater than 1200 nm for ϕ1 = 40◦ (Fig. 3.14). Such values of
dB are typical for oxides on metals. Experimental confirmation of these calcula-
tions have been reported by Scherubl and Thomas [53] for Cr2O3 films on Ni.

Another important observation from Fig. 3.14 is that at small thicknesses the
intensity of the νLO band depends linearly on the film thickness, in agreement with
the thin-film approximation [Eq. (1.82)]. This linear region extends to approx-
imately half the Berreman thickness and depends upon the angle of incidence
in the same way as dB . The linear range of the band intensity in absorbance is
somewhat broader than that in reflectance, as illustrated by comparing curves 1
and 4. This implies that absorbance units should be used in any quantitative
analysis of thin films, rather than reflectivity units.

Figure 3.15 shows the theoretical and experimental shifts of the νLO band
position for Cr2O3 film on Ni as a function of film thickness and angle of inci-
dence [53]. The νLO band shows a blue shift as film thickness increases. The same
effect was reported for the Cu2O–Cu [54] and TiO2 –Al [55] systems. This shift
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becomes more pronounced as the film thickness exceeds the Berreman thickness,
d > dB (see also Figs. 3.12 and 3.13). It is interesting to note that over a certain
range of d > dB , the νLO band shift is approximately proportional to the film
thickness; this can be exploited to determine film thicknesses.

The experimental spectra of Al2O3 [56], RbI [57], and GaAs [58a] ultrathin
films on metals exhibit an additional decrease in the νLO frequency, which can-
not be described adequately using the dielectric function of the corresponding
bulk materials. For example, as the GaAs film thickness decreased from 10 to
0.5 nm, the νLO band shifted to the red by approximately 40 cm−1. This effect was
attributed to lower force constants for the atoms at the surface relative to those
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in the bulk [58b], implying a difference between the “microscopic” dielectric
function of the superficial layer and that of the bulk phase.

There are two important considerations when using the IRRAS immersion
technique (Section 2.5.2). First, the Berreman thickness drops as the refrac-
tive index of the surroundings, n1, increases. As an example, from Izumitani
et al. [60], in the MOS structure Si–SiO2 –Al, the dB value is ∼70 nm at ϕ1 =
20◦, ∼10 nm at ϕ1 = 40◦, ∼7 nm at ϕ1 = 60◦, and only ∼2 nm at ϕ1 = 80◦.
Second, the immersion also affects the band shapes and positions (Fig. 2.31). In
the case of SiO2, one can see from Fig. 3.16 that as the refractive index n1 is
increased from 1 to 3.42, the νLO band broadens slightly toward the red, par-
ticularly when the film thickness is larger than dB (Fig. 3.16a, curve 2). This
phenomenon is attributed to a decrease in surface charge due to partial screen-
ing by the immersion medium, resulting in a smaller restoring force, which in
turn decreases the resonance frequency. The opposite occurs for the α-Fe2O3

film on Fe: The main absorption band broadens toward the blue with increasing
n1 (Fig. 3.16b). This difference originates from the fact that α-Fe2O3 is a mul-
timode material with specific relationships between oscillator strengths, which
allows mode coupling (Section 3.6). The same phenomenon is the basis of an
increase in the relative intensity of the low-frequency νLO bands with increasing
n1 (Fig. 3.16b).

The practical implications of these results are the following:

1. The condition d = dB provides the optimum conditions for recording
the spectrum, guaranteeing the greatest spectral contrast with negligi-
ble distortions.

2. The Berreman thickness drops abruptly if either the angle of incidence or
the refractive index of the immersion medium is increased. If for a grazing
angle of incidence, d > dB , the angle should be decreased so that d = dB .
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Figure 3.16. Simulated p-polarized IRRAS spectra of (a) SiO2 films (1) 2 nm and (2) 4 nm thick
located at Si–Al interface (solid lines) and 2 nm thick at air Al interface (dashed line) at ϕ1 = 80◦
and (b) α-Fe2O3 films (1) 20 nm and (2) 40 nm thick at IKS-35–Fe interface (solid lines) and
20 nm at air Fe interface (dashed line) at ϕ1 = 75◦.
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3. For single- and multiple-mode film materials, immersion causes red and
blue band shifts, respectively.

3.3.2. Effect in ‘‘Transparent’’ IRRAS

In Fig. 3.17, the experimental spectra of an amorphous SiNx layer deposited
on a silicon wafer, measured by Yamamoto and Ishida [7] at various angles of
incidence, are shown as an example of IRRAS of a strongly absorbing layer on
a transparent substrate. A silicon wafer with no film was used as a reference.
These spectra demonstrate two principal differences between IRRAS of a film
on a metal substrate and a film on a transparent substrate. First, the νTO band of
SiNx at 840 cm−1 is present in the p-polarized spectra, along with the νLO band,
unlike with a metal substrate. Second, the signs of the νTO and νLO bands in the
p-polarized spectra are opposite and change at a certain angle of incidence.

These effects can be easily interpreted using the Fresnel formulas. Consider
the predictions of optical theory for an anisotropic inorganic film in which not
only TO–LO splitting but also anisotropy of the film are manifested in IRRAS.
Figure 3.18 shows the angle-of-incidence dependence of the band intensities for
a model inorganic (Table 3.3) 10-nm film, calculated using the exact matrix
method [8]. The simulation was done for substrates with refractive indices of 1.5
(BaF2), 2.4 (ZnSe), 3.4 (Si), and 4 (Ge). The intensity of the νTO mode polarized
in the y-direction (see the axes definitions in Fig. 1.12) is negative throughout the
angular range, whereas ,R of the νTO mode polarized in the x-direction, νTOx ,
is always opposite to ,R of the νLO mode polarized in the z-direction, νLOz. The
sign of the νTOx and νLOz intensities changes at the Brewster angle (56.3◦ for
BaF2, 67.4◦ for ZnSe, 73.6◦ for Si, and 76◦ for Ge). The dependence of the band
polarity for the x- and z- components in p-polarized transparent IRRAS on the
orientation of the corresponding TDM in the film is referred to as the surface
selection rule (SSR) for dielectrics (see also Section 3.11.4).
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Table 3.3. Dispersion parameters for anisotropic and
inorganic model

Parameter x-Axis y-Axis z-Axis

ε∞ 2.89 2.89 2.89
S 0.2 0.2 0.2
γ , cm−1 9 10 11
ν0, cm−1 900 1000 1100

Another peculiarity of spectra from IRRAS can be seen in the calculated
spectra of SiO2 layers of different thicknesses on Si at ϕ1 = 60◦ (Fig. 3.19):
The νTO peak in the p-polarized spectra changes sign with an increase in layer
thickness. This effect, which is explained by the redistribution of contributions
of different modes contributing to the νTO band (Table 3.1), makes the νTO band
in the p-polarized spectra unacceptable for quantitative measurements.

In general, the spectral distortions arising in isotropic inorganic, anisotropic
organic, and isotropic organic (weakly absorbing) films can be easily deduced. A
cautionary example is the case of a weakly absorbing film where TO–LO splitting
is low. The calculated dependencies of the spectra of a 1-nm-thick isotropic water
layer on quartz and the dispersion of the optical constants of water are shown
in Fig. 3.20. It is seen that the p-polarized spectra change their shape depending
on the angle of incidence. This effect is explained by the change in sign of
the νLO band intensity at ϕB (vide supra). In contrast, the s-polarized spectra
maintain their shape, making them superior for quantitative analysis. In addition,
s-polarized spectra have a higher SNR (Section 2.3.1).
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Figure 3.21 allows one to deduce the applicability of the thin-film approxima-
tion to IRRAS of an anisotropic inorganic layer at the ZnSe and Ge substrates.
The deviation from the results of the exact formulas is greatest (up to 50% for a
200-nm-thick film) for the νLO band and the Ge substrate.
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3.3.3. Effect in ATR Spectra

As opposite to IRRAS, the band intensity in ATR spectra is positive, independent
of the optical properties of the substrate and orientation of the dipole moment of the
mode†, which simplifies interpretation of ATR spectra. As seen from Fig. 3.22 [8],

† This is true only for ultrathin films in a three-phase system “IRE–film–surrounding” at ϕ1 ≥ ϕc.
In multilayer systems, the ATR bands can be negative (Figs. 3.67 and 7.40b).
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the intensity ,R of the νLOz band is much smaller than that of the νTOx band, except
at the angles of incidence close to ϕc. This makes the ATR method less suitable for
orientation measurement than IRRAS, for which, over a certain range of the angle
of incidence, the band intensity of the νLOz band is comparable to that of the νTOx

band (Fig. 3.18). At the same time, the low intensity of the absorption component
perpendicular to the surface makes the ATR spectrum shape practically independent
of the angle of incidence, which facilitates both qualitative and quantitative analysis
of the film.

A comparison between band intensities obtained with the exact formulas
and those obtained by the thin-film approximation (Fig. 3.21c, d) reveals that
the highest deviation from linearity is observed for the modes polarized in the
film plane.

Significant shape distortions (negative-going peaks at the high-energy side of
the band and an increased background at the low-energy side) can be observed
for the bands in the in situ ATR spectra of ultrathin films on metal surfaces.
Figure 3.23a shows ATR spectra of CO adsorbed from a solvent (CH2Cl2) on a
1-nm Pt film evaporated on a 45◦ Ge IRE (Kretschmann’s configuration) mea-
sured in situ for two different treatments of the sample. Both the spectra are
due to linearly (2050 cm−1) and bridged CO (1825 cm−1). In spectrum 2 the
band associated with linearly bound CO is clearly dispersive. Spectral calcu-
lations [61a] for the IRE–smooth Pt layer–adsorbed film–water system using
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Figure 3.23. (a) Unpolarized in situ ATR spectra (Kretschmann’s configuration) of CO adsorbed
from CH2Cl2 on 1-nm Pt film evaporated on Ge. Spectra were recorded with flow-through liquid
cell. N2 saturated CH2Cl2 was first pumped (reference spectrum). Then CO was adsorbed by
pumping CH2Cl2 saturated with 0.5% CO in Ar through the cell. After 30 min spectrum 1 was
recorded. Thereafter H2 saturated solvent was pumped through the cell, and spectrum 2 was
recorded 5 min after switching to H2. (b, c) Calculated p- (b) and s- (c) polarized ATR spectra for
monolayer adsorbate on Pt film in contact with liquid phase. Parameters of monolayer corre-
spond to CO adsorbed on Pt: ν0 = 2000 cm−1, ε∞ = 2.56, S = 0.07, γ = 60 cm−1, d = 0.3 nm.
Parameters of configuration: nGe = 4.01, n̂Pt = 4.75 − 19.48i, nsolvent = 1.4, ϕ1 = 45◦. Thick-
ness of metal layer is 0, 10, 20, and 30 nm (from top to bottom). Adapted, by permission of
the Royal Society of Chemistry on behalf of the PCCP Owner Societies, from T. Burgi, Phys.
Chem. Chem. Phys. (PCCP) 3, 2124 (2001), p. 2128, Figs. 8 and 9. Copyright  2001 The
Owner Societies.
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optical constants of bulk Pt and a monolayer of CO adsorbed on Pt (Fig. 3.23b,
c) reproduce such a band shape and show that the distortion is enhanced as the
underlayer thickness increases. However, the calculations predict that the band
distortion becomes noticeable for Pt films 20–30 nm thick, whereas it is experi-
mentally observed for a 1-nm Pt film. This discrepancy and the difference in the
experimental spectra for different treatments of the sample (Fig. 3.23a) stem from
the difference in the optical constants of the metal underlayer (see Section 3.9.4
for more detail).

Spectrum distortions in the in situ ATR spectra measured in Otto’s configura-
tion with a nonmetalic substrate are discussed in Ref. [61b].

3.3.4. Effect in Transmission Spectra

As in the case of IRRAS and ATR, transmission spectra of ultrathin films, when
measured at an inclined angle of incidence and with p-polarized radiation, are
subject to TO–LO splitting (Fig. 3.1). However, as for ATR, interpretation is sim-
plified by the fact that the band intensities ,T are always positive (Figs. 2.2–2.4).
One source of spectral distortion in the transmittance is interference fringes
(Figs. 2.5 and 2.6). To reduce this effect, spectra may be represented as the
ratio of the transmittance of the film–substrate system to that of the substrate
itself [9]. Analysis of Fig. 2.6 shows that the least distortion is exhibited in p-
polarized spectra measured at the Brewster angle. It should be noted that in
practice the interference effect from the substrate is usually not observed in the
form shown in Figs. 2.5 and 2.6 because of poor flatness of the substrate and
beam divergence in the light source. However, it may still manifest itself as
averaged smoothed distortions of the band shapes and intensities and, therefore,
should be taken into account when the spectra are interpreted. Another source
of spectral distortions in the transmittance spectra may be interference within
the film itself. This occurs when the effective thickness of the film is such that
the transmittance in the band maximum goes to zero. For an anisotropic layer,
whose optical parameters are represented in Table 3.3, it becomes pronounced in
the s-polarized spectra of a 100-nm film at ϕ1 = 80◦ (Fig. 3.24). This thickness
is analogous to the Berreman thickness (Section 3.3.1), but instead of the νLOz

band, it relates to the νTOy band.
According to spectral simulations [9], increasing the film thickness up to

100 nm causes the band positions in the s- and p-polarized transmission spec-
tra to change by no more than 0.5 cm−1. A more important characteristic is the
linear range of the band intensity dependence on the film thickness. As evident
from Fig. 3.25, this dependence already deviates significantly from linearity at
small thicknesses (up to about 10 nm), which means that the quantity of strongly
absorbing species cannot be estimated correctly by applying the BLB law to
transmission spectra.

Variation in IR spectra of a thin poly(methyl methacrylate) PMMA film mea-
sured with different methods are shown in Fig. 3.26 [7]. The νC = O band at
∼1730 cm−1 is the most distorted due to its relatively high oscillator strength.



170 INTERPRETATION OF IR SPECTRA OF ULTRATHIN FILMS

a

b

c

a

b

c

0°
40°
60°
80°

0°
4°

60°
80°

0°
40°
60°
80°

0°
40°
60°
80°

0°
40°
60°
80°

0°
40°
60°
80°

LO
(z

)
TO

(z
)

LO
( y

)
TO

( y
)

LO
( x

)
TO

(x
)

LO
( z

)
TO

( z
)

LO
(y

)
TO

(y
)

LO
( x

)
TO

(x
)

Tr
an

sm
is

si
vi

ty

Wavenumber, cm−1 Wavenumber cm−1

1.04
1.00

0.96
0.92

1.1

0.8

0.5

1.2

0.6

0.0
1300 1200 1100 1000 900 800 1300 1200 1100 1000 900 800

1.025
1.015
1.005
0.995
0.985

1.1

1.0

0.9

2.0

1.2

0.4

Figure 3.24. Simulated transmission spectra of standing film of anisotropic inorganic material
(Table 3.3) at several angles of incidence. Film thickness: (a) 1 nm, (b) 10 nm, (c) 100 nm. The
TO and LO frequencies of model material are shown. Results for s-polarization are shown on left
and those for p-polarization are shown on right. Reprinted, by permission, from K. Yamamoto
and H. Ishida, Appl. Optics 34, 4177 (1995), p. 4180, Figs. 3 and 4. Copyright  1995 Optical
Society of America.

0°

40°
60°

80°

0.4

0.2

0.0

0.75

0.50

0.25

0.00

0.4

0.3

0.2

0.1

0.0
0 20 40 60 80 100

80°

40°
0°

60°

80°

60°

40°
0°

a

b

c

∆T
y

Thickness, nm

∆T
x

∆T
z

Figure 3.25. Thickness dependence of absorption depth (,T = 1 − T) for (a) νTOx, (b) νTOy,
and (c) νLOz bands in transmission spectra of standing film of anisotropic inorganic material
(Table 3.3) at several angles of incidence: (a, c) for p-polarization; (b) for s-polarization. Dashed
lines are calculated according to thin-film approximation Equation (1.98). Reprinted, by permis-
sion, from K. Yamamoto and H. Ishida, Appl. Opt. 34, 4177 (1995), p. 4181, Fig. 6. Copyright
 1995 Optical Society of America.



3.4. OPTICAL EFFECT 171

1750 1500 1250 1750 1700

A
bs

or
ba

nc
e

a

b

c

d

g

e

f

g

a

b

c

d

e

f

Wavenumber, cm−1

0

1

2

3

4

5

6

7

0

1

2

3

4

5

6

7
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3.4. OPTICAL EFFECT: BAND SHAPES IN IRRAS AS FUNCTION
OF OPTICAL PROPERTIES OF SUBSTRATE

Before looking at the effect of the substrate in IRRAS, it is convenient to divide
all substrates into the following five types, depending on their optical properties:
(1) metals, which strongly and nonselectively absorb and reflect IR radiation;
(2) dielectrics in the region of phonon absorption, which strongly and selectively
absorb and reflect IR radiation; (3) transparent substrates with high refractive
indices (n2 > 2.0), including semiconductors and some kinds of optical glasses;
(4) transparent substrates with low refractive indices (n3 = 1.4–2.0), including
oxides and transparent chalogenides; and (5) weakly absorbing substrates, includ-
ing doped semiconductors and dielectrics in the overtone spectral region or within
the “wings” of the phonon bands. Spectra calculated for a wide range of layers
on various substrates and experimental spectra measured under a variety of con-
ditions were analyzed in Refs. [7, 62–64]. Below, the main results are outlined.

1. Metals. The effect of the optical properties of the metal substrate in IRRAS
of ultrathin films was discussed by Tobin [64]. The band shape is practically
Lorentzian in the IRRAS of CO on Pt measured at 87◦. As the optical conductivity
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of the substrate decreases from Pt to Fe, the band intensity is attenuated and
its shape becomes asymmetrical; an apparent onset on the low-frequency side
and a tail at higher frequencies is observed. At a lesser angle of incidence, the
asymmetry practically disappears even for Fe.

In practice, adlayers are not perfectly homogeneous, which results in inho-
mogeneous broadening of the absorption bands. In the case of CO sparsely
adsorbed in an atop position and at a low surface coverage, this mechanism
produces a low-frequency tail (Fig. 3.36 in Section 3.6), which counterbalances
the optical broadening. For highly compressed adlayers, such as the (2 × 2)–3CO
structure on Pt(111) [65], the low-frequency tail is quenched due to strong band
intensity transfer (Section 3.6), and the high-frequency tail becomes distinct. The
effect of optical properties of metal substrates on SEIRA spectra is discussed in
Section 3.9.4.

2. The strongest and most complicated distortions in spectra from IRRAS
are expected in the region of the phonon absorption of the substrate. As dis-
cussed in Section 2.3.2, these distortions are different for each substrate and can
be distinguished only using spectral simulations. Here, monolayers on water are
considered, which are of interest from many practical and scientific viewpoints
[66, 67]. The simulated spectra of a 10-nm anisotropic inorganic film (Fig. 3.27)
at ϕ1 = 60◦ [8] will help to interpret the experimental data. It is evident that the

0.20

0.10

0.00

0.20

0.10

0.00

R
ef

le
ct

iv
ity

1.4

1.2

1.0

0.8
1500 1000 1500 1000

Wavenumber, cm−1

0.02

0.01

0.00
0.02

0.01

0.00

a

b

c

a

b

c1000

900

1137
1.1

0.8

0.5

0.2

s-Polarization p-Polarization

Figure 3.27. (a) Simulated s- and p-polarized IRRAS spectra of 10-nm film of anisotropic
inorganic material (Table 3.3) at air–water (AW) interface, (b) reflection spectrum of water at
ϕ1 = 60◦, and (c) ratio a/b. Adapted, by permission, from K. Yamamoto and H. Ishida, Appl.
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ratio of the p-polarized ratio spectra is practically distortion free while that of
the s-polarized spectra exhibits “extra” bands in the regions of water absorp-
tion (3000–3600, 1600–1700, and 800–900 cm−1). These bands are caused by
changes in the reflectivity of the water surface in these regions in the pres-
ence of a film.

3. It is of interest to elucidate how the absorption of a substrate affects the
band shape in p-polarized IRRAS of ultrathin films on transparent substrate.
A representative example is the IRRAS spectra of a 1-nm hypothetical organic
layer whose dielectric function is characterized by S = 0.001, γ = 10 cm−1,
ν0 = 2800 cm−1, and ε∞ = 1.7 (Fig. 3.28). The simulations are for ϕ1 = 83◦
corresponding to the maximum SNR (,R) (Section 2.3.1). As seen immediately
from Fig. 3.28, for substrates with a low refractive index (n3 < 2) and for sub-
strates with a high refractive index (n3 = 2.0–4.0), the absorption bands are
oppositely directed while in the intermediate case the band is distorted assuming
a derivative-like shape.

Figure 3.29 shows simulated p-polarized spectra of a model organic layer on
a Si substrate as a function of the absorption index k3, which can be modulated
by changing the level of doping of Si. The angle of incidence was taken to
be 80◦. It is seen that the dependence of sign and intensity of the absorption
band on the absorption index of the substrate is similar to the dependence on n3

(Fig. 3.28); as k3 increases, the negative absorption band becomes positive. At
intermediate values of k3 (around 1.5–2.5), when reflectivity at the resonance
frequency (2800 cm−1) is minimal, the band has derivative-like shape. Such
spectral distortions were observed experimentally in the p-polarized spectra of
organic films on glassy carbon (n̂ = 3.5 − 1.5i) [68] and chalcocite (n̂ = 5.1 −
0.18i) [61b].
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Figure 3.28. Band shape in p-polarized IRRAS spectra of hypothetical organic layer 1 nm thick
as function of refractive index n3 of transparent substrate (indicated in figure). Dielectric function
of film was specified by S = 0.001, γ = 10 cm−1, ν0 = 2800 cm−1, and ε∞ = 1.7; ϕ1 = 83◦.
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The band distortions are explained by the redistribution of contributions of
the vertical and lateral components of the mode in the p-polarized spectrum as
either the real or imaginary part of the refractive index of the substrate is changed.
In spite of this, however, the SSR for dielectrics (Sections 3.3.2 and 3.11.4) is
independent of the optical properties of the substrate. The phenomenon outlined
above can also be considered from the viewpoint of geometric optics, rather than
invoking the complex origin of the absorption bands in the p-polarized spectra
(Section 3.2). The intensity of the radiation reflected from the film–substrate
system can be represented as the sum of the intensities of the radiation reflected
from the front film–substrate interface, I1, and the radiation multiply reflected
in and emerging from the film, I2, . . . , In (see Fig. 1.12). Clearly, in IRRAS, the
spectrum is the sum of I1 + I2 + · · · + In. For a layer on a transparent substrate
with a small n3, the I2, . . . , In values are small relative to I1, and so the signal
consists primarily of I1, which is similar to the specular reflection of the layer
substance (the bands are negative). In the case of a large n3, the contribution of
the components I2, . . . , In to the resulting reflected radiation increases, and the
spectrum approaches the spectrum of the radiation passed through the layer, so
that the reflection spectrum is similar to the absorption spectrum of the layer.
The ratio of the I1 and I2, . . . , In components is also a function of the optical
constants n2 and k2 of the layer and therefore changes within the limits of the
band because of the dispersion of the optical constants. As a result, with a certain
combination of optical constants, reflectivity can be positive and negative at
different frequencies within the band limits, giving the derivative-like shape of
the absorption band (Figs. 3.28 and 3.29).
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It is noteworthy here that some bands of anisotropic films on transparent sub-
strates can vanish from the p-polarized IRRAS [69, 70] or polarization modulation
(PM) IRRAS [71, 72] spectra. This phenomenon is a consequence of the SSR for
dielectrics (see Section 3.11.4 for more detail).

4. The effect of optical anisotropy of the substrate in IRRAS has been ana-
lyzed by Carson and Granick [73] for organic self-assembled monolayers on mica
(muscovite). This crystal has biaxial optical properties and produces large inter-
ference fringes in transmission or reflection spectra because of reflections off the
front and back of a sheet. To reduce the intensities of the interference fringes,
it has been suggested to measure spectra at ϕB of the mica with p-polarized
radiation, incident along one of its principal optical axes

The following is a summary of the current section.

1. Layers on Metals. The bands in IRRAS are positive, independent of the
angle of incidence, as in the absorption spectrum. The band shape is sen-
sitive to the dielectric properties of the metal substrate and the angle of
incidence: The band shape becomes asymmetrical with decreasing optical
conductivity of the metal and at grazing angles.

2. In the region of the phonon absorption of the substrate material, artifact
(substrate) bands are present in IRRAS of any ultrathin film.

3. The band shape is complex in the case of weakly absorbing layers. With
a certain combination of the angle of incidence and the optical constants
of both the layer and the substrate, the absorption band may exhibit a
derivative-like shape.

3.5. OPTICAL PROPERTY GRADIENTS AT SUBSTRATE–LAYER
INTERFACE: EFFECT ON BAND INTENSITIES IN IRRAS

When calculating band intensities in IR spectra of layers measured by either
transmission or IRRAS, the models most often used to describe the reflection,
refraction, and absorption assume an abrupt change in the optical properties at
the layer–substrate interface. An exception is microscopic models that take into
account the existence of a transition layer, but the relationships derived based
on these model are too cumbersome to find wide application in the analysis of
optical layers [41, 74, 75].

Nevertheless, a comparison of the band intensities calculated on the basis
of the typical model (assuming a sharp interface) and experimental results [76]
show that in the experimental spectra of layers, the band intensities are several
times lower than predicted. Therefore, absorption indices of layers determined
from experimental spectra using the relationships derived with the sharp interface
model (Sections 1.4–1.7) include a systematic error. The root of this problem
lies not only in the difference between the optical properties of the thin-film
materials and solid materials and the error introduced by an uncertainty in the
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angle of incidence, imperfection of the polarizer, and surface roughness but also
in the obvious inadequacy of the sharp interface model.

It is evident that in each case the contribution of the optical property gradient
will depend upon the optical properties of the samples under investigation, the
gradient depth, and the conditions under which the spectra are recorded and must
be analyzed individually for each system. It can be instructive to pinpoint gen-
eral trends observed in the spectra by comparing the spectra calculated using two
different models, one with a sharp interface and one with an optical property gra-
dient. Tolstoy and Gruzinov [76] performed such a comparative study for weakly
and strongly absorbing layers (from substances such as organic compounds con-
taining C–H groups) and silicon oxide layers, as well as transparent, weakly and
strongly absorbing substrates, such as Si, doped Si, and Al. The optical property
gradient was specified at the interface with the relationship (1.102), treating the
interfacial region of the substrate as a set of m layers with a thickness on the
order of several nanometers and allowing the optical properties to vary expo-
nentially. To simplify the calculations, the optical property gradient of the layer
was specified using a simple three-zone model [77] in which the layer is divided
into three zones: (1) adjacent to the substrate, (2) next to the surroundings, and
(3) a central one, whose optical properties correspond to those of the given bulk
substance (Fig. 3.30).

Figure 3.31 shows the p-polarized IRRAS spectrum of a SiO2 layer on Si sim-
ulated for ϕ1 ≈ ϕB − 3◦ using the sharp interface model. In the spectra calculated
with the optical property gradient model for the surfaces of both the layer and
the substrates, the intensity of the 1240-cm−1 band at νLO is less, and that of the
1090-cm−1 band at νTO is greater, than in the spectrum shown in Fig. 3.31. This
is demonstrated in Fig. 3.32 for the three-zone SiO2 layer on Si (the lower 1-nm
SiO zone with optical constants taken from Ref. [78], the upper 1-nm zone with
n2 = 1.3 and k2 = 0 and the middle 0–10-nm SiO2 zone with optical constants
taken from Ref. [78]; ϕ1 = 71◦, n3 = 3.42, k3 = 0). The calculations were also
performed with an optical property gradient only in the layer being analyzed. The
gradient was incorporated into the classical three-phase stratified-layer model of
the Si–SiO2 system in which the formation of a SiO layer at the Si–SiO2 interface

Σdlayer

dgrad,substrate

n1

I0

ϕ1

Im}

n3 − ik3

n2 − ik2

Figure 3.30. Schematic diagram of beam propagation at interface with gradient of optical
properties.
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Figure 3.31. Simulated p-polarized IRRAS spectrum of 1-nm-thick layer of SiO2 on Si, mea-
sured at ϕ1 = 71◦. Reprinted, by permission, from V. P. Tolstoy and S. N. Gruzinov, Opt.
Spectrosc. 71, 77–80 (1991), p. 78, Fig. 1. Copyright  1991 Optical Society of America.
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Figure 3.32. Calculated reflectivity ,R/Rp for bands at 1240 cm−1 (1–3) and 1090 cm−1 (4,
5) in p-polarized IRRAS spectrum (ϕ1 = 71◦) of SiO2 layer on Si surface versus thickness of
SiO2 layer in assumption of (1) sharp surfaces, (2, 4) gradient in optical properties of SiO2 layer,
and (3, 5) gradient in both SiO2 layer and substrate (depth of transition layer in substrate with
exponential variation of n3 is equal to 50 nm). Reprinted, by permission, from V. P. Tolstoy
and S. N. Gruzinov, Opt. Spectrosc. 71, 77–80 (1991), p. 78, Fig. 2. Copyright  1991 Optical
Society of America.

and the appearance of a 1-nm water layer on the SiO2 –surroundings interface
are included. The calculated band intensities (Fig. 3.32, curves 2 and 4) reveal
that the divergence of the curves characterizing the layer thickness dependence
of the reflectivity is determined by the depth of the optical property gradient of
the substrate. The difference in the band intensities increases if the gradient depth
is increased. On the other hand, the deviation of these dependencies from linear-
ity, especially in the initial part of the curves, is caused by the optical property
gradient in the layer under investigation.

The fact that the optical constant gradients of the layer and of the substrate
have different effects on the band intensities can be used to determine the gradient
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depth directly from experimental spectra. First, a dependence of the intensities
of the νLO and νTO bands on the gradient depth is calculated and is then used
to graphically determine the gradient depth for the given layer–substrate system.
The accuracy can be improved if the ratio ,RLO/,RTO of the absolute intensities
of the bands at 1240 and 1090 cm−1 (,RLO and ,RTO, respectively) is used in
the calculations, rather than the absolute value of the band intensities, since the
ratio is more sensitive to the presence of the gradient. The corresponding curves
for the Si–SiO2 system are shown in Fig. 3.33.

One might suggest that this technique is limited because of the necessity
to determine dependencies on gradient depth not only for each layer–substrate
system but also for layers synthesized by different methods; optical constants of
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Figure 3.33. Variation in ratio |,RLO|/|,RTO| (p-polarization, ϕ1 = 71◦) for 1-nm SiO2 layer
on Si with thickness of transition layer; (1) ϕ1 = 80◦ and (2) ϕ = 70◦. Curves correspond to
exponential variation of refractive index of Si substrate in region of transition layer; n3 = 3.42,
k3 = 0. Reprinted, by permission, from V. P. Tolstoy and S. N. Gruzinov, Opt. Spectrosc. 71,
77–80 (1991), p. 79, Fig. 3. Copyright  1991 Optical Society of America.
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Figure 3.34. Simulated p-polarized IRRAS of layer 1 nm thick with optical properties specified
by oscillator parameters ν0 = 1090 cm−1, γ ′ = γ /ν0 = 0.05, ε∞ = 2.5, S = (1)0.8, (2) 0.6, (3)
0.4, (4) 0.2; n3 = 3.42, ϕ1 = 71◦. Reprinted, by permission, from V. P. Tolstoy, Methods of
UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg Univ. Press, St. Petersburg, 1998,
p. 179, Fig. 1.15. Copyright  1998 St. Petersburg University Press.
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Figure 3.35. Variation in ratio |,RLO|/|,RTO| in p-polarized IRRAS spectra of hypothetical
strongly absorbing 1-nm layer with optical properties described by oscillator parameters
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S; ϕ1 = 71◦, n3 = 3.42. Reprinted, by permission, from V. P. Tolstoy and S. N. Gruzinov, Opt.
Spectrosc. 71, 77 (1991), p. 79, Fig. 4. Copyright  1991 Optical Society of America.

such layers have been shown to differ considerably. Therefore, the effect of the
effective oscillator parameters, which describe the optical properties of the layer,
on ,RLO/,RTO was analyzed [76]. The optical constants of the layer and the
oscillator parameters S and γ were related by Eq. (1.46) for j = 1. The calculated
spectra of a hypothetical layer on a silicon surface are depicted in Fig. 3.34, and
the variation in ,RLO/,RTO versus the parameters S and γ ′ = γ/ν0 is presented
in Fig. 3.35. As the calculations show, for S = 0.4–0.8 and γ ′ = 0.04–0.08,
representing strong absorption bands, the change in ,RLO/,RTO is less than
10–15%, which is considerably smaller than the change in ,RLO/,RTO caused
by a gradient in the optical properties of the substrate. Thus, this technique can
also be recommended for the determination of the gradient from experimental
spectra of layers with slightly different structure.

The spectrum simulations taking into account the optical property gradi-
ent of the substrate give a decreased intensity by up to 50% for the case of
weak absorbers on transparent or weakly absorbing substrates but practically the
same intensity for weak absorbers on strongly absorbing substrates (e.g., metal).
This is largely because the optical property gradient depends on an additional
contribution Im (Fig. 3.30) to the intensity of the radiation reflected from the
layer–substrate system. The relative value of this component is comparatively
high for weakly reflecting substrates and small for strongly reflecting ones, whose
total level of reflected radiation reaches 70–100%.

Thus, the difference between the band intensities in the experimental spectra
measured by IRRAS and the calculated ones based on the sharp interface model
can be connected with the existence of the optical property gradient in real optical
systems, which is most clearly manifested in IRRAS of strong absorbers on the
surface of transparent and weakly reflecting substrates.

3.6. DIPOLE–DIPOLE COUPLING

As shown in Section 3.3, the dependences of IR spectra on the amount of a
substance are different for the substance in the form of an ultrathin film and bulk
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phase. In the present section, we shall consider an additional optical effect that
is responsible for intensity and energy transfer between modes and dependence
of the band position and intensity in the IR spectra of the adsorbed molecules
on coverage.

As reported already in the first IR spectroscopic studies of adsorption on
Pt catalysts [79, 80], as the surface coverage of dipoles aligned perpendicular
to the surface increases up to a complete monolayer, the absorption band can
shift upward. Figure 3.36 illustrates this phenomenon using the CO–Ir(111) sys-
tem in ultra high vacuum (UHV) at 300 K as an example [81]. The νCO band
assigned to atop (terminal) CO [82, 83] shifts from ∼2030 cm−1 at a coverage
of 0.002 ML upward by ∼50 cm−1 with increasing surface coverage. This effect
retains when the substrate is placed in an aqueous environment (Fig. 3.37a) [84]
(see also Ref. [85]). Although the coverage-dependent band shift is rather typi-
cal — for example, a blue shift of up to 36 cm−1 was observed for the νCO band
of atop CO in the CO–Pt(110) system at 300 K [86], up to 85 cm−1 for atop CO
in the CO–Ir(110) system at room temperature [87], and up to 100 cm−1 in the
CO–Pd(100) system at 100 K [88] — there are systems, for example NO–Ir(111)
(Fig. 3.38a, open circles) and CO–Cu [89] (Section 7.1.2), that are indifferent
to surface coverage in terms of the band position.

The band shift with surface coverage has been studied intensively theoretically
on the microscopic level [90–95] (for review, see Refs. [96–99]) and attributed
mainly to dipole–dipole coupling of adsorbed molecules. Before introducing
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Figure 3.36. IRRAS spectra of various fractional coverages of CO on Ir(111) measured at 300 K.
Coverages in monolayers are denoted beside each spectrum. Reprinted, with permission, from
J. Lauterbach, R. W. Boyle, M. Schick, W. J. Mitchell, B. Meng, and W. H. Weinberg, Surf. Sci.
366, 228 (1996), p. 228, Fig. 2. Copyright  1996 Elsevier Science Ltd.
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Figure 3.37. Plots of (a) peak νCO frequency and (b) integrated νCO intensity versus fractional
coverage for CO adsorbed on Ir(111) electrode surface in 0.1 M HClO4 in (Ž) absence and
(ž) presence of coadsorbed NO [at +0.4 and +0.45 V (saturated hydrogen electrode, SHE),
respectively]. Spectra were measured in situ by IRRAS. Dashed and solid traces are corre-
sponding predicted plots extracted from dipole-coupling simulations. Adapted, by permission,
from C. Tang, S. Zou, M. W. Severson, and M. J. Weaver, J. Phys. Chem. B 102, 8546 (1998),
pp. 8550 (Fig. 5) and 8551 (Fig. 7). Copyright  1998 American Chemical Society.
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Figure 3.38. Plots of (a) peak νNO frequency and (b) integrated νNO intensity versus fractional
coverage for NO adsorbed on Ir(111) electrode surface in 0.1 M HClO4 at 0.45 V (SHE) in
absence (Ž) and presence (ž) of coadsorbed CO. Spectra were measured in situ by IRRAS.
Dashed and solid traces are corresponding predicted plots extracted from dipole-coupling
simulations. Adapted, by permission, from C. Tang, S. Zou, M. W. Severson, and M. J. Weaver,
J. Phys. Chem. B 102, 8546 (1998), pp. 8550 (Fig. 6) and 8551 (Fig. 8). Copyright  1998
American Chemical Society.

these results, it is instructive, however, to understand the effect from a macro-
scopic point of view, by considering the dielectric function (Section 1.3).

The adsorption–desorption process or any physicochemical treatment of an
adlayer, which changes density of dipoles, N , and/or the effective charge,
changes, in agreement with Eq. (1.48), the oscillator strength of this adlayer.
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The influence of the oscillator strength on the spectrum of an adlayer on a metal
measured by IRRAS can be interpreted in the following manner. Combining the
Lorentzian oscillator model equation (1.46) for a single mode with the thin-film
approximation equation (1.82) gives the reflectivity spectrum [100](

,R

R

)
p

(ν) = 8πd2 sin ϕ1 tanϕ1
Sν2γ/ε2∞

(ν2
LO − ν2)2 + γ 2ν2

(3.28a)

and the maximum value of reflectivity

Amax = 8πd2 sin ϕ1 tan ϕ1
S

γ ε2∞
, (3.28b)

which is observed at ν = νLO. From this, it can be seen that the νLO band intensity
is directly proportional to S, as in conventional spectroscopy [see Eq. (1.47)]. At
the same time, contrary to conventional spectroscopy, it follows from Eq. (1.51)
that increasing S, for example, due to an increase in the oscillator surface density
Ns , results in a blue shift of the νLO band. This phenomenon can be explained
by long-range dipole–dipole interactions in which each vibrating molecule gives
rise to a long-range dipole field that is felt by the other molecules in the ensemble,
and thus all the molecules interact coherently with the incident radiation. As men-
tioned earlier (1.3.2◦), this effect is incorporated into the macroscopic dielectric
function through the sum of the polarizabilities of the individual molecules.

However, the preceding macroscopic treatment fails to describe quantitatively
the effect of surface coverage on the absorption band frequency. Moreover, con-
trary to what one might expect from Eq. (3.28b), even taking into account that
molecules can tilt at higher coverages due to the strong repulsive interaction
between neighboring CO molecules [101, 102], the relationship between the spec-
tral intensity and the number of adsorbed molecules is not linear. As seen from
Figs. 3.36 and 3.37b, the νCO band growth is significant at low surface coverage
and slows down at higher coverages, implying a decrease in absorption per CO.
These inconsistencies mainly arise from the fact that the high-frequency dielec-
tric constant ε∞ depends not only on the number of dipoles per unit area (surface
coverage), Ns , but also on the effective electronic charge. The latter quantity is
highly sensitive to the dielectric properties of the substrate and the microstruc-
ture within the layer (the surroundings of the adsorbed molecules). Parameterizing
an adsorbate layer by the generalized polarizability equation (1.35), instead of
the dielectric function in Eq. (1.46), and assuming that the surface is randomly
filled, Persson and Ryberg [103] (see also Refs. [65, 104]) derived the following
formulas for the band position and intensity:

ν2 = ν0
2
(

1 + α̂vθU0

1 + α̂eθU0

)
(3.29)

and ∫
I − I0

I0
dν = α̂vθU0

(1 + α̂eθU0)
2
, (3.30)
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respectively. Here, θ = Ns/N
0
s is the coverage, where Ns is the number den-

sity of the species in the adsorbate layer and N0
s is that in the outermost layer

of the substrate, ν is the frequency of the dipoles oriented perpendicular to the
metal surface, α̂v and α̂e are the vibrational and electronic polarizability of the
adsorbate, respectively, ν0 is the so-called singleton frequency, and U0 is the
lattice sum. The singleton frequency is defined as the frequency of the isolated
molecule on the surface, which interacts only with this surface. Its value can
be obtained by extrapolating to zero coverage the band frequency corrected for
chemical shifts (see below). For example, ν0 of CO adsorbed on Ir(111) in an elec-
trochemical environment (Fig. 3.37a) is 2000 cm−1, while in UHV (Fig. 3.36)
it is 2028 cm−1 [81] (this difference will be interpreted below). Comparison of
Eqs. (3.29) and (1.51) shows that the singleton frequency is a phenomenological
analog of the resonance frequency. The lattice sum U0 takes into account the con-
tributions of surrounding dipoles, their image dipoles, and the self-image dipole
in the actual adsorbate structure at complete coverage of the two-dimensional
surface lattice. The vibrational polarizability α̂v

† is expressed in terms of the
effective charge e∗, the reduced mass m∗, and the resonance frequency ν0 as

α̂v = e∗2

ε0m∗ν0
2
. (3.31)

Using Eqs. (1.35) and (1.89), the electronic polarizability α̂e
‡ can be related to

the high-frequency dielectric constant

ε∞ = 1 + Ns

d2
α̂e. (3.32)

It follows that α̂e in Eqs. (3.29) and (3.30), much like ε∞ in Eqs. (1.51)
and (3.28), takes into account screening of the external electric field by the
polarizable electronic cloud of the local environment of the dipole which results
in an attenuation of the dynamic dipole moment (depolarization) and, hence, a
decrease of the normalized band intensity per single dipole. Originated from the
contribution of the depolarization field to the local field, this effect is termed
dielectric screening. As seen from Eq. (3.30), dielectric screening is negligible at
very low θ but increases progressively toward higher θ , thereby yielding nonlinear
intensity–coverage dependences.

The Persson–Ryberg model is adequate for the systems with random
occupation of adsorption sites, for example, for CO adsorbed at 300 K on
Ru(001) [103] and at 90 K on Ir(111) [81]. However, as mentioned, the band
intensity of adsorbed NO increases linearly with coverage (Fig. 3.38), while
the position of the absorption band is practically unchanged. This suggests that
on Ir(111) the NO adlayer forms close-packed, nanoscale (or larger) clusters,
so that the “local” (microscopic) coverage remains high. The result is strong

† Typical values for CO adsorbed on transition metals are 0.2–0.4 Å3 [65, 81, 84, 85, 93, 103].
‡ Typical values for adsorbed CO are 1.5–3 Å.
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dipole coupling that is practically constant at all coverages examined. The
same interpretation was suggested for CO adsorbed on Cu (Section 7.1.2).
When clusters or a superstructure is formed during adsorption, instead of weak
next-nearest-neighbor interactions, nearest-neighbor interactions become more
important, yielding a greater contribution to the dipole sum. This effect can be
included in the Persson–Ryberg model, which was accomplished by Lauterbach
et al. [81] for quantifying the IRRAS data for CO on Ir(111). Pfnur et al. [105]
used the dependence of the band frequency and width on the cluster sizes for
estimating the cluster size from the IR spectra. Based on the features of the dipole
coupling, models of island formation have been proposed for partial oxidation of
the CO adlayer on silica gel-supported Pt catalysts [106] and low-index Pt-group
electrodes [107, 108].

Coadsorption of highly polarizable species (e.g., solvent molecules or metal
adatoms) can cause a red shift of the absorption band of the adsorbate by up
to 50–80 cm−1 [65, 84, 85, 109, 110] and an attenuation of the band intensity
by a factor of 2–20 [110]. When an oscillator is surrounded by such species,
the local electric field acting on it decreases due to dielectric screening. This is
described by substituting the electronic polarizability of the coadsorbate α̂coads

e

(α̂coads
e > α̂e) instead of that of the oscillator α̂e in Eqs. (3.29) and (3.30). If

the surrounding coadsorbate is further replaced progressively by the oscilla-
tors (θ increases), α̂coads

e is replaced by α̂e. This model allowed Weaver and
co-workers [84, 85] to reproduce the spectral dependences for CO adsorbed
at the Ir(111)–water interface. The parameters used in this simulation were
α̂e(CO) = 2.5 Å3, α̂v(CO) = 0.41 Å3, α̂v(H2O) = 0 Å3, α̂e(H2O) = 1.5 Å3, and
ν0CO = 2000 cm−1. To extend the model to an electrochemical environment (an
immersion medium), the method of Greenler and co-workers [111, 112] was
used. As seen from Figs. 3.37 and 3.38, the calculated curves describe reason-
ably the experimental data. An attempt has also been undertaken [113–116] to
explain the coverage dependence of the band frequency and intensity in terms
of a combination of the Stark effect and backdonation (Section 3.7), that is, by
the change in the surface potential by the solvent dipolar charge. However, this
hypothesis was not supported by the νCO–electric field dependences obtained by
Lambert et al. [117–119] when the interfacial electrostatic field was adjusted in
the absence of coadsorbates by applying voltages to the substrate. In the general
case, studies of the dipole–dipole interaction between adsorbate and coadsorbed
species can be hampered by coadsorption-induced alternations in the adsorbate
coordination and spatial structure (Section 3.7.6).

Dielectric screening is the specific case of another particularly interesting phe-
nomenon arising from long-range dipole–dipole interactions — the so-called inten-
sity and energy transfer. An illustration of this is the decrease in intensity and
frequency of the NO absorption band when NO is coadsorbed with CO (Fig. 3.38).
The oscillator strengths of the individual modes of α-Fe2O3 listed in Table 3.2
and the relative intensities in the spectra of the isotropic α-Fe2O3 films on Fe
obtained by IRRAS (Fig. 3.13) indicate that the intensity transfer occurs from
the strong low-frequency modes at 368 and 414 cm−1 to the weak high-frequency



3.6. DIPOLE–DIPOLE COUPLING 185

mode at 662 cm−1. As a result, the most intense band in the spectrum corresponds
to the high frequency mode with the lowest oscillator strength.

To illustrate the intensity and energy transfer in more detail, Fig. 3.39a shows
the simulated spectrum obtained by IRRAS for an ultrathin film modeled as the
sum in Eq. (1.46) of two strong oscillators (S1 = S2 = 0.2) with resonant frequen-
cies 1000 and 1100 cm−1. The intensity of the low-frequency band of the “two-
oscillator” film is quenched relative to the spectrum of the “single-oscillator”
film while the intensity of the high-frequency band increases significantly. More-
over, the frequency difference between the bands increases from that when the
modes are uncoupled; that is, band repulsion takes place. This implies that when
coupling [the summation in Eq. (1.46)] is allowed, the modes repel one another
and band intensity transfer occurs from the lower to the higher frequency mode.
This effect is absent if the oscillator strength of the lower frequency mode is
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Figure 3.39. Redistribution of seeming oscillator strengths and band ‘‘repulsion’’ in IRRAS
spectra of two-oscillator-model films 1 nm thick on Au (n̂3 = 10.84 − 51.6i) for ϕ1 = 85◦. Film
materials are represented as sum of two oscillators (solid lines) with resonance frequencies
ν1 = 1100 cm−1 and ν2 = 1000 cm−1, dampings γ1 = γ2 = 10 cm−1, and oscillator strengths
(a) S1 = S2 = 0.2, (b) S1 = S2 = 0.002, (c) S1 = 0.2 and S2 = 0.002, and (d) S1 = 0.002 and
S2 = 0.2. For comparison dashed lines show spectra in case of corresponding spatially
separated oscillators. In (b) and (c), solid and dashed lines coincide.
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weak, regardless of whether the higher frequency mode is weak (Fig. 3.39b)
or strong (Fig. 3.39c). When a negligibly weak higher frequency mode and a
strong lower frequency mode are involved, the higher frequency mode is signif-
icantly enhanced (Fig. 3.39d). It was shown by Da Costa and Coleman [100b]
that the band repulsion and the intensity transfer increase as the frequencies and
the frequently difference of the coupled modes decrease. Thus, in the spectra
of a multioscillator film obtained by IRRAS, the relationship between the band
intensities may not reflect the relationship between the corresponding oscilla-
tor strengths.

The physical origin of the suppression of the lower frequency band intensity is
more efficient screening of this oscillator by the higher frequency dynamic dipole.
The macroscopic depolarization field arising from the accumulation of charge at
the film surface mediates any interaction of these oscillators, which no longer
vibrate independently: Each oscillator experiences a macroscopic depolarization
field arising from the other. As a result, due to larger polarizabilities and weaker
restoring forces, the low-frequency modes are screened by the high-frequency
ones but not vice versa.†

Intensity transfer to the high-frequency mode can cause the surface concentra-
tion of a coadsorbate or a surface structure to appear lower than it actually is. In
particular, when more than one binding site is occupied such as atop, bridging, or
threefold hollow sites, multiple bands are expected in the spectra. Since the fre-
quency of the chemisorbate decreases with increasing coordination number, the
intensity from molecules chemisorbed in the bridging or threefold hollow posi-
tion can appear less than it should [65, 120], and even the corresponding peaks
can be missing in some structures [82, 90, 121]. At the same time, if the spec-
tral regularities caused by dipole coupling are known, intensity transfer effects
can be utilized for studying different structural sites at the surface [113, 122]
and determining the degree of microscopic intermixing of coadsorbed different
molecules [84, 123]. For example, the decrease in intensity of the NO absorption
band when NO is coadsorbed with CO (Fig. 3.38b) is consistent with molecular
intermixing, although the observed nonlinear νCO–θ dependence (Fig. 3.37a)
also suggests [84] the formation of locally enriched CO regions at intermedi-
ate compositions. One can see that an “intensity transfer” can occur even when
the vibrational frequencies are substantially different (∼200–300 cm−1) provided
that the oscillating partners are closely juxtaposed.

To discriminate between dipole–dipole coupling and changes in the electronic
environment due to chemical effect, Hammaker’s method of isotopic dilution

† This can be understood using a simple two-oscillator model outlined in Refs. [65, 89b, 111, 142].
If two oscillators at the surface are coupled, they generate two modes, one in which the two oscillate
in phase and one in which they oscillate out of phase. For a positive coupling constant, the in-phase
mode has the higher frequency. If the two oscillators are identical (the singleton frequencies are
equal), the in-phase mode intensity is twice that of the single oscillator, while the out-of-phase mode
has zero intensity. If the two oscillators have different singleton frequencies, the cancellation in the
out-of-phase mode is partial, resulting in a nonzero intensity, yet smaller than that of the in-phase
mode [65].
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is often used [124]. This method involves the comparison of the absorption of two
isotopes of the same molecule. For a given coverage, the chemical environment
will be the same and, in the absence of long-range dipole–dipole interactions,
the spectrum will be independent of the ratio of these isotopes. Otherwise, the
spectrum will demonstrate some intensity transfer and changes in the band fre-
quencies, which will depend upon the isotope ratio. For example, typical data
collected from the adsorption of CO on Pt (111) [125] show a shift in the absorp-
tion band from 2065 cm−1 at low coverage to 2101 cm−1 at saturation. Varying
the 13CO–12CO ratio at constant total coverage, in accordance with Hammaker’s
method of isotopic dilution, Crossley and King [126] demonstrated that the blue
shift is caused mainly by the long-range dipole coupling, rather than by chemical
bonding effects (see also Section 7.1.2).

Dipole coupling also affects the shape of bands [93, 96–98]. Typically, nar-
row bands are considered as proof of high order of the adlayer structure, while
broad bands are associated with disorder. However, even in the cases of disor-
dered structures characterized by broad absorption bands, dipole coupling can
produce narrow resultant bands [127]. Therefore, in the absence of other argu-
ments, interpretation of a narrow band as proof of a well-ordered structure should
be careful.

The dipoles of adsorbed molecules can couple through metal substrate elec-
trons, partly contributing to the observed frequency shifts with the surface cov-
erage [92, 128]. Finally, plasma oscillations of the metal electrons in the electric
field of the IR beam (Section 1.3) can couple by an electron–hole pair creation
mechanism with the adlayer modes whose dipole moment vector is parallel to
the surface [129–132]. Being forbidden (Section 1.8.2), these modes manifest
themselves in metallic IRRAS as the so-called antiabsorption peaks (increase
of reflectance). Examples are frustrated rotations of CO on Cu(100) and frus-
trated translations of H on W(100) and Mo(100) [129, 130]. This effect, however,
should not be considered as the exception from the SSR for metals.

3.7. SPECIFIC FEATURES IN POTENTIAL-DIFFERENCE IR SPECTRA
OF ELECTRODE–ELECTROLYTE INTERFACES

According to electrochemical theory, the kinetics of an electrochemical reaction is
controlled by the potential drop between the solid and solution phases [133–136].
A dynamic zone extending in both directions from the electrified interface over
which this drop exists is called the double layer (DL) of charge. The DL in the
solution is made up of adsorbed and solvated ions (molecules) and solvent. Its
dense part, which is referred to as the Helmholtz layer (HL), plays the major
role in the interfacial processes. At low ion concentration, there is also a dif-
fuse layer (Gouy layer) in the solution. The countercharged part of the DL in
a metal electrode is comprised of a “skin” layer with an excess or a deficit of
electrons. The DL in a semiconductor electrode is called the space charge layer.
It consists of an accumulation, depletion, or inversion layer with an excess or a
deficit of electrons or holes and ionized donor or acceptor states, depending on



188 INTERPRETATION OF IR SPECTRA OF ULTRATHIN FILMS

the semiconductor properties and the position of the Fermi level at the surface
relative to the band edges [137–139]. All of these components of the DL are
sensitive to the potential drop and can interact with IR radiation. In addition, the
IR spectra measured in situ of the electrode–electrolyte interface exhibit a num-
ber of features associated with artifacts due to disadvantages of the techniques
employed. Correct band assignment in such a complex spectrum, while not triv-
ial, is possible since the spectral features of different nature depend on potential
in different ways and, in some cases, have specific appearance. IRRAS has been
treated thoroughly in recent reviews [113, 140–145], while ATR has been dis-
cussed in Refs. [146, 147]. The results of these will be summarized below and
supplemented by additional data.

Typically, a potential-difference spectrum of the electrode–electrolyte
interface presents negative, positive, and bipolar bands and smooth background
absorption, which are due to all species in the path of IR radiation that are affected
by the electrode potential (Figs. 3.40, 3.43a, 4.47a, 4.50a, 7.45, and 7.47). In
addition to the absorption bands that reflect change in the population in the HL
of reagents/products for the reaction under study, these may include the bands
due to (1) the electrolyte species in the diffuse layer, (2) the electrolyte species
in the HL, (3) the reagent/product species whose absorption (parameters of the
elementary oscillators) is modulated by potential and coadsorption of electrolyte
species, (4) delocalized and localized charge carries, and (5) optical effects of
various nature. Consider these effects in more detail.

1150 950 1150 950 1150 950
Wavenumber, cm−1

p
-P

ol
ar

iz
at

io
n

s
-P

ol
ar

iz
at

io
n

a b c

R/R0 = 0.05

Figure 3.40. The s- and p-polarized SNIFTIRS of adsorbed phosphate species on Au(111)
electrode taken for different solutions: (a) 0.005 M KOH, 1.5 × 10−2 M KH2PO4; (b) 0.01 M KOH,
1 M KF, 1.5 × 10−2 M KH2PO4; (c) 0.05 M KOH, 1.5 × 10−2 M KH2PO4; reference potential:
E0 = 0.03 V versus Pd/H2; sample potentials: (a,b) E = +1.1 V versus Pd/H2; (c) E = +1.2 V
versus Pd/H2. Spectra were measured with Bomem DA-8 FTIR spectrometer equipped with
MCT detector. Each spectrum is average of 1000 × 15 scans. Reprinted, by permission, from
M. Weber and F. C. Nart, Electrochim. Acta 41, 653 (1996) p. 655, Fig. 1. Copyright  1996
Elsevier Science Ltd.
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3.7.1. Absorption Due to Bulk Electrolyte

One of the most serious problems in interpreting spectra of the solid–liquid inter-
face is the problem of distinguishing the absorption that is due to bulk electrolyte
from the total absorption. The importance of this has recently been demonstrated,
for example, for bisulfate adsorbed on Pt [141, 148–150]. This problem does not
arise in the ATR-SEIRA technique, whose sensitivity is on the order of one to two
monolayers, but is especially critical for thin-layer cells that are characterized by
rather large time constants (Section 4.6.2). For example, a competitive adsorp-
tion of hydroxyls/protons [151, 152] or Faradaic reactions such as reduction of
oxygen [153] causes protons to be consumed (released) at the interface, which
may change the hydrolysis state of solvated (buffer) species, giving rise to strong
bands overlapping with the bands of the adsorbate. Figure 3.40 shows s- and
p-polarized subtractively normalized interfacial FITR spectroscopy (SNIFTIRS)
spectra of the Au(111)–(0.015 M KH2PO4) interface in a series of electrolytes
[(a) 0.005 M KOH, (b) 0.01 M KOH and 1 M KF, and (c) 0.05 M KOH] dur-
ing a potential step from 0.03 V (where no phosphate adsorption is expected) to
1.2 V (SHE). The spectra are represented as the ratio between the sample (R) and
the reference (R0) spectra. Thus a loss of any species results in a positive spec-
tral feature, and a gain of any species results in negative bands. The s-polarized
spectra show positive bands that correspond to the solution species. Based on
what would be expected from an increase in the pH in the series (a), (b), and
(c), the spectra are assigned to (a) H2PO4

− (1157 and 1078 cm−1) and HPO4
2−

(1076 and 988 cm−1), (b) HPO4
2−, and (c) PO4

3− (1010 cm−1). The p-polarized
spectra for (a) and (b) are complex, containing components from both adsorbate
and solution. In case (a), there are positive bands at 1077 and 988 cm−1 due to
HPO4

2− (whose concentration decreases in the diffuse layer at the sample poten-
tial), and negative bands at 1157 and 1078 cm−1. By comparing these spectra with
the s-polarized spectrum, these bands were attributed to changes in the solution
arising from a shift in the equilibrium between HPO4

2− and H2PO4
− during the

potential step [151]. In case (b), the solution is responsible for a weak negative
band at 1078 cm−1 in the p-polarized spectrum, in addition to the positive bands.
In case (c), the p-polarized spectrum is practically free from interference with
the solution spectrum, since the high concentration of hydroxyls in the solution
provides fast replenishment of hydroxyls that are adsorbed.

The above example demonstrates that interference with the solution spec-
trum can be reduced considerably by use of an appropriate buffer that has high
concentration of coadsorbed species and no absorption bands in the spectral
region under study (see also Refs. [154, 155]). The solution bands can be dis-
tinguished in p-polarized in situ IRRAS by comparison with the s-polarized
spectra in which only the absorption bands of the species in solution are present
(Section 1.8.2). However, since the SSR holds at a distance of ∼1 µm out into
the solution from the metal surface, this approach can be inefficient. In this case,
apart from using other means (vide infra), one can resolve the contribution of bulk
solution comparing the dependence of s- and p-polarized spectra on the buffer
concentration [156]. Comparison with the reference spectra of the electrolyte
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components can be useful, in any case (e.g., see the spectrum analysis pro-
cedure in Refs. [157–159]). The bulk solution spectrum may be experimen-
tally disengaged by employing flow cell tactics (Section 4.6.2) or a modulation
method (Sections 4.7 and 4.9.2), and correlation analysis (Section 3.8). In other
approaches, the potential dependence of the band center is analyzed: Contrary
to bulk solution species, the bands of an adsorbed species may be specifically
subjected to the Stark effect at a fixed surface coverage (see below), dipole
coupling (Section 3.6) at changing coverage, or a donating/backdonating effect
(see below).

Due to the diffusion, production, and consumption of IR-active species, results
from the potential-difference experiments may be difficult to interpret when
Faradaic reactions are studied. Using oxidation of glucose on Pt(100) in per-
chloric acid as an example, Faguy and Marinkovic [160] showed that the spectra
measured upon a single and multiple alternation of potential can be rather differ-
ent. Because of the large time constant of thin-layer cells, SNIFTIRS probes the
diffuse layer when its composition still changes at both the reference and sample
potential, which leads to a suppressed intensity of the bands due to accumulation
of ClO4

− and depletion of glucose in the diffuse layer.
If absorption due to electrolyte in the diffuse layer does not interfere with that

of the adsorbate, analysis of the electrolyte spectrum may be useful, for example,
in determining the actual pH at the interface [161, 162] (with an accuracy of 10−4

pH [163]) and studying redox reaction in electrolyte. This has been used, for
example, to probe products of the successive reduction of the heteropolyanions
SiW12O40

4− or PW12O40
3− at a Ge electrode [164], the oxidation of ferrocyanide

on n-GaAs [165], and the anodic decomposition of water and various organic
solvents on TiO2 [166–169]. Provided that diffusion in and out of the thin layer
is slow on the time scale of the potential change, the intensities and signs of the
electrolyte bands in the s- [170] and p- [65, 84, 85, 154] polarized spectra can
be used for quantifying the potential-dependent surface coverage (the surface
excess) of the adsorbate. Analysis of the absorption due to electrolyte species
allows gaining insight into the DL structure (Section 7.6) and even detecting IR
nonactive species (Section 3.7.2).

3.7.2. (Re)organization of Electrolyte in DL

The IR spectra measured in situ are sensitive to (re)organization of electrolyte
(both solute and solvent) species in the DL. On the one hand, this can pro-
vide unique information about the DL structure and, on the other hand, it can
complicate determination of the spectrum baseline. The spectral changes asso-
ciated with reorientation of an electrolyte species can be distinguished by using
the corresponding SSR (Sections 1.8 and 3.11.4), as shown in the IR studies of
perchlorate [157–159, 171], Cr(DMSO)6

3+ [157], sulfate [172], bisulfate [173],
nitrate [158] ions at Au, tetraethylammonium ions at Pt [151], perchlorate ions
at Ge [174, 175], and ferri/ferrocyanide at Si [176]. The situation is compli-
cated when an electrolyte species with degenerate IR-active modes appears in
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the DL [115, 174, 177] or forms complexes with products of the electrochemi-
cal reactions [178]. In this case, the degeneration can be canceled, resulting in
band splitting.

A second-order effect that contributes to the in situ IR spectra consists of
change in the interfacial structure of solvent, including the coordination to the
surface, solute, and self-organization. Correlation between the structure of sol-
vent and the HL ionic composition and the electrode surface properties is a
considerable objective not only in electrochemistry but also in other numerous
areas of science and technology dealing with surface modification. A number of
systems have been studied to date, including acetonitrile [110, 115, 159, 179],
acetone [110, 179], methanol [110, 180], and benzene [110] at a Pt electrode.
However, particularly interesting but yet little understood is the most common
solvent, water.

IR spectra of the water molecules at electrified interfaces are sensitive to
the applied potential which controls the manner of the water adsorption and
the strength of the water–surface bonding [181, 182]. In addition, it is now
well understood theoretically [182–185] and confirmed using vibrational spec-
troscopy [186–189] that water forms an extensive three-dimensional network,
and small localized perturbations in the chemical potential of water induce com-
pensating changes in its properties that can propagate through the network over
considerable distances from the point of origin of the perturbation. Water near
a nonpolar surface has a high interfacial energy, and the chemical potential is
equilibrated by an increase in the partial molar volume (a decrease in the water
density). Water accomplishes this by forming a more complete icelike three-
dimensional network of self-associated molecules near the surface than in the
bulk water. The resulting energetic effect causes H bonds near a hydrophobic
surface to break and may even move water away from the surface, leaving only
a thin vapor interlayer (essentially the effect of drying) [190, 191]. Conversely,
the H bonded network of water near a surface bearing Lewis sites that can com-
pete with the self-association of water molecules collapses, causing an increase in
the chemical potential that accommodates the decreased interfacial energy. This
results in an increased density of water. Thus, the degree of self-association and
the local density of water scales with the wettability of the surface. However, the
influence of the solid extends over three water layers [192].

A pioneering IR spectroscopic study of interfacial water at a platinum electrode
was reported by Bewick and co-workers [193]. Habib and Bockris [194] studied
the potential dependence of the OH stretching band intensity at a platinum elec-
trode using PM-IRRAS. Nuzzo et al. [195a] reported IRRAS of artificial quasi-
boundary water on hydrophilic and hydrophobic surfaces of SAM-functionalized
gold substrates. In both cases, the spectra testified that at temperatures <120 K
water is in amorphous solid state, while at >130 K it is polycrystalline ice. The
band of “free” hydroxy groups at 3700 cm−1 was observed for both substrates.
However, its intensity was substantially higher for water on the hydrophilic sur-
face. The same strategy was used by Bensebaa and Ellis [195b] and Engquist
et al. [195c–195e]. A decrease in the number of H bonds to hydrophobic (covered
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by SAMs) substrates was detected by IRRAS when the D2O overlayer was
annealed from amorphous ice at 100 K to polycrystalline-like ice at 140 K [195d].
The spectral changes accompanying the structural transition were consistent with
a change from a mainly flat overlayer to condensed three-dimensional clusters.
These microscopic ice clusters qualitatively mimicked the shape of macroscopic
water drops on the same SAMs. Faguy and Richmond [196] demonstrated that
a combination of in situ real-time polarization modulation (RTPM) (Section 4.7)
and conventional potential-difference spectroscopy (SPAIRS) allows better dis-
crimination between surface and bulk water absorption. In the case of a copper
electrode with adsorbed imidazole, these authors observed a distinct difference
in the RTPM spectra of the interfacial water as compared to those for adsorbed
glucose and thiocyonate. It was suggested that this difference can be ratio-
nalized in terms of different hydrophilicity of the electrode surface. Specific
changes in the δH2O band intensity and position in the in situ ATR spectra of
the PbS–electrolyte interface upon adsorption of a hydrophobizing reagent are
discussed in Section 7.5.2.

One can expect that water coordinates to a metal electrode through hydrogen
or oxygen at potentials below and above the potential of zero charge (PZC),
respectively, and forms icelike clusters near the PZC. To differentiate between
these structures, the νOH band position can be used: the band shifts downward
in the order O-down (>3400 cm−1) > icelike structure (∼3200 cm−1) > H-down
(2900–3100 cm−1) (Table 3.4). Applying this correlation to the spectra of water
adsorbed on the Pt(111)–0.1 M HClO4 interface measured by in situ IRRAS,
Iwasita and Xia [197] found that at +0.35 V (SHE) water orientation changes
from H-down to O-down, indicating that the PZC of Pt(111) is close to this
value. Similar results were earlier obtained by Toney et al. [192] for an Ag(111)
electrode but with in situ X-ray scattering techniques. In the case of O-down
coordination, the red shift of the δH2O band was found [181] to scale with
strengthening of the water–metal interaction unless the intermolecular H bonding
is very strong. The largest downward shift (to 1520–1560 cm−1) was observed
for the water molecules adsorbed at the Ru(001) surface in UHV [181a]. Since the
δH2O band position is at 1600 cm−1 and 1610 cm−1 for Hg [156c] and Au [171]
electrodes, respectively, it can be concluded [156c] that the water–metal bond
weakens in the order Ru > Hg > Au. The red shift of the δH2O band can be
attributed to donation of electron density from the partly nonbonding 3a1-orbital
of water (lone pair electrons) to the metal [181]. This orbital partly occupies a
position between the two H atoms, producing a screening effect on the proton
charges. As a result, donation of 3a1-electrons causes an increase in the H–O–H
angle and a consequent decrease in the δH2O frequency. The donation is also
consistent with the red shifts of both the stretching and bending modes that were
observed for the adsorbed water on the Pt(111) electrode as the electrode potential
was increased from the PZC up to the onset of dissociation [197].

Ataka and co-workers [171] have presented the following interpretation of the
absorption bands of water in the ATR-SEIRA spectra of the Au–0.5 M HClO4

interface measured in the DL region from +0.1 to +1.3 V (SHE) (Fig. 3.41).
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Figure 3.41. Proposed orientations of water at potentials (a) slightly higher than PZC, (b) below
PZC, and (c) much higher than PZC. ATR-SEIRA of water at Au thin-film electrode in 0.5 M
HClO4 at average potential of (1) +0.12, (2) +0.77, and (3) +1.22 V (SHE). Spectra were acquired
using Bio-Rad FTS-60A/896 FTIR spectrometer with resolution of 4 cm−1 during one potential
sweep from 0.1 to 1.3 V at rate of 5 mV · s−1. Each spectrum was obtained during 15 s by
coadding 100 interferograms. Therefore, indicated potentials are averages of every 75-mV
interval. Reference spectrum obtained at +0.1 V. Spectrum (4) is transmission spectrum of
0.5 M HClO4. All spectra are shown by scaling strongest bands to be equal. Adapted, by
permission, from K. Ataka, T. Yotsuyanagi, and M. Osawa, J. Phys. Chem. 100, 10664 (1996),
p. 10667, Fig. 5. Copyright  1996 American Chemical Society.

The bands at 3200 and 1642 cm−1 are observed at a potential slightly higher
than +0.55 V (PZC) (Fig. 3.41, curve 2). Because these peaks dominate in the
spectra of ice, they have been attributed [171] to the coupled symmetric OH
stretch mode of tetrahedrally H coordinated (highly ordered) water molecules
(Fig. 3.41, structure a). The sharp peak at 3612 cm−1 has been assigned to the
dangling (free) bonds in the first monolayer of an icelike structure at the positively
charged electrode surface. The positions and narrow widths of the bands at ∼3500
and 1612 cm−1 in the spectrum measured at a potential below the PZC (Fig. 3.41,
curve 1) correspond to weak intermolecular H bonding when water interacts with
the metal surface via a lone pair on oxygen (Fig. 3.41, structure b). These bands
also indicate disorder in the molecular arrangement of water. A broad weak band
at ∼1710 cm−1 is due to the doubly degenerate δasOH mode (ν4a) of hydronium
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ion (H3O+). Asymmetrically H bonded water molecules [when only one OH
moiety is H bonded to another water molecule (Fig. 3.41, structure c)] associated
with electrolyte anions at the interface give absorption bands at 3300–3500 and
1648–1650 cm−1 (Fig. 3.41, curve 3).

To selectively resolve the boundary water near a nonmetal–water interface,
Hasegawa et al. [199] employed the polarized ATR at different angles of inci-
dence in conjunction with principal component analysis (PCA). The surface of
a hemicylindrical Si IRE was cleaned by use of ozone cleaner, which yielded
Si−OH species at the surface. The νOH band of the interfacial water was similar
to that in Fig. 3.41, spectrum 2 which implies that such nanometer-scale infor-
mation can be obtained on a nonmetallic surface without using the SEIRA effect.
Based on the polarization dependence, this spectrum was assigned to H-down
water that forms strong symmetric double H bonds with the hydrophilic surface.
The surface-perturbed water layer was found to be several monolayers thick, in
agreement with the X-ray scattering data [192].

The position of the absorption bands of water in the hydration spheres depends
on the origin of the ions [200] (Table 3.4, Part A). Certain correlations were also
observed between ability of adsorbed ions to structure the water of hydration
and IR spectra of interfacial water (Table 3.4, Part B). For a series of aqueous

Figure 3.42. Detection of IR-non-active species: Ga3+ ions produced by GaAs dissolution
in 0.5 M H2SO4 + 0.1 M H2O2. Change in ATR absorbance, in sulfate region, produced
by (1) addition of 0.5 M H2SO4 to pure water, (2) pH increase from 0.3 to 0.5 at fixed
total sulfate concentration, (3) addition of 20 mM Na2SO4 to 0.5 M H2SO4, (4) addition of
10 mM Ga2(SO4)3 to 0.5 M H2SO4, and (5) 1 min GaAs dissolution at open-circuit potential.
Adapted, by permission, from B. H. Erne, F. Ozanam, M. Shchakovsky, D. Vanmaekelbergh,
and J.-N. Chazalviel, J. Phys. Chem B 104, 5961 (2000), p. 5963, Fig. 4. Copyright  2000,
American Chemical Society.
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solutions of NaX (X = F, Cl, Br, I, PF6, BF4, and ClO4) a sharp absorption band
between 3600 and 3500 cm−1 has been reported [156, 188], whose frequency
decreases in the order PF6

− > BF4
− > I− > Br− > Cl−, pointing to strenthen-

ing of the H bond of the hydrating water. A specific case is that of hydronium
ion accumulated in the DL, which is characterized by a very broad absorption
band centered at about 1710 cm−1 (Fig. 3.41, curve 1) and a weak feature at
1150 cm−1 [225, 200]. Coadsorption of metal atoms (ions) also red shifts the
νOH frequencies of adsorbed water. The shift is weakest for Cs+ (<30 cm−1

for νOH [201]) and strongest for K+ (∼500 cm−1 for νOH [202, 203] and
250–350 cm−1 for νOD [113, 115, 116]), which is consistent with the strongest
Stark effect in the latter case due to the formation of the K+ . . . e− “dipole” [113,
115, 116]. One interesting phenomenon is the adsorbate-induced hydrophilicity
reported by Kizhakevariam et al. [203], in which adsorbed chlorine atoms (prob-
ably as Clδ−) cause the thermal stabilization of large numbers (4–13 per Cl) of
water molecules on Ag(100). Some evidence for mutual solvation of Clδ− –K+
pairs was obtained non situ for the Pt(111)–water interface. Supplemental data
on absorption of interfacial water can be found in Table 3.4. Comparing IR
band positions collected in Table 3.4, it should be taken into account that the
data obtained under different measurement conditions can differ due to optical
effect. In particular, the δH2O band of water measured by ATR in the IRE–Pt
layer–water system (Kretschmann’s configuration) is distorted [61a], as in the
case of adsorbates (Figs. 3.23 and 3.67). The baseline is higher at the lower
wavenumber side of the band and there is a steep offset at the higher wavenum-
ber side. Also, the δH2O band maximum shifts from 1641 cm−1 without Pt to
1617 cm−1 with 20 nm Pt on a 45◦ Ge IRE. Calculations showed that the band
shape strongly depends on the optical constants of the IRE and metal film and the
metal film thickness. The distortion increases with increasing thickness and the
refractive index of the thin metal film and with decreasing the refractive index
of the IRE, getting more pronounced when approaching the critical angle.

An example of misinterpretation of the absorption of interfacial water has been
discussed by Chazalviel and Ozanam [204]. The in situ ATR spectra of the silicon
surface rinsed in HF solutions of increasing concentration exhibit a decrease of
the νSiH band at ∼2100 cm−1 and a new band at ∼2230 cm−1. The latter was
initially assigned [205, 206] to the SiH2F2 surface groups. However, the latter
band is more likely to be due to the combination (δ + ρ) mode of the interfacial
water, as it is present in the ATR spectra of the Ge/HF–solution interface as
well. This band appears to be very sensitive to the degree of organization of
the water. It is located at around 2125 cm−1 in pure water (Fig. 1.4) and shifts
to 2270 cm−1 in ice, with a corresponding increase in intensity. Chazalviel and
Ozanam have shown that if the background correction is made using the ATR
spectra of the Ge/HF–solution interfacial water, then the hydrogen coating of Si
is unaffected by the increasing HF concentration.

Careful analysis of the electrolyte absorption allows one to detect IR-non-active
species in the DL. An example that demonstrates the utility of this property is the
IR study by Chazalviel and co-workers [146, 147, 178] of the Ga3+ ions produced
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by the dissolution of GaAs in an acidic sulfate medium. Curves 1–4 in Fig. 3.42
present the ATR spectra of reference solutions. Addition of Na2SO4 (curve 3 in
Fig. 3.42) leads to an identical increase of the SO4

2− and HSO4
− concentrations,

whereas addition of Ga2(SO4)3 (curve 4) leads to an increase of SO4
2−, due to

preferred association of Ga3+ with the SO4
2− anions. The latter effect is also

manifested by the small peak at 980 cm−1, attributable to the breathing mode of
SO4

2−, which becomes weakly IR active due to symmetry breaking. Spectrum 5
in Fig. 3.42 measured in situ at the GaAs–electrolyte interface is a combination
of spectrum 4 and the spectrum of sulfate ion (curve 2), which provides evidence
for an increase in pH and Ga3+ formation. It is possible to apply this method
quantitatively provided the IR signals in solution are preliminarily calibrated.

Thus, the IR spectra measured in situ are affected by a change in composition,
concentration and reorganization of electrolyte ions in the path of the IR radiation,
and reorganization of the solvent that solvates these ions and the surface.

3.7.3. Donation/Backdonation of Electrons

Upon adsorption onto a metal, lone-pair electrons of the adsorbate may be donated
to empty metal orbitals of appropriate symmetry (σ -type overlap). Alternatively,
the metal may backdonate electrons from filled d-orbitals to the lowest unoccu-
pied molecular orbitals (LUMO) on the adsorbate. When a molecule is adsorbed
onto a clean, uncharged metal surface, its vibrational frequency may decrease
from the frequency of the free molecule if the LUMO is antibonding and the
backdonation is dominant. When the charge on the metal is made negative, the
bond is weakened due to further backdonation and the band frequency further
shifts to lower wavenumbers. Backdonation to the empty π*-orbitals is typi-
cal for CO adsorbed on Pt electrodes [107, 202, 207], where it favors filling
bringing rather than terminal sites. If the donation interaction is dominant, the
mode frequency changes depending on the bonding character (localization) of
the lone pair and the vibration form. Since the upper filled 5σ -orbital of CO is
slightly antibonding, the νCO frequency increases upon the donation [104], while
both the νOH and δH2O bands of the O-down adsorbed water shift toward lower
wavenumbers (Section 3.7.2). The donation effect is observed with an increase in
potential, because the Fermi level of the electrode is downshifted as the potential
is increased with respect to the molecular levels. However, the situation is not so
simple [208]: The electrode potential influences many factors that determine the
absorption frequency of the CO stretching mode, such as the electronic interac-
tions (donation and backdonation), Stark effect (see below), the steric repulsion,
and adsorption geometries, which affect in different manners the frequencies of
CO adsorbed in different configurations. As a result, it is almost impossible to
decompose the observed frequency shift into each contribution experimentally
without theoretical consideration.

3.7.4. Stark Effect

The potential drop across the Helmholtz layer (the dense part of the DL) typi-
cally ranges from 0.1 to 1 V, and because this occurs across a very short distance
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(nanometers) the field strength may be up to 108 –109 V · m−1. Such fields may
be strong enough to perturb vibrating dipoles [118, 119, 202, 209]. This so-
called vibrational Stark effect can manifest itself in the in situ IR spectra of
adlayers at fixed coverage as a linear blue shift† of the band with increasing
electrode potential. Typical values of the frequency shifts are 30 cm−1 · V−1 for
CO at polycrystalline Pt [210], 10–20 cm−1 · V−1 for CN− and SCN− on poly-
crystalline Pt and Pd [211], and 190 cm−1 · V−1 for carbonate ions [212]. This
effect can be accompanied by a decrease in the band intensity, as observed in
the spectra of CN adsorbed on Pt(111) at potentials higher than the potential
of the transition from N- to C-bound species (in the latter the dipole moment
is oriented against the electric field [213]). Application of a strong static elec-
tric field can distort polarizable electrons in a molecule, resulting in an induced
dipole moment perpendicular to the metal surface (exciting of a forbidden mode),
such as occurs in pyrene [214, 215] and tetracyanoethylene [216] on a Pt elec-
trode. The Stark effect can be first or second order for a molecule with a static
dipole moment or inversion symmetry (e.g., SO4

2− [217]), respectively [218].
Unfortunately, in practice, it is difficult to ascribe a priori the observed potential-
dependent frequency shift to either the Stark effect or backdonation [140, 202].
Moreover, ab initio and semiempirical calculations based on these hypotheses are
unable to describe the experiment, as neither model can account for the relatively
large shifts observed [219]. The “chemical model” does not explain the effects
observed when the electrolyte is varied, and the “pure” Stark effect model is
inconsistent with the data for CO-saturated Pt [220]. To distinguish the electric
field effects, model calculations that take into account the structure of the double
layer have been developed [113].

3.7.5. Bipolar Bands

Thus, changing the electrode potential can change not only the population of a
species in the DL but also parameters of the elementary oscillators that character-
ize its absorption. In addition to the dipole–dipole coupling effects (Section 3.6),
a mode perpendicular to the surface at the fixed coverage can be perturbed by the
donation/backdonation and Stark effects, which results in the bipolar form of its
band. To illustrate the manifestation of these effects in the IR spectra measured
in situ, Fig. 3.43a shows a set of spectra for Ru(0001) in 0.05 M H2SO4, taken
at 0.1-V intervals, starting from −0.01 and ranging up to +0.79 V (SHE) [150].
A well-defined, bipolar peak at 1250–1280 cm−1 that blueshifts with increasing
potential is observed. As previously proposed for Pt(111) [221, 222], this band
can be assigned to adsorbed bisulfate HSO4

−(ad) or a sulfate–hydronium ion
pair. At potentials above +0.4 V, where the Ru(0001) oxidation starts, a positive-
going band at 1051 cm−1 due to the totally symmetric stretching ν1(sol) band of

† The exception is CO on some metal surfaces, where potential-induced perturbations of the surface
binding geometry result in abrupt changes in vibrational frequencies [S.-L. Yau, X. Gao, S.-C. Chang,
B. C. Schardt, and M. J. Weaver, J. Am. Chem. Soc. 113, 6049 (1991); I. Villegas and M. J. Weaver,
J. Chem. Phys. 101, 1648 (1994).]
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Figure 3.43. (a) IRRAS-SNIFTIRS obtained from Ru(0001) electrode in 0.05 M H2SO4. Refer-
ence spectrum obtained at −0.03 V versus SHE and sample spectra taken every 0.1 V, from
−0.01 to +0.79 V; 4096 scans were coadded in 16 cycles, 256 scans each; resolution was
8 cm−1. Spectra are offset for clarity. (b) Same spectra after adding spectrum at reference
potential of −0.03 V. Reprinted, by permission, from N. S. Marinkonic, J. X. Wang, H. Zajonz,
and R. R. Adzic, J. Electroanal. Chem. 500, 388–394 (2001), pp. 391, (Fig. 3) and 392 (Fig. 5).
Copyright  2001 Elsevier Science B.V.

the HSO4
− species in solution appears in the spectra, while the negative-going

part of the bipolar band centered at 1248 cm−1 becomes most pronounced.
To interpret these features, one needs to recall that the in situ spectra are differ-

ential (i.e., are related to the spectrum taken at some potential) (Section 4.6.4). A
unipolar, potential-dependent band is obtained in a potential different spectrum if
adsorbed species are present at a sample potential Es and absent at the reference
Er . If the adsorbed species is present at both potentials and the frequency of its
mode is potential dependent, this mode is characterized by a bipolar band. The
absence of a band indicates the lack of a measurable change in the population
or the parameters of the elementary oscillators of the mode associated with this
band. Since the spectra are represented in −,R/R units, features pointing up
are due to species gained at the sample potential (Section 4.6.4).

The bipolar shape of the band in the 1250–1280-cm−1 range due to adsorbed
bisulfate implies that a substantial coverage of bisulfate is attained already at the
reference potential of −0.03 V and does not change up to +0.39 V. The pres-
ence of the adsorbed bisulfate is manifested only by the Stark and/or donation
tuning; otherwise the absorption would be invisible. The surface oxidation at
potentials higher than +0.4 V causes desorption of bisulfate and the correspond-
ing increase in concentration of bisulfate anion in the diffuse part of the DL. This
is responsible for the observed increase in the negative lobe of the bipolar band
at 1248 cm−1 and the appearance of the positive band at 1051 cm−1 at potentials
equal to or higher than 0.49 V.
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Since bipolar bands are difficult to analyze quantitatively, Marinkovic
et al. [150] suggested a numerical procedure to transfer such a band into the
unipolar one. The procedure is based on the fact that the reference spectrum is
the same for a set of potential-difference spectra. Therefore, the three parameters
of the elementary oscillator for a band in the virtual absolute spectrum taken at
the reference potential can be obtained by fitting the potential-difference spectra
of the adsorbate at almost the same coverage. Figure 3.43b shows the sum of the
measured potential difference spectra and the reconstructed “absolute” absorption
band of the bisulfate adsorbed at the reference potential A−0.03. In this way,
the unipolar band near 1280 cm−1 represents the absorbance of the adsorbed
bisulfate. It is now obvious that the bisulfate adsorption occurs over the whole
potential region investigated. The weak intensity of the bipolar band at −0.01 V
in Fig. 3.43a results from a small band shift in the potential range from −0.03
to −0.01 V rather than from the onset of adsorption of bisulfate. Analogously,
the lack of a positive-going band near 1280 cm−1 at potentials above +0.49 V
results from a red shift of the center frequency in the −,R/R spectra, due
to a replacement of the adsorbed bisulfate by hydroxyl species (dipole–dipole
decoupling), not from a complete desorption of bisulfate.

3.7.6. Effect of Coadsorption

Comparing spectra measured in situ and ex situ, one should bear in mind that
coadsorption of a solvent species can change the spectrum of the adsorbate in
terms of the band position, intensity, and width and cause the band splitting.
The effect of solvent on IRRAS of adlayers has been studied using the so-called
non situ strategy, or UHV double-layer modeling, developed by Sass and co-
workers during the 1980s [223, 224] and Weaver and co-workers (see review in
Ref. [113]) and Ito and co-workers [225–227] during the 1990s. The approach
consists of modeling the DL in UHV by dosing onto a clean metal surface of
the DL components (solvent, reagent, and electrolyte ions). It was found [110,
115, 116, 120] that solvation of a saturated CO adlayer with methanol, ace-
tonitrile, acetone, benzene, and ammonia results in attenuation, broadening (by
5–20 cm−1), and red shift (by 15 cm−1 for water and 50 cm−1 for ammonia) of
the atop and bridging νCO bands from the case of UHV surroundings. As for bulk
solvation, the broadening can be associated in part with vibrational and orienta-
tional relaxation [228]. The red shift and intensity attenuation can be explained
by dipole–dipole coupling (Section 3.6) and/or a combination of the electrostatic
Stark effect with a solvent-induced increase in the dπ → 2π∗ backdonation [110,
113, 115, 116, 120]. Significantly higher saturation coverage of CO adsorbed on
Pt(111) at low potentials (θ = 0.75) as compared to the case of UHV (θ = 0.5)
implies stabilization of a compression CO structure by water coadsorption [227,
229]. At the same time, this effect is not observed for Ir(111) [85]. Solvation
of CO [110, 113, 115, 116, 118, 120] or NO [114] adlayers at low coverages
can cause displacement of atop configuration by bridging and/or threefold hollow
configuration. This effect was explained [110] by a more favorable electrostatic
interaction between the multidentate configuration and adjacent oriented solvent



206 INTERPRETATION OF IR SPECTRA OF ULTRATHIN FILMS

species than in the case of the less polar atop geometry. The absence of solvent-
induced site transfer for saturated CO adlayers was attributed [113] to the fact
that the solvent molecules are constrained to lie on top of such an adlayer, rather
than be coadsorbed alongside the admolecules. Coadsorption of potassium with
CO and a solvent on Pt(111) induces a red shift of the atop and bridging νCO
bands [116]. This shift was shown [115, 116] to be consistent with the Stark
effect, which is modified by charging the surface negatively via formation of a
K+ –electron pair. In the case of ammonia, K+ cations cause reorientation [230].

3.7.7. Electronic Absorption

Infrared radiation interacts not only with the vibrational excitations of the material
but also with the free carriers (Section 1.2), creating phenomena such as free-
carrier absorption, excitation across the energy gap, exciton transitions, or light
scattering by free electrons [231]. Analysis of these phenomena can clarify the
mechanism of charge transport across the semiconductor–electrolyte interface,
which can take place either through changes in the space charge and the associ-
ated band bending or through changes in the population of electronic interface
states [146, 147].

If the concentration of free carriers in the space charge layer of a semiconduc-
tor electrode changes upon scanning of the potential, the background absorption
also changes [232–234]. Such an absorption is referred to as Drude absorption
(DA) (1.3.22◦). The ATR method was developed by Harrick in connection with
measurements of DA [235]. The in situ ATR spectra of the interface between
a low-doped n-type Ge electrode and 1 M HClO4 during negative and posi-
tive scans are shown in Fig. 3.44a [175, 174]. Besides weak bands at 1100 and
∼1630 cm−1 from the solution, a positive band at ∼2000 cm−1 (hydrogen vibra-
tions), and a negative band at 3200 cm−1 (vibrations of surface hydroxyls and
coadsorbed water), a smooth increase in the background toward lower wavenum-
bers associated with DA is observed.

More accurate conclusions can be drawn if DA is evaluated as a deviation
of the background absorption at a specific wavenumber [236, 237]. The same
is true if DA is simply measured through an optical filter without scanning
the interferometer [238], and afterward calibrated in terms of the changes in
free carrier concentration, if the doping level of the semiconductor and free-
carrier IR cross section are known [234]. In general, at increasing potential,
the DA will be positive if holes are added to the space charge layer (onset of
the accumulation regime in the case of a p-type semiconductor or onset of the
inversion regime for a narrow-band n-type semiconductor) and negative when
electrons are subtracted from the space charge layer of a n-type surface. In the
absence of any surface effect, a steep increase of free-electron concentration is
expected during the negative potential scan for an n-type semiconductor electrode
at the flat-band potential, which is typically more negative by Eg/e than the onset
of the inversion regime during the positive scan [238, 239].

The difference of the spectra of holes and electrons in Ge, which is
caused by the presence of intravalence band optical transitions in the former
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Figure 3.44. (a) ATR-SNIFTIRS (p-polarization) for (100) Ge surface in 1 M HClO4 electrolyte
at −1.025 V (Saturated calomel electrode, SCE) during negative scan (lower trace) and at
−0.225 V (SCE) during positive scan (upper trace). Smooth background at low frequencies
arises from free-electron and free-hole absorption, respectively. (b) ATR spectra (p-polarization)
taken using Bomem MB 100 FTIR spectrometer at 4 cm−1 resolution during potential scan.
Reference spectrum was obtained at positive potential bound. Spectra were recorded every
5 s by averaging three interferograms. Full potential scan was repeated typically 30 times,
and spectra of various scans recorded at same potentials were coadded to improve SNR.
Smooth background corresponding to free-carrier absorption present in (a) was subtracted
from spectra. Adapted, by permission, from F. Maroun, F. Ozanam, and J.-N. Chazalviel, Surf.
Sci. 427–428, 184 (1999), p. 185, Fig. 1 and p. 188, Fig. 3. Copyright  1999 Elsevier Science
B.V.

case (Fig. 3.44a), allows one to differentiate the DA of holes and electrons.
Figure 3.45b shows DA recalculated into the surface concentration of free
electrons and holes as a function of potential. During the negative scan, the
free-electron concentration increases smoothly, with maxima at the onset of the
α, β, and γ peaks in the voltammogram (Fig. 3.45a), which were attributed
to the formation of the GeH2 and GeH species and breaking of the Ge–Ge
bond by penetrated hydrogen, respectively. A steep increase in absorption by
free electrons is observed at the onset of hydrogen evolution. During the positive
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Figure 3.45. (a) Current–voltage curve of (100) Ge electrode in 1 M HClO4 electrolyte taken
when spectra shown in Fig. 3.44 were measured. Scan rate 10 mV · s−1. (b) Free-electron and
free-hole absorption during potential scan under same conditions as in Fig. 3.43. Adapted, by
permission, from F. Maroun, F. Ozanam, and J.-N. Chazalviel, Surf. Sci. 427–428, 184 (1999),
p. 185, Fig. 1 and p. 188, Fig. 3. Copyright  1999 Elsevier Science B.V.

scan, free-electron concentration drops to zero when no hydrogen is evolved, and
a free-hole peak is observed at the anodic peak onset. The shift in the band edge
that is observed has been attributed predominantly to a change in the surface
charge balanced by an ionic charge in the electrolyte, rather than to a dipolar
effect associated with the GeH-to-GeOH substitution favored in the literature.

Erne et al. [240] have recently shown that the potential dependence of the
DA under the depletion conditions is similar to the Mott–Schottky line, which
allows determination of the flat-band potential of the electrode. Other examples
of employing DA in spectroelectrochemical studies are analysis of the relaxation
process of free carriers in semiconductor electrodes [241] and elucidating the
mechanisms of interfacial processes (Section 7.5).

Because of another structure of the energy bands, charge carrier absorption
in conducting polymers is characterized by a more complex absorption.
For illustration, Fig. 3.46 shows IRRAS of conducting polythiophene films
70–100 nm thick on Pt in acetonitrile [242]. The spectra are represented in
,R/R units, with the negative-going bands representing species gained at the
sample potential. The main negative-going features of these spectra are a broad
absorption at wavenumbers above 1500 cm−1 and several bands in the 1500–700-
cm−1 region. These features are assigned to (bi)polaron-type charge carriers: The
broad absorption in the high-wavenumber region is due to transition from the
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Figure 3.46. In situ IRRAS of poly-(3-methyl thiophene)(ClO4
−) film in Bu4NClO4 in acetonitrile

at +0.35 V (with offset of −0.1 reflectance units) and poly-(3-methyl thiophene)(PF6
−) film in

Bu4NPF6 in acetonitrile at +0.65 V. Reference spectrum recorded at −0.35 V. Spectra were
recorded using Bruker IFS-113v FTIR spectrometer with MCT detector. Spectral resolution
was 4 cm−1 and number of scans for each spectrum was 128. Reprinted, by permission, from
E. Lankinen, G. Sundholm, P. Talonen, T. Laitinen, and T. Saario, J. Electroanal. Chem. 447,
135–145 (1998), p. 141, Fig. 6. Copyright  1998 Elsevier Science B.V.

valence band to the lowest subgap state, and the latter are caused by the coupling
of this electronic excitation to the lattice vibrations of the polymer. Christensen
et al. used the absorption above 1500 cm−1 due to interband transitions to
estimate the conductivity of polybithiophene films [243].

Of particular interest for electrochemists is the possibility of monitoring sur-
face states that are located within the band gap. Being of varied origins, these
states play an important role in the charge transfer process [137, 138]. Surface
state absorption generally originates from transitions of electrons between surface
state levels in the gap and either of the two bands. The low-frequency threshold
of the surface state absorption corresponds to the energy separation between the
surface state level and the relevant band (Section 6.5). When the potential of
a semiconductor electrode is chosen to be near the flat-band potential, DA is
minimized, and absorption associated with surface states (localized charge carri-
ers) appears. This absorption can be distinguished by the differential technique,
in which the base spectrum is obtained so that the surface states are a priori
known to be completely empty or populated [233, 244]. For example, surface
state absorption of the silicon–electrolyte interface manifests itself as a back-
ground absorption at wavenumbers larger than 4000 cm−1 (Fig. 3.47) [237, 245,
246]. Since the shift of this part of the background spectrum has been found to
correlate with changes in the absorption of the SiOH groups upon varying the
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Figure 3.47. Typical Fourier transform electrochemically modulated IR spectroscopy
(FTEMIRS) ATR spectrum of n-Si in acetonitrile–0.1 M tetrabutylammonium perchlorate.
Baseline can be analyzed as sum of free-electron and surface state contribution. These
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giving direct information on splitting of modulated charge between space charge and surface
states. Adapted, by permission, from A. Venkateswara Rao, J.-N. Chazalviel, and F. Ozanam,
J. Appl. Phys. 60, 686 (1986), p. 699, Fig. 3. Copyright  1986 American Physical Society.

electrode potential, this background absorption has been attributed to populating
the SiOH surface states [245, 246].

Thus, a potential-dependent smooth background in IR spectra can be due
to modulation of concentration/population of free carries and surface states. In
contrast to common capacitance measurements, IR spectra of free carrier can pro-
vide information on the space charge capacitance of the semiconductor electrode
under accumulation as well as under depletion conditions, without interference
from the surface state capacitance. The DA–potential plots under depletion con-
ditions allow measurements of the flat-band potential, while absorption of charge
carriers in conducting polymer films can be used for estimating the film conduc-
tivity. It is also possible to follow the filling of surface states and relate these
energy levels to the chemical composition of the interface.

3.7.8. Optical Effects

In all the studies mentioned, the optical effect caused by the accumulated products
of any electrode reactions (formally, by the appearance of an ultrathin film at the
interface) was ignored. This effect produces the baseline distortions in the regions
of the absorption bands of the solvent (Fig. 3.27). Using the air–water interface
as an example, Buffeteau et al. [247] demonstrated that to reproduce these distor-
tions correctly, the optical constants of interfacial rather than bulk water should be
used in the spectrum simulations. As underlined by Chazalviel et al. [146, 147]
for ATR spectra of a film at the semiconductor–water interface, the uncompen-
sated absorption of the solvent due to increasing the film thickness can be either
negative or positive. If the film is compact and has a low refractive index (this is
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typically the case for an oxide film), total reflection takes place at the semiconduc-
tor–film interface, and the electric field of the evanescent wave in the electrolyte
is decreased. This effect leads to decreased electrolyte absorption, as observed
upon the growth of anodic SiO2 on a Si electrode (Fig. 7.30). The opposite behav-
ior may occur if the film is porous and made of a high-index material. In partic-
ular, the formation of porous Si on Si (Fig. 7.32b) [248–250] or porous arsenic
hydride on GaAs [178] yields increased electrolyte absorption, which has been
ascribed to enhancement of the IR electric field in the electrolyte-filled pores.

The optical effect can also arise from potential/adsorption-induced changes
in the electrode optical properties. In particular, electrochemical processes can
modify morphology and, hence, optical properties of SEIRA electrodes, resulting
in a significant change in the band intensity and shape in ATR- (Fig. 3.23a and
Section 3.9.4) and IRRAS-SEIRA spectra not only of adsorbates (Sections 3.9.4
and 3.9.5) but also of solution (Sections 3.7.2). It was revealed [61a] that this
effect in ATR-SEIRA is more pronounced for stronger absorbers (both the solu-
tion and the film) and at the angles of incidence closer to the critical angle. In
the case of a metal electrode, the background reflectivity changes with electrode
potential, as the concentration of free electrons in the skin layer changes [251].
The background shift resulting from diffusive scattering of conducting elec-
trons by adsorbates has been treated theoretically by Persson [252]. Reversible
changes in the background reflectance level were observed by in situ ATR-SEIRA
spectroscopy [253, 254]. Since these changes were parallel to surface cover-
age of a chemisorbate, they were attributed [254] to the chemisorption-induced
changes in the optical properties of the Au-film electrode. An upward slope of
the high-wavenumber background was observed in the ATR-SEIRA spectra upon
adsorption of different species on Au-film electrodes (see Fig. 3.65 later). This
slope can be assigned to a variation in the optical properties of the islandlike
electrode film–adlayer effective medium generated by replacement of interfacial
water by an adsorbate or a change in the adsorbate–substrate bonding (for more
detail, see Section 3.9.4).

Background slopes toward higher wavenumbers were also observed in the
spectra of the semiconductor–electrolyte interface, in particular, in ATR for a
GaAs electrode at the reduction potential [255]. By analogy with the ATR spectra
of discontinuous Ag deposits on Si (see Figs. 3.58 and 3.59 later), this background
behavior was explained in terms of SPR generated by the islandlike metallic
Ga deposit. In contrast, based on the dependence on the electrode potential, a
similar background observed in the ATR spectra of the PbS–solution interface
(Figs. 7.35, 7.41, and 7.43) was assigned to the surface layer defects created
during polishing of the electrode [256].

Dissolution/deposition of the electrode material can cause roughening of the
electrode surface and, as a consequence, an increase in the diffuse-reflectance
component in the reflected radiation. As illustrated by Figs. 3.48 and 7.32a, sim-
ilar to optical effect and surface and space charge layer states, surface roughness
generates an increase of the spectrum background toward larger wavenumbers.
Although no quantitative analysis of this feature has been performed yet, there
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B. H. Erne, F. Maroun, and F. Ozanam, J. Electroanal. Chem. 502, 180–190 (2001), p. 188,
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is an opinion [146, 147] that it must be feasible. In addition, roughening can
yield surface enhancement. For example, Maroun et al. [174] observed a three-
fold increase of the surface-averaged sensitivity of ATR on a ripped Ge surface
with roughness much less than IR wavelength as compared to that for a flat
surface at the same amount of adsorbate. Calculation of the electric field map at
a microfaceted Ge surface–electrolyte interface revealed that the local electric
field is enhanced in the vicinity of surface pits, and significant enhancements in
sensitivity can be expected from (111) microfacets of a (100) surface.

3.8. INTERPRETATION OF DYNAMIC IR SPECTRA:
TWO-DIMENSIONAL CORRELATION ANALYSIS

Spectra measured using phase-sensitive detection when a periodic perturbation is
applied (a frequency domain) as well as spectra measured as a function of time
(a time domain) or any other state parameter of the system (e.g., a temperature,
pressure, strain, distance, concentration domain) are referred to, by convention,
as dynamic spectra to distinguish them from ordinary static (average) spectra.
Dynamic spectra can offer an advanced opportunity for separating contributions
of different subsystems to spectra of complex systems and quantifying the char-
acteristic half-lives of these subsystems. This opportunity is especially valuable
when complex spectra such as the spectra of electrode–electrolyte interfaces and
biological films are interpreted. Below we will consider interpretation of dynamic
IR spectra, while the technical side of the problem is discussed in Section 4.9.

Frequency-Domain Spectra. The principle behind extraction of dynamic
information from absorption modulation spectra is based on the fact that when a
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system is periodically perturbed to generate a specific species, concentration of
this species is modulated with the same frequency, whereas all inert molecules
remain unaffected. Since the phase delay of the signal due to the active species
depends upon its half-life, different species affected by the stimulus are char-
acterized by different phase delays and frequency dependences. At the limiting
frequency corresponding to its half-life, a reaction intermediate becomes inactive
in the modulation spectrum, which may be especially useful in studies of reaction
mechanisms through the identification of intermediates.

The field of application of the absorption modulation method strategy is appli-
cable when the external periodic perturbation is of any type, including mechani-
cal, electrical, thermal, or chemical [257, 258]. Chazalviel and co-workers [245,
246, 259–261] and then Griffiths and co-workers [262–264], and Ataka and co-
workers [265] have demonstrated by spectroelectrochemistry that the absorption
modulation method can be used not only for increasing the SNR and can-
celing out the solution background (Section 4.9.2) but also for measuring the
kinetic and dynamic characteristics of the process. Due to the conceptual simi-
larity to electrochemical impedance spectroscopy [266], the method of analyzing
potential-modulated spectra to differentiate and quantify various contributions
to an electrode process was termed the generalized electro-optical impedance
method by Chazalviel et al. [146, 147].

Modulation spectroscopy provides three techniques for discriminating bands
in the in situ spectra of the electrode–electrolyte interface: correlation analy-
sis, phase rotation, and the changing modulation frequency. To illustrate the
correlation analysis technique, Fig. 3.49a shows the absorption spectrum for a
phase setting of 40◦ measured by Fourier transform electrochemically modu-
lated IR spectroscopy (FTEMIRS) in the ATR geometry for the n-Ge–(1 M

H2SO4 + 10−2M α-H4SiW12O40) interface [267]. The modulation frequency was
125 Hz, while the modulation range was from −0.15 to −0.35 V (SCE). This
spectrum exhibits bipolar bands due to the νWO modes of the redox species
(SiW12O40

4− ⇒ H4SiW12O40
5−) and the νSO modes of the DL species, which

are generated/consumed upon the potential change. To separate the contribu-
tions of the Faradaic and non-Faradaic processes to the redox process, the two-
dimensional phase map, showing isolevel lines of the spectrum as a function
of wavenumber and phase settings (levels are chosen as 3 × 10−6 × 2n, with
n = 0, 1, 2, . . .), was constructed (see Fig. 3.49b). One can see that concentration
of the DL species is maximal at the phase delay of 200◦, which corresponds to the
RC time constant of the cell, while concentration of the Faradaic species is max-
imal at a phase of 240◦. In a more general form, correlation analysis can be per-
formed using two-dimensional synchronous and asynchronous plots (see below).

However, application of the above technique can be problematic when strong
solution-phase absorption obscures weak bands of a surface species. To overcome
this limitation, the phase rotation approach [263] can be used. Phase-sensitive
detection such as with a lock-in amplifier (LIA) provides two signals: the signal
that is in phase (IP ) and the signal that is out of phase (the quadrature, Q)
with the external perturbation [264]. These quantities can be represented at each
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wavenumber by the magnitude (M) and the phase (ϑ) as

M =
√
(IP)2 + Q2, (3.33a)

ϑ = arctan
(
Q

IP

)
. (3.33b)

The magnitude of the signal represents the total optical response of the system
to the modulation frequency =, while the phase represents the phase delay.
Provided the phase delay across the solution band is constant (the species is in
a homogeneous environment), the value of ϑ is measured for a solution species,
and then the entire complex spectrum is rotated into the quadrature channel, as
shown in Fig. 3.50. As a result, only the absorption due to surface species with
different phase delays remains in the in-phase channel. This technique was used
for disentangling strong bands due to the ferro/ferricyanide Faradaic species that
were superimposed on weak bands of these species in the adsorbed state on a Pt
electrode [263].

The third technique consists in measuring spectra as a function of the mod-
ulation frequency. Due to mass transport limitations, the characteristic times of
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Figure 3.50. Projection of solution and surface bands into in-phase and quadrature channels
(a) before and (b) after phase rotation.

solution species are longer than those for surface species and thus one can expect
increasing surface sensitivity as the modulation frequency increases [263].

Analyzing the phase delay between the stimulus and the resulting infrared
signal as a function of the modulation frequency, the kinetics of the modulated
process may be deduced, provided that the rate constants of the forward and
reverse processes are equal [268]. Using the ATR-SEIRA method, Ataka and
co-workers [265] measured the rate constant as large as ∼105 s−1 for the charge
transfer between an adsorbate and an electrode (Section 7.6).

Thus the use of phase-sensitive detection allows discrimination between the
spectra of solution and surface species and extraction of dynamic information
about the products of a reaction.

Two-Dimensional Correlation Analysis. Two-dimensional correlation analy-
sis of dynamic IR spectra (2DIR) allows further, extensive examination of ultrathin
films by extracting information from dynamic IR spectra that is obscured in static
spectra. Together with partial least-squares curve-fitting, spectral derivatives, and
deconvolution (multivariative analysis) techniques [269–273], this technique is a
powerful tool for enhanced structural resolution. The basis of 2DIR, developed
by Noda in 1986 [274–276], is that different components of an anisotropic or
inhomogeneous system respond to an externally applied perturbation differently
according to their structural characteristics and environments. In the generalized
approach [277–280], the perturbation can be chemical or physical, and of any form,
including step, exponential decay, periodic, and noise. The first application of this
method was the reo-optical study of atactic polystyrene films [274, 281]. To obtain
detailed information about local submolecular motions of polystyrene, the dynamic
IR transmission spectra of the film under periodic (∼20 Hz) mechanical strain were
collected. Later, this technique was extended to studies of the double-layer structure
(the perturbation being the electrode potential) [282], conformations in protein films
[the perturbation being hydrogen–deuterium (H/D) exchange] [283], phase transi-
tions inphospholipidmonolayers (the perturbationbeing the surface pressure) [284],
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electro-optical properties of films (the perturbation being an electric field) [285], and
molecular association in solution (the perturbation being temperature) [286].

To increase interpretability, the dynamic IR spectra are subjected to mathemat-
ical cross-correlation to produce two different types of 2DIR correlation spectra,
or two-dimensional correlation maps. These maps, in which the x- and y- axes
are independent wavenumber axes (ν1, ν2), show the relative proportions of in-
phase (synchronous) and out-of-phase (asynchronous) response (Figs. 3.51 and
3.52). Initially, the mathematical formalism was based on the complex Fourier
transformation of dynamic spectra [277]. To simplify the computational diffi-
culties, the Hilbert transform approach was developed [280], which produces
two-dimensional correlation maps from a set of dynamic spectra as follows.
First, the average spectrum ȳ(ν) is subtracted from each spectrum in the set,
ỹ(ν, Pj ) = y(ν, Pj ) − ȳ(ν), where Pj is the dynamic parameter. Then, the syn-
chronous spectrum, S(ν1, ν2), and the asynchronous spectrum, A(ν1, ν2), are
calculated as

S(ν1, ν2) = 1

n − 1

n∑
j=1

ỹ(ν1, Pj )ỹ(ν2, Pj ),

A(ν1, ν2) = 1

n − 1

n∑
j=1

ỹ(ν1, Pj )

n∑
k=1

Mjkỹ(ν2, Pk).

(3.34)

In Eqs. (3.34), ν1 and ν2 represent two independent wavenumbers, n is the
number of spectra used in the calculations, and Mjk is the Hilbert transform
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Applied Spectroscopy.



3.8. INTERPRETATION OF DYNAMIC IR SPECTRA: 2D CORRELATION ANALYSIS 217

D

C

B

A

A B C D

W
av

en
um

be
r, 

ν 2

Wavenumber, ν1

Negative
cross peak

Positive
cross peak

+ +

+

−−

+ +

−

Correlation
square

No
diagonal
peaks

Figure 3.52. Schematic contour map of asynchronous 2DIR correlation spectrum. Shaded
areas represent negative-intensity regions. Reprinted, by permission, from I. Noda,
A. E. Dowrey, and C. Marcott, Appl. Spectrosc. 47, 1317 (1993), p. 1318, Fig. 3. Copyright
 1993 Society for Applied Spectroscopy.

matrix, defined as

Mjk =



0 if j = k,
1

π(k − j)
otherwise.

Modern instruments usually include the necessary software.
The synchronous correlation map shows the coherence of dynamic changes

in IR signals at two different wavenumbers. Strong correlation shows that the
changes at those wavenumbers occur synchronously (in phase) with each other.
A positive correlation indicates that they change in the same direction and a
negative correlation indicates that they change in the opposite direction. The
two-dimensional synchronous spectra are symmetrical with respect to the diag-
onal (Fig. 3.51). The intensity maxima appearing along the diagonal are called
autopeaks and are always positive. Autopeaks correspond to the autocorrelation
of perturbation-induced modes. The intensity maxima located at off-diagonal
positions are called cross peaks. A pair of cross peaks may be positive or nega-
tive. In Fig. 3.51 signals A and C are changing simultaneously but in opposite
directions. Signals B and D, on the other hand, are changing together in the same
direction.

The asynchronous correlation map allows the elementary components of over-
lapping bands or spectra measured in situ to be distinguished, showing the uncor-
related or independent changes of IR signals at two different wavenumbers.
Strong correlation peaks at (B, C) and (C, B) in the asynchronous correlation map
(Fig. 3.52) show that the changes at the wavenumbers B and C are out of phase
or occur at different rates with respect to one another. Only cross peaks located
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at off-diagonal positions appear in two-dimensional asynchronous spectra, and
these spectra are antisymmetric with respect to the diagonal (Fig. 3.52): A pair of
symmetrically positioned cross peaks are necessarily of opposite intensity. The
sign of asynchronous peaks provides information about the temporal relationship
between the responses of the modes at ν1 and ν2 to the external perturbation.
The sign is positive if the absorption change induced by the perturbation at ν1

occurs before that at ν2.
An example of the possibilities of 2DIR is provided by looking at the area

where 2DIR has a significant role to play — determination of the structure of
protein (polymer) films. Nabet and Pezolet applied two-dimensional correlation
analysis to resolve secondary structure of a myoglobulin film deposited on a
Ge IRE [283]. They constructed the two-dimensional maps from the dynamic
spectra upon H/D exchange. Figure 3.53 shows synchronous and asynchronous
correlation maps for myoglobulin collected for a short time after the beginning
of H/D exchange. There are three main autocorrelation peaks in the amide I
region at 1615, 1640, and 1675 cm−1, which can be assigned to β-sheets, a ran-
dom coil, and β-turns, respectively (Table 7.9). It follows that the amide groups
in these conformations are exchanged first. The strongest peak corresponds to
the amide II band at 1530 cm−1, in agreement with the dominant N−H bond
contribution. This peak correlates with all three amide I components, while a

Figure 3.53. (a) Synchronous and (b) asynchronous two-dimensional ATR spectra of myo-
globin film on Ge IRE (50 × 20 × 2 mm, 45◦) calculated from first 10 spectra recorded during
hydrogen–deuterium exchange process. Clear and dark peaks relative to gray background
are positive and negative, respectively. One-dimensional spectrum shown is average of 10
spectra. Spectra were measured with Nicolet Magna 550 spectrophotometer equipped with
narrow-band MCT detector. Each spectrum is average of 16 scans (10 s). Background spec-
trum was obtained at beginning of experiment by recording 250 scans. About 250 16-scan
spectra, separated by a time delay of 30 s, were needed to complete deuteration of protein
within 10–15%. Reprinted, by permission, from A. Nabet and M. Pezolet, Appl. Spectrosc. 51,
466 (1997), p. 468. Copyright  1997 Society for Applied Spectroscopy.
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weak peak at 1580 cm−1 correlates only with the bands at 1640 and 1675 cm−1.
In the amide II′ region, two peaks at 1350 and 1440 cm−1 correlate with all
the amide I and amide II components. As opposite to the amide I region, the
synchronous map in the amide II and amide II′ regions does not display clearly
resolved spectral components. In the synchronous map constructed from the spec-
tra measured 1 h later, only one autopeak at 1655 cm−1 was found in the amide I
region, assigned to α-helices.

There are two out-of-phase cross peaks at 1615–1640 cm−1 and 1675–
1640 cm−1 in the asynchronous map of myoglobulin (Fig. 3.53b), which con-
firms the fact that the peaks at 1615, 1640, and 1675 cm−1 in the synchronous
map are due to three different conformations. In the amide I–amide II cross-
correlation region, a new component that is correlated out of phase with the
1615-, 1640-, and 1675-cm−1 amide I bands is observed at 1550 cm−1, reveal-
ing a fourth conformation with a different H/D exchange rate from those in the
intermolecular β-sheets, the random coil, and the β-turns. A strong cross peak
is also seen in the amide II region at 1530–1550 cm−1. As discussed above,
the 1530-cm−1 component that is unresolved in the synchronous map could be
assigned to all three rapid exchanging conformations. Thus, two-dimensional cor-
relation analysis showed that myoglobin in the film form exhibits at least four
conformations (α-helices, β-sheets, a random coil, and β-turns).

The interpretation of two-dimensional correlation maps can be complicated
by noise and baseline fluctuations [287a] or by perturbation-induced changes in
the band frequency, FWHM, and oscillator strength [288]. Specific complications
arise when applying 2DIR correlation analysis to the IRRAS of monolayers at
the air–water interface [284].

3.9. IR SPECTRA OF INHOMOGENEOUS FILMS AND FILMS ON
POWDERS AND ROUGH SURFACES. SURFACE ENHANCEMENT

In Sections 3.1 and 3.2 the effect of size on IR spectra was discussed solely
in the context of ultrathin films with plane–parallel boundaries. However, this
size effect can be seen for all particles whose size is small relative to the wave-
length and can lead to additional, abnormal absorption by both the particles and
ultrathin films coating such particles. This phenomenon is well known for metals
and causes metallic ultrathin films to have different colors than bulk metals. In
1857, Faraday proposed that such a color transformation is associated with the
intrinsic aggregating nature of metallic films. His hypothesis has since been con-
firmed and understood based on Maxwell electrodynamics, and these effects have
subsequently been found in the IR range for metals, dielectrics, and semiconduc-
tors. Moreover, it has been established that the particle shape also affects the IR
spectrum of an ultrathin film in the closest vicinity of a system of particles that
are small compared to the wavelength of irradiation. The abnormal absorption
of inhomogeneous films remains the subject of intense theoretical investigations,
due to the wide practical implications. However, the purpose of this section is not
to review this theory in depth but rather to concentrate on the practical aspects of
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this effect in IR spectroscopy of ultrathin films. For further details of the theory,
textbooks [289–292] and reviews [293–300] can be consulted.

Before considering the IR spectra of inhomogeneous films and ultrathin films
on powders and rough surfaces, the effect of the shape of an isolated particle on
the IR spectra will be discussed.

3.9.1. Manifestation of Particle Shape in IR Spectra
The main advantage in interpreting the optical response of small particles is that
the retardation can be neglected, and, consequently, the electric field can be sim-
ply computed within the framework of electrostatics. As for ultrathin films with
plane–parallel boundaries (Section 3.2.2), this approach uses the electrostatic
polarizability of a body to describe the IR absorption by a macroscopically small,
but microscopically large, particle of the same shape. The major assumption is
that the applied electric field is uniform across the particle.

Sphere. A complete description of the coupling of an electromagnetic wave and
the eigenmodes of an isolated sphere of any size, given by polariton theory based
on Mie’s formalism (Section 1.10), indicates that all modes of a sphere-shaped
crystal are radiative [293, 298]. These modes are called surface modes since
their origin lies in the finite size of the sample [297]. For very small spheres,
there is only the lowest order surface mode (the Frohlich mode), which is nei-
ther transverse nor longitudinal [293]. Its frequency (the Frohlich frequency) is
given by

ω2
F = ω2

TO
εst + 2εsm

ε∞ + 2εsm
, (3.35)

where εst and ε∞ are the static and high-frequency limits of the permittivity
of the particle, respectively, and ωTO is the TO mode frequency of the particle
material. This frequency corresponds to the polarization resonance in a sphere
and can be obtained by inserting Eq. (1.40) into Eq. (1.118). Due to the small
particle dimensions, the Frohlich mode has a constant amplitude over the entire
sphere.

As the radius of the sphere is increased, the ωTO band of the bulk mode
appears in the spectrum. For example, for ZnS particles this occurs at r > 2 µm.
As the radius increases further, (i) both the surface- and bulk-mode absorption
bands broaden and split due to the appearance of higher order surface modes,
(ii) the band maxima shift toward lower frequencies, and (iii) the ratio of the
intensities of the surface to bulk modes decreases [293]. As can be deduced
from Eq. (3.35), an increase in the dielectric constant of the surrounding medium
will also cause the surface modes to shift toward the red, as does an increase
in the particle dimensions. The explanation is the same as for plane–parallel
films (Section 3.3.1). The presence of a dispersion in particle size causes the two
absorption bands to broaden, the fine structure to disappear, and the ωTO band to
shift to lower frequencies. An analogous effect can be observed if the damping
constant γ of the sphere material increases.

Figures 3.54 and 3.55 show the transmission spectra of 0.1-µm α-Fe2O3

(hematite) spheres and 0.5-µm amorphous SiO2 spheres, respectively, pressed
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in KBr. Comparing these to the spectra of the TO energy loss functions of the
corresponding oxides reveals a difference in the band positions. The band fre-
quencies in the powder spectra are by 20–50 cm−1 higher than νTO. A red shift
of the absorption bands of particles is observed as the refractive index of the
immersion medium is increased, as illustrated in Fig. 3.55.

The dashed lines in Fig. 3.54 show the absorption of the α-Fe2O3 micro-
spheres in KBr, simulated using a MGEM dielectric function for the actual
(f = 0.001) and overestimated (f = 0.3) filling factors, together with the experi-
mental transmission spectrum. The experimental spectrum is better represented by
the spectrum calculated for f = 0.3 than that for f = 0.001. Iglesias et al. [301a]
have attributed the observed discrepancy between the actual and theoretical filling
factors to aggregation (clustering) of the particles; this is supported by the scan-
ning electron microscopy (SEM) analysis of the KBr pellets. It was concluded
that the clustering effect can be incorporated into the MGEM theory by using a
priori overestimated values of f .

Ellipsoids, Cylinders, and Disks. For ellipsoids, the solution for a sphere
is simply generalized. Ellipsoids are the only class of bodies that are polarized
uniformly in a uniform external field. This class includes cylinders, disks, spheres,
and plates as limiting shapes. If the principal axis k of an ellipsoid is parallel to
the external field E0, the corresponding polarization Pk is described by

Pk = ε0α̂kE0, (3.36)

where α̂k is given by Eq. (1.127). From Eqs. (3.36) and (1.127), it is evident
that when the incident electric field is not parallel to any of the ellipsoid axes
but has components along two or three of them, the anisotropy of the particle
splits the threefold degenerate absorption of the Frohlich mode into two or three
absorption peaks. The frequencies of these peaks satisfy the conditions

|εsm − (ε − εsm)gk| = min k = 1, 2, 3, (3.37)

which can be considered as a generalized Mie condition (1.118). Inserting
Eq. (1.40) into Eq. (3.37) gives the frequencies of the surface modes of an
isolated small ellipsoid. It was shown [294] that increasing the aspect ratio
η = a/c of the oblate ellipsoid (where a and c are the radii along the long
and short axes of the ellipsoid, respectively; see Fig. 3.62 later) results in a red
shift and increased intensity of the low-frequency surface mode in which the
induced dipole is perpendicular to the major short (c) axis. For a single cylinder
of infinite length, the explicit solution was obtained within the framework of
polariton theory, with no limits to the cylinder radius [293]. If the radius is
small, two absorption bands — one at ωS defined by Eq. (3.10) and the other
near ωTO — can be observed in the IR spectra. One difference between scattering
by spheres and scattering by cylinders is that cross sections for cylinders depend
on the polarization state of the incident radiation [300].
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Morales et al. [301b] discussed the applicability of IR spectroscopy to deter-
mine the orientation of the crystallographic axes in anisometric particles. Two
samples of monocrystalline hematite powder consisting of uniform particles of
similar size (∼300 nm in length) and shape (aspect ratio of ∼5) obtained by
different preparation methods were used in this study. It was shown that in spite
of the similar composition, crystalline structure, and morphological characteris-
tics of the samples, their IR spectra present important variations in the position
and relative intensity of the absorption bands due to the different orientations
of the crystallographic axes. Such behavior can be accounted for by the EMT
using the optical constants of hematite. These results were corroborated by elec-
tron diffraction carried out on individual particles. Therefore, from the analysis
of the IR spectrum of a powder, it is possible to identify the orientation of the
crystallographic axes of the constituent anisometric particles.

Other Shapes. For other shapes of particles and finite cylinders, mathematical
difficulties arise due to the presence of the edges and corners [302]. The surface
modes in small cubes were calculated by Fuchs [303] and Napper [304].

3.9.2. Coated Particles

The formulas for the polarizability of an isolated sphere and/or ellipsoid with a
concentrical shell were given by Aden and Kerker [305], Van de Hulst [290],
Guttler [306], Morriss and Collins [307], and Bohren and Huffman [289].
Eagen [308] derived the following expression for the polarizability of a metal
oblate ellipsoid surrounded by a dielectric shell:

α̂||,⊥ = (ε − εsm)[εmg1 + ε(1 − g1)] + Q(εm − ε)[ε(1 − g2) + εsmg2]

[εg2 + εsm(1 − g2)][εmg1 + ε(1 − g1)] + Q(εm − ε)(ε − εsm)g2(1 − g2)
,

(3.38)
where εsm, εm, and ε are the dielectric constants of the host medium, the core,
and the shell, respectively. The subscripts of the geometric factor g (1 and 2)
refer to the value of core and coated ellipsoids, respectively. Here, Q is the ratio
of the core ellipsoid volume to the coated ellipsoid volume (Q = V1/V2). For the
general case, the n-shell problem for a sphere has been solved by Bhandari [309]
and for an ellipsoid by Sinzig et al. [310, 311]; this allows the IR spectrum of a
particle to be modeled with a radial gradient of the dielectric function. Interaction
of radiation with coated cylinders is discussed by Barabas [312] and Sharma and
Balakrishnan [313].

Using the appropriate expression for the dielectric function of a coated particle,
the influence of a mantle on both the mantle and core modes can be analyzed.
For example, Fig. 3.56 shows IR spectra of a coated sphere when both the core
and the mantle are polar dielectrics (CdTe and CdO, respectively). If the mantle
thickness is less than 10 nm and the radius of the core is of the order of 5 µm,
one bulk mode absorption peak appears slightly below ωTOa and three surface
mode peaks appear in the IR spectra, one between ωTOa and ωLOa and the other
two lying very close to ωTOb and ωLOb, respectively (here the subscripts a and b
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Figure 3.56. Calculated extinction cross section of CdTe sphere of radius 3 µm with CdO
coating of (a) 10 nm and (b) 100 nm thick; S and B denote surface and bulk mode absorption
peaks, respectively. Reprinted, by permission, from R. Ruppin, Surf. Sci. 51, 140 (1975), p. 145,
Fig. 3. Copyright  1975 North-Holland Publishing Company.

correspond to the core and mantle, respectively). As the thickness of the coating
increases, the spectrum becomes more complicated, with first the bulk ωTOb mode
and then the l = 2 surface mode of the mantle appearing and the separation
between the two high-frequency surface mode bands decreasing.

For oxidized metal spheres, there is only one absorption band, near the νLO

frequency of the coating material, as shown by the example of a Mg sphere
with a MgO coating [298]. This is similar to the case of an ultrathin film on a
metal plane substrate (Section 3.2). It follows that the usual SSR (Section 1.8.2)
may also be applied to the surfaces of metal powders (see also the discussion
in Section 3.9.4). Barnickel and Wokaun [314] reported that a dielectric coating
shifts the resonance frequency of a metallic particle toward the red. Applying
the MGEM dielectric function, Martin [315] calculated the reflection spectrum
of an ensemble of 5-µm Zn spheres coated with ZnO of variable thickness. He
obtained the same qualitative result as Ruppin for the isolated particle [298], that
in the limiting case of the absence of the core, the absorption maximum is at the
Frohlich frequency. As the thickness of the coating decreases relative to the core
radius, the surface-mode frequency increases and approaches νLO monotonically.

Chen et al. [316] found a fit between the EMT and the IR absorption spectra
of CVD β-SiC spherical particles. These particles were either solid or had a
Si core and/or were hollow. As seen from Fig. 3.57, the EMT predicts that the
whole β-SiC particle is represented by a single absorption peak near the Frohlich
frequency of β-SiC. In the case of a Si core with an ultrathin β-SiC coating, the
absorption spectra exhibit two peaks, close to 976 and 794 cm−1 (the νLO and νTO

frequencies of β-SiC, respectively). The peak splitting decreases (the peak at the
LO side shifts to a lower frequency and that on the TO side to a higher frequency)
as the Si core decreases. These spectral features are similar to those shown in
Fig. 3.56 for an isolated coated sphere. When the β-SiC spheres are hollow,
with no Si core, an absorption peak near νTO with a shoulder at νLO appears.
When there are both holes and cores, again peaks appear at νLO and νTO, but the
intensity of the νLO band increases as the volume of the hole decreases.
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Figure 3.57. (a) Experimental transmission (KBr pellet) spectra of β-SiC particles consisting of
β-SiC shell, silicon core, and hollow within core. Particles were prepared from SiH4 –CH4 –H2
system at reaction temperature (1) T = 1673 K, (2) I = 1623 K, and (3) I = 1573 K. At
T = 1673 K particles consist of β-SiC shell and hollow but not of Si core. (b) Effect of
silicon core radius rc on absorption spectra of β-SiC particles of radius r = 50 nm consisting of
β-SiC shell and silicon core (no inner hollow within core), simulated using EMT. Reprinted, by
permission, from L. Chen, T. Goto, and T. Hirai, J. Mat. Sci. 25, 4273 (1990), p. 4276, Figs. 7
and 8. Copyright  1990 Plenum.

3.9.3. Composite, Porous, and Discontinuous Films

Composite, porous, and discontinuous thin films have increasingly wide applica-
tion and practical significance. Since many of the physicochemical properties of
heterogeneous films are structure sensitive, an interesting and practical applica-
tion of IR spectroscopy is the characterization of their microstructure (density,
porosity, polycrystallinity, surface roughness) and inhomogeneities (specifically
distribution and morphology of the latter). This characterization is based on EMT
(Section 1.9). The main problem is that, although there exist several expressions
for the dielectric functions of composite media, none of them are general, and thus
each particular system must be investigated separately to determine the appro-
priate expression. The EMT approach for extracting microstructural information
from IR spectra is illustrated below.

Figures 3.58a,b show the p- and s-polarized IR transmission spectra (ϕ1 =
45◦) of 0.5-µm SiO2 films deposited by the radio-frequency (RF) cosputtering
method, with 6–15-nm Ge microcrystals embedded in Si wafers at different val-
ues of the filling factor f [317]. As f increases, the intensity of the νLO band at
1240 cm−1 decreases significantly and the band FWHM increases (Fig. 3.58c),
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(Fig. 2) and 15933, (Fig. 6). Copyright  1992 American Physical Society.

while the peak intensity of the νTO band at 1080 cm−1 remains practically
unchanged and the peak position is slightly blue shifted. The results of spec-
tral simulations based on the Fresnel formulas are shown in Figs. 3.58d ,e. The
film was assumed to be a SiO2 –Ge composite, and optical constants of the film
were calculated using both the MGEM and Bruggeman Model (BM) expressions.
Compared to the experimental spectra, the spectra from IRRAS simulated with
the MGEM dielectric function exhibit an extra peak at 1115 cm−1, which grows
with increasing f . This peak is assigned to the cavity mode that arises when an
inhomogeneity such as a void with a positive dielectric function is embedded in
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a matrix with a negative dielectric function. Since the cavity mode peak is absent
in the experimental spectra, the MGEM model is inadequate for describing the
optical properties of the system under consideration. On the other hand, the shape
of absorption spectra calculated with the BM (Fig. 3.58e) is very similar to that
of the experimental spectra and demonstrates that the f -dependence is the same;
specifically, the intensities of the νLO band and the high-frequency shoulder of
the νTO band increase with increasing f . Thus, for this system the BM is more
appropriate.

Another feature that may influence the IR spectra is the film porosity. This
has been investigated by Wackelgard for anodic alumina (Al2O3) films [318].
In her study, 0.5-µm alumina films were grown by anodic oxidation of Al in
2.5 M phosphoric acid at 15 V for 15 min at 19◦C. Analysis by SEM, trans-
mission electron microscopy (TEM), and X-ray diffraction showed that pores
are fibrous and oriented perpendicular to the surface; their volume fraction was
about 30%, the average diameter of the pores 30 nm, and the alumina host amor-
phous. As would be expected for any oxide, the spectra measured by IRRAS
(Fig. 3.59) exhibit a strong Berreman effect (Section 3.1). The νLO absorption
band at 11.4 µm with the long-wavelength shoulder caused by the νTO band is
observed in the p-polarized spectra and the νTO band at about 15.9 µm in the
s-polarized spectra. The TO and LO energy loss functions and the real part of
the dielectric function, calculated from the reflection spectra of the porous alu-
mina films, are shown in Fig. 3.60. The value of λTO = 1/νTO = 15.9 µm is the
same for both the porous and nonporous films, suggesting that the Al–O bonds
in these films are identical. The value of λLO = 1/νLO for the porous alumina
is 11.4 µm, compared to 10.6 µm for the nonporous alumina, implying that the
difference in the values of λO is caused by the porosity. To describe this effect,
both the MG and Bruggeman expressions were used, and the pores were treated
as cylinders perpendicular to the surface. The results proved to be independent
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Figure 3.59. Experimental (solid lines) and calculated (dashed lines) IRRAS spectra of porous
anodic alumina film 500 nm thick on Al, measured at three different angles of incidence with s-
and p-polarized radiation. Calculation was performed using experimentally derived refractive
index. Reprinted, by permission, from E. Wackelgard, J. Phys. Condens. Matter 8, 4289 (1996),
p. 4294, Fig. 2. Copyright  1996 IOP Publishing Ltd.
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Figure 3.60. The TO and LO energy loss functions and real part of effective dielectric function,
obtained using Maxwell-Garnett effective medium theory, are compared with corresponding
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to surface. Reprinted, by permission, from E. Wackelgard, J. Phys. Condens. Matter 8, 4289
(1996), p. 4297, Fig. 4. Copyright  1996 IOP Publishing Ltd.

of the type of EMT, and therefore, the Cohen formula (1.124) was used in the
final analysis. For f = 0.3 and shape factors g of 0 and 0.5 for the directions
perpendicular (z) and parallel (x) to the substrate, respectively, Eq. (1.124) gives

εz = 0.3εpore + 0.7εalumina,

εx = εalumina(0.65εpore + 0.35εalumina)

(0.35εpore + 0.65εalumina)
.

(3.39)

In Fig. 3.60, the optical parameter functions calculated according to Eq. (3.39)
are compared with those from the spectra obtained by IRRAS, and satisfactory
agreement between the theory and experiment, especially in the case of the εz
spectrum, is apparent. Therefore, a decrease in frequency of the maximum of the
LO energy loss function of a film and hence in the frequency of the νLO band
in the IR spectra due to the presence of pores may be used to characterize the
film porosity (volume fraction or shape of pores). It should be noted that the
maximum of the LO energy loss function calculated with the EMT is 10.9 µm,
while the experimental value is 11.4 µm. To generate the larger shift, a pore
fraction of as high as 0.45 must be used, which would not agree with the TEM
data. These observations are similar to those discussed above for the α-Fe2O3

particles (Fig. 3.54) and also appear to originate from the effect of clustering.
Atsumi and Miyagi [319] proposed a two-step EMT to predict the optical

properties of anodized alumina films based on the assumption that spherical
aluminum particles are distributed in columnar structures within an anodized
alumina film. Using this model, theoretical parameters such as the volume ratio
and distribution range of alumina particles were determined, their dependencies
on the anodization conditions were evaluated, and the optical constants of the
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alumina films were calculated. Roos et al. [320] determined the optical properties
of tin oxide coated Al and anodized Al according to the BM. McPhedran and
Nicorovici [321] applied the Rayleigh method to derive a formulation yielding
the MG effective dielectric tensor of a periodic composite of an array of elliptical
cylinders placed in a matrix with a dielectric constant of unity. The MG approach
was developed for calculating optical properties of aligned carbon nanotube films
by Garcia-Vidal et al. [322].

A technique for evaluating the film density and volume fraction of the pores
from the IR spectra is described for SiO2 films in Ref. [323, 324]. It is well known
for silicon oxide films that variation of the frequency of the νTO band is a measure
of the density of the silica network (Sections 5.1 and 5.2). If one defines the dif-
ference between the νTO frequency of fused silica (1075 cm−1) and that measured
on SiO2 films as ,νTO, and ,ρ is the difference between the measured mass den-
sity and that of bulk fused silica (ρ = 2.2 g · cm−3), then for fused silica densified
by applying hydrostatic pressure ,νTO/(,ρ/ρ) = −3.6 cm−1/% [325a] and for
silica films grown by thermal oxidation at high temperature ,νTO/(,ρ/ρ) =
−3.2 cm−1/% [325b]. In contrast, variations in νLO are mainly due to changes
in the pore volume fraction f , as was demonstrated by applying the EMT to the
experimental νLO values measured for a series of SiO2 films [324b]. Approxi-
mately linear dependence between the ,νLO and f values was obtained for f up
to 0.5, for example, f = 15 ± 2% and f = 28 ± 2% for ,νLO = 35 cm−1 and
,νLO = 70 cm−1, respectively. The f values evaluated from the νLO frequen-
cies agreed with those converted from the νOH water band near 3300 cm−1. It
was found [324] that absorption of water brings about a reduction in the poros-
ity of silicon oxide films. Because the pore filling either void (n = 1) or water
(n = 1.33) did not have too much influence on the determination of f from ,νLO,
it was concluded [324b] that this method can be used for silicon oxide films with
different types of porosity: isolated pores, partially isolated and connected pores,
and fully connected pores. Ohwaki et al. [326] attributed deviations between the
measured IR spectra of native silicon oxide films on Si and the spectra calculated
assuming that the native oxide was pure silicon dioxide with voids.

The effect of voids on the IR spectra of thin films produced by cosputtering of
Mo25Si75 and Mo36Si64 onto Si substrates followed by a rapid thermal annealing
has been analyzed by Srinivas and Vankar [327]. To access the microstructural
state of these films, the BM was used in a multiphase–multilayer mode. Alterovitz
et al. [328] studied plasma-enhanced chemical vapor deposition (PECVD) SiN
films that had undergone rapid thermal annealing. Structural information was
obtained using models that assumed an effective medium approximation for
(1) Si3N4 and voids; (2) Si3N4 and a-Si; and (3) Si3N4, voids, and a-Si. Fiske
and Coleman [329] described the spectra from far IRRAS of porous 0.5–1-µm
CsBr, RbI, RbBr, and KI films, produced by thermal evaporation on Al, using the
Cohen formula (1.124). in situ measurements of the porosity of thin oxide films
by IR emission spectroscopy were performed by Pigeat et al. [330] on the basis
of the BM. The optical properties of sintered SiC thermoelectric semiconductors
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consisting of crystalline grains, metallic inclusions, pores, and an intergranular
material were determined by Okamoto et al. [331].

Discontinuous metal and ceramic–metal films exhibit an insulator–conductor
(IC) transition in their optical, electrical, and other physical properties at some
critical filling factor of conducting grains, which is called the percolation
threshold fc [332]. The value of fc depends on the film constituents and
their microstructure. For example, for Ni–MgO composites fc = 0.32 [333], for
Pt–Al2O3 thin films fc ≈ 0.55 [334], and for VO2 thin films fc ≈ 0.7 [335].
As mentioned above, the Bruggeman dielectric function (1.123) can be used to
qualitatively evaluate the percolation thtovrreshold, to give fc = gk for a Drude
metal (for spherical inclusions, gk = 1

3 ,
1
2 for three- and two-dimensional systems,

respectively) [336]. By contrast, the MGEM asymmetric dielectric functions
give no access to this phenomenon [333, 337]. Sheng [338] suggested that a
relatively high value of fc indicates a coated-grain topology. By assuming the
basic cells to be dielectric-coated metal and metal-coated dielectric spheres,
he obtained a symmetric generalization of the MGEM dielectric function. The
original Sheng theory for three-dimensional films gives fc ≈ 0.455 and after
modification fc = 0.577, which agrees well with the values obtained from the
spectra of 110–210 nm Pt–Al2O3 cermet films [339]. Another problem is that
at high filling factors, the cluster size is usually larger than the wavelength. At
the same time, the quasi-static approximation is restricted to particles that are
small compared to λ. This means that the EMT is no longer strictly valid for
large filling factors, and the optical properties can no longer be described by an
effective dielectric function past the percolation threshold [340]. Recently, some
models have been proposed to resolve this problem based on various scaling
laws [341–343]. Buhrman and Craighead [344] correlated EMT results with
the microstructure of various composites and found that the MGEM expression
adequately describes composites of metallic grains well dispersed in a dielectric,
but composites of intermixed microcrystals of metal and dielectric have optical
properties that are better described by the BM. Heilmann et al. [345] applied
variations of EMT to interpret the absorption spectra of polymer–Ag composite
films prepared by plasma polymerization and metal evaporation, effected either
simultaneously or alternately. The best results were obtained with the extension
of the MGEM theory for parallel ellipses.

The manifestation of discontinuity in the IR spectra of an ultrathin film can
be predicted within the framework of the EMT, treating the film as an effective
medium consisting of particles and air. Many EMT studies (see, e.g., Ref. [346])
have been devoted to metal films because of their applications in solar energy
conversion and surface enhancement spectroscopies (see below) and as radia-
tion filters. Some results for ultrathin metallic films will be discussed below. In
principle, these should apply to ionic crystal clusters in the spectral range where
n < k as well as metallic clusters, because there is no physical difference in the
interpretation of absorption spectra of metallic and ionic crystal clusters.

The optical properties of Ag islandlike films have been studied most
extensively since their utilization in surface-enhanced Raman scattering and
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IR spectroscopy. The discussion below is limited to several structure-related
results. McKenna and Ward [347] employed David’s shape factors, modified by
an interaction term, to show how the Ag island shapes can be deduced from the
wavelengths of anomalous absorption peaks in the spectra of Ag films. In all
the cases investigated, the shapes predicted were in good agreement with those
determined from profile electron micrographs. The shape factors did not show
a significant variation with particle size and indicated roughly hemispherical
particles in all cases. Using the modified long-wavelength approximation
(MLWA) developed by Schatz and co-workers [348, 349], Jensen et al. [350]
modeled extinction of a single oblate ellipsoid on mica, Ge, and Si substrates.
The simulated spectra were found to be similar to the experimental absorption
ones, exhibiting the peaks in the mid-IR range, which red shift and increase in
magnitude as the dielectric constant of the substrate is increased.

The optical properties of discontinuous Cu films on dielectric substrates were
investigated by Dobierzewska-Mozrzymas et al. [351]. The transmittance spectra
of Cu films with low volume fractions were interpreted using the MGEM the-
ory, which incorporates the size effect, the island shape, and the surface layer.
To explain the experimental results for films with higher volume fractions, a
new method, the renormalization approach, was developed. This method was
applied to digitized transmission electron micrographs to calculate the transmit-
tance spectra of discontinuous metal films. The calculated transmittance spectra
were in good agreement with the experimental data for both the resonant absorp-
tion and the percolation threshold. The EMT analyses of angular selectivity of IR
transmittance through obliquely sputter-deposited metallic and partially oxidized
films of Cr, Al, Ti, and W have been reviewed by Mbise et al. [352]. Several
types of samples were subjected to elaborate theoretical analysis based on EMTs.
The angular and polarization dependences of the spectra of obliquely deposited
films can be described if the parameters used to specify the film microstruc-
tures have been properly chosen. The optical properties of obliquely evaporated
Ni films were studied by Yang et al. [353]. The anisotropic optical properties
of these films were elucidated from the angle-of-incidence dependences of the
SPR at 3.391 µm, measured in Otto’s geometry at different polarizations. The
data were fitted using the Fresnel theory, and an anisotropic permittivity tensor
was evaluated. This tensor permitted the surface profile, depolarization factor,
and volume composition to be determined. Yagil et al. [354] studied the optical
reflectance and transmittance of percolating Au films close to the metal–insulator
transition over an extended wavelength range of 2.5–500 µm. It was shown that
the inhomogeneities of films with a typical grain size of 10 nm dictate the optical
properties at wavelengths up to 500 µm. To describe the percolation threshold, a
scaling model was developed that yielded agreement over the wavelength range
studied, in contrast to the EMT. The optical properties of discontinuous Pd films
were studied by Sullivan and Parsons [355].

To summarize, IR spectroscopy is able to provide structural information about
inhomogeneous films in terms of volume fractions and the form of organization of
the inclusions and the percolating degree, requiring an assumption/knowledge of
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the inclusion shape. The procedure is an iterative fitting of the spectra simulated
using an EMT equation into the experimental ones.

3.9.4. Interpretation of IR Surface-Enhanced Spectra

Enhancement of absorption bands in the IR spectra of ultrathin films in the pres-
ence of discontinuous (islandlike) under- and overnanolayers of Ag and Au was
discovered by Hartstein et al. [356] in the early 1980s. Although these researchers
believed that they observed an increase in the νCH band intensities for p-nitro-
benzoic acid (p-NBA), benzoic acid, and 4-pyridine-COOH films, it was recently
shown [350] that the spectra reported are in actual fact due to fully saturated
hydrocarbons (possibly vacuum pump oil). In any case, this discovery has stimu-
lated various research activities and led to the development of surface-enhanced
IR absorption (SEIRA) spectroscopy. To date, the SEIRA phenomenon has been
exploited in chemical [357] and biochemical IR sensors (see [357–360] and lit-
erature therein), in studying electrode–electrolyte interfaces [171, 361–365], and
in LB films and SAMs [364, 366–370]. Other metals that demonstrate this effect
are In [371] and Cu, Pd, Sn, and Pt [372–375]. The metal films can be pre-
pared by conventional metal deposition procedures such as condensation of small
amounts of metal vapor on the substrate, spin coating of a colloidal solution,
electrochemical [388], or reactive deposition [299] (see also Section 4.10.2).

Depending on the molecular system, the morphology of the films involved, sub-
strate, and optical geometry of the measurement, the enhancement factor for Ag may
range from 40 to 500 relative to the metal film-free case. For the other metals the
effect is weaker (e.g., a factor of 10 was achieved for the Au needle substrates [376]).
The SEIRA was measured using transmission [377–383], IRRAS [359, 360, 384],
ATR [265, 350, 357, 358, 361–364, 376, 385], and DRIFTS [370, 386] for analytes
with polar as well as apolar functional groups [376] and various basic molecular
structures (e.g., aromatics [377, 387], aliphatics [376, 380, 385], inorganics [380,
388], polymers [385], pesticides [357, 376], and biomaterials [358, 359, 389]).
However, the observed enhancement was reported to be not equivalent for all
absorption bands, being significantly greater for polar groups having large dipole
moment gradients [390] and molecules that bind to metals [387]. In addition, the
effect extends to a distance of ∼4–5 nm from the metal surface [403, 366].

The SEIRA phenomenon can be illustrated by the p-NBA–Ag system, which
has been extensively studied [382, 384, 390–393] since the work of Hartstein
et al. [356]. Curve a in Fig. 3.61 shows the SEIRA spectrum of p-NBA adsorbed
from an acetone solution onto a CaF2 window coated by an 8-nm Ag islandlike
layer, after removal of physisorbed p-NBA by washing with acetone. This spec-
trum was recorded in the transmission configuration at ϕ1 = 0◦. For comparison,
the p-polarized spectrum obtained by IRRAS (ϕ1 = 80◦) of p-NBA adsorbed on
a thick Ag layer and the transmission spectrum of p-nitrobenzoate potassium salt
in a KBr pellet are also shown. The intensity of the SEIRA spectrum is enhanced
about 10-fold relative to the spectrum obtained by IRRAS; of this enhancement,
a factor of 3 was attributed to the increase in the total surface area. Compared
to the transmission spectrum at normal incidence, the enhancement is ∼200.
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Figure 3.61. (a) Transmission-SEIRA and (b) metallic IRRAS spectra of p-nitrobenzoic acid on
Ag. (c) Transmission spectrum of potassium salt of p-nitrobenzoate (KBr pellet). Silver film
used in transmission-SEIRA measurements was vacuum evaporated on CaF2. Assignment of
absorption bands shown. Reprinted, by permission, from M. Osawa, K. Ataka, K. Yoshii, and
Y. Nishikawa, Appl. Spectrosc. 47, 1497 (1993), p. 1498, Fig. 1. Copyright  1993 Society for
Applied Spectroscopy.

It is seen from Fig. 3.61 that the SEIRA spectrum is identical to the one
obtained by IRRAS. Only the symmetric (a1) modes (1352 and 1413 cm−1 for
CO2 and NO2 groups, respectively) appear, while the antisymmetric (b1) modes
(1528 and 1592 cm−1, respectively) are practically absent in both spectra. This
can be understood assuming that p-NBA is adsorbed at the Ag surface as the
p-nitrobenzoate ion with its C2 axis normal to the metal surface, as sketched
in Fig. 3.62, provided charge transfer does not occur [390]. If this is the case,
the dynamic dipole moment of the symmetric and antisymmetric CO2 and NO2

stretches is directed perpendicular and parallel to the metal surface, respectively.
From this observation, Osawa and Yoshii [361] concluded that the surface selec-
tion rule (SSR) for metal surfaces is also valid for SEIRA, which was confirmed
by Zhang et al. [367]. In fact, analysis of the polarizability tensor of a molecule
adsorbed on a metal particle [392, 394] has confirmed the dominance of the
αzz component, where the z-axis is normal to the surface at the adsorption site.
Greenler et al. [395] have performed both classical and quantum-mechanical cal-
culations for the interaction of the electromagnetic field with particles of varying
sizes and arrived at the conclusion that the SSR should only be applied to
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particles larger than about 1.5 nm. Nevertheless, the applicability of the SSR
to SEIRA systems has been disputed by Merklin and Griffiths [383, 396]. Kwan
Kim et al. [370, 386] have attributed the apparent deviations from the SSR to
particular structural features of the adsorbed molecule.

There have been extensive efforts over the past 20 years to explain SEIRA
(see Ref. [374] for a review). This effect is not yet perfectly understood, although
it has been accepted by many researchers that at least two mechanisms are
responsible for it. As follows from the general selection rule (1.2.9◦), the band
intensity can be increased by increasing (1) the dynamic dipole moment (chemi-
cal mechanism) and (2) the electric field along the given dynamic dipole moment
(electromagnetic mechanism). The first mechanism is associated with a redistri-
bution of the electron density due to chemical attachment of the analyte molecule
to the metal film. It has been invoked to explain the high dependence of SEIRA
on the molecular structure of the adsorbed molecules [374, 383, 390] and the
band shape anomaly, especially for p-polarization [397]. On the other hand, it
was shown [385, 391, 398, 399] that chemical attachment to an islandlike metal
film is not required for surface enhancement. Furthermore, an increase in the
ATR spectra of polymer films was observed in contact with smooth Ni nanolay-
ers evaporated onto a KRS-5 prism [372, 373], which implies predominance
of the electromagnetic mechanism. Thus, there is a general consensus that the
electromagnetic effect causes the majority of the enhancement.

As shown in Chapter 2, the electromagnetic enhancement can be generated
within a film that has a smooth metal under- or overlayer when there is a specific
combination of the refractive indices of the various components of the system.
This effect is described by the Fresnel formulas (Sections 1.5–1.7) when the
surfaces of the metal film are assumed to be smooth [400, 401].

In addition, the magnitude of the electric field within a molecule and, hence,
the absorption of IR radiation [Eq. (1.27)] are increased when the molecule is near
a curved surface, as is the case for a cavity† [402], a rough surface [174], or an
inhomogeneous (islandlike) film [299]. This effect can be understood modeling
surface inhomogeneities by oblate ellipsoids. (Wetting effects cause metal clusters
sputtered or evaporated on a dielectric substrate to form more or less regular
oblate ellipsoids with varying axial ratios and the long axes oriented parallel
to the substrate surface [24, 403].) The local electric field around an ellipsoid
is the sum of the polarizing electric field E0 and the electric field induced by
the virtual dipole with the dipole moment pk = Pk at the origin of the ellipsoid
[polarization Pk is described by Eqs. (3.36) and (1.127)]. As can be seen from
Eqs. (1.28) and (1.127) and illustrated by Fig. 3.62 the lower the geometric factor
(or the larger the radius) of an axis, the larger the electric field directed along this

† Yakovlev and coworkers [402a, 402b] reported the IR absorption enhancement by more than one
order of magnitude for hydrocarbons adsorbed inside porous silicon, and assigned this effect to
photon confinement in the microcavity acting like a multipass (Fabry–Perot type) cell. Recently,
Jiang et al. [402c] observed a 50 times enhancement in the in situ IRRAS of CO adsorbed on Pd
nanoparticles synthesized in cavities of Y-zeolite, as compared to the cases when the supports were
ultrathin Pd films deposited directly on the zeolite or on amorphous alumosilicate layer.
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Figure 3.62. Polarization of metal particle in incident electric field. Thin lines represent electric
field produced by induced dipole p in particle. Metal particle is modeled by prolate ellipsoid.
Adsorbed molecule is modeled by thin layer covering metal core.

axis. All the enhancement effects will be substantially suppressed if the external
electric field is directed along the short axis.

When the applied electric field is directed along the long axis of the ellipsoid,
a further enhancement of the electric field in the space between the ellipsoids
and a red shift of the resonance frequency take place due to the strong electric
field coupling that cannot occur when the electric field is directed along the short
axis. This coupling, which is called surface plasmon resonance (SPR), broadens
the surface plasmon modes at IR wavelengths [294, 349, 350, 404] and promotes
the SEIRA effect.

This model explains why SEIRA is observed in both s- and p- polarized
IRRAS [384] and ATR [391, 405] spectra and in normal-incidence transmis-
sion spectra [377] and why the enhancement is not uniformly spread over each
metal island but occurs mainly on the lateral faces of the metal islands [378,
384, 385]. The quasi-static interpretation of the SEIRA also defines the material
parameters necessary for excitation and observation of SPR: (1) The resonance
frequency determined from the general Mie condition must be as low as possi-
ble and (2) Im ε(ωres) must be as small as possible. The maximum enhancement
effect should be observed for the absorption bands near the Mie (resonance)
frequency of the particle. As mentioned in Section 3.9.1, the resonance frequen-
cies of metal particles lie in the visual or near-IR range. However, they can be
shifted into the mid-IR range by (1) increasing the aspect ratio of the ellipsoids,
(2) adding the support to an immersion medium, (3) coating the particles by a
dielectric shell [24, 406], or (4) varying the optical properties of the support [24,
349, 350, 384]. As emphasized by Metiu [299], the surface enhancement effect
is not restricted to metals but can also be observed for such semiconductors as
SiC and InSb.

To estimate the contribution of SPR in the SEIRA, Osawa and co-
workers [382, 384, 407] modeled the electric field coupling between the particles
within the framework of the EMT. The optical constants of the effective medium,
which consists of the Ag oblate ellipsoids with p-nitrobenzoate shells and the
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host medium (air), were calculated using both the MGEM formula (1.125) and
the Bruggeman formula in the form

ε̄ = εsm
3(1 − f ) + f α

3(1 − f ) − 2α

with the polarizability α of the coated ellipsoid described by Eq. (3.38). The
transmission-SEIRA spectra were simulated using Fresnel theory for the three-
layer system external medium–effective medium layer–substrate. It was found
that the BM describes the experimental data of Osawa and co-workers much
better than the MGEM theory, predicting an enhancement factor of 140 for the
spectrum shown in Fig. 3.61a compared to the value of 200 found experimentally.
The BM was found to provide good fit into the angle-of-incidence dependences
of the ATR-SEIRA spectra in Refs. [391, 405]. Maroun et al. [388] studied
applicability of the EMT models for Ag islandlike films of different morphology
and packing. For nonpercolating grainlike Ag deposits with interisland distances
of ∼300 nm, which were obtained by electrodeposition from a solution of AgNO3

in 0.1 M HClO4, the ATR-SEIRA spectra were well fitted by the Bruggeman
formula (Fig. 3.63). However, for closely packed columnar patterns with a small
tendency to percolation, which were obtained from a solution of AgNO3 in
0.1 M ethylenediaminetetraacetic acid (EDTA) (pH 4), the MGEM Bergman
formula [408] was found to be more suitable (Fig. 3.64). The latter film generated
the SEIRA effect four times stronger than the deposits from HClO4.

Consideration must be given to optical effects in the SEIRA spectra. As
seen from Figs. 3.63 and 3.64, increasing thickness of the Ag film results
in the baseline shift and increase toward higher wavenumbers. This effect
is more pronounced for the more SEIRA-efficient films (Fig. 3.64). Similar
background shifts and slopes were observed in the ATR-SEIRA spectra upon
adsorption of anions [409a], combined adsorption of anions and metal deposition
on Au(111) [409b], and adsorption of organic molecules [403] (Fig. 3.65), but
attributed [409b] to changing the dielectric screening ε∞ of an adlayer due to a
potential-induced change in the adlayer density and electronic state (electronic
density) [Eq. (3.32)] which modulates the SPR. This assignment was supported
by spectral simulations for the Si/10-nm Au film/0.2-nm adlayer/solution.
Assuming that the adlayer is transparent, while its dielectric screening varies from
1.0 to 1.85, the permittivity of the Au film was obtained with the Bruggeman
equation (1.132), and the spectra were calculated using the Fresnel formulas. As
seen from Fig. 3.66, a slight change (from 1.70 to 1.85) in ε∞ of the adlayer
yields an increase in the IR background absorption by ∼0.05 at 4000 cm−1 and
0.004 at 2000 cm−1 in the absorbance scale. However, since SEIRA is strongly
dependent on the metal film morphology [378] and the metal particle size [407],
it is not inconceivable, while unchecked yet, that the background effects result
from potential-induced changes in the morphology of the thin-film electrodes.

According to the EMT, the effective optical constants of an islandlike film
depend on the packing density of the particles, the optical constants of the
surroundings, and the polarizability of the mutually interacting metal islands
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Figure 3.63. Silver electrodeposition on silicon from 1 M HClO4 + 10−3 M AgNO3 electrolyte.
(a) Typical absorbance spectra for different integrated charges: 3.4, 8.5, 13.7, and
18.8 mC · cm−2. (b) Bruggeman fit of spectrum with 8.5 mC · cm−2 integrated charge. (c) Layer
thickness , obtained from fits with Bruggeman’s theory, its volume fraction f, and f, plotted
as a function of the coulometric thickness. Notice that f, falls close to coulometric thickness,
which provides good check of fitting procedure. Reprinted, by permission, from F. Maroun,
F. Ozanam, J. N. Chazalviel, and W. Theiss, Vib. Spectrosc. 19, 193–198 (1999), p. 196, Fig. 1.
Copyright  1999 Elsevier Science B.V.

(Section 3.9.3). The polarizability itself is a complicated function of the shape of
the metal particles. Using IR ellipsometry, Roseler and co-workers [410] found
that for SEIRA films of a nominal thickness of 6 nm, k varies from 0 to 3, while
n is from 5 to 8, both indices being actually independent of the wavelength
throughout the IR range. This behavior differs from the usual dispersion of the
optical constants of bulk metals in the IR range. For comparison, the refractive
index of bulk gold increases from about 1.2 at 4000 cm−1 to 12 at 1000 cm−1,
while the absorption index increases from 15 to 55. The vanishing absorption of
the SEIRA films was attributed to the inhibited lateral conductivity of the film
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Figure 3.64. Silver electrodeposition on silicon from 0.1 M EDTA, pH 4 +10−2 M AgNO3
electrolyte. (a) Typical absorbance spectra for different integrated charges: 2, 3.4, 4.8, 6.2, 7.6,
and 9.1 mC · cm−2. (b) Bruggeman and Bergman fits of spectrum with 5.5 mC · cm−2 integrated
charge. (c) Layer thickness , obtained from fits with Bergman’s theory, its volume fraction
f, and f, plotted as function of coulometric thickness. Notice that, as in Fig. 3.63c, f, falls
close to coulometric thickness, which provides a good check of fitting procedure. Reprinted,
by permission, from F. Maroun, F. Ozanam, J. N. Chazalviel, and W. Theiss, Vib. Spectrosc.
19, 193–198 (1999), p. 196, Fig. 2. Copyright  1999 Elsevier Science B.V.

when the metal islands are mutually separated and insulated by the dielectric sub-
strate. In agreement with model calculations [410d], higher enhancement factors
were found for islandlike films with lower (∼0.5) absorption indices, which also
agrees with the theoretical data of Brouers et al. [411], who have shown that the
intensity of the local electric field in metal–dielectric granular films may exhibit
giant fluctuations in the IR range when the dissipation in metallic grains is low.

Bands in SEIRA spectra can be anomalously shifted and distorted, as reported
for CO adsorbed on thin Pt films in contact with aqueous electrolyte [61a,
412], CO adsorbed from the gas phase and aqueous solutions on Pt and Pd
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Figure 3.65. ATR-SEIRA spectra from uracil on Au electrode at various potentials in 10 mM
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(1999), p. 190, Fig. 3. Copyright  1999 Elsevier Science B.V.

10002000300040002500
Wavenumber (cm−1)

300035004000
0.00

0.02

0.04

0.06

D
iff

er
en

tia
l a

bs
or

ba
nc

e

D
iff

er
en

tia
l a

bs
or

ba
nc

e 0.08

70
1.00

1.20

1.50

b  AOI (°)a  ead (sample) = 1.85

ead (ref.) = 1.70

50

40°

60

0.10

0.0

0.1

0.2

0.3

Figure 3.66. Theoretical IR background shift in ATR-SEIRA spectra as function of (a) dielectric
constant of adsorbate layer without chemisorption [εads(ref)] at incident angle of 60◦ and
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(2001), p. 342, Fig. 5a. Copyright  1999 Elsevier Science B.V.
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thin films [413], CO adsorbed on thin metal films [414], and p-NBA [383] and
water [415] on Cu. Figure 3.23a [61a] demonstrates distortions for linearly bound
CO adsorbed on a Pt electrode. As argued for CO adsorbed on Pt [412] and trans-
mission spectra of adsorbed CO [416] these spectral features can be generated by
the Fano resonance (1.3.20◦). An alternative explanation is optical effect [61a].
In fact, spectrum 2 in Fig. 3.23a that was measured after a hydrogen treatment
of the sample is more distorted, while its intensity is enhanced with respect to
spectrum 1 by a factor of ∼4. According to the scanning tunneling microscopy
(STM) data, the hydrogen treatment leads to sintering of the Pt islands and, hence,
changing the optical properties of the Pt electrode. Figure 3.67 shows how optical
properties of a metal film electrode affect the νCO band measured by both s- and
p-polarized ATR in Kretschmann’s geometry. Although an increase in both n and
k influences the band shape, the effect of n is more pronounced. An increase in
k (more absorbing metal) also leads to a decreased absorbance for the adsorbate.
It should be noticed that the s-polarized band is inverted for = 10–10i. Spec-
trum simulations also revealed that the derivative-like bands are more typical for
strong absorbers (both solution and adsorbate).
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Figure 3.67. Calculated p- (solid lines) and s-(dotted lines) ATR spectra for monolayer adsor-
bate on 20-nm metal film in contact with solvent as function of complex refractive index of
metal film. Except for metal, the system is as in Fig. 3.23b,c. The respective complex refractive
index of metal film is given at top part of each spectrum. Reprinted, by permission of the
Royal Society of Chemistry on behalf of the PCCP Owner Societies, from T. Burgi, Phys. Chem.
Chem. Phys. (PCCP) 3, 2124 (2001), p. 2128, Fig. 10. Copyright  2001 The Owner Societies.
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The studies of optimum conditions for SEIRA measurements [356, 357, 368,
376, 378, 393, 410b] showed that the optimum thickness of a metal islandlike film
is in the 4–25-nm range, depending on the system and the metal film morphology.
For thicker films, the enhancement is reduced and eventually disappears because
of absorption from the metal itself. The greatest enhancements were observed in
metal nonpercolating deposits with sharply defined islets [357, 388] and for par-
ticles with a small curvature (e.g., needle-shaped) [357]. Ordered arrays of metal
particles produce enhancement comparable to that on disordered vapor-deposited
island films [350]. It is important for analytical purposes that the SEIRA band
intensities are linear functions of the film thickness for the first two to three
adsorbed monolayers only [357].

Optimum conditions in the case of Ag films on the Si or ZnSe IREs and the
ATR geometry were found [403] to be the film thickness of 9 nm and the angle
of incidence of 30◦ –40◦. As in ordinary spectra obtained by transparent IRRAS
(Section 2.3.1), the s-polarized IRRAS-SEIRA bands are negative, independent
of the angle of incidence, while the p-polarized bands are negative at ϕ1 < ϕB
and positive at ϕ1 > ϕB , where ϕB is the Brewster angle of the substrate [384].
The maximum band intensity is observed at small and oblique angles of incidence
in s- and p-polarization, respectively [384]. However, the maximum absorption
of s-polarization is always smaller than that for p-polarization, independent of
the metal film thickness and the optical properties of the substrate [359, 360,
384]. The enhancement factor increases as the refractive index of the substrate
decreases [350, 384].

The effects mentioned above are also observed in the case of metal overlay-
ers [356, 384]. When the ATR geometry is used, the overlayers have been found
to be less suitable, most likely because of the larger distance to the ATR inter-
face [358]. It is interesting that the SEIRA spectrum of a film can be different for
metal underlayers and metal overlayers due to different cordination of molecules
to the Ag surface [417].

3.9.5. Rough Surfaces

Apart from scattering, which increases the DR spectral contrast of a film, and
the intensity enhancement, a rough surface can give a specific contribution to
the IR spectra of an ultrathin film deposited on this surface. As pointed out in
Section 3.2.1, under ordinary experimental conditions, a surface polariton on a
flat surface is nonradiative. However, when the surface of an active medium is
grated with a spacing a, the x-component of the incident-photon wave vector
(Fig. 1.9) becomes [418]

kx = ω

c
sin ϕ1 ± N

2π

a
,

where N is the diffraction order. Tuning the angle of incidence ϕ1, one can
achieve the resonance condition (3.10), which is used for SEW excitation. A
randomly rough surface can be treated as a superposition of gratings described



242 INTERPRETATION OF IR SPECTRA OF ULTRATHIN FILMS

by a set of wave vectors kxa . Each grating gives rise to its own diffracted order.
For a number of these gratings, the condition (3.10) can be met, allowing the
excitation of the nonradiative surface polariton. Thus, a rough surface reflects
radiation differently than a flat one, producing an extra band near ωS [Eq. (3.10)]
in each reststrahlen band if the correlation length of the roughness is of the same
order as or larger than the wavelength of the incident radiation.

Although many groups have studied electromagnetic scattering by rough sur-
faces and rough films, the exact solution to this class of problems has not yet
been achieved except in a few oversimplified cases [419, 420]. By considering
the surface roughness to be in the form of minute hemispherical pits and bumps
well separated from one another, Berreman [421] has shown that such surface
imperfections influence the reflection near the reststrahlen bands, resulting in the
appearance of secondary maxima below ωLO. This phenomenon is attributed to
localized resonances of the ionic vibrations in the vicinity of extremely small
pits or bumps, which induce additional electric fields around the curved surfaces
and, therefore, shifts the bulk-mode frequency. In conventional terminology, this
amounts to excitation of the surface vibrational modes of tiny particles situated
at a surface. A theoretical study of the optical response of a BeO surface cov-
ered by oblate and prolate ellipsoids, truncated spheres, and holes by Andersson
and Niklasson [422] revealed that such a system is characterized by two types
of absorption peaks: (1) at νLO and νTO of the substrate and (2) at the Fröhlich
frequencies of the imperfections. This phenomenon can be used to assess the
quality of polishing of a polar crystal surface [423]. In general, the resonance
frequencies have been found to be higher for pits than for bumps. Abnormal light
reflection is also observed from the surfaces of rough and corrugated thin films,
which is currently under extensive investigation [424]. The EMT treats a rough
surface as a geometrically inhomogeneous medium composed of bumps made
of the substrate material and the embedding medium. Using such an approach,
Dignam and Moskovits [425] have described an optical model that takes into
account the effect of the deposition of an ultrathin film on a slightly rough metal
surface. They found that the reflection spectra of methanol and oxygen adsorbed
on a rough Ag surface are very strongly dependent on the microscopic roughness
of the surface. Bjerke and co-workers [426a] reported that electrochemical pla-
tinization of a Pt electrode provides up to 20 times the enhancements of the νCO
band measured by in situ IRRAS as compared to smooth Pt. At the same time,
as the degree of platinization was increased, the band shape became asymmetri-
cal, then bipolar, and finally appeared as a reflection maximum. The S-shape of
the adsorbate band was more pronounced near the percolation threshold of the
Pt underlayer. The spectrum simulations based on the Bergman dielectric func-
tion [408] showed that the dielectric constants of the Pt-matrix composite layer
also change drastically near percolation. This effect can be due to the fact that
scattering of electrons at the interface becomes an important relaxation mech-
anism in the case of microscopically rough surfaces [426b]. At the percolation
threshold, when the metal islands contact each other, the conductivity of the films
strongly changes and with it the effective optical constants.
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3.10. DETERMINATION OF OPTICAL CONSTANTS OF
ISOTROPIC ULTRATHIN FILMS: EXPERIMENTAL ERRORS
IN REFLECTIVITY MEASUREMENTS

Optical constants of ultrathin films are relevant in technologies such as those
involved in solar absorption, temperature control, radiative cooling, and optical
coatings and are of interest for IR spectroscopic research including determination
of the optimum conditions for the spectrum measurements (Chapter 2), isolation
of optical effects (Sections 3.1–3.5), and molecular orientation investigations
(Section 3.11). It should be emphasized that the whole problem is treated as the
inverse problem of mathematical physics and is thus inaccurate [427]. There-
fore, in each case it is necessary to use all of the a priori information available
about the system under investigation, to choose the best model of the layer,
and the optimal method of solving the inverse problem. Methods for determin-
ing the optical constants (refractive and absorption indices) and thicknesses of
ultrathin films have been well described for the UV/Vis region [45, 346]. They
involve measurement of transmission and phase changes [428, 429], reflection
and transmission at certain thicknesses [430, 431], reflection and interference
fringes [432], and reflection at Brewster angle [433], as well as methods such as
ellipsometry [434–436], polarimetry [437, 438], and SPR [439–441].

In the IR range, the most accurate and direct methods of determining the
optical constants of ultrathin films appear to be the interferometric SEW method
[39, 442, 443] and SPR [444], which both require special equipment, including
an IR laser. Other methods are conventionally divided into single-wavelength
and multiwavelength approaches. In the single-wavelength approach, n and k are
calculated interactively at each frequency from the transmittance and reflectance
measured at normal and/or oblique angles of incidence using the Fresnel for-
mulas [445–451]. However, the solutions n– ik are not unique for a given pair
of measured R and T values, due to the highly nonlinear relationships among
the variables involved and the singularity of the solutions. To achieve efficient
convergence on the true solution, this approach requires good initial estimates of
n and k [247, 452]. In the multiwavelength approach, the experimental spectra
are fitted by simulated ones, and the spectral simulations are performed using
optical constants from Kramers–Krönig (KK) relations [452–454] or dispersion
formulas [455–463]. The use of ATR spectra is reviewed in Refs. [44, 456, 457].

In this section, only the optical constants of isotropic films determined by the
multiwavelength approach in IRRAS will be discussed. The optical constants are
assumed to be independent of the film thickness, and any gradient in the optical
properties of the substrate (Section 3.5) is ignored. This undoubtedly lowers accu-
racy of the results. Anisotropic optical constants of a film are more closely related
to real-world ultrathin films. At this point, it is worth noting that approaches to
measuring isotropic and anisotropic optical constants are conceptually identical:
An anisotropic material shows a completely identical metallic IRRAS spectrum
to the isotropic one if the complex refractive index along the z-direction for
the anisotropic material is equal to that for the isotropic one [44]. However, to
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extract anisotropic constants, IR measurements along three mutually orthogonal
directions with respect to the film have to be performed (Section 3.11.3).

Dispersion analysis seems to be the simplest technique for extracting the
complex refractive indices of ultrathin films. It involves fitting the experimental
reflection spectra with simulated ones. For these simulations, either the Fres-
nel formulas (Section 1.5) or the matrix method (Section 1.7) is used, and the
complex dielectric function is treated as a superposition of a specified number
of oscillators. The fitting parameters are Sj , γj , ν0j , and ε∞ in Eq. (1.46) or
νLOj , ν0j , γLOj , γj , and ε∞ in Eq. (1.54a). Success of the curve-fitting method
depends on the adequacy of the analytical dispersion law adopted, which depends
upon the proper choice of the number of oscillators. The zero-approximation
values of these parameters can be drawn directly from the experimental spectra.
Specifically, the resonance frequencies ν0j are given by the peak positions in the
s-polarized transmission or reflection spectra [in which the band position coin-
cides with the maximum of the TO energy loss function (Figs. 3.1 and 3.11)] and
the damping constants by the band FWHM. The value of ε∞ can be measured
independently, for example by ellipsometry [433]. Subsequently it is sufficient
to vary only the oscillator strength Sj to attain good agreement of experimental
and calculated spectra. For example, it was found [458] that in the case of poly-
crystalline and quasi-amorphous films of MgO (a single oscillator), Eq. (1.54a)
gives better results than Eq. (1.46). Dispersion analysis using Eq. (1.54a) has
been performed for 85–95-nm MgO films deposited by vacuum evaporation on
Al [458]. To simplify the calculations of the optical constants, the νLO frequency
was taken directly from the IRRAS spectrum of the MgO layer on an Al sub-
strate and the νTO frequency from the transmission spectrum of a thick MgO film
deposited on a transparent substrate. The oscillator parameters that were obtained
as a result of fitting the spectra obtained by IRRAS are shown in Table 3.5.
The parameters for the polycrystalline film were quite close to those obtained
by a dispersion analysis of the specular reflection from a single MgO crystal
(ε∞ = 3.01, νLO = 725 cm−1, νTO = 401 cm−1, and γ = 7.6 cm−1) [459]. For
the quasi-amorphous MgO film, satisfactory agreement between the theoretical
and measured spectra was obtained using a considerably higher value of γ . The
dispersion analysis of the spectra obtained by IRRAS of strongly absorbing AlN
and SiC layers prepared by laser ablation on Si (111) at 800◦C [460] also gave
damping constants much larger than those of the crystalline materials, indicating
a low degree of crystallinity in the samples (Table 3.5). The ε∞ had an imaginary
part, which was significant in the case of SiC. This effect has been ascribed to
the carbon admixture found in the Raman spectra. For a SiC/double layer on Si,
a model comprised of characteristics from each film (SiC and AlN) has been
found to be unsatisfactory and requires inclusion of the Drude term [Eq. (1.43)],
which describes the presence of free carriers. The dispersion analyses employ-
ing the Drude dielectric function and the multioscillator model [Eq. (1.46)] have
been applied to determining the optical constants of thin metal films in the IR
region [461] and weakly absorbing (polymeric) films [455b, 462, 463].
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Table 3.5. Parameters of dielectric function of MgO, SiC, and AlN thin films obtained by
dispersion analysis

Oscillator

System ε∞ ν0 S γ

Polycrystalline MgO (85–95 nm thick) on
Al [458]

3.00 400 0.525 7.6

Quasi-amorphous MgO (85–95 nm thick) on
Al [458]

2.95 400 0.525 40

SiC (108 nm thick) on Si [460] 6.38 + 0.36 i 799 2.82 39
AlN (813 nm thick) on Si [460] 4.25 + 0.02 i 662 3.39 17

The KK method of determining optical constants in the IR range is based
on the fact that the optical constants are not independent of one another but
are related through KK relations [Eq. (1.18)]. These relations yield an additional
equation between the real and imaginary parts of the complex function and make
it possible to reduce the number of unknown parameters required to determine
the optical constants of a layer. The application of these relationships to deter-
mine the optical constants of ultrathin films on metals was studied theoretically
by Konovalova et al. [464]. The model film material was represented by the dis-
persion parameters ν0 = 1000 cm−1, S = 0.1, γ = 0.1, and ε∞ = 3 (typical for a
medium-intensity band found in the absorption of a dielectric), and the substrate
was Al. The optical constants n2(ν) and k2(ν) were calculated by Eq. (1.17),
and the p-polarized metallic IRRAS spectra R(ν) were simulated within the film
thickness range of 0.01–0.3 µm using the exact formulas (1.75). Subsequently,
the reverse procedure was followed: The simulated spectra were approximated by
Eq. (1.82) (the thin-film approximation), allowing the spectrum of the LO energy
loss function Im(1/ε̂2) to be obtained directly. The function Re(1/ε̂2) was then
extracted using the KK relation of the form

Re
1

ε̂2(ν)
= 2

π

∫ ν2

ν1

ν′ Im[1/ε̂2(ν
′)] dν′

ν′2 − ν2
+ C(ν), (3.40)

where ν1 and ν2 are the integration boundaries and C(ν) is a weakly varying
function that describes the contribution of the spectrum beyond the frequency
interval under consideration (between 0 and ν1 and between ν2 and ∞). [In a
first approximation, C(ν) may be considered to be constant and determined by the
refractive index in the visible range, C = 1/n∞.] The real and imaginary parts
of the refractive index, n2(ν) and k2(ν), were retrieved using Eq. (1.17) for the
model layer. Good agreement between these values of n2(ν) and k2(ν) and those
specified initially was achieved for films of thickness d2 < 0.01λ. This limitation
arises because of the restricted applicability of the linear approximation.

The results of this approach to extracting n2(ν) and k2(ν) from the experi-
mental spectra of MgO layers on the surface of Al mirrors are discussed below.
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These layers were deposited by magnetron sputtering on Al substrates main-
tained at temperatures of 25◦ and 250◦C. The spectrum obtained by IRRAS for
the film deposited at 25◦C (Fig. 3.68a) shows an intense νLO absorption band
at 725 cm−1. In the spectrum of the film deposited at 250◦C, the maximum of
this band is shifted to higher frequencies, and its FWHM is smaller than that in
the spectrum of the film obtained at 25◦C. The resulting spectral dependences of
n2(ν) and k2(ν) for the MgO layers are presented in Fig. 3.68b. The optical con-
stants of the layer sputtered on the 250◦C substrate are close to those of a MgO
crystal. The lower frequency and larger bandwidth of the k2(ν) band suggest an
amorphous phase in the layer.

However, the thin-film approximation may yield significant errors even for
films a few tenths of nanometers thick [7]. Yamamoto and Ishida [44], based on
the KK technique of Hansen and Abdou [465] for a multi-interface system, and
Buffeteau and Desbat [452], based on the Abeles matrix method and the fast
Fourier transform for the KK relations, suggested procedures for measuring the
optical constants from IRRAS without employing the thin-film approximation.
These techniques can yield the optical constants of both organic and inorganic
ultrathin films with high accuracy if the film thickness and ε∞ are known.

As was shown by Selci et al. [466], the KK method allows the complex
dielectric function associated with the semiconductor surface states to be cal-
culated. The surface is treated as an absorbing layer of thickness d 	 λ located
between a substrate and an external medium. The differential quantity ,R/Rd =
(RcB − Rox)/Rox was used as a measure of the surface reflectivity, where Rox is
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Figure 3.68. (a) IRRAS spectra of MgO layer on Al substrate, recorded in p-polarized radiation
at ϕ1 = 60◦, d2 = 100 nm at temperatures t = 25◦C (solid line) and t = 250◦C (dashed line).
Reprinted, by permission, from I. I. Shaganov, O. P. Konovalova, and O. Y. Rusakova, Sov. J.
Opt. Technol. 55, 402 (1988); p. 403, Fig. 1, Copyright  1988 Optical Society of America.
(b) Dispersion of optical constants k and n of MgO: (1) polycrystalline film deposited at t = 250◦C
(dashed lines); (2) amorphous film deposited at t = 25◦C (solid lines); (3) MgO monocrystal
(dashed-dotted lines). Reprinted, by permission, from O. P. Konovalova, O. Y. Rusakova, and
I. I. Shaganov, in N. G. Bakhshiev (Ed.), Spectrochemistry of Inter- and Intramolecular Inter-
actions, issue 4, Leningrad State University Press, Leningrad, 1988, p. 206; p. 209, Fig. 2.
Copyright  1988 St. Petersburg University Press.
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the saturation value of the reflectance after prolonged exposure to oxygen (surface
states are removed) and RcB is the reflectance of the cleaved semiconductor sur-
face. The thickness of the oxide, d2, was assumed to be equal to d and the equation
for ,R/Rd was derived from a simple linear approximation for a three-phase
model (1.81). In the general case d2 �= d , and the effective dielectric function for
the oxide, ε2,eff, must be considered and is defined as ε2,eff = (ε2 + 1)d2/d − 1.
Since the oxide is usually transparent in the region of the surface state absorption
(ε′′

2 = 0), for ϕ1 = 0◦ and n1 = 1, Eq. (1.81) reduces to

,R

Rd

= d[Aε′′
s − B(ε′

s − ε′
2)], (3.41)

where

A = 8(π/λ)(ε′
3 − 1)

(1 − ε′
3)

2 + (ε′′
3)

2
,

B = 8(π/λ)ε′′
3

(1 − ε′
3)

2 + (ε′′
3)

2
.

It follows that to distinguish the contribution of the surface to the reflectivity,
the dielectric function of the bulk substrate should be known. However, in the
case of a transparent substrate at energies less than Eg , ε′′

3 = 0 and the reflec-
tivity becomes dAε′′

s . For transitions with energies hν > Eg, the second term in
Eq. (3.41) cannot in principle be neglected. However, it was found that B ≈ 0 at
energies lower than 3.2 eV for Si, 2 eV for Ge, 2.8 eV for GaAs, and 3.5 eV for
GaP. When B �= 0, the IRRAS spectrum is related to both ε′

s and ε′′
s (see also

Section 6.5).
Errors in measuring the reflectivities ,R/R for calculation of the optical

constants of layers can be divided into two groups [467]: (1) errors connected
with the photometric accuracy with which R is determined and (2) errors inherent
in the method of obtaining the spectra, including inaccuracy in the angle of
incidence of radiation, convergence of the radiation beam and its influence on
the accuracy, and the ideality of the polarizer.

An error in the photometric measurements of ±0.005 [456] corresponds to an
accuracy of ±0.01 for ,R/R for a single reflection. Since the quantity being
measured is the ratio R/R0, the error introduced by radiation loss from the IRRAS
accessory and reflection from the sample is partially corrected.

The error in the reflectivity that arises from the accuracy limits of the angle of
incidence was estimated theoretically [458] for the spectrum obtained by IRRAS
of an ultrathin film on a highly reflecting metal (n3 = 15, k3 = 60) for which the
dependence of ,R/R on ϕ1 is substantial. The calculations revealed that, for a
single reflection, the error in ,R/R introduced by the angle of incidence over
the angular range of 75◦ ± 30′ when the angular aperture of the beam is ±5◦ is
3–4% ,R/R or less. As seen from Fig. 3.69, for multiple reflections, the rays
incident onto the plate at larger angles undergo a greater absorption in the layer
(due to the geometric factor) and fewer reflections between the plates than the
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Figure 3.69. Schematic diagram of beam propagation between two reflecting plates (1 and 2).

rays incident at smaller angles. Hence, under multiple-reflection conditions, the
dependence of ,R/R on the angle of incidence ϕ1 is reduced and thus leads to
a smaller error. Deviations in the reflectivity were calculated for the optimum
multiple-reflection conditions from highly reflecting metals. The reflectance R0

of a metal was found from Eqs. (1.68)–(1.70). It was established that out of the
ϕB ± 10◦ range when ϕ1 can be set to within 30′ and the angular aperture of
the beam is set to within ±5◦, the error in determining ,R/R does not exceed
1–2%. However, the uncertainty in the reflectivity can be much greater in the
vicinity of the Brewster angle ϕB [468].

It is also of importance to know the effect of the beam convergence on the
accuracy of ,R/R. If the beam is represented as a sum of equal-intensity beams
incident onto a sample at different angles, then the reflectivity of multiple reflec-
tions from a film–metal system can be written as

(
,R

R

)N

=
∑r

i=1 (R
0
i )

N − ∑r
i=1 (Ri)

N∑r
i=1 (R

0
i )

N
, (3.42)

where r is the number of beam components, R0
i and Ri are the reflectances of the

ith component for the bare metal and the metal with a layer, respectively, and N

is the number of light reflections from the sample. This accounts for the beam
convergence in the plane of incidence only. The beam convergence perpendicular
to the plane of incidence has little effect on the accuracy of the reflectances [458].
As follows from Eq. (3.42), the components of a beam with an angular aperture
of ±5◦, incident onto the sample at an angle ϕ1, make opposite contributions to
the change in ,R/R and thus change its value at a given angle ϕ1 very little.

For transparent substrates, the spread of incident angles around the average
value for the central incoming ray affects the p-polarized absorbance as shown
in Fig. 3.70 for spreads of 0, ±8◦, and ±16◦. When the angle of incidence is
near the Brewster angle, the error in the measured absorbance increases abruptly
due to the uncertainty in the beam convergence.

Measurement of the reflectivity,R/R from experimental spectra of thin dielec-
tric layers on metals is complicated by the fact that if the absorption depth ,R is
taken as the band intensity then the experimental values of reflectivity, (,R/R)exp,
will differ from the calculated values of ,R/R. The reasons are the follow-
ing. First, the band wings are distorted by the presence of the layer, effectively
causing a shift of the spectral baseline relative to the reflectance of the bare
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Figure 3.70. Calculated absorbances for p-polarized radiation in IRRAS spectra of hypothetical
absorbate vibration at 3000 cm−1 on silicon (n3 = 3.42) as function of angle of incidence ϕ1 for
different cone angles κ of incident radiation. Film parameters: d2 = 1 nm, n2 = 1.5, k2 = 0.1.
Reprinted, by permission, from H. Brunner, U. Mayer, and H. Hoffmann, Appl. Spectrosc. 51,
209 (1997), p. 215, Fig. 7. Copyright  1997 Society for Applied Spectroscopy.
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Figure 3.71. Scheme of drawing base line in IRRAS spectrum of film on metal surface: a–b′,
recommended baseline.

metal (1.5.4◦). Hence, for calculating n2 and k2 it is advisable to derive the relation-
ship between n2, k2, n3, k3, d2, ϕ1, and the absorption factor AG = (R′

0 − R)/R′
0,

where R′
0 is the reflectance of metal with the bleached layer. Second, in the case

of the νLO band, there can be a contribution to the absorption from the νTO band of
the layer substance on the low-frequency side of the band maximum (Fig. 3.12).
Thus, the difference between (,R/R)exp and AG for ultrathin layers is some-
what larger on the low-frequency side. To decrease this difference, it is therefore
recommended to draw the baseline in the spectrum (as shown in Fig. 3.71) by
extrapolating the background at high frequencies toward lower frequencies. The
values of (,R/R)exp calculated from spectra treated in this manner are in better
agreement with the values of ,R/R determined for known R0 [458].
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Another error in the optical constants n2 and k2 of the layer, calculated from
experimental values of ,R/R, is caused by an uncertainty in the optical con-
stants n3 and k3 of the substrate. The partial derivatives ∂(,R/R)/∂n3|k3=const;
∂(,R/R)/∂k3|n3=const were calculated for ϕ1 = 75◦ and n2, with k2 in the range
from 0 to 3 [458]. It was found that the relative error in ,R/R generated from
n3 and k3 (whose accuracy is 20%) is less than 0.5% and can be neglected. More-
over, if the optical constants of an ultrathin film are measured using the technique
of Yamamoto and Ishida [7], the optical constants of the metal substrate do not
matter, and those of any real metal can be employed.

To estimate the possible error in n2 and k2 caused by an inaccuracy in the
layer thickness d , ,R/R was calculated as a function of d using Eq. (1.75).
The results, presented in Fig. 3.72, show a linear dependence of ,R/R on d at
small layer thickness and an exponential dependence as d increases. The limit
of the linear dependence varies, depending on the maximum value Amax of the
LO energy loss function Im(1/ε̂2) and the angle of incidence (Fig. 3.73). Thus,
for ϕ1 = 75◦, the linear dependence occurs for thicknesses that satisfy d/λ 	
1 × 10−3 –2 × 10−3 for a wide range of values of Amax. The analysis of the
change in ,R/R as a function of the thickness d allows one to assume that for
ultrathin layers the relative error ,Amax/Amax caused by inaccuracy in specifying
d is approximately equal to ,d/d . This result means that the inaccuracy in d

makes a major contribution to the accuracy of experimental values of the optical
constants.

The effect of nonideality in the polarizer on the accuracy of the optical con-
stants has been analyzed in Refs. [468–471]. If one assumes that a fraction x

of s-polarized radiation passes through the polarizer when it is set to transmit
p-polarized light, then the effective p-polarized reflectance is given by [470]

Reff
p = (1 − x)Rp + xRs, (3.43)
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Figure 3.72. Dependence of reflectivity in IRRAS spectrum of film on metal on film
thickness, calculated with (1) linear approximation and (2) exact Fresnel formulas ϕ1 = 75◦,
n̂2 = 0.5 − 0.12i, n̂3 = 15 − 60i, ν = 1000 cm−1. Reprinted, by permission, from V. P. Tolstoy,
Methods of UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg University Press, St.
Petersburg, 1998, p. 189, Fig. 5.20. Copyright  St. Petersburg University Press.
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Figure 3.73. Variation in limit of linear approximation [Eq. (1.82)] depending on maximum value
Amax of LO energy loss function Im(1/ε̂2) and angle of incidence of radiation, ϕ1 = (1) 60◦,
(2) ϕ = 75◦, (3) ϕ = 80◦; n3 = 15, k3 = 60, ν = 1000 cm−1. Reprinted, by permission, from
V. P. Tolstoy, Methods of UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg University
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Figure 3.74. Angle-of-incidence dependence of reflectivity of νasCH2 band of 11-monolayer
CdAr LB films on glass measured from IRRAS with ideal polarizer (dashed line), with polarizer
with 98.5% degree of polarization (solid line), and for range of angles of incidence of ±5◦
around nominal value (dotted-dashed line). Solid squares are experimental peak intensity
calculated from νasCH2 band of reflectivity spectra. Optical constants used in simulations are
n2x = n2y = 1.49, n2z = 1.55, k2x = k2y = 0.5, k2z = 0.04, d2 = 29 nm, n3 = 1.47. Reprinted, by
permission, from D. Blaudez, T. Buffeteau, B. Desbat, P. Fournier, A.-M. Ritcey, and M. Pezolet,
J. Phys. Chem. B 102, 99 (1998), p. 102, Fig. 5. Copyright  1998 American Chemical Society.

where Rp and Rs are the ideal reflectances for p- and s-polarization, respectively.
Figure 3.74 shows that the experimental results can be well fitted with
(,Rp/Rp)

eff if both the nonideality of the polarizer (x = 1.5%)† and the beam
convergence (±5◦) are taken into consideration. One can deduce from Fig. 3.74
that the error due to the imperfection of the polarizer increases steeply around the
Brewster angle. Because this angular region has a poor SNR in the absorbance
spectra (due to a decrease in the denominator in − logR/R0; Fig. 1.11) and
a greater error due to beam convergence, it is unsuitable for quantitative
measurements.

† This value of the polarizer leakage is given in the commercial specifications of the polarizer [468].
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To sum up, if the absorption band intensities are measured with a single-
reflection IRRAS technique, the error in ,R/R arises largely due to limited
accuracy in the angle of incidence and the photometric error of the spectrometer.
When using the multiple-reflection IRRAS technique, the error is determined by
the photometric inaccuracies. Independently of the IRRAS technique, the error in
calculating the optical constants is strongly dependent on the accuracy to which
the layer thickness d can be determined. These conclusions are also valid for
transmission and ATR spectra. For spectra obtained by IRRAS of ultrathin films
on transparent substrates, the measurements performed near ϕB are more sensitive
to errors due from leakage of the polarizer and beam convergence.

3.11. DETERMINATION OF MOLECULAR PACKING
AND ORIENTATION IN ULTRATHIN FILMS: ANISOTROPIC
OPTICAL CONSTANTS OF ULTRATHIN FILMS

It is well known that molecules tend to be adsorbed on surfaces and at interfaces
with a preferential orientation. Such preferred orientations ultimately reflect the ori-
entational dependence of the potential energy surface describing the adsorbent–
adsorbate interaction [472]. This orientational dependence is a multiparameter
function of head group size, distance between surface sites, surface pressure,
chain branching, the strength of intermolecular and adsorbent–adsorbate bonds,
temperature, kinetics of deposition, and the surroundings. Characterization of the
molecular orientation (MO) and molecular packing (MP) in systems as diverse as
biomimetic membranes, biological sensors, electronic and optical organic devices,
novel solid lubricants, corrosion inhibitors, and hydrophobic and hydrophilic coat-
ings has gained considerable attention [473–477]. Apart from IR spectroscopy,
methods for quantifying MP and MO in ultrathin films include ellipsometry [478],
X-ray photoelectron spectroscopy (XPS) [479], scanning tunneling microscopy
(STM) [480], second-harmonic generation [481], near-edge X-ray absorption fine
structure (NEXAFS) [482, 483], polarized ultraviolet (UV) spectroscopy [484],
angle-resolved photoelectron spectroscopy (ARUPS) [485], Brewster angle micro-
scopy [486], near-infrared (NIR) Fourier transform surface-enhanced Raman spec-
troscopy [487], on- and off-specular high-resolution electron energy loss spec-
troscopy (HREELS) [488], nuclear magnetic resonance (NMR) spectroscopy
[489], and grazing-incidence X-ray diffraction (GIXD) [490] (see also reviews
[491, 492]). The advantage of FTIR spectroscopy in the determination of MO
and MP is that it provides simultaneously information about the whole adsorbed
species. It can be applied nondestructively in situ to a wide variety of systems.
However, IR spectroscopy can only measure the first coefficient in the orienta-
tional distribution function, and other techniques must be used (excluding bire-
fringence) to extract the higher coefficients. Generally speaking, laborious cal-
culations are necessary to achieve a high degree of accuracy in the MO data,
and, unlike AFM, STM, and GIXD, IR spectroscopy yields only qualitative infor-
mation about MP. Below, characterization of the MP and MO in ultrathin films
by IR spectroscopy will be demonstrated, and then selection of the proper IR
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spectroscopic method and experimental conditions will be discussed for the mea-
surement of the anisotropic optical constants and MO in ultrathin films. Particular
attention will be paid to three types of ultrathin films of long-chain molecules:
(i) densely packed molecular monolayers specifically adsorbed from solution onto
solid substrates [self-assembled monolayers (SAMs)], (ii) monolayers of insoluble
amphiphiles deposited at the air–water (AW) interface [Langmuir (L) monolay-
ers], and (iii) films obtained when L monolayers are transferred to solids via the
Langmuir–Blodgett (LB) technique (LB films).

3.11.1. Order–Disorder Transition

Infrared spectra allow comparison of the molecular order in different mesophases
of the film. As pointed out by Tredgold [477], although the correct definition of
the term order is a thermodynamic concept, it is of little use when discussing the
properties of ultrathin films which are far from thermodynamic equilibrium. It
has been suggested to regard the most ordered state as the one which corresponds
most closely to some preconceived structure which one wishes to bring about.
Monitoring of order–disorder transitions (ODTs) in ultrathin films is important
when constructing superlattices with prescribed physical or chemical properties
and a known thermal stability and in the modeling of phase transitions in bio-
logically relevant membranes. Pioneering work in this field has been done by
Naselli et al. [493, 494], who reported a two-step melting process in LB films
of cadmium arachidate (CdAr) and suggested that these transitions may involve
trans–gauche isomerization within the chains, a change in the average tilt angle,
rotator mesophases, chain diffusion, and eventually desorption.

Currently, the most thoroughly studied systems are those comprised of
long alkyl chain molecules for which specific spectral features of the C–H
vibrations accompany the ODT. However, studies concerning absorption of head
groups, such as carboxylic and carboxylate groups of fatty acids [495–497],
amide [498–502] and phosphate [503] groups of biophysical LB films
(Section 7.7), and the CN groups of chromophoric molecules [504], have also
been reported.

As seen from Fig. 3.75, the TDMs of the νsCH2 and νasCH2 vibrations (at
∼2850 cm−1 and ∼2920 cm−1, respectively) of hydrocarbon chains are orthogo-
nal and perpendicular to the carbon chain axis. The TDM of the νsCH2 vibration
lies in the plane of the molecular CCC backbone, while the TDM of the νasCH2

is perpendicular to it. The terminal methyl group has three modes. The TDM
of the symmetric mode (νip

s CH3 ≈ 2870 cm−1) lies in the plane of the back-
bone and is inclined by 35.5◦ from the molecular axis. One asymmetric stretch
(near 2970 cm−1), denoted by ν

ip
asCH3, is inclined 54.5◦ from the molecular axis

in the plane of the molecular backbone. The other asymmetric stretch (near
2955 cm−1), denoted as ν

op
as CH3, is perpendicular to the plane of the molecular

backbone. The TDMs of the scissoring (δscisCH2) at ∼1470 cm−1 and wagging
(δwagCH2) at ∼1350 cm−1 bending vibrations are directed perpendicular and par-
allel to the carbon chain axis, respectively. The characteristics of the νCH bands
are collected in Table 3.6.
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Figure 3.75. Definition of tilt γ , azimuth φ, and twist ψ angles for an all-trans hydrocarbon
chain in laboratory coordinate system.

Table 3.6. Isotropic absorption indexes (kiso), FWHM, and TDM orientations for CH stretching
bands of dioctadecyl (C18H37) group of dioctadecyl disulfide a

Vibration
Peak

Frequency (cm−1) kiso

FWHM
(cm−1)

TDM Unit Vector
{a, b, c}b

ν
ip
asCH3 2962 0.030 12 sin 55◦, 0, cos 55◦

ν
op
as CH3 2950 0.023 10 0, 1, 0
νFR

as CH3 2937 0.008 12 − cos 55◦, 0, sin 55◦

νasα-CHc
2 2927 0.070 10 0, 1, 0

νasCH2 2919 0.305 12 0, 1, 0
νFR

as CH2 2906 0.028 11 1, 0, 0
νFR

as CH2 2892 0.030 17 1, 0, 0
νsCH3 2878 0.018 10 − cos 55◦, 0, sin 55◦

νsα-CHc
2 2860 0.015 16 1, 0, 0

νsymβ-CHc
2 2853 0.021 10 1, 0, 0

νsymCH2 2851 0.174 12 1, 0, 0
aDerived from absorption index (k) spectrum of bulk dioctadecyl disulfide.
bUnit vector coordinates in molecular coordinate system defined by hydrocarbon chain axis (c-axis)
and C-atom backbone plane (a, c plane).
cAbsorptions of CH2 groups in α- and β-position to disulfide group.
Abbreviations: ip, in plane; op, out of plane; FR, Fermi resonance.

Source: Reprinted, by permission, from H. Hoffmann, U. Mayer, and A. Krischanitz, Langmuir 11,
1304 (1995), p. 1308. Copyright  1995 by American Chemical Society.
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The frequencies of the CH2 stretching modes of hydrocarbon chains are
extremely sensitive to the conformational ordering of the chains in a layer.
Although these frequency shifts are small (within 5–7 cm−1), they can be mea-
sured routinely with modern FTIR spectrometers. When the chains in the mono-
layer are in all-trans zigzag conformation and highly ordered, the narrow absorp-
tion bands νasCH2 and νsCH2 appear at around 2918 ± 1 and 2850 ± 1 cm−1,
respectively, or at even lower wavenumbers (vide infra). With the formation of
gauche rotomers, the bands shift upward to 2926 and 2856 cm−1. This is due to
a coupling between the carbon atoms and a methylene hydrogen, which, due to
conversion around the C−C bond, is positioned in the plane defined by the carbon
atoms, resulting in an increased force constant for that C−H bond. In contrast,
for the all-trans conformation, all methylene hydrogens are out of plane [505].
In general, the order of the hydrocarbon chains decreases with decreasing chain
length [495].

For the ODT analysis of films on transparent substrates, the νCH2 band fre-
quencies measured with the tangential component of the electric field (i.e., in
the s-polarized reflection or normal-incidence transmission spectra) are used,
since the p-polarized bands have complex composition (Section 3.4) and origin
(Section 3.2). In addition, TO–LO splitting for the νCH2 modes is up to 6 cm−1.†

The ODT data obtained from the νsCH2 band are more reliable because of fewer
overlapping bands around the peak relative to the νasCH2 band [507, 508]. More-
over, in the case of crystalline films, the νasCH2 band can exhibit splitting due
to the crystal field effect [504].

Gauche defects are expected to be concentrated near the free ends of the
chains, and this has been experimentally confirmed by Nuzzo et al. [509, 510].
Gericke et al. [511, 512] reported the lowest frequencies for the νasCH2 and
νsCH2 modes 2911.8 ±0.2 and 2848.9 ±0.1 cm−1, respectively, for methylene
groups adjacent to the head group of the half-deuterated hexadecanoic acid L
monolayer in the liquid condensed–solid (LS) phase at the AW interface in the
presence of Zn2+ subphase cations. These authors have measured slightly higher
values for the same monolayer on a Pb2+ subphase (νasCH2 = 2914.2 ± 0.2 and
νsCH2 = 2848.1 ± 0.2 cm−1) and on pure water (νasCH2 = 2915 and νsCH2 =
2849 cm−1). For comparison, the methylene groups of the whole chain of the
hexadecanoic acid L monolayer in the S-phase absorb at 2917.1 and 2850 cm−1,
and those in 1-alkanol L monolayers at the AW interface at 5◦C are at 2915.9
and 2848.3 cm−1 [513, 514]. The increase in order in the presence of cations in
the subphase has been attributed to the bridging character of the bidentate chelate
formed between the cation and the carboxylate head group [511].

The νCH2 temperature dependence has been used in determining the melt-
ing point of a wide range of LB films [503, 515–519] and SAMs [370, 520].
The νCH2 molecular area dependences have been used to study the mesophase
transformations in L monolayers [508, 521–524], while the νCH2 time depen-
dences have been helpful in studies of the kinetics of aggregation (self-assembly)

† Being negligibly small for near-normal orientation of the chains [506], the TO–LO shift will arise
in p-polarized spectra with increasing the tilt angle.
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of adsorbed molecules [515, 525–528]. To illustrate the sensitivity of the νCH2

frequencies to film melting, Fig. 3.76a shows the temperature dependence of
the νasCH2 band frequency in the normal-incidence transmission spectra of a
five-monolayer LB film of N -octadenoyl-L-alanine (a chiral molecule used for
modeling enzymes, shown in Fig. 3.76b) on a CaF2 substrate [529]. At around
115◦C, the frequency changes steeply from values characteristic for a highly
ordered state to those for a highly disordered state, indicating a clear first-order
phase transition. The temperature dependence of the νCH2 and νCD2 frequen-
cies was used to monitor separation of lipid phases (for review, see Ref. [530]).
Miscibility of components can be measured by the extent to which the melting
temperature and cooperativity of the individual components are related in the
mixture. Another approach to distinguish phase separation is to compare MP and
MO in the single-component and mixed films. An example of ODT found by the
νCH2 shift is discussed in Section 7.4.3.

The bandwidths (FWHM) of the νCH2, δCH2, and ρCH2 bands are propor-
tional to the degree of rotational mobility and flexibility within the layer, and
increase with decreasing order [531], such that the FWHM can also be used for
diagnostics of the degree of aggregation of the molecules in the film along with
the νCH2 frequencies [504, 519, 524]. However, in some cases, increased packing
of the molecules may not yield a decrease in FWHM, as it was found in the coex-
istence regions of L monolayers, where the FWHM is independent from [521,
522] or even increases with [495] increasing surface pressure, presumably due
to the increasing number of conformers.

The ODT can also be monitored by plotting the peak height or integrated peak
area of the methylene stretching bands as a function of the external conditions
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Figure 3.76. (a) Temperature dependence of (�) wavenumber and (�) intensity (in arbitrary
units) of antisymmetric CH2 stretching bands and (•) intensity ratio of antisymmetric CH2
stretching band to symmetric one in normal-incidence transmission spectra of five-monolayer
LB film of N-octadecanoyl-L-alanine fabricated onto CaF2 substrate by vertical dipping method
at surface pressure 40 mN · m−1. (b) Pair of N-octadecanoyl-L-alanine molecules in tightly
aggregated state. Reprinted, by permission, from X. Du, B. Shi, and Y. Liang, Langmuir 14,
3631 (1998), p. 3635, Figs. 6 and 8. Copyright  1998 American Chemical Society.
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(temperature, surface pressure, or time) [521, 522, 524]. The advantage of using
the peak values instead of the band area is that the results are less depen-
dent on interference from adjacent, partially overlapped satellite bands. Changes
in these features can be explained for the most part by changes in the aver-
age tilt angle, the relative amounts of trans and gauche conformers [532], sur-
face density, and the oscillator strengths (TDMs) of the νCH2 vibrations [533]
(Section 3.11.3). If reorientation dominates, an increase in the chain disorder
results in a decrease in the band intensities of the methylene stretching vibrations
in the s-polarized reflection and normal-incidence transmission spectra (see an
example in Fig. 3.76). At the same time, in IRRAS of LB films on metal sub-
strates, the opposite trend is observed: With increasing disorder the intensity of
the methylene stretching bands decreases [520, 534].

Another spectral parameter that depends on the order of the molecules within
the film is the intensity ratios and the dichroic ratio for the modes whose TDMs
have different orientations relative to the molecular frame. The origin of these
dependences, which is connected with an increase in concentration of cis-isomers
and/or the appearance of rotational freedom upon the transition from biaxial to
uniaxial symmetry, is discussed in Section 3.11.3.

As disorder increases, the number of different gauche conformers increases,
which causes changes in the absorption from methyl stretching modes (see, e.g.,
Ref. [509]). In addition, the wagging (δwagCH2) bands between 1300 and 1400 cm−1

are useful indicators of gauche defects. These bands are generally quite pronounced
in the p-polarized spectra of adsorbed long-chain molecules, as the TDM of the
wagging modes is parallel to the hydrocarbon chain [512]. There are several types of
gauche defects, both single and double, which may be located either near the chain
ends or near the chain center. For highly organized molecules with chains mostly in
all-trans conformation, the CH2 wagging modes couple and split, producing a series
(progression) of bands between 1180 and 1350 cm−1. The number of these bands is
equal to twice the total number of carbon atoms in the chain [535]. As demonstrated
by Snyder [536], in disordered films the end-gauche conformers are characterized
by absorption at 1341 cm−1, gauche–gauche at 1353 cm−1, and wagging modes
from the sum of gauche–trans-gauche and gauche–trans-gauche (kink) sequences
appear at 1368 cm−1. The wagging vibration bands in the DRIFTS-SEIRA spectra
of stearic acid self-assembled on 2-µm silver particles are shown in Fig. 3.77, and
the band assignments are summarized in Table 3.7.

3.11.2. Packing and Symmetry of Ultrathin Films

Films can be divided into three classes — isotropic, uniaxial, and biaxial — depen-
ding on the form of their permittivity tensor ε̂ (1.1.2◦). For isotropic films, the
three principal values of the permittivity tensor are equal, ε̂1 = ε̂2 = ε̂3, and there
is no preferred orientation within the film. The permittivity tensor of a uniaxial
film has two different principal values, one that describes the propagation of
radiation in the film plane and another that is perpendicular to the film plane, so
that ε̂x = ε̂y �= ε̂z. For a biaxial film all of the principal values of the permittiv-
ity tensor are different, so that ε̂x �= ε̂y �= ε̂z. For crystalline films with triclinic
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Figure 3.77. DRIFTS spectra of stearic acid (C18) self-assembled on silver 2-µm particles
in region of 1100–1500 cm−1. Reprinted, by permission, from S. J. Lee and K. Kim, Vib.
Spectrosc. 18, 187 (1998), p. 192, Fig. 2. Copyright  1998 Elsevier Science B.V.

Table 3.7. Assignment of IR peaks associated with scissoring and wagging modes of
methylene groups of stearic acid self-assembled from ethanol on 2-µm silver particlesa

Peak Frequency (cm−1) Assignment

1470w Scissor of all-trans CH2 chain
1458vw Scissor of CH2 group next to a gauche bond
1437w CH2 wag + scissor for an end-gauche defect
1416sh Scissor of CH2 group adjacent to COO−
1369vvw CH2 wag for internal kink defect
1357vw CH2 wag for double-gauche defect
1348vw CH2 wag for an end-gauche defect
1333m Twist-rock + wag progression band
1318m Twist-rock + wag progression band
1300m Twist-rock + wag progression band
1281m Twist-rock + wag progression band
1263m Twist-rock + wag progression band
1244m Twist-rock + wag progression band
1225m Twist-rock + wag progression band
1206w Twist-rock + wag progression band
1187w Twist-rock + wag progression band
aDRIFTS, see Fig. 3.77.
Abbreviations: v, very; w, weak; sh, shoulder; m, medium.

Source: Reprinted, by permission, from S. J. Lee and K. Kim, Vibrational Spectrosc. 18, 187 (1998),
p. 192, Table 2. Copyright  1998 Elsevier Science B.V.

and monoclinic crystal symmetry (Table 3.8), the permittivity tensor cannot be
diagonalized (1.1.2◦). However, the difference between the principal axes of the
real and imaginary parts of the refractive index is generally ignored, so that this
reduces to a biaxial class of film.
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As seen from Eq. (1.29), the macroscopic optical anisotropy of the film (the
number of different principal values of ε̂) stems from the anisotropy of the
molecular polarizability α̂ and the arrangement of the molecules in the film (their
orientation and packing). If the molecules are randomly oriented, their distribution
is characterized by three rotational degrees of freedom. The crystalline-like phase
is characterized by a long-range periodic positional/translational order and the
macroscopic symmetry of the permittivity tensor depends upon the point group
of the lattice unit cell [537]. Depending on the number and order of rotational
symmetry axes, there are seven categories of unit cells: cubic, hexagonal, tetrag-
onal, trigonal, orthorhombic, monoclinic, and triclinic. The elementary primitive
unit (Bravais) lattice cells and the determining symmetry elements for each cat-
egory are shown in Table 3.8, which also demonstrates how the seven point
group categories are distributed among the three symmetry classes of ε̂. Note
that the nodes in the cells can symbolize molecules. In the case of ultrathin
long-chain molecular films, additional cells can form, which does not occur for
three-dimensional structures [538].

As originally shown by Kitaigorodskii [539], the packing (subcell structure)
of long-chain molecules in bulk crystalline phases is determined by geometric
compatibility of the chains. Figure 3.78 shows the views of the aliphatic
molecules packed in orthorhombic (tilt angle 0◦) and triclinic (tilt angle ≈30◦)
cells. The hydrogen atoms on the chain are shown as circles, with the open circles
representing hydrogen atoms attached to odd carbon atoms and the shaded circles
representing those attached to even carbon atoms. The most densely packed is the
triclinic cell, in which all molecules are identically oriented, such that there is one

a

b
1 2

3 4

Figure 3.78. Schematic depictions of alkyl chains viewed along hydrocarbon backbone show-
ing (1) orthorhombic and (2) triclinic subcell packings. Lines represent bonds and circles
represent electron radii of hydrogen atoms. (3) Cartoon of aliphatic amphiphile displaying how
zigzag carbon backbones of adjacent molecules can nest correctly if molecules are untilted
with respect to surface normal. (4) Nesting of all-trans chains is undisturbed if all molecules
are tilted by specific angle such that adjacent molecules are translated by one repeat distance
along chain direction. Intermediate tilt angles do not preserve chain nesting; a and b are axes
in molecular system. Adapted, by permission, from D. K. Schwartz, Surf. Sci. Reports 27, 241
(1997), p. 290, Fig. 15. Copyright  1997 Elsevier Science B.V.
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molecule per unit cell. The tangential contact of open and shaded circles implies
that chains are tilted by ≈30◦. The orthorhombic cell (the so-called herringbone
packing) consists of two molecules with different orientations. Open and shaded
circles contact only their own type in this arrangement, allowing the possibility
of an untitled structure. In the general case, both the aforementioned types of
packing result in biaxial symmetry within the film, but, if the planes of the
chains with the CCC backbone in the orthorhombic subcell are orthogonal to
each other, the resulting symmetry is uniaxial [468]. In the case of adsorbed
monolayers, additional factors such as the relationship between the size of the
head and end groups, the distance between and symmetry of the adsorption
sites, and the conformational disorder in the tail part of the chain can distort the
crystallinity as well [540].

Besides isotropic (liquidlike) and crystalline-like states, molecular films may
go through a series of intermediate mesophases in which the molecules have
some rotational mobility. The best-known three-dimensional mesophases are liq-
uid crystals [541]. If there is long-range correlation in the orientation of the
molecules in these mesophases, they are categorized in terms of the rotational
degrees of freedom of the constituent molecules. The orientation of a long-chain
molecule in the laboratory cartesian frame (the z-axis being defined perpendicular
to the film and the y-axis along the direction of the s-polarization) is defined by
three Euler angles (Fig. 3.75): the tilt angle γ (between the chain and the z-axis),
the azimuth angle φ (between the projection of the chain axis onto the xy-plane
and the x-axis), and the twisting angle ψ (between the CCC backbone plane
and the plane formed by the z-axis with the chain axis vector). Films in which
the molecular chains have the same angle γ with the surface normal and no
preferred angles φ and ψ have uniaxial symmetry and are formally described as
distributions with two rotational degrees of freedom. The long-range order of the
adsorbed molecules with preferred tilt and azimuth angles has biaxial symmetry
and one rotational degree of freedom.

Two-dimensional condensed mesophases in L monolayers have been thor-
oughly studied by various methods [474, 491, 542], as the method of monolayer
formation allows for successive transitions from a less organized assembly to a
more organized assembly by decreasing the molecular area. The dependence of
the surface pressure of the L monolayer on the molecular area is called the π –A
isotherm (Fig. 3.79) and illustrates the aggregating process on the water surface.
At high molecular areas, the isotherm exhibits the so-called gaseous (G)/liquid
expanded (LE) state. Upon compression, a pure LE is achieved, followed in suc-
cession by a LE/liquid condensed (LC) phase, and a liquid condensed/solid (LS)
phase (see an alternative terminology in Refs. [543, 544, 491]). These mesophases
are called rotator mesophases since there is no long-range order with respect to
the rotational degree of freedom of the molecules about their long axis and the
chains can be considered as rods. When the monolayer is compressed beyond the
LC phase, a kink appears in the isotherm, indicative of the transition to the liq-
uid solid (LS) mesophase, and after that the relatively incompressible collapsed
solid (CS) phase forms. Recently, it has been shown [538] that the untilted CS,
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Figure 3.79. Surface pressure (π ) versus molecular area isotherm of pentadecanoic (C15) acid
L monolayer on pure water at about 30◦C. Various features of isotherm can be identified with
different structural phases. Adapted, by permission, from D. K. Schwartz, Surf. Sci. Reports
27, 241 (1997), p. 248, Fig. 1. Copyright  1997 Elsevier Science B.V.

S, and LS phases of n-alkanes correspond to a herringbone crystal, a distorted
rotator with no long-range herringbone order, and a hexagonal rotator, respec-
tively. The tilted phases can be correlated with the same three categories with
respect to distortion and herringbone order that characterize the untilted phases
if the distortion is measured perpendicular to the chain axis. In addition, many
ultrathin films exhibit a domainlike structure (examples include L monolayers in
transition between phases [491] and simple fatty acid LB monolayers deposited
from the LE phase [545, 546]). Therefore, the macroscopic symmetry depends
on the domain symmetry and distribution. If the ultrathin film consists of planar
molecules, such as oligothiophenes [547], the terminology accepted for liquid
crystals is used to classify its symmetry.

Details of chain packing can be revealed by analyzing the shape and position
of the methylene scissoring (δscisCH2) band (1460–1474 cm−1) [495, 548–554].
It is known [551, 554] that the hydrocarbon chains in the first monolayer of
LB films of fatty acids and their salts have significant positional, rotational, and
conformational disorder but are, on an average, normal to the surface and hexag-
onally packed even after deposition of subsequent layers. The subsequent layers
themselves are highly organized in the orthorhombic subcell [491]. The evolution
of the δscisCH2 band of stearic acid deposited on Ge as the number of LB layers
increases is shown in Fig. 3.80. The ATR spectrum of the first monolayer dis-
plays a single broad (FWHM ≈10–11 cm−1) band at ∼1466 cm−1 attributed to
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Figure 3.80. ATR spectra in CH2 scissoring region of one-, two-, three-, five-, and nine-layer
LB films of stearic acid on germanium. Adapted, by permission, from F. Kimura, J. Umemura,
and T. Takenaka, Langmuir 2, 96 (1986), p. 98, Fig. 5. Copyright  1986 American Chemical
Society.

a relatively disordered hexagonal subcell packing where the hydrocarbon chain
is free to rotate around its long axis. (In a totally disordered structure, the scis-
soring motion of a methylene group next to a gauche bond is characterized by
a similar broad band at ∼1466 cm−1.) This band is split into the doublet with
narrow (3–5-cm−1) components at 1473 and 1463 cm−1 in thicker films, due to
intermolecular interactions between two adjacent molecules in an orthorhombic
perpendicular subcell. The same splitting was observed for a monoclinic (∼30◦

tilt) subcell [468, 548, 549]. Therefore, to distinguish between these two cases,
additional information on the tilt of the chains is required. In the case of an
orthorhombic inclined (∼30◦) subcell, the splitting is 5–8 cm−1 [536, 556]. A
further increase in packing density has been observed for a long-chain carboxylic
acid on a Zn2+ subphase [511]. In this case a sharp, narrow (FWHM ∼3–6-cm−1)
singlet band is observed at 1471 cm−1, indicative of a triclinic subcell packing
(the most dense) where the hydrocarbon chains are parallel [555].

The δscisCH2 band splitting can be used for estimating the degree of chain
segregation in mixtures, in which one component is hydrogenated and the other
deuterated [549]. The method depends on the fact that the intermolecular cou-
pling produces splitting only in the spectra of isotopically identical chains, if the
chains are isotopically different, the coupling is negligible and the spectrum is not
affected. As a consequence, clusters of like chains are vibrationally isolated from
surrounding chains. The band splitting increases with the size of the domain.

The TDM of the higher frequency component (1472–1473 cm−1) of the
δscisCH2 mode of hydrocarbon chains packed in the orthorhombic subcell is
directed along the a-axis of the subcell, while the lower frequency component
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(1462–1463 cm−1) is directed along the b-axis [536, 556] (Fig. 3.78). The low-
frequency component is significantly more sensitive to structural changes than the
high-frequency one [556]. The setting angle θ (the angle between the chain direc-
tion and the a-axis) can be obtained from the intensity ratio of the scissor-band
component intensities as [556]

cot θ =
(
A1460

A1470

)1/2

.

Therefore, when the chain is perpendicular to the surface, the intensities of these
components are equal. The same holds for the polarized spectra if the subcell is
oriented 45◦ with respect to the x, y laboratory axes. Otherwise the intensity ratio
depends upon the orientation of the subcell. Flach et al. [468] were able to deter-
mine the orientation of behenic acid ester in L monolayers (π ≈ 14 mN·m−1)
on pure D2O (which was found to be 36◦ with respect to the y-axis) from this
orientational dependence observed in the s- and p-polarized spectra obtained by
IRRAS (40◦ angle of incidence) (Fig. 3.81). The absence of δscisCH2 bands in
the spectra obtained by IRRAS of a thin film on a metal indicates an almost
perpendicular orientation of chains in this film [557].

When the layer is inhomogeneous (domainlike), the use of this struc-
ture–frequency correlation strategy can be difficult. For example, in the IR spectra
of 1-hexadecanol [526] L monolayers on pure water as the surface area decreases
from 0.266 to 0.192 nm2/molecule, the δscisCH2 band broadens only slightly and
shifts from 1465.0 ± 0.2 to 1466.50 ± 0.2 cm−1. This has been ascribed to the
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Figure 3.81. Split of methylene (a) scissors and (b) rocking mode in s- and p-polarized IRRAS
of behenic acid ester L monolayer (π ≈ 14 mN · m−1) on pure (a) D2O and (b) H2O. Spectra
were measured at 40◦ angle of incidence. Adapted, by permission, from C. R. Flach, A. Gericke,
and R. Mendelsohn, J. Phys. Chem. B 101, 58 (1997), pp. 61 (Fig. 6) and 64 (Fig. 12). Copyright
 1995 American Chemical Society.
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fact that under the given conditions the film is a mixture of orthorhombic (slightly
tilted) and hexagonal (untilted) packed subcells.

The presence of two molecules per unit cell can also be deduced by the splitting
of the rocking (ρCH2) band into a doublet at 729 and 720 cm−1 (Fig. 3.81b) [468,
505, 548, 549].

Although the effect of the mutual arrangement of the molecules in a subcell
on the CH stretching bands has been found to be negligible [507, 527], the ratio
of the band intensities can be used for determining the film symmetry [558] (see
Section 3.11.3 for details).

3.11.3. Orientation

The MO measurements provide information about the angular distribution of
molecules in the x, y, and z film coordinates. To extract MO data from IR
spectra, the general selection rule equation (1.27) is invoked, which states that
the absorption of linearly polarized radiation depends upon the orientation of
the TDM of the given mode relative to the local electric field vector. If the
TDM vector is distributed anisotropically in the sample, the macroscopic result
is selective absorption of linearly polarized radiation propagating in different
directions, as described by an anisotropic permittivity tensor ε̂. Thus, it is the
anisotropic optical constants of the ultrathin film (or their ratios) that are measured
and then correlated with the MO parameters. Unlike for “thick” samples, this
problem is complicated by optical effects in the IR spectra of ultrathin films,
so that optical theory (Sections 1.5–1.7) must be considered, in addition to the
statistical formulas that establish the connection between the principal values of
the permittivity tensor ε̂ and the MO parameters. In fact, a thorough study of
the MO in ultrathin films requires judicious selection not only of the theoretical
model for extracting MO data from the IR spectra (this section) but also of the
optimum experimental technique and conditions [angle(s) of incidence] for these
measurements (Section 3.11.5).

Theoretical and experimental IRRAS results of studying MO in monolayers at
the AW interface have been reviewed by Mendelsohn et al. [67] and Horn [532].
Horn [532] has also discussed the IRRAS experimental data for SAMs, LB films,
and small molecules on metals. The application of ATR to MO measurements
has been considered by Mirabella [559] from a theoretical and practical point of
view. Although polarized transmission spectroscopy at inclined angles of inci-
dence is as sensitive as the ATR and IRRAS methods (Section 2.1), the former
method has been used in very few MO studies [560–563]. Normal-incidence
transmission measurements combined with metallic IRRAS has been exploited
for the analysis of MO, first by Greenler [564] and then by others [247, 551,
565–568]. Yarwood et al. have proposed to use ATR in combination with metal-
lic IRRAS [569] or the normal-incidence transmission method [570]. Ishino and
Ishida [571] combined normal-incidence transmission and MOATR. Below, these
problems are discussed, mainly for long-chain molecules.

By neglecting dispersion in the real part of the refractive index for matter in
which all the dynamic dipole moments of the given mode are perfectly aligned,
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Eqs. (1.15), (1.52), and (1.53a,b) give an absorption index kmax that is propor-
tional to the number of oscillators per unit area or volume, N , and the TDM
value |〈j |ρ|i〉|, so that

kmax ∝ N |〈j |ρ|i〉|2. (3.44)

It follows that when the dipoles have a particular orientation in the film, the
principal values of the absorption index ki , where i = x, y, z, are related to
kmax as

ki = kmax cos2(i, kmax), (3.45)

where kmax (|kmax| = kmax) is the vector directed along the given TDM and
(i, kmax) are the angles between kmax and the laboratory axes (Fig. 3.82). After
elementary trigonometric manipulations, Eq. (3.45) yields [507]

kx = kmax sin2 θ cos2 φ,

ky = kmax sin2 θ sin2 φ,

kz = kmax cos2 θ,

(3.46)

where the Euler angles θ and φ are defined in Fig. 3.82. Since the chain axis
and the TDMs of the νasCH2 and νsCH2 stretching vibrations in the all-trans
hydrocarbon chains are mutually orthogonal, the tilt angle of the chain, γchain,
can be deduced from the measured tilts of the methylene stretching vibrations
(θas and θs) from the following relationship:

cos2 γchain + cos2 θas + cos2 θs = 1. (3.47)

The correlation between the absorption index and the MO and MP must be consid-
ered when estimating the surface concentration of adsorbed molecules from band
intensities using a method such as that suggested by Sperline et al. [572, 573].

If the molecules are uniaxially or biaxially distributed, characterization of
the MO becomes more complicated, and order parameters are used, which are
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Figure 3.82. Definition of Euler angles describing orientation and principal components of
maximum absorption index vector, kmax.
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some functions of averaged directional cosines 〈cos2(i, kmax)〉, where averaging
is over all molecules in the film. The probability that the molecules adopt a
specific orientation (γ, φ, ψ) in the film (laboratory) axis frame (Fig. 3.75) is
called the (orientational) distribution function (DF), N(γ, φ, ψ). The theory of
DFs can be found in the work of Zannoni [574] and Jarvis et al. [575]. In brief,
the DF is based on a Legendre polynomial expansion Pi [576], the form of which
depends upon the symmetry of the molecule and its distribution in the film. To
characterize the DF completely, Pi should be measured up to n = ∞, which is
impossible.

For a uniaxial distribution of rodlike molecules, uneven terms in the DF vanish
upon averaging, and the main contribution is from the second-order term s

(sometimes referred to as the long-axis order parameter [577], first introduced
by Tsvetkov [578]):

s ≡ 〈P2(cos γ )〉 = 1
2 〈3 cos2 γ − 1〉. (3.48)

Here, γ is the tilt angle of the long axis and the brackets indicate averaging over
all molecules in the ensemble. By using IR spectroscopy, one can measure this
quantity exclusively; it ranges from unity, characterizing perfect alignment along
the z-axis (γ = 0◦), to −0.5 for perfect alignment perpendicular to z (γ = 90◦).
However, several different DFs could give rise to the same average values of
s [577, 579]. For the present case, the principal values of the absorption index
are given by Fraser’s equations [580]:

kx = ky = k⊥ = kmax[ 1
2s(sin2 α) + 1

3 (1 − s)],

kz = k|| = kmax[s cos2 α + 1
3 (1 − s)],

(3.49)

where α is the angle between the given TDM and the long molecular axis. When
the TDM is directed perpendicular the the long molecular axis, so that α = 90◦,
Eq. (3.49) transforms into

k⊥ = 1
4kmax(〈cos2 γ 〉 + 1), k|| = 1

2kmax〈sin2 γ 〉, (3.50)

using the classical averages 〈cos2 ϕ〉 = 〈sin2 ϕ〉 = 1
2 in Eq. (3.46). One can see

immediately from Eq. (3.50) that when 〈sin2 γ 〉 = 2
3 (s = 0), the order does

not affect the absorption, and this case is formally indistinguishable from the
case of random orientation. The angle γ ≈ 54.7◦ at which this occurs is called
the magic or isotropic angle. One can see from Eq. (3.50) that if the average
tilt of a hydrocarbon chain increases from 0◦, the absorbance in the normal-
incidence transmission spectrum decreases, but increases in the metallic IRRAS,
which is typically monitored in the ODT studies (see, e.g., Refs. [500, 504, 534,
581, 582]).

If the film is macroscopically uniaxial but the molecules have biaxial sym-
metry, the short molecular axes are not aligned identically relative to the film’s
z-axis. The formulas for the principal values of the absorption index in this case
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have been given by Korte [583, 584]:

k⊥ = 1
3kmax[1 − s(1 − 3

2 sin2 α) − 1
2d sin2 α cos 2ψ],

k|| = 1
3kmax[1 + 2s(1 − 3

2 sin2 α) + d sin2 α cos 2ψ],
(3.51)

where ψ is the molecular twist angle (Fig. 3.75), d ≡ 3
2 〈sin2 γ cos 2ψ〉 is an

additional (transverse-axes) order parameter, and α is the angle between the
given TDM and the long molecular axis.

The general expressions for the DF and the order parameters of a biaxial film
comprised of molecules with cylindrical symmetry are rather cumbersome [577].
For the TDMs perpendicular to the long molecular axis such as those for νasCH2

and νsCH2 stretching vibrations [517],

kx = 1
2kmax(1 − sin2 γ cos2 φ),

ky = 1
2kmax(1 − sin2 γ sin2 φ),

kz = 1
2kmax sin2 γ,

(3.52)

where γ and φ are the tilt and azimuth angles of the carbon–hydrogen chain,
respectively. At φ of 45◦ and 135◦ (the magic angles), biaxial symmetry is indis-
tinguishable from the uniaxial one.

The principal components of the real part of the refractive index, ni , can also
be expressed in terms of the order parameters. General formulas for the ordinary
and extraordinary refractive indices have been developed that depend upon the
molecular orientation in the film [585]. For an ensemble of uniaxially distributed
hydrocarbon chains, the principal components are

nx = ny = n⊥ = next sin2 γ + nord cos2 γ,

nz = n|| = next cos2 γ + nord sin2 γ,
(3.53)

where the ordinary (nord) and extraordinary (next) refractive indices are perpen-
dicular and parallel to the chain axis, respectively. Another way to obtain the
real part of the refractive index is by applying the KK relations (vide infra).

It is evident from Eqs. (3.46) and (3.50)–(3.53) that the MO may be deter-
mined by fitting (1) the principal components of the absorption index or (2) the
ratios of the principal components of the absorption index. These two approaches
will be considered in more detail.

The first (“spectrum fitting”) approach involves producing simulated spectra
to fit the experimental ones in an iterative manner. In the method of Parikh and
Allara [507], kmax is obtained from the relationship (easily determined from the
spatial averaging [507])

kmax = 3.0kiso, (3.54)

where kiso is the optical constant of material in which the TDMs are distributed
isotropically. Assuming that the oscillator strengths do not change appreciably
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upon chemisorption of the molecules, the value of kiso can be determined from
the transmission spectrum of the molecular species in a KBr pellet and the KK
transformation. Typical values of kiso and FWHMs for the CH stretching bands
are shown in Table 3.6. After selecting the appropriate formulas for the absorp-
tion indices [Eqs. (3.46), (3.49)–(3.52)] which depend on the molecule and film
symmetry, the real part of the refractive indices is calculated with the KK rela-
tions, and the film spectra are simulated using the matrix method (Section 1.7).
The procedure is repeated by a coordinate transformation (rotation of the molec-
ular axes in the laboratory coordinate system) [586] until the calculated spectrum
matches the experimental one. The advantage of this method is that films with
anisotropy up to and including full biaxial symmetry may be studied. However, as
follows from Eq. (3.45), kiso and, hence, kmax are related to the molecular density
and packing. This explains in part the wide diversity in the kmax values reported
in the literature. For example, for the νasCH2 bands of a LB film of CdAr, the
values of 1.04 [471] and 0.6 [588] have been reported, and for the L monolayer
of octadecanol in the solid state, the values of 1.31 [589] and 0.51 [470] were
obtained. An illustration of this can be seen in the variation with the temperature
of kiso for the methylene and carboxylate stretching vibrations of bulk cadmium
stearate (Fig. 3.83). These effects can be eliminated by varying both the orien-
tation angles and kmax [506] or deriving kiso (or kmax) from a suitable reference
phase in which the molecules are in the same phase state as in the film [590, 591].
It has been reported [592] that kmax can be adjusted so that the derived tilt angle
is independent of the film thickness, smaller thicknesses requiring larger values
of kmax.† To determine the MO in thin ethylene-vinyl acetate copolymer layers
deposited on Al mirrors, Brogly et al. [587] obtained the absorption index spec-
tra from the specular reflection spectrum of a single copolymer layer measured
at near-normal angle of incidence and the KK transforms.

A more accurate spectrum fitting approach [247, 566–568, 593] is to deter-
mine the anisotropic optical constants of the film from the metallic IRRAS
and transmission spectra. It can be seen from Eqs. (1.90) that, within the linear
approximation, the spectra of an ultrathin film on a metal substrate obtained by
IRRAS give the LO energy loss function (which characterizes the energy dissipa-
tion in the direction perpendicular to the film surface) Im(1/ε̂||), where ε̂|| = ε̂2z,
and the normal-incidence transmission spectrum [Eq. (1.98)] gives the TO energy
loss function Im ε̂⊥ (ε̂x = ε̂y = ε̂⊥). Alternatively, the value of Im(1/ε̂||) can be
obtained from the incline-angle p-polarized transmission or reflection spectrum
using the value of Im ε̂⊥ calculated from the normal-incidence transmission or
s-polarized reflection spectrum, respectively. If the imaginary parts are known,
the real parts of ε̂|| and ε̂⊥ can be calculated by KK relations. Then, the imaginary
part of the permittivity is perturbed until the difference between the simulated and
experimental spectra is minimized. In this stage, the spectrum fitting is performed
using a matrix method. Anisotropic absorption indices for uniaxial CdAr LB

† The difference between the optical constants of a material in the bulk and ultrathin-film form was
discussed in R. Arnold, A. Terfort, and C. Woll, Langmuir 17, 4980 (2001).
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Figure 3.83. Temperature dependence of absorption index (kiso) in maximum of (�) νasCH2,
(•) νsCH2, (�) νasCOO−, and (,) νsCOO− bands derived from transmission (KBr pellet) spectrum
of bulk CdSt. Reprinted, by permission, from T. Hasegawa, S. Takeda, A. Kawaguchi, and
J. Umemura, Langmuir 11, 1236 (1995), p. 1241, Fig. 8. Copyright  1995 American Chemical
Society.

films [247] are shown in Fig. 3.84 and Tables 3.9 and 3.10. These indices corre-
spond to a tilt angle of ∼12◦ that is in good agreement with the values available
in literature. Notice that the kiso for the νasCH2 and νsCH2 modes were 0.32
and 0.22, respectively, where kiso = 1

3 (k|| + 2k⊥). These values are close to those
obtained by Popenoe et al. [594] from the transmission spectra of crystalline
octadecathiol in KBr, which testifies to the validity of using the crystalline phase
as a reference for LB films in this case. The same strategy has been applied to a
uniaxial monolayer LB film of bacteriorhodopsin (bR) (the only protein found in
purple membranes of the halophilic bacteria H. halobium) (Fig. 3.85) deposited
on CaF2 (for the transmission measurement) and Au (for the IRRAS measure-
ment) [568a]. As seen from Figure 3.85, kmax of the amide I band is ∼1.0, which
will result in a TO–LO splitting of ∼20 cm−1 when the mode TDM is perpen-
dicular to the surface. This uncertainty in the band position should be taken into
account when the protein secondary structure–frequency correlation (Table 7.9
in Chapter 7) is applied to IR spectra of ultrathin biofilms.

The method of Buffeteau et al. [247, 567] was extended to measure the optical
constants of biaxial film [568b, 593a]. In this case, at least two measurements
with the electric field parallel to the film surface are required, where for the
second measurement the sample is rotated by 90◦ around the z-axis or the normal-
incidence transmission is measured with s- and p-polarization. Considering the
molecular symmetry and transforming the complex permittivity tensor to the
molecular coordinate system, the direction of a specific TDM relative to the
molecular axis (molecular conformation) can be determined [568b]. This advan-
tage is valuable for characterizing the secondary structure of absorbed proteins
(Section 7.8.1). When the optical constants in the molecular system are known,
spectra for different orientations of the molecule under different experimental
conditions can be simulated. This approach was used for quantifying the MOs in
monolayers from the PM-IRRAS [566, 568b] and ATR [593].
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Figure 3.84. (a) Anisotropic refractive indices (nx = ny = n⊥ and nz = n||) and (b) absorption
indices (kx = ky = k⊥ and kz = k||) of 10 CdAr monolayers deposited on solid substrates.
In-plane and out-of-plane complex refractive indices were calculated from transmittance and
IRRAS spectra, respectively, using refractive indices in visible region of n∞,⊥ = 1.49 and
n∞,|| = 1.55 and a monolayer thickness of 26.4 Å. Reprinted, by permission, from T. Buffeteau,
D. Blaudez, E. Pere, and B. Desbat, J. Phys. Chem. B 103, 5020 (1999), p. 5025, Fig. 3.
Copyright  1999 American Chemical Society.

Table 3.9. Maximum in-plane absorption indices (kx,max) for several IR modes of CdAr LB films
of absorption index spectrum in Fig. 3.84

Layer
Number Substrate

νasCH2,
2919 cm−1

νsCH2,
2850 cm−1

νasCOO−,
1545 cm−1

νsCOO−,
1422 cm−1

8 CaF2 0.458 0.320 0.426 0.053
CaF2 0.483 0.338 0.418 0.068
CaF2 0.470 0.331 0.417 0.067

10 ZnSe 0.490 0.336 0.448 0.055
Si 0.464 0.327 0.443 0.055

Source: Reprinted, by permission, from T. Buffeteau, D. Blaudez, E. Pere, and B. Desbat, J. Phys.
Chem. B 103, 5020 (1999), p. 5025. Copyright  1999 American Chemical Society.

Table 3.10. Maximum out-of-plane absorption indices (kz,max) for several IR modes of CdAr
LB films of absorption index spectrum in Fig. 3.84

Layer
Number Substrate

Angle of
Incidence

νasCH2,
2919 cm−1

νsCH2,
2850 cm−1

νasCOO−
1548 cm−1

νsCOO−
1432 cm−1

8 Gold 75◦ 0.024 0.014 0.024 0.370
Gold 80◦ 0.023 0.014 0.025 0.371
Gold 85◦ 0.022 0.013 0.025 0.363

Source: Reprinted, by permission, from T. Buffeteau, D. Blaudez, E. Pere, and B. Desbat, J. Phys.
Chem. B 103, 5020 (1999), p. 5025. Copyright  1999 American Chemical Society.
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Figure 3.85. (a) Anisotropic absorption indices k⊥ (solid line) and k|| (dashed line) and
(b) refractive indices n⊥ (solid line) and n|| (dashed line) of monolayer of bacteriorhodopsin (bR).
In-plane and out-of-plane complex refractive indices were calculated from transmittance and
metallic IRRAS spectra, respectively, using refractive indices in visible region of n⊥ = 1.52 and
n|| = 1.55 and monolayer thickness of 38 ± 3 Å. Reprinted, by permission, from D. Blaudez,
F. Boucher, T. Buffeteau, B. Desbat, M. Grandbois, and C. Salesse, Appl. Spectrosc. 53, 1299
(1999), p. 1301, Fig. 2. Copyright  1999 Society for Applied Spectroscopy.

Since the substrate may influence the anisotropic optical properties of the
overlying film [595], the method of Buffeteau et al. [247, 566–568, 593] is con-
ceptually more reliable when the MO is studied on solid transparent substrates,
whereas the initial anisotropic optical constants are extracted from normal- and
oblique-incidence transmission or polarized reflection of the same film on the
same substrate. In the case when different substrates participate into the mea-
surements (e.g., when MO in monolayers at the AW interface is studied), the
comparison of the simulated and experimental spectra can be used for distinguish-
ing chemical effects generated by specific film–substrate interactions [568b]. In
particular, the kmax values derived from spectra of monolayers at the AW inter-
face obtained by IRRAS are usually larger than those obtained by ellipsometric
measurements of thin films on solid supports [247]. This difference has been
attributed to a gradient in the optical properties of the interfacial water [71].

To simplify the calculations for L monolayers, Hasegawa et al. [581] have
used a modified form of Eq. (3.54) to describe the dependence of the absorption
index on the maximum of the LB film on compression:

kmax = 3.0kiso
dst

d∗
LB

Ast

ALB
. (3.55)

Here, d∗
LB and dst are the thicknesses of an LB film of tilted molecules and a

standard LB film of stearic acid, and ALB and Ast are the molecular areas of the
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former and the latter, respectively. Mendelsohn et al. [542] used a fitting proce-
dure, in which the anomalous dispersion of the real and imaginary parts of the
absorption indices modeled by a Lorentzian or Gaussian distribution are given
by (for the Lorentzian case)

k⊥(||)(ν) = k⊥(||),maxg
2

4,2 + g2
,

n⊥(||)(ν) = n⊥(||) − 2,k⊥(||),maxg

4,2 + g2
,

(3.56)

where g = 2πc(FWHM), , = 2πc(ν − ν0), c is the speed of light, ν0 is the
center frequency, and ν is the frequency for which the calibration is being
made. The anisotropic optical constants are specified by Eqs. (3.49) and (3.53)
with nord = 1.46 and next = 1.58. Flach et al. used the same procedure [468]
but neglected the anisotropy of the real part of the refractive index. Instead,
the isotropic values of 1.41 and 1.40 were used for the νasCH2 and νC=O
modes, respectively, based on the fact that changes in n within the 1.4–1.6
range have little effect on the absorbance of p-polarized radiation at angles far
from ϕB [468]. This can be further simplified by fitting only the band peak
intensity. Such simulations have been performed for uniaxial films of long-chain
molecules using the classical three-layer Fresnel formulas (Section 1.5) [506,
523, 581, 589, 596, 597] or the thin-layer approximation (1.87) [588, 598] for
spectra measured by IRRAS in either one or both polarization states. The real
parts of the refractive indices can be assumed to be equal to their asymptotic val-
ues in the high-frequency region [468]. Another approach to the determination of
anisotropic refractive indices for organic thin films uses Schopper’s theory [599]
and can be found in works of Tomar and Srivastava [600–602] and Elsharkawi
and Kao [603].

Experimental parameters such as the angle of incidence and film thickness are
canceled out if the orientation is calculated from the ratio of the band intensities
in the metallic IRRAS of the film and in the transmission (KBr) spectrum of
the isotropic bulk sample. For a crystalline-like film, the ratio of the intensities
of the νasCH2 and νsCH2 bands (Aas and As, respectively) gives the twist angle
directly [604–606]:

ψ = arctan
[(

Aas

As

)
film

(
As

Aas

)
KBr

]1/2

. (3.57)

Servant et al. [503, 607] have shown that the spectra of the imaginary parts of
the surface susceptibility tensor [Eq. (1.89)], which are easily obtained from the
polarized IR spectra with no measurement of the film thickness, take into account
the domainlike composition typical of LB films. However, this approach demands
a priori knowledge of the polarizability of the adsorbed molecule — a parameter
that can be calculated assuming a certain microscopic model of the molecular
packing only.
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The MO in the film can be determined by fitting the dichroic ratio (DR) of
a selected band in ATR [517, 518, 559, 608–617] or IRRAS [558, 618–620]
spectra or the ratio of the band intensities in the metallic IRRAS and normal-
incidence transmission spectra [551, 621], which will be referred to below as the
“DR fitting” approach. In the spectroscopy of ultrathin films, the DR is defined
as the ratio of the peak (or integrated) intensity of the absorption band in the
s-polarized spectrum, As , to that in the p-polarized spectrum, Ap:

DR = As

Ap
. (3.58)

Similar to the surface susceptibility method [503, 507], DR fitting allows one to
exclude the film thickness and optical constants as input parameters in spectral
simulations, a very important advantage in the case of adlayers when there is no
way to determine the film thickness accurately [622]. As opposed to spectrum
fitting, DR fitting is applicable to the cases when (1) properties of the film depend
on the substrate (the general case), (2) preliminary information about the film is
poor or absent, and (3) when the film can not be perfectly reproduced in a series
of experiments. Moreover, as will be shown below, DR fitting is more sensitive
to MO.

A typical procedure of converting the DR measured from ATR spectra or
AIRRAS/Atr into angles of orientation requires the MSEF components within the
layer.† For example, the DR measured from the ATR spectrum of an uniaxial
film for a mode perpendicular to a long-chain molecule is expressed as [517]

DR = E2
y(2 − sin2 γ )

E2
x(2 − sin2 γ ) + 2E2

z sin2 γ
, (3.59)

where E2
x , E2

y , and E2
z are the MSEF components along the laboratory axes,

calculated as described in Section 1.8, assuming that the film is transparent
(k2 = 0). As can be seen from Fig. 3.86a, for an Si ATR element and ϕ1 = 45◦,
the change in the absorption index of the film from 0 to 0.6 substantially affects
the DR value for modes perpendicular to the molecule axis (e.g., the CH2

stretching vibrations) at tilt angles larger than 20◦. For modes directed along
the molecule axis, error in the DR is essential for angles from 10◦ to 80◦ [517a].
This systematic error might explain the inadequacy noticed by Schwartz [491]

† By analogy with Eq. (3.44), the absorbance Ai of the layer, measured with the IR radiation polarized
along the i th laboratory axis, is written as:

Ai =
∫
γ

∫
φ

∫
ψ

(MiEi)
2N(γ, φ,ψ) dγ dφ dψ,

where Mi and Ei are the respective projections of the TDM and the electric field vector on the
ith axis. N(γ, φ,ψ) is the orientation distribution function, which is expressed by the common
statistical formula.
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Figure 3.86. Effect of absorption index on dichroic ratio (DR) of the νasCH2 band of car-
bon–hydrogen chain as function of chain tilt angle in (a) ATR and (b) IRRAS spectra of
uniaxial monolayer 2 nm thick on silicon and quartz, respectively: (a) n1 = 3.42, ϕ1 = 45◦,
n2|| = n2⊥ = 1.5, absorption indices k2 max are shown; (b) ϕ1 = 73◦, n3 = 1.49; (1) n2|| = n2⊥
= 1.5, k2 max = 0.7; (2) n2|| = n2⊥ = 1.5, k2 max = 0.9; (3) n2|| = 1.55,n2⊥ = 1.49, k2 max = 1.04;
(4) n2|| = n2⊥ = 1.5, k2 max = 1.04.

in the MO data obtained by Ahn et al. [517a] for the LB films of stearates of
Ca, Cd, and Pb deposited on Ge, etched Si, and oxidized Si and the difference in
orientation of α-helix of the bacteriorhodopsin (bR) LB films, obtained by DR
fitting [502] and spectrum fitting [568a].

Some investigators [499, 613] evaluated the MSEFs using the so-called
two-phase approximation that neglects the film at the interface. This model
was found [608] to give more accurate MO results than the three-phase
(substrate–film–environment) approximation, which was explained by a
significant change in the optical properties as the film thickness decreases
from the thick-film regime to the ultrathin regime. Finally, the MSEFs can
be calculated using a matrix method (the thickness- and absorption-dependent
formalism) based on the optical parameters of the film or Harrick’s thin-film
approximation formulas [237]. To test the validity of the different formalisms, s-
and p-polarized ATR spectra of a lipid bilayer were simulated for different acyl
chain tilt angles [593b]. The results show that for dry bilayers, the acyl chain tilt
angle varies with the formalism used, while no significant variations are observed
for the hydrated bilayers. The thickness- and absorption-dependent formalism
using the mean values of the electric fields over the film thickness gives the
most accurate values of acyl chain tilt angle in dry lipid films. However, for dry
ultrathin (d < 4 nm) lipid monolayers or bilayers, the tilt angle can be determined
with an acceptable accuracy using the Harrick thin-film approximation. This study
also shows that the uncertainty on the determination of the tilt angle comes mostly
from the experimental error on the dichroic ratio and from the knowledge of the
film refractive index.

Chernyshova and Rao [558] suggested to characterize the MO and MP from
IRRAS of ultrathin films on transparent substrates by fitting the DR calculated
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using either a matrix method or the linear approximation expressions derived by
Mielczarski [Eq. (1.87)]. For a uniaxial film Eqs. (3.50) and (1.87) give

DR = Ay

Ax + Az

= (2 − sin2 γ )/4(n2
3 − 1)

− ξ 2
3 (2 − sin2 γ )

4(ξ 2
3 − n4

3 cos2 ϕ1)
+ sin2 ϕ1 sin2 γ

2(ξ 2
3 /n

4
3 − cos2 ϕ1)[n2

2 + k2
2 max(sin2 γ /2)2]2

,

(3.60)

where ϕ1 is the angle of incidence, ξ3 ≡
√
n̂2

3 − sin2 ϕ1 is the generalized com-
plex refractive index of the substrate, n2 and k2 are, respectively, the refractive
and absorption indices of the film, and n3 is the refractive index of the substrate.
As seen from Eq. (3.60), the quantity k2

max multiplied by the factor ( 1
2 sin2 γ )2,

which is much less than unity, is present only in the second term in the denom-
inator (responsible for Az). Therefore, one can expect that the effect of kmax on
the DR calculated with Eq. (3.60) is much weaker than on the absorbance [see
Eqs. (1.87)]. This is confirmed by the dependences in Fig. 3.86b calculated for
the νasCH2 band of a monolayer of a long-chain molecule adsorbed on quartz,
measured by IRRAS at the optimal (73◦) angle of incidence (Section 3.11.5).
Figure 3.86 also allows comparison of the sensitivity of the DR fitting MO mea-
surements from the ATR and IRRAS spectra. Changing γ from 0◦ to 30◦ produces
the decrease in the DR by ∼1% in the ATR spectra and by ∼20% in the IRRAS
spectra. Therefore, the DR fitting approach coupled with the IRRAS spectra mea-
sured under the optimum conditions is much more effective in MO measurements
than that based on the (“standard”) ATR spectra.

The standard criterion of biaxial symmetry of a sample is nonidentity of the
polarized normal-incidence transmission spectra. One can also distinguish sym-
metry of the film comprised of long-chain molecules by analyzing either the DRs
or the ratio of the intensities for the νasCH2 and νsCH2 bands, Aas/As, as follows.

The DR for biaxial distribution of the hydrocarbon chains can be calculated
substituting Eqs. (3.52) in Eqs. (1.87). Figure 3.87 shows the DR of such a film
plotted against the tilt angle γ and the azimuth angle φ. The function DR(φ) has
a period of 180◦, the maximum at φ = 90◦, and the regions of discontinuity when
|Ax | = |Az|. Obviously, since the DR surface is symmetrical relative to φ = 90◦,
averaging the two DR values, which correspond to the arguments shifted by 90◦,
gives the DR value at the magic angles (45◦ or 135◦). This fact is of important
practical significance, permitting extracting both the angles γ and φ from the
DR values for the νasCH2 and νsCH2 modes (DRas and DRs, respectively) whose
TDMs and the chain axis are mutually orthogonal (Fig. 3.75). Namely, using the
averaged value of the DRs (DRav),

DRav = 1
2 (DRas + DRs), (3.61)
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one can find the tilt angle from the DR(γ ) plots for the uniaxial film characterized
by the same set of optical parameters. After that, the azimuth angle can be
determined from the DR(φ) plots constructed for the found tilt angle.

Nuzzo et al. [509] observed that with increasing temperature from 80 to 400 K,
the intensity of the νasCH2 band of alkyl thiol SAMs on Au(111) decreases while
that of the νsCH2 band is almost the same, which was attributed to the intrinsic
temperature dependences of these modes. However, this effect can also be due to
reducing the film symmetry. As follows from Eqs. (3.50) and (3.52), the Aas/As

value obtained from the s-polarized spectrum of a uniaxial film is the same as
for the isotropically distributed film material (if intrinsic spectral perturbations,
such as the splitting due to the crystal field effect [504], do not redistribute the
intensities). On the other hand, biaxial symmetry should change this ratio.

Using Eqs. (3.50) and (3.52), one can easily quantify this effect in the s-
polarized IRRAS (or the normal-incidence transmission) spectra. Taking into
account the shift of 90◦ in the φ values for the νasCH2 and νsCH2 modes,
Eq. (3.50) for ky gives

(
Aas

As

)s

= kmax,as

kmax,s

1 − sin2 γ sin2 φ

1 − sin2 γ cos2 φ
, (3.62)
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where Aas and As are, respectively, the peak intensities of the νasCH2 and νsCH2

bands in the s-polarized spectrum and kmax,as and kmax,s are, respectively, the
maximum absorption indices for the νasCH2 and νsCH2 modes. It is seen that
the loss of the azimuthal degree of freedom results in the dependence of the
(Aas/As)s value on both the tilt and azimuth angles. The orientation dependence
of the quantity (Aas/As)s for a biaxial monolayer is shown in Fig. 3.88. This
dependence can be used for evaluating the azimuth angle [558]. However, to
realize this approach, the value of kmax,as/kmax,s is necessary. For ultrathin films
in the crystalline state, one can assume that this quantity is equal to Aas/As

† in
the IR spectrum of the isotropically distributed crystals and can be measured,
for example, from the transmission spectrum of the crystalline substance in a
KBr pellet. If only the s-polarized or normal-incidence transmission spectra are
available, the difference between the values of (Aas/As)exp and kmax,as/kmax,s can
be used for discriminating between uniaxial and biaxial symmetry of the film, in
addition to the features of the δcisCH2 band (Section 3.11.2).

Another approach to distinguishing symmetry of the film is to compare the
Aas/As values in the normal transmission (or s-polarized IRRAS) and metallic
IRRAS spectra of the same film [623, 624]. This approach is valid provided that
the change of the substrate does not affect the MO in the film, which rarely

† This assumption is invalid for the transformation from the crystalline to liquid form (Fig. 3.83).
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occurs in practice. Binder et al. [625] presented the basic equations for the quan-
titative analysis of DR of biaxial lamellar structures measured by ATR in terms
of transverse and longitudinal molecular order parameters. This formalism was
applied to characterizing symmetry of a biaxial diene lipid bilayer, based on the
DR of selected in-plane and out-of-plane vibrations of the diene groups. In the
IR spectra of ultrathin films on metals Lee and Kim [370] have suggested the use
of the ratios AasCH2/AasCH3 and AsCH2 /AasCH3 as an indicator of the ODT,
since the direction of the TDM vector of the νin

asCH3 was found to be almost
independent of the molecular tilt with respect to the surface normal [626, 627].

By analogy with thick polymer films, a mixed (domainlike) distribution of the
TDMs within the film may be envisaged in which a fraction of the molecules
is perfectly aligned and the rest are randomly oriented (the Fraser–Beer model).
Alternatively, the film may be considered as a collection of differently aligned
species [579]. To take into account the difference in the packing and orientation
of adsorbed molecules near the interface and in the end-group regions, a gradient
in the anisotropic optical constants in the z-direction can be introduced in the
calculations [470]. An ultrathin film may be considered as a stratified structure,
and the distance from the geometric interface over which the orientation persists
(the persistence length of molecular orientation) may be defined [628].

3.11.4. Surface Selection Rule for Dielectrics

The calculated angle-of-incidence dependences of the absorbance in the s- and
p-polarized IRRAS of a 1-nm hypothetical isotropic layer on silicon and on glass
(Figs. 3.89, 2.09, and 2.10) show that

Ap(ϕ1) > 0 (for Si) and Ap(ϕ1) < 0 (for SiO2) at ϕ1 < ϕB,

Ap(ϕ1) < 0 (for Si) and Ap(ϕ1) > 0 (for SiO2) at ϕ1 > ϕB.
(3.63)

The net absorbance in the p-polarized spectra Ax
p shown is further resolved into

two components, Ax
p and Az

p , which describe the film’s interaction with the Ex

and Ez components of the electric field, respectively (Fig. 3.82). The sign of
these components differs from that of the sum. For both substrates,

Ax
p(ϕ1) < 0 and Az

p(ϕ1) > 0 at ϕ1 < ϕB,

while (3.64)

Ax
p(ϕ1) > 0 and Az

p(ϕ1) < 0 at ϕ1 > ϕB.

Relationships (3.64) constitute the surface selection rule (SSR) for dielectrics
(see also Fig. 3.18).

The SSR for dielectrics allows one to obtain a quick, qualitative impres-
sion about molecular orientations in ultrathin films. For example (Fig. 3.90),
the spectrum of a SAM, obtained by IRRAS at ϕ1 = 80 ± 3◦, exhibits positive
and negative absorbance due to the methylene and methyl stretching modes,
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k2 = 0.1, nglass = 1.5, nSi = 3.42. Reprinted, by permission, from H. Brunner, U. Mayer, and
H. Hoffmann, Appl. Spectrosc. 51, 209 (1997), p. 211, Fig. 2. Copyright  1997 Society for
Applied Spectroscopy.

respectively. As follows from Eq. (3.64), the methylene and methyl stretching
modes are mainly oriented in and out of the film plane, and, hence, the aliphatic
chains are almost perpendicular to the surface (Fig. 3.75) (the numerical analysis
gave the average chain tilt of 11◦ [598]). At the same time, all the bands are
negative in the p-polarized IRRAS of a film of paraffin oil on Si, which testi-
fies [Eq. (3.63)] that the film is isotropic (liquidlike). If a film is heterogeneous,
consisting of both organized and isotropic domains, the p-polarized spectrum
obtained by IRRAS represents a weighed sum of contributions from each domain
(Fig. 3.90, curve b). Thus, the difference in the sign of the absorbance in the
p-polarized spectra of isotropic and anisotropic films can be exploited not only
for analyzing the degree of order in the film but also for elucidating the domain-
like structure of the film [598].

Information about molecular orientations in ultrathin films on transparent sub-
strates can also be gained from the polarity of the PM-IRRAS signals [Eq. (4.8)].
When the spectra are measured at the optimum angle of incidence, which is above
the Brewster angle [629], a TDM lying in the surface plane gives rise to a posi-
tive PM-IRRAS signal, while a TDM perpendicular to the surface gives rise to a
negative signal. This property is the SSR for PM-IRRAS. In the intermediate case,
the PM-IRRAS band is a weighted sum of these two signals. As a result, for a
particular (“vanishing”) tilt angle, the two contributions balance and the absorp-
tion band disappears from the spectrum [71, 72]. The value of the vanishing
angle depends on the refractive index of the substrate and the angle of incidence,
increasing as n3 increases. Observation of a vanished band in PM-IRRAS allows
determination of the title angle of the corresponding mode and, hence, the title
angle of the molecule. For example [72], the intensity of the νC−O band at
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1060 cm−1 of a long-chain 1-alcohol monolayer on water is either zero or very
slightly negative in the PM-IRRAS measured at the angle of incidence of ∼76◦.
Under these optical conditions, this fact means that the C−O mode is titled by
∼36◦. Taking into account the sp3 tetrahedral hybridization of the carbon and oxy-
gen atoms and the fact that the OH polar group points into the water, one can
expect that the aliphatic chains are perpendicular to the surface, which agrees with
the high intensity of the νCH2 bands.

3.11.5. Optimum Conditions for MO Studies

Of paramount importance when investigating MO is the appropriate choice of
experimental method and conditions under which the spectra will have the highest
SNR and sensitivity to the MO. The latter implies that three principal components
of the absorption index can be measured with comparable SNRs. Except for films
on metals, for which only the modes perpendicular to the surface can be detected
(Section 1.8.2) and the optimum conditions are known (p-polarized radiation
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and grazing angles of incidence, Section 2.2), this is a multifaceted problem.
Hence, a compromise must be found that will vary greatly from system to system,
depending on features such as the preferential direction of the analyzed modes
and the optical properties of the stratified system.

Selection of the IR spectroscopic method for the spectral measurements is
nontrivial when the substrate is transparent in the IR region: One can study
the MO in the film by analyzing the spectra from transmission, ATR, IRRAS,
or BML-IRRAS spectra measured at one or several angles of incidence. From
these, ATR is the least suitable method to the MO measurements on the νCH2

bands of hydrocarbon chains with tilt angles <30◦ (see also [593b] and the
discussion of Fig. 3.86). As seen from Figs. 1.20 and 3.22, at angles of incidence
far from ϕc, the z-component of the absorbance is negligible, which means that
the ATR method is insensitive to the mode component directed along the surface
normal. In the vicinity of ϕc, the vertical component becomes comparable to
the lateral components for the substrates with high refractive indices (Si and
Ge). However, this takes place in a narrow range of angles of incidence, which
is hard to realize in practice, requiring well-collimated radiation. However, this
method is rather adequate for the amide I band of α-helices [593a]. A higher
accuracy in the tilt angle of protein species can be achieved when the ratio of the
amide I and amide II band intensities rather than the DR is fitted [593a]. It also
follows from the data reported in Ref. [593a] that DR fitting is more sensitive
to the azimuth angle than spectrum fitting for α-helices oriented parallel to the
surface (γ = 90◦). The optimum conditions for the BML-IRRAS depend on the
thickness of the buffer layer (Section 2.3.3). Below we will consider in more
detail the optimum conditions for MO measurements from IRRAS spectra.

In the case of uniaxial LB films (tilt angle of 16◦) on glass, the angle-of-
incidence dependences of the SNR and the reflectivity for the νasCH2 band in
IRRAS are shown in Fig. 3.91. One can see that for this system the optimum
angle of incidence from the SNR viewpoint is 70◦ –73◦ (for the νasCOO− bands
this angle is 77◦). For the AW interface, the highest SNR in IRRAS has been
reported at ϕ1 ≈ 30◦ in both s- and p-polarized IRRAS [589] and at ϕ1 ≈
71◦ –76◦ in PM-IRRAS [496, 71]. For all transparent substrates, the SNR in the
p-polarized spectra is minimal and extremely poor at ϕ1 = ϕB (Section 2.3.1).

The highest sensitivity to changes in the MO of long-chain molecules mea-
sured by the spectrum fitting approach has been found in p-polarized spectra at
∼80◦ (which is somewhat higher than 73◦) if ,R units are used [471, 506]. If
absorbance or reflectivity units are chosen [514, 630], the sensitivity is maximal
near ϕB , significantly decreasing for tilt angles below ∼30◦ in uniaxial monolay-
ers on substrates with a low refractive index (1.4–1.6), regardless of the angle of
incidence [542]. However, the poor SNR and exaggerated errors (Section 3.10)
undo this advantage for measurements near ϕB .

The DR fitting measurements of MO in ultrathin films on substrates with low
refractive indices (quartz) at angles of incidence higher than ∼70◦ are optimum
from the viewpoints of both maximum MO sensitivity and minimum inherent
method error (for tilt angles <40◦) [558]. At the same time, a marked increase
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in the error due to uncertainty in the monolayer optical parameters limits the
optimal angle range from above by ∼75◦. Hence, the angle of 73◦ optimal from
the SNR viewpoint is also optimal for the IRRAS-DR fitting method [558].

Finally, it is important to know absolute accuracy in the IR spectroscopic
measurements of MO. According to the simulations performed for IRRAS of a
uniaxial LB film on glass [471], the spectral noise makes the accuracy in the tilt
angle measured by the spectrum fitting method not better than 10◦. The systematic
error in the MO data determined using the Parikh–Allara method [507] from
IRRAS of crystalline SAMs on Si was claimed [527] to be 1◦ –3◦ for the tilt
angle. Another important factor influencing the accuracy of MO data is the surface
roughness not only of the front [589] but also of the back [631] surface of the
substrate.
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4

EQUIPMENT
AND TECHNIQUES

Fundamental concepts of FTIR spectroscopy and basic principles of spectrometer
operation, spectrum acquisition, and spectral manipulation have been discussed
in detail by Smith [1], Griffiths and de Haseth [2a], Chalmers and Griffiths [2b],
and Mirabella [3]. At present, FTIR instrumentation, both commercial and home
built, is developing rapidly, specifically with regards to better time and spectral
resolution, SNR level, and scan speed. This is largely due to the availability of
improved optical technologies and personal computers. Further information on
modern commercially available FTIR spectrometers may be requested from indi-
vidual manufacturers and is not included here. Improvements and developments
in various components of FTIR spectrometers are routinely reported in journals
such as Applied Spectroscopy, Applied Optics, Spectroscopy Europe, Journal of
Applied Spectroscopy, and Infrared Physics. This chapter concentrates on spectro-
scopic techniques for measuring IR spectra, including the design and construction
of accessories for studying ultrathin films, and original methods of sample prepa-
ration. Mainly the techniques compatible with a standard serial FTIR or dispersive
spectrometer will be considered, with no variations in the optical arrangement.
As was shown in Chapter 2, the choice of technique for recording IR spectra of
ultrathin films in a given application is determined by several parameters. Among
those are the optical parameters of the layer being studied and its thickness as
well as the optical parameters of the substrate and the immersion medium. The
choice also depends upon the shape and size of particles in the case of a dispersed
sample or the degree of the surface roughness for bulk material. In this chapter,
general recommendations will be proposed for choosing the most appropriate
technique to solve a given problem in IR spectroscopy of ultrathin films.
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4.1. TECHNIQUES FOR RECORDING IR SPECTRA OF ULTRATHIN
FILMS ON BULK SAMPLES

4.1.1. Transmission and Multiple Transmission

Recording IR transmission spectra of ultrathin layers on the surface of transparent
materials is perhaps the simplest IR spectroscopy technique. If the layer is located
on the surface of a plane–parallel plate that is transparent in the IR region, it
is sufficient to place it into an IR spectrometer at the focal point in the sample
compartment and to measure the spectrum of the transmitted radiation in the
usual manner.

The standard (normal-incidence) transmission technique was used in the
early applications, for example, in microelectronics when dielectric layers
∼50–200 nm in thickness were involved. However, to study thinner dielectric
layers (<10 nm), the contrast achieved with this technique was insufficient. To
enhance the sensitivity, a technique was adopted that records spectra of a stack of
several samples (up to 15–20) [4]. In this way, a contrast spectrum was obtained
of a monolayer of water adsorbed onto a quartz surface. However, when recording
at an angle of incidence of ϕ1 = 0◦ the spectrum of a stack of semiconductor
plates with a refractive index in the IR region larger than 3 (e.g., for Si), the
proportion of the signal that is reflected from the front surface of the plate is
fairly high (about 30–40%) (Fig. 1.11). Therefore, the intensity of the radiation
passed through the plates furthest from the front plate is low, which is obviously a
substantial limitation of the given technique. For substances with a high refractive
index, this difficulty can be easily overcome by recording p-polarized spectra at
an angle of incidence close to the Brewster angle (transmission at the Brewster
angle) (Fig. 4.1a). Under these conditions, the energy losses upon reflection from
the front plate are minimal. Thus a larger number of plates may be included in
the stack (Fig. 4.1b) and the sensitivity will be enhanced. The other advantage
of irradiating at the Brewster angle is p-polarizing of the resulting spectrum,
because of the primary reflection of the s-component from the front face. This
allows one to obtain p-polarized spectra of layers located on the plate surface
without polarizers, increasing the level of useful signal by a few tens of percent
and allowing the number of plates to be increased. To use this method, it is
necessary that the Brewster angle be virtually independent of the layer thickness.

a

b

ϕ1

Figure 4.1. Scheme for recording IR spectra of layers by (a) single- and (b) multiple-transmis-
sion techniques.
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It was shown in Refs. [5, 6] that in the case of ultrathin films this condition is
met: The Brewster angle varies within the limits of the angular aperture for the
real radiation beam.

The technique of transmission at the Brewster angle was suggested by
Tolstoy [7] to measure spectra of SiO2 layers located on both sides of a silicon
plate 27 mm in diameter and 0.25 mm thick, which is used as a base for the
manufacture of microelectronic chips. The plates were stacked in a holder that
separates them by 0.5 mm, which then is placed into the sample compartment of
the spectrometer at a specific angle with respect to the radiation beam. The spectra
were measured with an ordinary dispersive spectrometer for both a single plate
and stacks of 15 plates, treated by hydrofluoric acid and kept in air for 24 h. The
spectra of the stack of 15 plates recorded at the Brewster angle are characterized
by a νLO band at 1240 cm−1 (Fig. 4.2). The band position and intensity change
upon annealing in air at temperatures from 200 to 500◦C. The absorption band at
1100 cm−1 due to oxygen dissolved in silicon, and the νTO of the silicon oxide
is also noteworthy. The position of the latter (νTO) proves to be less sensitive to
changes in the lattice–chemical characteristics of the layer (Sections 5.1–5.3).
The high sensitivity of these measurements is demonstrated by the fact that
one can observe an absorption band in the 1170-cm−1 region in the spectrum
of a Si sample immediately after etching in concentrated HF, at which point
the Si surface is covered by a 0.2–0.4-nm layer of SiOx under these conditions.
Significant changes are observed in the spectra after subsequent thermal treatment
of the sample in air at temperatures from 100 to 500◦C. For example, annealing
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Figure 4.2. Multiple-transmission IR spectra of SiO2 layers on silicon surface, ϕ1 = ϕB = 74◦:
(1) after etching 1 min in HF; and after annealing in air at (2) 200, (3) 240, (4) 400, and (5) 500◦ C.
Reprinted, by permission, from V. P. Tolstoy, L. P. Bogdanova, and V. B. Aleskovski, Doklady
AN USSR 291, 913 (1986), p. 914, Fig. 2. Copyright  1986 Doklady AN USSR.
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at 200◦C causes the intensity of the wide band at 1170 cm−1 to increase slightly;
at 240◦C, a high-frequency shoulder at 1210 cm−1 becomes a separate band.
The increase in the intensity of this band and the shift of its maximum to higher
frequencies (up to 1245 cm−1) are observed after annealing at 500◦C.

It is also possible to measure spectra of layers on a real surface of silicon
using the multiple-transmission technique at the Brewster angle for a single plate
and even for a fraction of a plate [8]. This is done by placing it, as shown in
Fig. 4.3, between two aluminum mirrors. In this case, the number of passages
of the radiation through the sample is determined by the separation distance
D1 between the mirrors. One chooses the mirror length L in such a way as to
minimize losses of beam intensity.

The intensity of p-polarized light transmitted through the system presented in
Fig. 4.3 is described by the formula

Ip = I 0
p(R0)N , N = L

D1 tan ϕ 1
,

where R0 is the reflectance of the metal. The beam displacement upon passing
through the plate, absorption by the layer, and the multiple reflections in the plate
are all neglected.

The intensity of the s-polarized light transmitted through the same system
proves to be considerably lower [8]. It is reflected from the front face of the
semiconductor and multiply reflected in the narrow gap between the semicon-
ductor and the metal. Therefore, when recording spectra on grating spectrometers
(for which a significant polarization of the output radiation is observed), it is rec-
ommended to place a polarizer in front of the monochromator slit to maintain
signal intensity.

In practice, recording transmission spectra at oblique angles of incidence
requires special accessories, as determined by the geometry of the radiation beam
in the sample compartment of the spectrometer: (i) the beam can be focused at
the center of the sample compartment or (ii) on the entrance slit. One of the sim-
plest accessories for both reflection and transmission measurements is shown in
Fig. 4.4 [9]. It consists of a plateau (3) fixed in the sample compartment, a sys-
tem of plane guiding mirrors (1 and 2), the sample (4), and directing mirrors (5).

L

D
2 D

1

ϕB

Figure 4.3. Scheme for recording IR spectra of layers by multiple-transmission technique:
L = working length of the mirror, D1 = separation between mirrors, and D2 = thickness of
plate under investigation. Reprinted, by permission, from V. P. Tolstoy, L. P. Bogdanova, and
V. B. Aleskovski, Doklady AN USSR 291, 913 (1986), p. 914, Fig. 1. Copyright  1986 Doklady
AN USSR.
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Figure 4.4. Schematic diagram of multipurpose accessory. Arrangement for recording
(a) single-, double- and (b) multiple-transmission spectra: (1, 2) guiding mirrors; (3) plateau;
(4) sample; (5) directing mirrors. Reprinted, by permission, from V. P. Tolstoy, Methods of
UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg University Press, St. Petersburg,
1998, p. 128, Fig. 4.8. Copyright  St. Petersburg University Press.

The guiding mirrors may be mounted at the plateau in different positions. This
accessory allows variation of transmission measurement conditions such as the
number of beam passages through the sample, the angle of incidence, and the
size of the sample. To record a single-transmission spectrum, it is sufficient to
remove mirrors 1, 2, and 5 so that the radiation is directly incident upon the sam-
ple. The holder may serve as a goniometer, and angle of incidence can be varied
from 15◦ to 80◦. For a double-transmission spectrum, the optical scheme shown
in Fig. 4.4a can be employed. In this case, the beam is incident upon the sample
at an inclined angle, is reflected from the mirror located immediately behind the
sample, and returns through the plate, arriving, finally, at the spectrometer. To
record multiple-transmission spectra with this accessory, a Si sample plate and
two mirrors (1 and 2) are mounted at ϕB ≈ 74◦ on the plateau together with two
guiding mirrors (5), as shown in Figs. 4.4b. In this case, the plate under investi-
gation may be larger than 10 × 25 mm; this means that the large silicon plates
involved in ultra large-scale circuit (ULSC) technology may be probed.

A scheme based on the configuration of a double-beam spectrometer was
proposed [10] for estimating the uniformity in thickness of a dielectric layer
on the surface of a semiconductor plate (Fig. 4.5). In this technique, the ratio
of the transmission spectra from two nearby points on the plate are obtained
at oblique angles of incidence and in p-polarized radiation. Specifically, plane
mirrors 2 and 5 focus both the sample and reference beams on plate 1. The
holder of plate 1 is mounted kinematically and shifted by an electromechanical
drive on the plateau in the focal plane. Passing through the sample at two nearby
points, the beams are directed by mirrors 3 and 4 toward the spectrometer, the
reference beam arriving into the sample channel and the sample beam into the
reference one. Analyzing the differential transmission spectrum, one can estimate
the degree of uniformity of the layer. Moreover, such estimation can be set up
to be measured automatically if the electromechanical drive and the recorder are
switched on. With dispersive and FTIR spectrometers, continuous and step-by-
step drives should be used, respectively. In the former, the monochromator can
be set to the frequency of the most intense absorption band.



312 EQUIPMENT AND TECHNIQUES

I1 I2

I2 I1

2 3

1

5 4

Figure 4.5. Schematic arrangement for studying uniformity in film: (1) plate, which can
be moved with an electromechanical drive; (2–5) mirrors. Reprinted, by permission, from
V. P. Tolstoy, Methods of UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg University
Press, St. Petersburg, 1998, p. 130, Fig. 4.9. Copyright  St. Petersburg University Press.
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Figure 4.6. Schematic arrangement of conventional diffuse-reflectance accessory for measur-
ing multiple-transmission spectra of microsamples. (1, 2) focusing optical system of accessory;
(3) sample holder; (4) plate under study; (5) metallic mirrors. (a) Plate with polished surfaces
placed between ground metallic surfaces. (b) Plate with ground surfaces placed between
polished mirrors. Reprinted, by permission, from V. P. Tolstoy, Methods of UV-Vis and IR Spec-
troscopy of Nanolayers, St. Petersburg University Press, 1998, p. 130, Fig. 4.10. Copyright 
1998 St. Petersburg University Press.

When it is necessary to record the transmission spectrum of a microquantity
of a material or a limited sample area, beam condensers are employed [11].
Alternatively, a diffuse-reflectance (DR) accessory may be used (Fig. 4.6). In
this case, the radiation is multiply reflected between mirrors 5 and detected upon
passing through the optical system 2. One of two optical schemes may be used:
(i) the polished sample under study is placed between ground metallic mirrors 5
the surface roughness ensuring diffuse scattering of the transmitted radiation;
(ii) the ground sample under investigation is placed between polished mirrors.
In each configuration, the ground surface causes diffuse-scattered radiation to be



4.1. TECHNIQUES FOR RECORDING IR SPECTRA OF ULTRATHIN FILMS ON BULK SAMPLES 313

multiply passed through the sample to obtain the transmission spectra, promoting
enhancement of the spectral contrast.

Transmission measurements may be applied to ultrathin coatings on the poly-
mer films that are self-supporting and those that have been deposited onto a
transparent substrate [12]. A self-supporting film can be prepared by stretching
the polymer. If the polymer is not already in the form of a film, the hot-pressing
method is used, in which the material is molded and then pressed using a
commercially available accessory in order to produce a film with a well-defined
pathlength. If the polymer is soluble in a volatile solvent, it can be cast. To pre-
pare a cast film, the polymer is first dissolved in an appropriate volatile solvent,
and a few drops of the solution are then placed on the central part of a support.
The solution spreads over the surface of the window (centrifuging can be used to
give a uniform thickness), and the solvent is allowed to evaporate. The complete
removal of solvent from the film is critical and must be verified by the absence of
solvent bands in the spectrum [13]. The cast films can be studied on the support.

The interference fringes present in a transmission spectrum of a polymer film
can be used to measure the film thickness. A discussion of this technique is given
by Griffiths and de Haseth [2a]. The number of interference fringes, N , over a
wavenumber range ν1 to ν2 can be related to the thickness of the sample, b, and
its refractive index n by

b = 1

2π

N

ν1 − ν2
.

To reduce spectral distortions caused by the interference fringes, the back surface
of the film can be roughened, or the spectrum can be measured at the Brewster
angle. Depending on the mechanical strength of the polymer, the minimum film
thickness that can be achieved is usually 0.5–5 µm. A 10–20-µm film usually
produces a good transmission spectrum.

4.1.2. IRRAS

To obtain the spectra of ultrathin films by IRRAS, the radiation from the spec-
trometer source must be directed at the film at a selected (optimum) angle of
incidence (Sections 2.2 and 2.3), and the reflected radiation must be analyzed at
the same angle. A single-reflection spectrum can be measured by IRRAS with
the accessory shown in Fig. 4.4a by fixing the sample 4 to be investigated in the
sample holder. The background spectrum is obtained from the bare substrate. To
measure a multiple-reflection spectrum, two substrates are positioned parallel to
one another on a plateau, as shown in Fig. 4.7a. For every metal, the number
of reflections, N , between the parallel metallic plates under study is chosen so
as to optimize the measurement (Section 2.2). For this purpose, varying the dis-
tance D between the plates varies N(N = L/D tan ϕ1). Commercial IRRAS
accessories vary in the complexity of the directing optics and the angular range.
For example, the FT-85 grazing-angle accessory (SpectraTech) and Nicolet Smart
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Figure 4.7. (a) Accessory and (b) modification of optical scheme for recording spectra by
multiple metallic IRRAS: (1, 2) guiding mirrors; (3) samples; (4) silicon plate insert. (a) Reprinted,
by permission, from V. P. Tolstoy, G. N. Kuznetsova, M. I. Ivanova, and A. I. Somsikov, Pribory
i tekhnika experimenta, No. 3, 220–221 (1982); p. 220, Fig. 1. Copyright  1982 Pribory i
tekhnika experimenta; (b) Reprinted, by permission, from V. P. Tolstoy, in V. B. Aleskovski (Ed.),
Precision Synthesis of Solids, Vol. 2, Leningrad State University Press, Leningrad, 1987, p. 76;
p. 88, Fig. 13. Copyright  1987 St. Petersburg University Press.

Refractor provide a fixed, high angle of incidence at the horizontally positioned
sample by using silicon refracting optical elements instead of mirrors.

Polarization of the radiation is another condition to be specified when record-
ing a spectrum by IRRAS. It is determined by a polarizer mounted on either the
entrance window or the exit window of the sample compartment or in the IRRAS
accessory. For a metal substrate, p-polarized light should be employed, as unpo-
larized radiation in IRRAS leads to spectral distortions [14]. This requirement is
accounted for by introducing a built-in polarizer in the design of grazing-angle
IRRAS accessories specialized for measurements on metals (e.g., in the FT-85
accessory of Spectra-Tech, the polarizing elements are silicon plates positioned
in the beam at the Brewster angle of incidence). A number of modern acces-
sories include a premounted, removable internal polarizer or polarizing plate for
enhanced spectral contrast. To allow analysis of a small area of interest in a large
sample, masks are often used.

The accessory attachments depicted in Figs. 4.4 and 4.8 may be used for
a variety of different techniques. Thus, for example, the attachment shown
in Fig. 4.8 [7] can be used to obtain single spectra by IRRAS, ATR spectra,
multiple-reflection spectra, and single- and multiple-transmission spectra at
variable angles of incidence. This unit contains a sample holder and two sets of
parallel–plane mirrors mounted onto movable carriages (6 and 7). These mirrors
are positioned perpendicular to the optical axis of the spectrometer. Mirrors 2
and 5 are fixed, and mirrors 3 and 4 can be moved along carriages 6 and 7 using
special holders 8 and 9, respectively. Carriage 6 can also be moved as a unit
along the optical axis. The required angle of incidence for samples of different
sizes are set by moving carriage 6 over the plateau. The carriage in position 6
is used for the multiple-reflection technique, while the carriage in position 6a

may be used for the single-reflection method. In the former case, the angle of
incidence can be varied from 45◦ to 80◦, and in the latter from 30◦ to 80◦. The
position of the sample on the plateau for recording multiple-reflection spectra is
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Figure 4.8. Optical scheme of multipurpose unit: (1) accessory plateau; (2–5) aluminum mir-
rors; (8, 9) movable holders which move with mirrors 3 and 4 perpendicular to optical axis of
radiation beam; (10) sample. Unit allows transmission, multiple-transmission, multiple IRRAS,
and MIR measurements to be made with carriage in position 6 and single IRRAS and ATR
measurements when carriage is in position 6a. Reprinted, by permission, from V. P. Tolstoy, in
V. B. Aleskovski (Ed.), Precision Synthesis of Solids, Vol. 2, Leningrad State University Press,
Leningrad, 1987, p. 90, Fig. 14. Copyright  1987 St. Petersburg University Press.

shown in Fig. 4.8a. When single-reflection IRRAS or ATR spectra are recorded,
the sample replaces mirror 4. The angle is set by turning mirrors 3 and 4 in
a special holder around the imaginary axis defined by the intersection of the
reflecting planes of these mirrors.

In general, to attain the required number of reflections in multiple-reflection
spectra, it is necessary to use mirrors of considerable size (up to 100 mm), which
is not always convenient. However, a special technique for recording multiple-
reflection spectra has been developed to overcome this drawback [7]. In this
technique, a solid plate that is transparent in the relevant spectral range and
having a high refractive index, n2, is placed between the metallic surfaces under
investigation. Under these conditions, p-polarized light passes completely into the
plate at the Brewster angle ϕB , with no reflection from its front surface. For high
refractive indices, the Brewster angle (∼67◦ for KRS-5, ∼74◦ for Si, and 76◦ for
Ge) is close to the optimal angle of incidence ϕ1 = 75◦ used for recording spectra
of metal surfaces by IRRAS (see Section 2.2). Therefore, placing a plate between
the mirrors under investigation and directing the radiation onto the plate at the
given angle ϕB (Fig. 4.7b) have two consequences. First, angles of incidence
may be used that are close to the optimum value. Second, the required number of
reflections may be obtained from smaller metal surfaces. [The light will propagate
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in the plate at an angle ϕ2 = arcsin((sin ϕB)/n2), which is several times smaller
than ϕB .] Calculations and experimental data show that this approach allows for
sample sizes 2–3 times smaller to be used without sacrificing sensitivity.

The multiple-reflection IRRAS technique holds a unique advantage in that
ultrathin films on internal surfaces of metallic tubes can be probed nondestruc-
tively [15]. In the optical scheme of such “tubular” IRRAS, a metallic tube serves
as the external multireflection element (“light pipe”) guiding the IR beam as
depicted in Fig. 4.9. The IR beam is coupled in and out of the multireflection
element using spherical mirrors. The number of external reflections depends on
the angle of incidence, the diameter and the length of the tube, which can be var-
ied. Application of this technique benefits from coupling with SEIRA enabling
an increase in the detection level of adsorbed p-nitrobenzoic acid compared to
conventional IRRAS up to one order of magnitude [15].

In the case of transparent substrates, the sensitivity may be significantly increased
with the BML-IRRAS technique (Section 2.3.3) or simply by placing a flat mirror
under the substrate while the IR beam is incident on the other side [16]. The problem
that can be met when measuring the IRRAS spectra of films on transparent sub-
strates is interference fringes, which arise due to multiple reflections of the IR beam
inside the substrate. To eliminate multiple reflections of the beam and to achieve the

Carrier (glass slide)
Gold layer
Rough silver layer
Organic analyte

Optical Bench for Multiple External Reflectoin

MCT detector

2 mm

Source and 
Interferometer

a  Planar setup b  Tubular setup

Figure 4.9. Setup for multiple IRRAS-SEIRA experiments showing (a) planar configuration and
(b) tubular configuration. Analyte layer is deposited as thin film on top of silver film. Reprinted, by
permission, from H. D. Wanzenböck, B. Mizaikoff, N. Weissenbacher, and R. Kellner, Fresenius
J. Anal. Chem. 362, 15 (1998), p. 17, Fig. 3. Copyright  1998 Springer-Verlag.
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Figure 4.10. Scheme of single-reflection IRRAS accessory with horizontal sample: (1) directing
mirrors; (2) sample; (3) sample holder. Reprinted, by permission, from J. Chatelet, H. H. Claasen,
D. M. Gruen, I. Sheft, and R. B. Wright, Appl. Spectrosc. 29, 185 (1975), p. 187, Fig. 1. Copyright
 1975 Society for Applied Spectroscopy.

properties of a semi-infinite substrate, the back side of the transparent substrate can
be roughened.

A great variety of specialized accessories intended to solve specific scientific
or technological problems have been reported in the literature, differing consid-
erably from one another. Some examples include accessories that are designed
to record spectra of samples in a vacuum or controlled-atmosphere chamber
(Section 4.5), microreflecting IRRAS accessories that allow mapping or quality
control of a sample surface [17], specialized FTIR IRRAS spectrometers pro-
viding effective background subtraction [18], and an apparatus for biophysical
studies at a miniaturized air–water interface [19]. In practice, it is often con-
venient to place the sample horizontally, so as to avoid clamps or fasteners. A
scheme of an IRRAS accessory with a horizontal sampling surface is shown
in Fig. 4.10 [20]. A convenient IRRAS accessory with the horizontal sample
position and ellipsoidal focusing optics is manufactured by Harrick. A grazing
incidence IRRAS attachment, dubbed “Refractor,” was described by Harrick and
Milosevic [21]. A sample holder that facilitates reproducible substrate positioning
was suggested by Stole and Porter [22].

A synchrotron radiation source, with its thousand-fold improvement in bright-
ness over thermal sources, higher stability, and output IR spectroscopy, enables
reflectivity changes to be measured from IRRAS with absolute baseline accuracy
of ±0.2% over a broad frequency range and with a spectral shape reproducibility
of ±0.01% in acquisition times of 100 s down to 50 cm−1 and with 1 cm−1

resolution. These advantages of synchrotron radiation were used in an IRRAS
study of mode coupling in the CO–Cu(100) system [23].

The preparation of an optically smooth and clean substrate surface is consid-
ered in Section 4.10.2.

4.1.3. ATR

As in the case for IRRAS, ATR spectra require special accessories that are
mounted in the sample compartment of a serial spectrometer. Central to all ATR
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accessories is the internal reflection element (IRE) with single or multiple reflec-
tions. This element is made from an IR transmitting material with a high and
constant refractive index. Examples include Ge, thallium iodide–thallium bro-
mide (KRS-5), ZnSe (Irtran-4), AgCl, ZnS (Cleartran), AgBr, diamond, GaAs,
Si, CdTe (Irtran-6), Amorphous Material Transmitting IR radiation (AMTIR) (a
Se–As–Ge glass), and ZrO2 (Table A.2). To enhance the optical efficiency, the
input–output sides of modern IREs are coated by antireflection material, while
specialized coatings are used to increase hardness or chemical resistance. More
information about the optical and physical properties of these materials can be
found in Refs. [24–26]. For some systems IREs with low reflective indices such
as BaF2, quartz, or sapphire are more effective (Sections 2.4 and 2.5.4). IREs
may be of various shapes and sizes [25, 27, 28]; the length of the working surface
of the IRE crystal and the number of reflections will determine the sensitivity and
SNR of the technique. The optical design of the ATR accessory is determined by
the configuration of the IRE used. Each of these accessories (Figs. 4.11–4.14)
contains two mirror systems: the first one to focus the IR source and direct it into
the IRE and the second to collect the reflected radiation as it leaves the element
and direct it into the instrument.

2

1 1

Figure 4.11. Optical scheme of ATR accessory with right-angle prism. (1) directing mirrors;
(2) IRE. Reprinted, by permission, from N. J. Harrick, Appl. Spectrosc. 37, 573–575 (1983),
p. 574, Fig. 2. Copyright  1983 Society for Applied Spectroscopy.
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Figure 4.12. Optical scheme of horizontal ATR (HATR) accessory.
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Figure 4.13. Optical scheme of ATR accessory with hemispherical IRE. (a) Collimation of
diverging beam from point focus for hemisphere with refractive index of 1.3. (b) Physical layout
and (c) geometric optics. All horizontal distances are with respect to accessory center and all
vertical distances are with respect to instrument focal plane, (mm). Beam divergence of ±6◦
and focus diameter of 10 mm were used. Reprinted, by permission, from P. W. Faguy and
N. S. Marinkovic, Appl. Spectrosc. 50, 394 (1996), pp. 396 (Fig. 3) and 397 (Fig. 4). Copyright
 1996 Society for Applied Spectroscopy.
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Figure 4.14. Experimental setup of CIRCLE ATR: (1) focusing mirrors; (2) IRE; (3) sample (coiled
fiber). Reprinted, by permission, from A. M. Tiefenthaler and M. W. Urban, Appl. Spectrosc. 42,
163 (1988), p. 163, Fig. 1. Copyright  1988 Society for Applied Spectroscopy.
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The principal requirements for all of the accessories is high accuracy in setting
the angle of incidence and low level of radiative losses. The optical schemes of
two ATR accessories, one with a right-angle prism and one with a trapezoidal
prism, are shown in Figs. 4.11 and 4.12, respectively. Schemes for the hemicylin-
drical (or hemisphere) and cylindrical IREs are shown in Figs. 4.13 and 4.14,
respectively. The advantage of hemicylindrical (or hemisphere) elements is that
they collimate a diverging beam, allowing the angle of incidence to be precisely
maintained (Fig. 4.13a). The position of the beam focus and the IRE (Fig. 4.13b)
can be calculated using basic geometric optics. It has been shown [29] that the
instrument focus can be reestablished by proper tuning of the reflection acces-
sory. Thus, for a ZnSe hemisphere of radius 12.7 mm in contact with water, the
optical scheme is that shown in Fig. 4.13c. In this geometry, the angle of inci-
dence (36◦) is slightly larger than the critical angle for the ZnSe–water interface
(32◦), which corresponds to the maximum spectral contrast (Section 2.5.4). Other
characteristics of this optical arrangements are that (i) the beam diameter at the
interface is ∼1.5 times larger than the diameter of the beam at the focal point,
(ii) the folding mirrors are at an angle of 27◦ from the instrument focal plane,
and (iii) the beam entering and leaving the accessory fills the folding mirrors.
The height of the sample surface is 42.5 mm above the instrument focal plane.
This leaves enough room for the positioning of a polarizer oriented perpendicular
to the beam direction at the focal point of the accessory [29].

To simplify routine analysis of bulk samples, the ATR accessories of the new
generation have optimized optical configurations with predetermined angles of
incidence. These accessories, however, are less effective for studying ultrathin
films as compared to the older modifications, which allow one to optimize the
angle of incidence for a given system. A more detailed information on different
ATR accessories is presented, for example, in Refs. [25, 27, 30].

The CIRCLE unit (Fig. 4.14) was originally designed to study aqueous sys-
tems that are difficult to analyze because of the strong absorbance of water in
transmission measurements [31]. This technique allows very low concentrations
of solute (0.001 w/w) to be detected [32, 33] because of the large effective sur-
face area of the cylindrical IRE. It also has high sensitivity toward thin films
deposited onto the IRE directly [34]. For comparison, the surface area of a CIR-
CLE ATR element is greater than that of a rectangular ATR crystal by a factor of
approximately 7.5, thereby giving it a superior SNR. As seen from Fig. 4.14, in
the CIRCLE ATR accessory, a combination of mirrors focuses the spectrometer
beam at an average angle of 45◦ on the surface of the ATR element. The light
propagates through the crystal and is then redirected by another set of mirrors
toward the detector. To apply CIRCLE ATR to a solid–liquid interface, the
solution must be poured into a boat surrounding the element.

The major problem of ATR is to achieve optical contact between the IRE and
the sample. Various approaches have been applied to this problem.

A. The simplest and most common approach involves an IRE made from
the material of the film substrate (reactive ATR). This is possible for dielectrics
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such as sapphire [35], calcite [36], fluorite [37], ZnS, or weakly doped (intrinsic)
semiconductors such as Ge, Si, and GaAs if the spectral range of interest is outside
the region of their fundamental, lattice, or oxygen impurity (Si) bands. When the
material is relatively transparent, the sensitivity level can be increased by using
the MIR technique (Fig. 4.15). In addition, it is possible to study ultrathin films on
a crystal surface of a definite crystallographic orientation with the reactive ATR.

In this technique there is the problem of cleaning and preparing a reproducible
working surface before each experiment. For example, a quartz surface may be
still highly contaminated with “grease”, as revealed by the XPS method, even
after polishing and washing with solvents. Cleaning procedures reported in the
literature for Ge, Si, quartz (glass), GaAs, sapphire, fluorite, and KRS-5 are listed
in Section 4.10.1.

B. When the IRE of a particular material cannot be made (e.g., because of
high absorbance of the material, brittleness, or low availability), it has become
common practice to coat a serial IRE from a film of this material (Fig. 4.15). This
approach is also known as coated ATR spectroscopy. Since there exists a variety
of methods of deposition and growth of polycrystalline or even crystalline films
onto IREs [38, 39], the possibilities of the thin-film substrate ATR technique
are very broad. Examples include Al2O3 [40] and TiO2 [41] layers deposited
by radio-frequency/direct current (rf/dc) magnetron reactive sputtering onto a
ZnSe and Ge IRE, respectively, SiO2 layers chemically produced on Ge and
Si IREs [42], SiO2 created by thermal growth on a Si IRE [43–45] and PbS
deposited on Ge by the chemical bath [46] or vapor deposition [47] method.
To simulate the surfaces of bones, teeth, and implants, apatite, titania, calcium
phosphate [48–51] and polymer [52–58] layers were deposited onto Ge IREs.

SubstrateThin films

A

Air (liquid) gapSubstrate

E

ATR element

B,C

Substrate

Substrate

Cell with liquid

F

Figure 4.15. Schemes of ATR sampling techniques.
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The use of a Si layer deposited on an IRE made from a transparent material (e.g.,
ZnSe [59] or Ge [60]) allows access to the 1550–1100-cm−1 spectral region.
If an accessory comprising a diamond IRE and a press (e.g., Golden Gate of
Graseby Specac) is available, optical contact can be provided by pressing the
substrate to the IRE (Fig. 4.16a). However, strong pressure can damage the film
under study, as was observed for LB films [61]. In this case, a configuration
depicted in Fig. 4.16b can be used [61, 62]. An IR-transparent plate is placed
on the diamond IRE facing it with its clean surface while the opposite surface
is carrying the film. To prevent the deformation of the substrate, a ring-shaped
pressing tool is used. The IRE–islandlike metal film systems used for SEIRA
measurements (Section 4.10.2) are another variant of technique B.

The optimum thickness of the substrate layer and the refractive index of the
IRE as well as the angle of incidence and the number of reflections can be found
only theoretically, as discussed in Sections 2.4 and 2.5.4. As a rule, in the case of
opaque substrates (metals, doped semiconductors), the ATR technique with one
reflection (the hemicylindrical ATR element in conjunction with a variable-angle
ATR unit) is used (see, e.g., Refs. [63, 64]). However, one reflection is not a gen-
eral requirement for such a system (see Sections 2.5.4 and 4.6.4 for more detail).

A serious problem in applying technique B is the interaction of an ATR
element with the material of the substrate. Thus, it was found that Ge and GaAs
with a Au layer form new intermediate phases with optical properties differing
from those of pure Au; this is a possible explanation for the disagreement with
spectral simulations [65]. Transient layers were observed for KRS-5, Ge, and
ZnSe, which react with V2O5 gel to form a sol–gel bronze [66, 67]. Another
problem with such multiphase configurations is mechanical stability. For example,
BaF2 is incompatible with Pt [65, 68]. This incompatibility can be overcome

Pressing force Pressing forceCylindric
pressing tool

Tube-shaped
pressing tool

Reflecting
support

Specimen

Specimen

Diamond IRE Diamond IRE

IR beam IR beam

Silicon wafer

a b

Figure 4.16. ATR configurations with diamond IRE. Film substrate is pressed against IRE:
(a) pressing deforming layer; (b) pressing not deforming layer. Adapted, by permission, from
G. Muller and C. Riedel, Fres. J. Anal. Chem. 365, 43 (1999), pp. 43 (Fig. 1) and 44 (Fig. 2).
Copyright  1999 Springer-Verlag.
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by depositing a thin “wetting” layer. In the cases of steel films on a Ge IRE
and Si films on a ZnSe IRE, intermediate layers of Cr2O3 [69] and Al2O3 [59],
respectively, have been found to improve the substrate–film adhesion to the ATR
element. Since direct deposition of Al2O3 on Ge produces a germanium oxide
layer that is water soluble, it was suggested [70] to sputter a 30-nm passivation
Si3N4 film directly onto a Ge surface followed by evaporation of a 60-nm Al2O3

film. Films of relatively hydrophobic polymers tend to peel off a hydrophilic IRE
surface (e.g., in the case of Ge). This problem can be circumvented by pretreating
the IRE with an organosilane coupling agent [71].

C. For surfaces of crystals, doped semiconductors, or natural objects (e.g.,
minerals) that cannot be synthetically reproduced by technique B or for which
the deposition is technologically complex, it is possible to provide optical contact
between a thin plate of the solid to be studied and an ATR element by lamina-
tion of a low-melting-point (80–90◦C) commercial chalcogenide glass IKS-35
(n = 2.37) that serves as a glue [72]. After the glueing, the working surface
of the plate can be polished and/or cleaned as described in Section 4.10.1. To
obtain a contrast spectrum, the refractive index of the material for the ATR ele-
ment must be close to that of the transition layer (IKS-24, KRS-5, or ZnSe
would work well). It is convenient that the technique in question needs only one
ATR element, to which any solid plate may be attached by slightly heating the
chalcogenide glass.

The advantages of this technique are simplicity of sample preparation and
possibility to study different crystallographic planes. Some applications of this
technique are described in Section 7.5. However, as in technique B, such a mul-
tiphase sample may be mechanically or chemically unstable. The XPS spectra
showed that after prolonged storage (about one year) of a 500-µm PbS plate
fixed to an IKS-24 ATR element by IKS-35 glass, partial substitution of PbS
lattice sulfur by Se (from the IKS-35 glass) on the outer surface of the PbS plate
is observed.

D. The spectral contrast of ATR measurements using techniques A–C can be
increased if a metal overlayer is deposited onto the film under study (MOATR)
(Fig. 2.36) [73–75]. If overlayer deposition, which can damage the film, is not
desirable, a metal-coated elastomer may be pressed against the IRE [76, 77].
Thus, Watanabe [77] reported enhancement of the ATR spectral contrast when a
gold-coated poly(ethylene terephthalate) (PET) film was pressed against the Ge
IRE covered by a 100-nm polyvinylacetate (PVA) layer. The air gap between
the PVA layer and the Au layer was about 20 nm. The ATR spectra obtained
at angles of incidence between 22.5◦ and 25.5◦ was 2.5 times more intense
than those recorded by metallic IRRAS in p-polarized radiation at ϕ1 = 80◦ and
20 times more intense than transmission spectra, which is in agreement with the
spectral simulations.

E. A thin film on a flat surface of a massive (metal [78], dielectric [79],
or semiconductor [80]) plate can be studied using Otto’s optical configuration
(Fig. 2.36d). When this geometry is used for the in situ investigation of films at
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the solid–solution interfaces, it is referred to as the in situ IRRAS (external-
reflection) configuration, by analogy with IRRAS at the air–metal interface
(Section 2.5.4). To maximize surface sensitivity, the substrate should be pressed
against the IRE with the film positioned between them, as illustrated in Fig. 4.16a

(Section 2.5.4). Since most IR materials are brittle, such a pressing can break the
IRE. The problem is overcome if a diamond IRE is used. A diamond ATR cell
for IR measurements on metals is described in Ref. [81].

F. In liquid ATR [27, 82–90], the IRE is a liquid poured into a specially
configured cell (e.g., prism), with the sample surface at the base of the cell
(Fig. 4.15). This technique can be used for studying both the solid–solution
and solution–solution interfaces. Spectroelectrochemical experiments at the inter-
face of two immiscible liquids can be conducted by utilizing the cell shown in
Fig. 4.17, which was designed for the UV/Vis optical region [88]. The IRE liq-
uid should be transparent in the spectral region of interest and its refractive
index should be higher than that of the substrate or the second liquid. This is a
substantial limitation of the liquid ATR technique.

G. A description of the ATR sampling techniques would be incomplete with-
out mentioning the waveguide technique [91], sometimes called the evanescent
wave absorption spectroscopy (EWAS) (see the theory in Refs. [92–94]). This
technique forms the basis of various chemical [95–97] and biological [98–101]
sensors and is suitable for noninvasive and rapid (seconds) direct measurements
of the spectra of tissues in vitro, ex vivo, and in vivo [102]. The waveguide
technique is very promising for in situ studies of ultrathin coatings. The cell or
reactor chamber may be positioned outside the spectrometer, which is an addi-
tional convenience for the measurements. Other advantages of EWAS include
mechanical flexibility and relatively low cost with the new optical materials now
available (e.g., silver halide [103, 104]).

EWAS uses either IR transparent optical fibers or planar waveguides
(miniaturized IREs) as sensing elements. Such an element is coupled with either
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Figure 4.17. Experimental set-up employed in SEC measurements at liquid–liquid interface.
CE refers to counter electrode and RE to reference electrode for two phases. Reprinted,
by permission, from Z. Ding, R. G. Wellington, P. -F. Brevet, and H. H. Girault, J. Electroanal.
Chem. 420, 35 (1997). p. 37, Fig. 1. Copyright  1997 Elsevier Science B.V.
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a FTIR [91, 98] or tunable diode laser [105, 106] spectrometer. The coupling
schemes can involve an IR microscope [98] or a mirror/lens [93] to focus the
broad-band radiation onto the small aperture of the end of a planar waveguide
or a fiber, respectively. A specially designed fiber sensor [104] consists of a
fiber bent perpendicular to an almost full fiber turn or a helix with a different
number of loops, in which particular fiber modes can be excited and used for
detection. Besides other factors [91, 94], the length of the fiber controls the
spectral sensitivity. Spectral distortions that arise in EWAS spectra obtained with
multimode step-index optical fibers have been analyzed both theoretically and
experimentally by Potyrailo et al. [107]. The surface of an optical fiber can be
chemically modified, by analogy with technique B. For example, Taga and co-
workers [108] described a fiber chemical sensor in which crystalline bacterial cell
surface layers were used as an enzyme coupler. The reactive enzyme layer coating
immobilized on the bacterial film served to catalyze chemical reactions. The
chalcogenide fiber was coupled to a FTIR spectrometer, which yielded spectra
in the range of 4000–800 cm−1 at various stages of the chemical processes.

In the case of oversized samples (e.g., works of art), substrates with unusual
shapes or “difficult to get at” samples such as board components or recessed sam-
ple areas, coatings can be remotely probed using a fiber-optic interface that directs
the light from the source into a sampling probe head and thereafter collects the
transmitted light into the detector of an IR spectrometer. The probe head (a mini-
turized ATR element or a reflectance probe with actual sample interface areas as
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Figure 4.18. Optical layout of fiber-optics interface (Nicolet Instrument Inc.). Reprinted, by
permission, from M. J. Smith and T. E. May, Am. Lab., February 1992, p. RP-51. Copyright 
1992 Nicolet Instrument Corp.
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small as 1–3 mm2) is mounted into a tip looking like a pencil [109]. Figure 4.18
shows an optical diagram of a fiber-optics interface (Nicolet Instrument), which
is positioned in the main sample compartment of a Nicolet spectrometer. Mir-
rors M1 and M2 are used to redirect the beam from the main bench into the
beam-condensing mirror, M3. The beam-condensing mirror focuses the beam
down onto the input of the fiber, which comes out of the front of the fiber-optics
accessory. The return fiber connects to the accessory at an X, Y , Z translation
stage at the front left of the accessory. Mirrors M4 and M5 are used to image the
beam from the fiber onto the dedicated detector. The optics of the accessory was
optimized for fibers that have a numerical aperture of approximately 0.21 and are
about 200 µm in diameter. Connections between the fiber-optic accessory and the
fibers are made through a standard fiber-optic communications Sub-Miniature-A
(SMA-type) connector. FiberLink, another interface produced by Spectra-Tech,
instead of traditional condensing optics that are difficult and tedious to align,
uses nonimaging parabolic cones.

For probing the polymer surface, the sample can simply be pressed against
the IRE, regardless of the film thickness (technique E). In this geometry, the
sampling depth is controlled by the angle of incidence, the polarization, the
refractive index of the IRE, and the thickness and optical parameters of the
interlayer (Section 1.8.3). The optical contact can be improved by pressing the
polymer when heated up to the softening temperature (the glass transition). To
study adsorption on polymer films, an IRE can be readily coated with thin layers
of the polymers by spin coating (technique B) [110]. In this case, the polymer
film deposited on an IRE surface must be thinner than the penetration depth
in order that the evanescent wave at the IRE–polymer interface may probe the
adsorbed film. It has been shown [111] that if the polymer film thickness is much
smaller than the penetration depth, the evanescent intensity is essentially the same
as in the absence of the polymer. However, if the polymer absorption does not
interfere with the spectrum of adsorbed molecules, the thickness of the polymer
film can be varied up to the sampling depth, in order to limit the penetration
depth into bulk solution and/or to minimize the signal from bulk solution, which
is of primary importance in adsorption research.

Some recommendations of application of all the techniques mentioned above
are generalized in Table 4.1.

Table 4.1. Possible combinations of ATR techniques and substrate material

ATR technique

Substrate A B C D E F G

Dielectric + + + + + + +
Semiconductor + + + + + − +
Metal − + − − + − +
Polymer − + − − + + +
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4.1.4. DRIFTS

Ultrathin films on rough (diffusely scattering) surface of bulk samples can be
probed by DRIFTS using a “cup-on-the-saucer” accessory [112]. In such a scheme
(Fig. 4.19), the light pipe serves both to direct the radiation from the interfer-
ometer normal onto the sample and to absorb the specularly reflected radiation.
The diffusely reflected radiation is collected by the truncated ellipsoid of revo-
lution, and the plane mirror deflects it onto the detector. The cup-on-the-saucer
configuration has high optical throughput and is thus efficient for measuring the
DRIFT spectra of scattering films with mirrorlike surfaces such as coatings by
varnishes and enamels. The “openness” of the sample area permits the mapping
of large surfaces. This principle has been employed in systems such as Spec-
tropus [113] and SOC 400 Surface Inspection Machine/Infrared (SIMIR) [114],
which are in addition specially fitted for analyses of remotely located samples of
different sizes. The SIMIR is a small FTIR spectrometer coupled with a DRITFS
accessory, designed to inspect large areas as well as highly curved surfaces. For
metal surfaces this probe has a noise level of about 10−4 absorbance units, which
is sufficient for detecting nanometer-thick organic film residuals on metals.

An interesting technique, referred to as Johnson’s technique [115], was devel-
oped for detecting ultrathin films and surface contaminants on the substrates that
cannot be placed directly into the instrument or when there is a strong overlap
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Figure 4.19. ‘‘Cup-on-the-saucer’’ optical geometry. Reprinted, by permission, from
E. H. Korte and A. Otto, Appl. Spectrosc. 42, 38 (1988), p. 39, Fig. 2. Copyright  1988
Society for Applied Spectroscopy.
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between the absorption of the substrate (e.g., a polymer) and that of the film. The
surface (or the point) under study is gently ground using either a small amount
of alkali halide powder [116] or the same powder covered by a nanolayer of sil-
ver (modified Johnson’s method) [117]; these are analyzed by DRIFTS (though
pressed-pellet transmission may also be applied). The surface extraction can be
assisted by adding a few drops of a solvent. A nanometer-range sensitivity was
demonstrated in the detection of organic contaminants on a polymer film and on
a silicon wafer surface. An alternative procedure is to abrade the surface with
silicon carbide paper and to measure its DRIFTS spectra.

4.2. TECHNIQUES FOR ULTRATHIN FILMS ON POWDERS
AND FIBERS

A routine procedure for obtaining an IR spectrum of a film on a powder sample
involves (i) measurement of a background spectrum of the uncovered powder, the
mixture of the uncovered powder with KBr or pure KBr, and (ii) measurement
of the spectrum of the analyte powder (or the mixture of the analyte powder
with KBr in the same proportion as for the background spectrum). Normalizing
the analyte spectrum with respect to the spectrum of a transparent matrix (KBr)
decreases the spectral sensitivity to the adsorbate [118]. However, this approach
can be useful in the following situations:

1. When absorption bands of the adsorbent and adsorbate are close to each
other (or overlap) and the adsorbent is intrinsically heterogeneous (e.g.,
wood, fibers). In this case the spectrum measured against pure adsorbent
is significantly distorted.

2. The KBr spectrum is employed in the internal-reference technique. In this
case, a weak absorption band of the adsorbent (e.g., the overtones of the sil-
ica or zeolite lattice vibrations, 2100–1600 cm−1 [119]) acts as the internal
reference, and the ratio of adsorbate absorption to the reference absorption
is proportional to the quantity of molecules adsorbed. The advantage of this
is that it does not require to control precisely the sample weights [120].

The main problem in obtaining a quality spectrum of a thin film on a powder is
eliminating the Fresnel components from the resulting spectrum (Section 1.10).
As we will show below, existing practical solutions to this problem can be divided
into two groups: (1) invasive methods, which require alterations to the sample
(powder size, sample packing, dilution), and (2) noninvasive methods (optical
and mechanical). The optimal parameters of the powder sample have been dis-
cussed in Section 2.7. Here, it needs only be stressed that (1) to achieve high
reproducibility in the DR and DT spectra, the narrowest possible size distribution
should be used, and (2) if the powder sample is diluted by KBr, the adsorbed
layer can be significantly damaged (Fig. 2.52).
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4.2.1. Transmission

The transmission method is the most simple from the technical viewpoint since,
in contrast to the reflection techniques, it does not need special accessories.
As distinct from the reflection spectra of powders, the transmission spectra
provide a straightforward quantitative interpretation. However, the pellet tech-
nique requires more skill and time for sampling, as compared with sampling
for the DRIFTS and ATR measurements. For studying metal-supported cata-
lysts, the transmission method is less favorable than DRIFTS because of the
high scattering and strong absorption of these powders (see Section 2.7.4 for
further comparison with another IR spectroscopic techniques). As mentioned in
Section 2.7.1, the light scattering can be reduced, especially by high-refractive-
index powders, if the particle size is less than ∼1–2 µm. In many cases, grinding
in a vibrating mill for 1 min is sufficient to reduce the average particle size
below 3 µm. Further grinding is ineffective: In many cases, once the particle
size falls appreciably below about 1 µm, the particles start to stick together and
behave optically as rather larger ones [121]. In addition, grinding changes the
surface properties of the powder (e.g., the number of surface sites increases)
and affects adsorption of reagents substantially [122]. The mechanical strength
applied during grinding and pressing can induce polymorphical transitions in the
powder material.

Several methods are used for preparing samples for the transmission spec-
trum measurement:

1. In pressed disks the particles are held together only by surface forces.
Solids that can be easily pressed are silica derivatives (e.g., Cab-O-Sil and
Aerosil), a number of oxides (e.g., Alumina C and Titania P25) and supported
metals. Disregarding the technical problems concerning the disk preparation and
their mechanical stability, which are discussed by Parkyns and Bradshaw [123],
the essential disadvantages of this method for in situ studies are the formation
of zones within the pressed matter, which are inaccessible for reaction with
the surroundings, and changes in the support structure when the disk is pressed.

2. Squeezing between two IR-transparent windows has been described by
Ahmed and Gallei [124]. Approximately 2 mg of sample powder is placed onto
a horizontally positioned IR window and distributed uniformly over the window
surface, then clamped by another window, and this whole construction is fixed
in a holder so that the powder does not spill from the gap between the windows
when in the vertical position. To avoid this, a simple mirror system can be used
and the window with powder kept horizontal [125].

3. When the above-mentioned techniques cannot be used because, for
example, of high absorption by the substance, a finely ground powder may be
adhered to a window by depositing from a suspension and letting the solvent
evaporate off. Once the deposit is dried, the particles adhere to the window by van
der Waals forces, which are strong enough to prevent the substance from spilling
while the plate is fixed in the spectrophotometer holder (if it is done carefully).
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4. If the film on the powder is relatively thick or the powder has a large
effective surface, the absorption can be “saturated” and, hence, distorted due to
strong oscillators such as the phonon modes of oxides or the stretching vibration
of the carboxylate group. If the powder is highly reflective toward IR radiation,
the majority of the radiation is reflected from the front surface and the penetration
depth is very shallow. As a result, the SNR of such spectra are very low. Both
these problems can be solved by diluting the powder with a transparent matrix.
This would be the alkali halide (KBr, KCl, CsI, AgCl) in sampling techniques 1
and 2 and hydrocarbon white oil (Nujol) or perfluorinated hydrocarbon oil (Flu-
orolube) in techniques 2 and 3. Otherwise, the dilution is not recommended (see
analysis of artifacts in Sections 2.7.4 and 4.2.3).

One requirement of techniques 2 and 3 is that the powder layer must be contin-
uous and without gaps within the cross section of the probing IR beam. Otherwise,
a variable proportion of the radiation will not pass through the sample, which will
lead to an apparent reduction of the band intensities in the measured spectrum.
The error will be greater for samples with a greater absorption coefficient.

As seen in Fig. 4.20, for a given degree of scattering, an increase in the
illumination of zone S will enhance the illumination of the entrance slit (aper-
ture) and, as a consequence, the SNR of the measured spectrum. This effect
was exploited by Tolstoy [126], who suggested using a KBr condenser of rela-
tive aperture 0.5 (Fig. 4.20b) to focus the incident beam onto the sample. This
allowed the area of the source image on the sample to be reduced by a factor
of >2. In place of the lens, any commercially available microfocus accessory
may be employed.
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Figure 4.20. Passage of IR radiation through powder deposited on transparent plane–parallel
plate with (a) standard technique and (b) additional focusing: (1) powder; (2) transparent plate;
(3) focusing optics of monochromator; (4) monochromator entrance slit; (5) focusing lens.
Reprinted, by permission, from V. P. Tolstoy, in V. B. Aleskovski (Ed.), Precision Synthesis of
Solids, Vol. 2, Leningrad State University Press, Leningrad, 1987, p. 80, Fig. 5. Copyright 
1987 St. Petersburg University Press.
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In the case of a dispersive spectrophometer, the sample can be additionally
illuminated by focusing and redirecting the radiation reflected from the front sur-
face of a beam attenuator onto the sample [127]. This attenuator is comprised
of a simple comblike arrangement, which is driven in the reference beam auto-
matically to equalize the intensities of the reference and sample beams. In the
ordinary functioning regime of the spectrophometer, this radiation, whose energy
reaches 95% of the basic beam energy, is scattered in the sample compartment.
The simple modification of a dispersive instrument described above increases
the useful signal by a factor of 2.0–3.5 and produces high-contrast spectra of
a powdered sample in the region of maximum scattering even with a disper-
sive spectrophotometer. One example of this is the spectrum of silica gel in the
absorption region of OH-containing functional groups and water [128].

However, this focusing has one drawback related to sample heating in the
intense flux of IR radiation. This disadvantage can be overcome by using special
light filters cutting off all radiation in the spectral region that is not used. Focusing
lenses or entrance windows (in the case of thermovacuum cells) can also act as
the required light filters.

4.2.2. Diffuse Transmission

Diffuse transmission (DT) can be measured with an integrating sphere, as is com-
mon in the UV/Vis/NIR spectral region [129–131]. An integrating sphere, whose
concept dates to 1892 when Sumpner [132] wrote a paper describing such a
device, is a hollow ball coated inside with a highly reflective and diffuse substance
(Fig. 4.21). The sample and the detector are positioned on the wall of the sphere.
In the mid-IR range, instead of barium sulfate and poly(tetrafluoroethylene)
(PTFE), the sphere interior is covered by diffuse gold (InfraGold or InfraGold-
LF). (One such product is the integrating sphere RT-060-SF by Labsphere).
The sample is directionally illuminated while the scattered radiation is hemi-
spherically (2π steradian) collected. If necessary, the regular transmission can
be excluded by a light trap. Kuhn et al. [133] described quantitative measure-
ments of the directional-hemispherical transmission of loose powder beds placed

I0

Detector

Sample

I0
IRT

IDT

Detector

Sample

Light trap

a b

IDT

IRT

Figure 4.21. Measurement of (a) total and (b) diffuse transmittance with integrating sphere. IRT
and IDT are regularly and diffusively transmitted radiation, respectively.
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horizontally onto supporting layers of polyethylene (PE) and KBr using an inte-
grating sphere 4 in. in diameter. However, such measurements are used mainly in
metrology, due to the relatively low sensitivity of the IR-range detectors relative
to photomultipliers and the relatively low power efficiency (2–6%). High-SNR
total transmission spectra can be measured with a pyroelectric detector placed at
the bottom of a cup containing the powder sample, as described by Boroumand
et al. [134–136] or with an IR microscope [137].

A much simpler way of obtaining the DT spectra was suggested by Tol-
stoy et al. [138–140]. This technique involves measuring only the component
IDT passing through the powder layer (Fig. 1.22). To achieve this, the sample
is illuminated by a beam focused at an angle 2α (α is the angular aperture
of the spectrometer) using a special three-mirror system (Fig. 4.22). At this angle,
the radiation components IRT and I0 do not reach the detector, being blocked by
the entrance aperture, and only the component IDT is detected. Component IDT

has a longer path through the sample than IRT and has a greater contrast of absorp-
tion bands. The sample is prepared by one of techniques 2–4 (Section 4.2.1), but
the layer need not be continuous (i.e., with no visible gaps, which is often not
feasible) in techniques 2 or 3. However, since IDT < IDT + IRT + I0, the SNR
of such DT spectra is relatively low and the technique can be used only with a
FTIR spectrometer.

In another technique [139, 140], the components I0 and IRT are excluded from
the detector because the powder support employed is not a plane–parallel plate
but a wedge-shaped plate, with an angle

β ≥ arctan
sin 2α

n − cos 2α
, (4.1)

1

3

2

3

IDT

IRT

2α

Figure 4.22. Optical scheme of diffuse-transmission accessory with side illumination of powder
sample: (1) sample; (2, 3) directing and focusing mirrors, respectively. Reprinted, by permission,
from V. P. Tolstoy, Methods of UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg
University Press, St. Petersburg, 1998, p. 155, Fig. 4.25. Copyright  1998 St. Petersburg
University Press.



4.2. TECHNIQUES FOR ULTRATHIN FILMS ON POWDERS AND FIBERS 333

I0

I0
I0 + IRT + IDT

I0

IDT

IRT

a

α
β

b

IDT

IDT

Figure 4.23. Passage of IR radiation through layer of powdered sample deposited on trans-
parent (a) plane–parallel and (b) wedge-shaped plates: α = angular aperture of radiation beam;
β = angle of inclination of wedge-shaped plate.
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Figure 4.24. Cuvette for measuring DT spectra of powders: (1) ZnSe wedge-shaped window;
(2) powder sample; (3) plane-parallel window. Reprinted, by permission, from S. P. Scherbakov,
E. D. Kriveleva, V. P. Tolstoy, and A. I. Somsikov, Pribory i tekhnika experimenta No. 1, 206–208
(1992), p. 206, Fig. 1. Copyright  1992 Pribory i tekhnika experimenta.

where n is the refractive index of the plate (Fig. 4.23). The powder is deposited
on the wedge by sedimentation and can be held using a plane–parallel window
made from a material with a low refractive index (e.g., LiF) (Fig. 4.24). As
follows from simple geometric consideration, at angle β [Eq. (4.1)], a beam with
an angular aperture α will not reach the entrance slit of the spectrometer, whereas
the diffusely scattered component will. In a sense, the optical wedge fulfills the
role of an optical filter, separating the noninformative component I0 from the
informative one, IDT. In practical applications, the angle β must be chosen to
obtain the highest quality spectra. In general, a real radiation beam has a finite
width and angular aperture. This means that to totally exclude components I0

and IRT from the aperture, the wedge must deflect the beam by a somewhat
larger angle than that calculated for the case of an ideal optical system. The
angular aperture of the incident radiation beam should also be taken into account
in Eq. (4.1). For a detector of size a, located at a distance � from the sample,
Eq. (4.1) may be represented by

β ≥ arctan
sin(α + a/l) + n sin(α/n)

n cos(α/n) − cos(α + a/l)
. (4.2)
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However, as the calculations show, the contribution to the value of β introduced
by the additional terms involving a and l is less than 1◦ –2◦. Furthermore, the
values of β must be increased by 1◦ –2◦ with respect to those calculated from
Eq. (4.2) in any case, because of limited accuracy in the adjustment of the wedge
in the sample compartment of the spectrometer. Therefore, to calculate the angle
β, Eq. (4.1) is recommended, and in the small-angle approximation (sin α ≈
α, cos α ≈ 1), it may be rewritten as

β ≥ 2α

n − 1
. (4.3)

Although the best angle β may be determined for each material by this formula, it
should be kept in mind that in practice β should not be much larger than 2α/(n −
1), because the intensity of the total background of the scattered radiation will
decrease for greater angles. In addition, there exists a limiting value of β at which
total internal reflection occurs in the wedge. Therefore, values of 2α/(n − 1)

increased by 1◦ –2◦ should be used for β.
To demonstrate the capabilities of this technique, 50–70 µm powdered natural

PbS (galena) was chosen, which, because of its high refractive index (∼4), scat-
ters IR radiation strongly. As was already noted in Section 2.7.4, such samples
are the most difficult to investigate by transmission. Infrared spectra (100 scans,
4 cm−1 resolution) were recorded with a Perkin-Elmer 1760X FTIR spectrometer
equipped with a MCT detector. The sample was prepared by sedimentation of a
suspension in acetone on the wedge-shaped ZnSe plate. In addition, IR spectra
were measured with a diffuse-reflection attachment and by pressing the powder
in KBr. All the spectra are presented in Fig. 2.51. It can be seen that the absorp-
tion bands of the oxidized galena surface between 1600 and 800 cm−1 in the
DT spectrum of galena have comparable intensity to those in the DRIFTS and
transmission spectra (see Section 2.7.2 for more detail).

Advantages of the DT techniques shown in Figs. 4.22 and 4.23 are the absence
of an expensive optical attachment and simple sampling. A disadvantage is a rel-
atively low SNR, because only a part of the flux IDT is used for the measurements
(the rest of IDT and IRT are ignored); this can be partially overcome by using
focusing optics or increasing the number of scans.

4.2.3. Diffuse Reflectance

As in the case of DT, diffuse reflectance (DR) can be measured in the mid-IR
region with an integrating sphere [131, 141]. However, this technique is used
mainly in reflectometry, where repeatable measurements with full hemispherical
collection of radiation are needed [142]. Better performances, up to 12% effi-
ciency, can be obtained using accessories with the so-called biconical optical
configuration, which focuses the reflected radiation onto the IR detector. The
SNR of such spectra is sufficient if such an accessory is used in conjunction
with a FTIR spectrometer. The first DRIFTS accessory was described by Fuller
and Griffiths in 1978 [143]. After that many forms of the DRIFTS accessories
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Figure 4.25. Optical diagram of DRIFTS accessory: (1) flat mirror (50 × 50 mm), (2) flat mirror
(70 × 70 cm), (3) concave spherical reflector, and (4) sample cell; D = diffuse reflection; S =
specular reflection. Dashed lines show optical path of diffuse reflection. Solid bold line shows
optical path of specular reflection. Reprinted, by permission, from B. Li and R. D. Gonzalez,
Appl. Spectrosc. 52, 1488–1491 (1998), p. 1489, Fig. 1. Copyright  1998 Society for Applied
Spectroscopy.

were reported in the literature and developed by numerous optical instrument
manufacturers. In a typical DR accessory (Fig. 4.25), the powder is placed in a
cup. To avoid energy losses, the sample surface level should coincide perfectly
with the optical plane of the accessory so that the sample is at the focal point
of the accessory [144, 145]. A spherical, paraboloidal, or ellipsoidal reflector(s)
focuses the IR radiation on the powder surface, collects the reflected radiation at
the azimuthal angle of either 90◦ or 180◦ from the incident beam, and directs it
to the detector.

The scheme with the azimuthal angle of 180◦ is called on-axis geometry:
The optical elements are positioned so that the optical axis of the beam that
exits from the interferometer and that of the collecting reflector coincide. In
this scheme, the Fresnel component may be reduced by minimizing the solid
angles of incidence and collecting radiation. This option has been used in several
commercially produced DRIFT accessories, including those by Perkin-Elmer,
Spectra-Tech (Collector), and Pike Instruments (EasiDiff). In the Perkin-Elmer
diffuse-reflectance (PEDR) accessory shown in Fig. 4.26, the angle of incidence
is less than 38◦ and the value of the Fresnel specular component is less than
5%. This accessory uses five flat reflectors, one of which (1) is double sided.
Aspherical reflector 4 focuses the incident beam on the sample and collects
the reflected beam with 8 × condensation power. The collecting angle of the
PEDR accessory is a full π steradians, so that it is able to collect approximately
50% of the reflected energy. This accessory is mounted in the spectrometer
sample compartment by placing its side slide support into the sample slide holder
of the instrument. Access to the sample is accomplished from the front of the
attachment by sliding the sample holder horizontally forward. The sample height
is fully adjustable by means of a single focus adjustment knob. Apart from the
simplicity and high energy throughput, the advantage of this configuration is
improved reproducibility because the same ellipsoidal mirror is used for both
illuminating and collecting the radiation. The DR accessory shown in Fig. 4.27
allows a collection efficiency up to 37%, with a concentric confocal ellipsoidal
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Figure 4.26. Schematic layout of Perkin-Elmer PEDR accessory: M1 — double-sided mirror;
M2, M3, M5, M6 — plane mirrors; M4 — ellipsoidal mirror. Courtesy of Perkin-Elmer, Inc.
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Figure 4.27. Optimized configuration for measuring diffuse reflectance. Reprinted, by permis-
sion, from T. Hirschfeld, Appl. Spectrosc. 40, 1082–1085 (1986), p. 1083, Fig. 1. Copyright 
1986 Society for Applied Spectroscopy.

mirror arrangement, using a very large central opening in the collector mirror,
and adapting the detector to the geometry of the collected beam [146].

If the azimuthal angle is 90◦, the optical scheme is called off-axis, since the
illuminating and collecting optics are in different planes. This geometry reduces
the Fresnel specular component very efficiently [147]. The Praying Mantis (Har-
rick Scientific) (Fig. 4.28) incorporates two 6 : 1 90◦ off-axis ellipsoids which
form a highly efficient DR collection system. The Praying Mantis is easily adapt-
able to accommodate large samples. It also can be configured with the appropriate
reaction chamber to study materials and reactions in controlled environments.
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Figure 4.28. Optical diagram of Praying Mantis (Harrick Scientific Inc.) diffuse-reflectance
accessory: M1, M2, M5, M6 — plane mirrors; M3, M4 — 6 : 1 90◦ off-axis focusing and collecting
ellipsoids. Sample is placed at position S. Adapted, by permission, from K. Moradi, C. Depecker,
and J. Corset, Appl. Spectrosc. 48, 1491 (1994), p. 1492, Fig. 2. Copyright  1994 Society for
Applied Spectroscopy.

The effect of an increased specular component in the DR signal manifests itself
as a deviation from linearity in the dependence of the KM response on concen-
tration of an analyte dispersed in a transparent matrix [147]. The proportion of
the Fresnel reflectance can be rather high for strongly absorbing powders in
both types of accessories [148] and must be lowered by additional means. It
has been found that both the Fresnel specular and Fresnel diffuse components
can be reduced at the exit of an on- [149] and off-axis [150] accessory with
crossed polarizers around the sample. This technique extends the linear region
of the dependence of the absorbance (expressed in KM units) on the analyte
concentration for the on-axis configuration [151]. However, this results in high
energy losses: For a roughened PTFE sample these are 94%, 85% of which is
due to the polarizers [135]. By contrast, according to the data of Brimmer and
Griffiths [149] for neat quartz, the proportion of the Fresnel reflection exiting the
off-axis accessory increases when the polarizers are crossed. The results of this
work and the work of Yang et al. [153] have demonstrated that neither optical
geometry nor polarization can totally eliminate the Fresnel reflectance from the
front surface of powdered samples. However, the effect of specular reflectance
on the KM intensity of a weakly absorbing analyte (e.g., for νCH2 bands of
organic compounds or overtones and combination bands of ionic compouds)
is negligible when measured by DRIFTS employing off-axis as well as on-axis
geometries [147]. Hence, for ultrathin films on weakly refracting substances (e.g.,
on oxides) the advantage of the Praying Mantis in reducing the overall specular
intensity is redundant. If the throughputs of on- and off-axis configurations are
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compared, the on-axis configuration is found to be more efficient by a factor of
1.75 [153].

To reduce the specular reflectance collected by an on-axis accessory, different
mechanical devices are used. One example is the patented Blocker, which rep-
resents a small gold-coated blade [152]. When placed across the sample surface
so as to bisect it (Fig. 4.29), the Fresnel specular component is blocked from the
collection mirror, and only the IR radiation penetrating into the powder reaches
it. It should be taken into account that the Blocker can reduce radiation reflected
from rough surfaces by 85% [152] or even more [153]. On the other hand, the
Blocker is effective not only with powders but also with rough (textured) surfaces
and was shown [153] to reduce the Fresnel diffuse component, along with the
specular one.

Another mechanical solution to the problem of Fresnel specular reflectance
is cutting off the specular component at the exit aperture of the accessory, as
shown in Fig. 4.25 [154]. The waveguide that filters the KM component from
the scattering radiation in the cup-on-the-saucer DRIFTS accessory (Fig. 4.19)
may also be regarded as a mechanical device.

As for dilution with a transparent matrix, the recommendations are the same
as for the transmission method. There is no point in diluting a powder transparent
in the spectral region under study, since this decreases surface sensitivity (spec-
tra b and c of Fig. 2.47) (see also Ref. [155]). Furthermore, this operation can
remove/damage physically adsorbed species (Fig. 2.52) and change coordination
of chemisorbed species (Section 7.4.2).

The DRIFTS spectrum of a powdered sample is greatly influenced by sample
packing due to two different effects [156]. A surface particle size effect refers
to the segregation of larger particles at the surface of the sample upon packing.
This effect decreases the reflectance, as is also observed when the mean particle
size increases. A more pronounced effect is the volume density effect, in which
diffusely reflected light is strongly dependent on the powder density.

Many researchers use the “spatula” technique, which is sufficient for qual-
itative analysis. In this technique, the sample is simply poured into a diffuse-
reflectance cup and the top is leveled with a razor blade or spatula. One thing to
avoid is tapping the sample cup to make the particles settle, since this will cause
bigger particles to rise to the top due to the surface particle effect [157].

Output ellipsoid Input ellipsoid

Blocker
Sample cup

Figure 4.29. Diffuse-reflectance accessory with Blocker. Reprinted, by permission, from
R. G. Messerschmidt, Appl. Spectrosc. 39, 737 (1985). Copyright  1985 Society for Applied
Spectroscopy.
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To increase reproducibility in DRIFTS measurements, all samples and refer-
ences should be packed automatically. The powder is slightly pressed, although
this sacrifices beam penetration depth and, hence, spectral contrast, which is
greater for a loosely packed sample (Section 2.7.2). In this manner, DRIFTS
spectra with coefficients of variation from 0.8 to 3.7% have been reported [158].
Murthy and Leyden [144] have demonstrated that reproducible packing of the
sample improves the precision of band area ratio measurements. To achieve
this, samples are prepared using an automatic, low-pressure packing unit with a
mechanical packer in which packing time and pressure are controlled. TeVrucht
and Griffiths [159] suggested a simple manual sample packing accessory that
allows an experienced worker to prepare samples within 1–3 min that give
approximately 3% scatter in the data. For quantitative analysis by DRIFTS of
macroporous polymer particles, different pretreatments of spectra were compared
by Liang et al. [160]. The best results were obtained by the following four-step
procedure:

(1) Use the packing unit in order to reduce deviations due to surface differences
for different packings.

(2) Define a zero-absorbance range (100% in reflectance spectrum) or some
unchanged peak region to normalize the spectra in order to eliminate devi-
ations between different packings.

(3) Correct baseline of the reflectance spectrum peak by peak.

(4) Finally, transform the baseline-corrected reflectance spectrum into KM for-
mat.

The relative deviations between the repeatedly measured spectra after this
pretreatment were lower than 5%.

An interesting “cylinder” sampling technique for an on-axis DRIFTS acces-
sory that can be extended to powders that pack easily was described by Hrebicik
et al. [161]. It is based on the preparation of a cylinder (4 mm in diameter and
9 mm or more in length) from a mixture of the powder and KBr under a pressure
of about 5.85 MPa. For pressing, a simple packing device is used. The measure-
ments are performed with a routine on-axis baseline DR accessory (Spectra-Tech)
with a stepper motor added to slide the sample holder. An Al mirror or a cylinder
of pure KBr is used for the background. DRIFTS spectra are measured at several
spots on the cylinder and averaged, the axis of the sample cylinder being per-
pendicular to the incident light for all spectra. The standard deviation of analyte
spectra in absorbance units has been found to be better than 1.5%. However, the
time needed for preparation and measurements for a cylinder is twice as long
as for a cup.

Reeves [162] suggested that reproducibility in the DRIFTS spectra of samples
with a high degree of inhomogeneity such as fibers, lignin, and protein could be
improved by increasing the sample cup size up to 70 mm long by 9 mm wide
by 8 mm deep and moving the sample linearly during the spectrum acquisition.
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Moving the sample also reduces damage to the sample (discoloration and dark-
ening) due to heating by IR irradiation.

When it is necessary to reduce the energy losses due to scattering from the
front surface of a highly scattering powder sample or to profile a sample (e.g.,
a fiber), the KBr overlayer techniques can be used [163, 164]. In the classical
set-up, the focal plane of the focusing hemispherical window coincides with
the upper surface of the sample, and the KBr overlayer is above (Fig. 4.30a).
As a result, a significant portion of the incoming light is scattered by the salt
and the sample is illuminated by diffuse radiation. The scattered radiation is
further defocused by the overlayer, collected, and sent to the detector. Because
the difference in the refractive indices of the surroundings and the sample is
reduced, a greater portion of radiation propagates through the interface and the
spectral contrast increases.

In the modified version (Fig. 4.30b) the optical scheme of the DRIFTS acces-
sory is changed slightly to minimize the incident and collecting angles. The
entrance mirror is adjusted to direct radiation to the sample at smaller angles
of incidence. The exit mirror is shortened to filter off the radiation scattered at
large angles from the full cup. For DR measurements, the sample cup is filled so
that the upper surface of the salt overlayer is in or below the focal plane. This
sampling provides propagation of the incoming radiation from top to bottom and
also enhances the collection of the radiation exiting the salt sample system at
small angles. The radiation scattered at large angles from either a full cup or
a cup filled 2 mm below the rim is blocked by the short mirror and the cup
walls, respectively (Fig. 4.31). When the ratio of the underfilled cup signal to
the filled cup signal is substituted in the KM formulas [Eq. (1.133)], the baseline
approaches zero and all absorption peaks are visible. For depth profiling, the
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Modified design for depth profiling
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KBr
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Figure 4.30. (a) Classical and (b) modified DRIFTS accessories for depth profiling of fibers.
Reprinted, by permission, from F. Fondeur and B. S. Mitchell, Spectrochim. Acta A 56, 467
(2000), p. 469, Fig. 2. Copyright  2000 Elsevier Science B.V.
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Figure 4.31. Scheme of how energy is maintained nearly constant with different salt bed
height in cup in technique shown in Fig. 4.30. Reprinted, by permission, from F. Fondeur and
B. S. Mitchell, Spectrochim. Acta A 56, 467 (2000), p. 469, Fig. 3. Copyright  2000 Elsevier
Science B.V.

thickness of the salt overlayer is varied. To quantify the results, the peak ratio
of different components of the sample is used. This method has been applied
to compare the effects of quenching alumosilicate fibers in mineral oil versus
quenching in an air stream [164]. For this study, the fibers were chopped into
small pieces with a knife until the pieces were ∼1 mm. The KBr particles were
200–300 µm. The broken fibers (10–15 pieces) were placed with their long axis
parallel to the cup surface into a stainless steel cup already two-thirds filled with
KBr and then an overlayer of KBr. This overlayer must be kept flat.

The scattering effects on the transformed spectra can be further eliminated
mathematically. One of these methods is the multiplicative scatter correction,
which normalizes the different spectra to an average scattering level [165–167].

The final point concerns the units in which a DR spectrum of adsorbed species
should be represented for quantitative analysis. The application of DRIFTS for
quantitative measurements is restricted not only by the variation in band intensi-
ties caused by irreproducible sample preparation but also by the nonlinear behav-
ior of the reflectance due to scattering effects [168]. To increase the linear range,
some authors [168–170] use KM units [Eq. (1.133)], while others [171–174]
prefer absorbance, − log R∞ (or 1/R∞), where R∞ is the reflectance spectrum
of an “infinitely thick” sample relative to that of a nonadsorbing reference. For
small values of K/S (where K and S are the KM absorption and scattering coef-
ficients, respectively), such as is the case for DRIFTS of ultrathin films, Burger
et al. [175] have shown that absorbance is proportional to the square root of
KM units:

− log R∞ ≈ 0.6

√
K

S
.

It follows that KM units are more suitable for quantitative analysis. However,
in some cases the transformation into absorbance leads to a more linear rela-
tion between − log R∞ and analyte concentration [175]. Selecting units for rep-
resenting spectra, it should be taken into account that the DRIFTS spectral
pattern drawn in absorbance can be different from that drawn from the KM
equation [172].
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4.2.4. ATR

The ATR spectra of powders are measured routinely with HATR (Fig. 4.12),
which can be improved as described by Messerschmidt [176]. In addition, a CIR-
CLE (Fig. 4.14) or single-reflection diamond ATR [e.g., Golden Gate (Specac)
or Atavar Single Bounce HATR (Nicolet)] accessory, where the IRE is posi-
tioned horizontally, can be used. A finely ground powder (d < 5 µm) can be
conditioned externally or directly in the ATR cell [177–179]. To improve the
optical coupling between the powder and the IR radiation, the powder can be
pressed against the IRE using a special commercially available press (Fig. 4.32).
Tight clamping is necessary to obtain spectra with a dispersion spectrophotome-
ter. Except for diamond, IRE materials are usually brittle, and hence care must
be taken when pressing. On the other hand, in the case of the diamond IRE,
the IR radiation interacts with the sample only once, which lowers the spectral
contrast relative to the multireflection HATR.

The ATR method is more efficient for in situ studies in the presence of
solvent, which fulfills the function of the immersion medium (Section 2.7.3).
For low solution concentrations (<10−4 M), a typical experiment will involve
(1) spreading a reference paste over the IRE surface (this paste contains pure pow-
der wetted with pure solvent and is spread to a thickness comparable to the depth
of penetration of IR radiation beyond the IRE–film interface), (2) scanning the
background spectrum, (3) treating the paste directly in the accessory or changing
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Figure 4.32. View of horizontal ATR accessory modified for measurements of IR spectra
of powders. Reprinted, by permission, from C. M. Balik and W. H. Simendiger, Polymer 39,
4723–4728 (1998), p. 4724, Fig. 1. Copyright  1998 Elsevier Science Ltd.
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Figure 4.33. Cell for recording ATR spectra of the powder–liquid interface: (1) powder; (2) IRE,
(3) cuvette.

the reference paste for one containing sample, and (4) scanning the sample spec-
trum. Before such an in situ experiment, a control spectrum of the IRE in contact
with the reagent solution should be measured. For heavy particles the experiment
can be simplified using a primitive in situ cell (Fig. 4.33) similar to an HATR
accessory, where the IRE serves as the bottom. In this case, the pure powder
is placed in a pure liquid and the background is measured when the particles
have settled to the bottom. Then, a reagent is mixed into the cell, and after sedi-
mentation of the powder, the sample spectrum is collected. To avoid shifting the
powder on the IRE after mixing, the solid–liquid ratio of the suspension should
be high. Additional considerations on sampling for in situ ATR measurements
on powders can be found in Section 4.6.3.

In all cases, the ATR method gives poor SNR for hard, coarse particles. For
these objects, DT or DR is preferable.

A CIRCLE cell can be used in studies of ultrathin films on fibers
(Fig. 4.14) [180]. Comparing spectra recorded for the fibers that are (a) aligned
along and (b) coiled around a cylindrical IRE provides information about
orientation of surface species with respect to the fiber axis. This is because
fibers are highly crystalline, and as IR radiation passes through them, it becomes
polarized in parallel and perpendicular directions. As a result, the absorption
bands due to the modes with different TDMs with respect to the fiber surface have
different intensities for the two positions of the fibers with respect to the IRE.

4.3. HIGH-RESOLUTION FTIR MICROSPECTROSCOPY
OF THIN FILMS

FTIR microspectroscopy (or FTIR microscopy or µ-FTIR) has been a
conventional method for materials characterization since 1984, when Analect
Instruments (now KVB) introduced a transmission microscope interfaced to
its AQS FTIR [181]. Since then, FTIR microspectroscopy has developed into
a greatly advanced tool for the analysis of thin films on a wide variety of
substrates (including a single particle, cell, bacterium, or fiber) for scientific,
industrial, and forensic applications [182–191]. Examples include oxide layers
on technical Si wafers [192], organic films on Si (001) [193], organic [194–196]
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and inorganic [197] films, thin films on powders [198], the fiber–matrix [199]
and adhesive–substrate [200–203] interfaces, lubricant films [204–206], and
tribological surfaces [207, 208]. FTIR microspectroscopy has been employed for
studying interactions in drug mixtures [209] and analysis of human tumor cell
structures [210]. Modern instrumentation allows not only the identification of
fibers but also dye types used to color them [211, 212]. This is potentially very
beneficial in studying and in particular dating historical samples. One promising
application is that of IR microscopes as detectors in TLC and HPLC [181,
213]. In situ FTIR microspectroscopy offers a number of advantages in
spectroelectrochemical measurements (Section 4.6), studies of catalytic reactions
in controlled gaseous atmospheres and temperatures [214], and characterization
of defect formation during film deposition [215].

Spectral micrographs can be obtained in transmission, diffuse-transmission,
IRRAS, ATR, and diffuse-reflection collection modes. The underlying theory of
this technique, optical schemes of IR microscopes, sample-handling information,
and possible sources of artifacts in the spectra are all discussed in Refs. [181, 183,
186, 216–219] and will not be repeated here. In general, optimal conditions for IR
microscopic measurements are identical to those for ordinary FTIR measurements
in the same geometry (Chapter 2). However, due to the fixed optical configuration
and the larger angular apertures of IR microscopes, it is sometimes difficult
to achieve optimal conditions. In this section, operation of IR microscopes in
transmission, IRRAS, and ATR modes and the corresponding spatial resolution
and detection limits will be presented and illustrated by experimental examples
for thin films.

An IR microscope may be inserted into the sample compartment of an FTIR
spectrometer or interfaced to the spectrometer as an external bench. All commer-
cial IR microscopes utilize a reflecting lens with a Cassegrain-type configuration
as an objective (with the lens prior to the detector). This configuration has high
performance and flexibility. In most cases, the Cassegrain lens is used as a con-
denser (the lens prior to the sample), but an off-axis paraboloidal or ellipsoidal
mirror may also be used. These mirrors generally have larger focal spots in the
specimen plane than do the on-axis Cassegrains. Since the proportion of stray
light increases as the focal size of the beam increases [181], the performance
of the IR microscopes with a paraboloidal or ellipsoidal mirror condenser is
generally poorer.

Modern IR microscopes are equipped with dedicated MCT detectors. Optimum
focusing of the microscope is achieved when the image size in the detector plane
is equal to the detector size. Since the sample size can vary over a wide range, the
standard detector size is 250 × 250 µm2, but other sizes are available. Without
an aperture or mask, the signal seen by the detector is usually from the whole
field of view. An aperture (either circular or rectangular in shape) is positioned
at the primary image of the microscope in order to observe a specific sampling
region that is smaller than and within the field of view. It has been shown [220]
that when a single aperture is used, its optimal position to reduce stray radiation
is in the condenser image plane, that is, prior to the sample. Since the image
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size is larger than the sampling area by a factor equal to the microscope lens
magnification, the aperture size should be tuned to be equal to the size of the
magnified image. Typical magnification of IR lenses is 15×, although higher
magnifications up to 36× are available. [For example the grazing-angle objective
(Spectra-Tech) has a magnification of 30×]. To view and select a specific sample
area through the aperture, each IR microscope includes a visible-light microscope
and can be equipped with a stereo monitor system. Additional capabilities such as
a temperature-controlled stage, polarized radiation, and in situ cells are available.

4.3.1. Transmission
Figure 4.34 shows the typical geometry for transmission measurements [221].
A Cassegrain lens focuses radiation onto a sample and another Cassegrain lens
collects the transmitted radiation. In this example, the Cassegrain lenses have
5× magnification, 0.6 numerical aperture, and a working distance of 24 mm,
which gives an IR beam spot diameter on the sample of 0.1 mm and an angle
of incidence of 9◦ –18◦. The upper limit of the angular region is determined by
the numerical aperture of the condenser, while the lower limit is due to blocking
by the small secondary mirror in the Cassegrain lens. A variable knife-edge
aperture, which is placed at the conjugate point of the sample, after the output
Cassegrain mirror, is used for selecting a desired area of the sample for analysis.
The sample should be positioned exactly at the focal plane of both the condenser
and the objective; otherwise the spectrum will be distorted. In the IR microscope
shown in Fig. 4.34, the sample is inserted in a diamond anvil cell (DAC), used

IR detector
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Light path

IR source

Figure 4.34. Schematic diagram of on-axis Cassegrain optics with diamond anvil cell (DAC)
for IR transmission microspectroscopy; C1 and C2 are Cassegrain mirrors. Reprinted, by
permission, from J. C. Chervin, B. Canny, J. M. Besson, and Ph. Pruzan, Rev. Sci. Instrum. 66,
2595–2598 (1995), p. 2596, Fig. 1. Copyright  American Institute of Physics.
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for reducing the thickness of an optically thick sample by pressing it between
two diamond windows. The DAC flattens the substrate and prevents the beam
from being refocused by a curved sample.

For illustration, Fig. 4.35 (curves 1 and 2) shows the transmission spectra of
a 0.1-µm-thick film of an epoxy resin taken from different sampling areas.

4.3.2. IRRAS
For IRRAS at “near-normal” angles of incidence [e.g., the InspectIR (Spectra-
Tech) accessory has an angular range of 16◦ –40◦] [222], IR microscopes employ
an optical scheme with Cassegrain lenses and an additional aperture positioned
between the source and the entrance aperture. The aperture splits the IR beam so
that one-half of the Cassegrain lens delivers radiation to the sample and the other
half collects the reflected radiation [181, 182, 217]. This approach utilizes ∼50%
of the incident energy available in transmission experiments, so that reflectance
measurements require extended acquisition times in order to obtain the same SNR
obtained in the transmission mode. Grazing angles of incidence (70◦ –75◦ [183]
or 65◦ –85◦ [222, 223]) are achieved with a special grazing-angle objective, which
replaces the normal Cassegrain lens.

Figure 4.36 shows a scheme for an original IRRAS microscope, constructed on
the basis of the DRIFTS accessory Collector (Spectra-Tech) [224]. Because there
are no Cassegrain optics, the cost is low. This device consists of the Collector, a
diaphragm, a monocular, and an x-y-z stage. The Collector is composed of four
flat and two aspherical mirrors. The latter are off-axis ellipsoids for focusing
and collecting the radiation. The ellipsoids condense the IR beam by a factor
of 6, resulting in a spot size of IR radiation on the sample of about 3 mm.
The sample is irradiated by the IR beam at an angle of about 60◦ with a wide
angular dispersion. Access to the sample is provided from the top by sliding
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Figure 4.35. IR microscopic spectra of 100-nm layers of epoxy resin. Transmission spectra
taken from circular area of (1) 100µm diameter and (2) 8 × 8 µm2 area. (3) IRRAS from area of
40 × 40 µm2. All spectra were obtained with Advanced Analytical Microscope (Spectra-Tech,
Inc.) coupled with Bomem MB100 FTIR spectrometer. Each spectrum is average of 1000 scans.
Reprinted, by permission, from P. Wilhelm, Micron 27, 341 (1996), p. 343, Fig. 4. Copyright 
1996 Elsevier Science Ltd.
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Figure 4.36. Optical configuration of reflectance FTIR microscope constructed on basis of
Collector. Reprinted, by permission, from J. A. J. Jansen, J. H. Van Der Maas, and A. Posthuma
De Boer, Appl. Spectrosc. 45, 1149–1152 (1991), p. 1150, Fig. 1. Copyright  1991 Society for
Applied Spectroscopy.

the ellipsoids aside. The standard sample holder of the Collector is replaced by a
manually controlled x-y-z stage (Microcontrol), adjustable in steps of 10 µm over
a distance of 20 mm in three directions. The sample position is adjusted in such a
way that the maximum energy of the detector signal is obtained. The single-beam
spectra are normalized against a reflective aluminum mirror. Mounted at the top
of the Collector is a monocular with a magnification of 30×. The monocular,
with a reticule with scale divisions of 0.05 mm, is fixed with its focal point at
the focal point of the IR radiation. An adjustable circular diaphragm is placed
between the source of the spectrometer and the Collector. The diameter of the IR
beam at the diaphragm is about 20 mm. The diameter of the diaphragm can be
varied from 20 to 2 mm, giving an IR spot size in the Collector ranging from 3 to
0.3 mm. Further reduction of the spot size for this construction by employing a
deuterated triglycine-sulfate (DTGS) detector was found to be not useful because
of the low energy throughput of the IR radiation.

Curve 3 in Fig. 4.35 shows that the IRRAS spectra of an epoxy resin film
were only distinguishable from a sampling area of 40 × 40 µm. Despite the
strong dependence of the reflectance from metals on the angle of incidence in
the 60–85◦ range (Fig. 1.11), spectra measured by µ-IRRAS can be subjected to
quantitative analysis [223]. Applications of µ-IRRAS to investigating inhomo-
geneous ultrathin films can be found in Refs. [200, 201, 206, 207, 225].

4.3.3. DRIFTS and DTIFTS
A transmission or normal-reflection IR microscope can be used for DTIFTS or
DRIFTS of films on powders or roughened surfaces, respectively. The spectrum
of the clean powder is the reference spectrum. This approach can be quite sensi-
tive to thin films. For example, Bouffard et al. [226] detected 50 ng of rhodamine
B concentrated in a small area of zirconia. This capability would be particularly
significant when considering an IR microscope as a detector in different types of
chromatography [181].
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4.3.4. ATR

The ATR mode is currently gaining popularity for studying microsamples [215,
227–236], owing to the minimal sample preparation, a reduced pathlength for
highly absorbing materials, and a higher spatial resolution than the other modes
(see below). Spectra are measured with a special ATR objective designed for a
pointed hemisphere IRE. The conventional ATR objectives range from moder-
ately priced systems employing the existing reflecting objective to higher priced
devices employing specially designed ATR objectives [227]. Figure 4.37 illus-
trates a typical ATR geometry [234] in which a reflecting objective fulfils a dual
role, by both introducing light into an IRE and collecting the internally reflected
light. To measure an ATR spectrum, the specimen, placed on a support such as a
microscope slide, is positioned on a stage and moved to the center of the viewing
field. When the area to be analyzed has been centered in the field, the IRE crystal
on the objective lens is slid into position, and the sample is raised to make contact
with the IRE. In IR microscopes with a video imaging system (InspectIR Plus,
Spectra-Tech), contact between the IRE and the sample is detected by an integral
contact sensor system. Once contact is achieved, the ATR spectrum of the sample
can be recorded. The reference is the ATR spectrum of the IRE in contact with
air or with the clean surface without any film [225]. In some objectives, the inci-
dent radiation enters the IRE in approximately the 16◦ –40◦ angular range [225,
234], whereas others provide a range of 40◦ –51◦ [218, 234], which ensures that
the ATR condition ϕ1 > ϕc is met for the majority of IRE–sample interfaces. In
the case of the wide angular range (16◦ –40◦) of the incident radiation, as the
refractive index of the IRE decreases or that of the sample increases, a greater
amount of light is transmitted rather than internally reflected [234]. However,
the amount of transmitted light has no effect on the photometric accuracy if a
background spectrum of the support is followed by the spectrum of the support
covered by a film, although the SNR decreases.

Ge
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reflected
radiation

Incident
radiation

Figure 4.37. Configuration of typical ATR objective. Reprinted, by permission, from L. Lewis
and A. J. Sommer, Appl. Spectrosc. 53, 375–380 (1999), p. 376, Fig. 1. Copyright  1999
Society for Applied Spectroscopy.
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Micro-IREs made from diamond, Si, Ge, or ZnSe are available. Typical contact
areas between the IRE and the sample range from 8 × 10−3 to 8 × 10−2 mm2

(compared to several hundred square millimeters for conventional IREs). This
allows small samples and also samples with rough surfaces to be studied. In
addition, because of the reduced area, the actual applied pressure is greater and,
therefore, more uniform, which yields a better optical contact and eliminates
the baseline distortions associated with changing local pressures across much
larger IREs.

While the study of small areas on large surfaces or large samples is rel-
atively straightforward, the analysis of small isolated particles can be more
problematic as the particle may move or roll away from the center of the crystal
when pressure is applied [234]. In this case, the sample must be mounted or
stabilized in some fashion, which may contaminate the sample. The sampling
procedure for small isolated particles can be improved by employing cartridges
with hemispherical internal reflection elements and an IR microscope equipped
with a stereo monitor [234, 235]. The slide cartridge placed on the microscope
stage in the appropriate orientation permits optimization of the energy through
the crystals by fine adjustments to the x-y-z stage. An alternative approach to
obtaining µ-FTIR ATR spectra is coupling an IR microscope with a planar waveg-
uide [98].

An application of ATR IR microscopy in forensic science is provided in
Fig. 4.38. It involves detecting cosmetic treatments found on hair fiber sur-
faces [237]. If this sample were to be analyzed by the transmission method,
the spectrum would show predominantly protein from the bulk fiber. However,
by µ-FTIR ATR spectroscopy, the contribution of the hair coating can be dis-
tinguished. For this example, a hair fiber was mounted on a glass slide and held
in place at both ends with double-sided sticky tape. By placing the sample on a
glass slide, the illumination from below the sample can be used to aid in viewing
the sample with the survey mode of the ATR objective. A ZnSe IRE (n = 2.4)
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Figure 4.38. (a) IR ATR microscopic spectra of clean hair (solid line) and hair-sprayed hair
(dashed line). (b) Difference spectrum (solid line) and reference spectrum of poly(vinylacetate)
(dashed line). Spectra were measured with Nic-Plan microscope interfaced to Magna-IR (Nico-
let Instrument Corp.) FTIR spectrometer. Sixty-four sample scans at resolution of 8 cm−1

were coadded and rationed against 64 background scans. Reprinted, by permission, from
P. A. Martoglio, Nicolet Application Note, AN-9694, Nicolet Instrument, Madison, 1997. Copy-
right  Nicolet Instrument Corp.
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yields a sampling diameter of 42 µm with a 2.5-mm-diameter upper aperture.
The background spectrum is of the IRE–air interface. Figure 4.38a shows the
µ-FTIR ATR spectra obtained from clean hair and hair coated with hair spray.
The difference spectrum (Fig. 4.38b) allows one to conclude that the main resin
in the hair spray is PVA.

4.3.5. Spatial Resolution and Smallest Sampling Area

Independently of the µ-FTIR method, the aperture and, therefore, the sampling
area cannot be decreased below a certain threshold value that is controlled
by diffraction from the aperture and, in the case of samples smaller than the
wavelength, by diffraction from the sample. This effect does not reduce the
energy throughput of the optical system but distorts the IR spectrum and limits
the spatial (lateral) resolution of the microscope. Spectral distortions such as a
baseline slope toward longer wavelengths that are due to diffraction from the
aperture can be essentially reduced by recording the background spectrum with
the identical aperture to that employed for the sample, but diffraction from the
sample is more difficult to eliminate [181]. Diffraction effects in IR microscopes
have been studied in detail in Refs. [181, 220, 234, 235]. Below, the problem
is described briefly.

Diffraction arises when each point in the sample plane is imaged by the Airy
pattern — a concentric series of rings, alternately bright and dark, around a central
bright disk called the Airy disk. As the distance between two points in the sample
plane decreases, their images begin to overlap. The spatial resolution r of the
optical system is defined as the minimal distance between two points in the
sample plane whose diffraction images (the Airy disks) can be resolved. For a
point illumination source and a half-filled aperture of the objective, the value of
r is estimated by the Rayleigh criterion [234, 238] as

r = 0.61λ

n1 sin θ
, (4.4)

where λ is the wavelength, n1 is the refractive index of the measurement medium,
and θ is the slope angle of the marginal ray exiting the lens. One can see that spa-
tial resolution is lower for longer wavelengths. The quantity n1 sin θ is called the
numerical aperture of the optical system. In a confocal arrangement, the theoret-
ical diffraction-limited resolution is close to the wavelength (2.5–15 µm) [183,
218]. As the size of the sample approaches the “diffraction limit” (the wavelength
of light), the portion of light falling outside the sampling area increases, and a
larger physical area is probed by the beam than that defined by the aperture.
Another characteristic of the IR microscope system is the smallest sample area
from which a useful signal can be detected. This characteristic depends, apart
from the spectrum intensity of the film in the system under study, upon the energy
throughput of the microscope, which in turn is directly proportional to the numer-
ical aperture: A larger numerical aperture gives a higher SNR. Typical numerical
apertures are 0.5–0.7 for near-normal incidence and ∼1 for grazing angles.
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4.3.6. Comparison of µ-FTIR Methods

In the transmission mode, spatial resolution was found to be ∼40 µm [183]. For
an aperture corresponding to a sample size of 8 µm, the diameter of the sam-
ple actually viewed is about six times larger [239]. Curve 2 in Fig. 4.35 shows
the transmission spectrum of a 0.1-µm-thick film of an epoxy resin taken from
a sampling area 8 × 8 µm2 [218]. For comparison, the transmission spectrum
of a larger sample area is also shown (Fig. 4.35, curve 1). One can see that
this film can be identified even when the sampling area approaches the theo-
retical diffraction limit. Sampling areas of 100–200 µm2 have been reported in
Refs. [239–241].

Sensitivity of standard (near-normal-incidence) transmission IR microscopy
for nanometer-thick films is rather low (Section 2.1). However, this can be sig-
nificantly improved for embedded ultrathin films using the optical arrangement
described by Sassella et al. [242, 243]. The light beam impinges at near-normal
incidence on the cross section (xz in the insert in Fig. 6.17) of the Si–SiO2

nanolayer–Si structure, so that the beam lies in the plane of the film. Under these
conditions, the maximum spectral contrast predicted by spectral simulations is
achieved, since the radiation pathlength through the film formally approaches the
sample length (2 mm). To improve spatial resolution, the spectra are taken using
an IR microscope with a 36× objective and 13 × 100 µm2 rectangular aperture.
A spectrum of a bare Si is used as reference. As seem in Fig. 6.17, with this
approach, a high-contrast spectrum of a 5-nm oxide layer can be obtained (see
Section 6.4.3 for more details).

Another approach to increase surface sensitivity of transmission spectra is the
use of mid-IR fiber optics as support material. Kellner et al. [244] have reported
the IR microscopic transmission spectra of 3.6-nm LB bilayers of polygluta-
mate transferred onto chalcogenide glass fibers. The sensitivity was enhanced
by geometric effects of the cylindrical substrate. This effect was confirmed by
a theoretical approach based on a ray-tracing method. The interaction of the
IR signal with the substrate lattice and the organic layer was simulated by
approximating the dielectric functions of the materials by the harmonic oscillator
formula [Eq. (1.46)]. Further experiments with different chemisorbed coatings
on chalcogenide fibers in the same thickness range, including a coating of a
methylacrylate–ethylacetate copolymer, have confirmed the potential of micro-
transmission for analysis of ultrathin organic layers on fibers [245].

It is evident that the divergence of the IR beam across the surface at grazing
angles of incidence decreases spatial resolution of grazing-angle IRRAS micro-
scopic spectra. Curve 3 in Fig. 4.35 confirms this; even the strongest bands
in the IRRAS of an epoxy resin film were only distinguishable from a sam-
pling area larger than 40 × 40 µm. Spectral resolutions of 40–60 µm have been
reported [246], and with some types of microscopes, a resolution of 25 µm can
be achieved [247]. However, compared with transmission spectra of the same
film (Fig. 4.35, curve 2), the SNR in the higher wavenumber region in IRRAS is
better. Micro-IRRAS has been used to measure [217] spectra of lubricant films
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0.5 nm [206] and 0.36 nm [239] thick on magnetic disk media from areas of
100 × 100 µm2.

In the case of the ATR mode, n1 > 1. Therefore, as seen from Eq. (4.4), the
resolution is higher by a factor of n1 than that for standard transmission and
IRRAS modes. This is because the IRE acts as a focusing lens. Apart from the
magnification, the use of a hemispherical IRE offers the advantage of a higher
numerical aperture (the radiation over a larger solid angle θ can be analyzed).
For the ATR in a Ge IRE, the theoretical magnification factor of ∼4 has been
confirmed experimentally [234] for samples 60 µm in diameter and larger, while
a spatial resolution of 22 µm has been found.

The minimal area required by ATR microscopes has been determined by
Lewis and Sommer [234, 235] using a conventional IR microscope equipped
with a specifically designed cartridge holding a Ge hemispherical IRE. For a
thick polystyrene film, the minimal sampling area was 5 × 5 µm2 (128 scans at
4 cm−1 resolution) [234], and for a 9-µm thick tie layer in a polymer multilayer
laminate it was 6 × 6 µm2 (512 scans at 4 cm−1 resolution) [235]. An aperture
size corresponding to a 6 × 6-µm2 sampling area was not sufficient to detect
a usable signal in the normal-reflection geometry. Comparison of the ATR and
transmission spectra from the same sampling area revealed [235] a higher SNR
for the former.

Spatial resolution can be increased by introducing a dual aperturing (Redun-
dant, Spectra-Tech). In this case, two apertures of identical size are placed at the
source and sample images. This technique reduces the stray light by a factor of
∼3 [183] by reducing the illuminated spot at the sample.

Better resolution but still controlled by diffraction can be obtained with a
synchrotron IR source in a confocal arrangement. The intrinsically brighter syn-
chrotron IR source allows areas as small as 3–4 µm to be probed [248–252,
266], which is very important for improving the quality of maps (vide infra).
An additional advantage of synchrotron sources in orientational measurements is
that the probing radiation is 100% polarized in the plane of the storage ring.

4.4. MAPPING, IMAGING, AND PHOTON SCANNING
TUNNELING MICROSCOPY

Mapping a specimen allows comparison of the chemical identity and structure
of a film at various points in the film. An early application of this technique
was mapping the boundaries of gray matter, white matter, and the basal gan-
glia [253]. In these studies, all of the bands of white matter distinguishable were
assigned, and the composition was in agreement with data obtained by other, bio-
chemical methods. The technique of IR microspectroscopic mapping has found
application in a variety of fields including coating technology [254], semicon-
ductor manufacturing [255], and polymer science [256]. Maps of the distribution
of different organic functional groups in the specimen [257–261] or chemi-
cal bonds in a mixture of inorganic compounds [262] have been constructed.
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The mapping of a single cell from a wheat cross section (aleurine cell from a
row of cells between the endosperm and seed coat) was achieved as early as
1993 [263]. With the use of a synchrotron source of IR radiation, maps of an
aleurine cell and a cell wall with a spatial resolution of 5–6 µm [264, 265] and
maps of a hair cross section with a spatial resolution of 3–4 µm [266] were
obtained. The distribution of certain species such as proteins, lipids, and nucleic
acids inside single living cells (some of which are mitotically active) [267, 268]
was investigated.

To collect a map, an IR microscope with a small aperture is used, which
allows a spectrum with reasonable SNR and spatial resolution to be measured.
The aperture is moved in a regular manner, pausing after each step in the horizon-
tal direction to collect a spectrum. At the end of each row the stage moves back
to the start of the next row in the same direction. After all of the data have been
collected, a characteristic absorption band is selected. The band absorbance plot-
ted against the step distance is the map of the corresponding film feature [190].
When interpreting such a map, the spatial resolution of the measurement should
be taken into account. In one case, a transmission map of a polymer bound-
ary [269] revealed that the characteristic bands of these polymers advance from
the boundary by 40-µm, and this was attributed to a 40 µm interdiffusion depth.
However, since the spatial resolution is of the same value, the same band distri-
bution would be observed if no interdiffusion took place.

Practical difficulties can arise when mapping soft samples if a pointed ATR
probe deforms or damages the sample surface. To overcome this problem, Nakano
and Kawata [232] suggested a photon tunneling IR microscope (see below for
detail), in which the sample is mounted on the bottom of a Ge hemispherical IRE,
and the IRE is then scanned with a piezoelectric controlled stage. This technique
gives relatively high SNRs with remote apertures that are four times larger than
the given sampling area, thereby reducing the diffraction effect. However, because
of optical off-axis aberrations, the scan length is rather short (∼100 µm). More-
over, the technique requires tracking both the source and sample apertures, which
elongates and complicates the experiment. Esaki et al. [270] obtained longer scan
lengths without the aberrations with a chevron-shaped IRE, but at the expense of
the high signal throughput advantage associated with a hemispherical IRE. Lewis
and Sommer [234] designed an IR-ATR microscopic experiment for mapping an
area of 600 × 600 µm2 with a conventional IR mapping microscope. Instead
of moving the source aperture with a hemisphere, a single aperture after the
sample and global illumination of the sample are used. However, this decreases
spatial resolution.

Creating a map as described above is a time-consuming task if both high
spatial resolution and a high SNR are required. Conventional mapping is also
inefficient for samples that are smaller than the standard MCT detector element
size, due to excess noise in the spectrum. This will place a limit on the quality
of spectra collected from small sample areas. Imaging with array detectors that
cover suitable spectral regions can improve the spectra [271, 272]. The IR image
of a sample can be built with image systems, which are now commercially



354 EQUIPMENT AND TECHNIQUES

available, either in the transmission or reflection mode. For example, the Bio-
Rad FTS Stingray 6000 IR imaging system is a Bio-Rad FTS 6000 IR spec-
trometer coupled with a UMA 500 IR microscope [273]. A focal plane array
(FPA) detector is mounted on the microscope. The MCT FPA detector with its
64 × 64-element array can view a sample approximately 7 × 7 mm per pixel or
400 × 400 mm overall using the standard Bio-Rad 15× microscope objective.
The FTS 6000 spectrometer is operated in step-scan (S2) mode for the imaging
application. Although the integration time for the FPA is less than a millisec-
ond, due to the time required for readout of the entire array, the use of the
step-scan mode is necessary. The data from the array detector are transferred
directly to memory via a digital frame grabber card that is installed in a single
Windows NT based computer that controls both the spectrometer and the array
detector.

A FTIR imaging technique using a rapid-scanning spectrometer instead of a S2

one has been recently described by Snively et al. [274]. This technique can col-
lect a data set consisting of 64 × 64 spectra with a 4-cm−1 spectral resolution over
a 1360-cm−1 spectral range in 34 s. This was demonstrated by imaging adsor-
bates on different supported catalyst materials. Bellamy and co-workers [275]
suggested to combine a moveable two-dimensional Hadamard encoding mask
and an FTIR spectrometer for obtaining chemical maps and spectra of individ-
ual pixels of the maps. One can achieve resolution approaching the diffraction
limit at rapid data collection by coupling an IR diode laser to a conventional IR
microscope [276]. This technique was demonstrated by mapping the distribution
of an additive in a layered polymer sample that had been contaminated by my
migration of this additive.

Photon scanning tunneling microscopy (PSTM) [277–280] circumvents the
diffraction limit and allows mapping with micrometer-scale spatial resolution.
This method is a development of scanning near-field optical microscopy
(SNOM) [281]. The near field is the evanescent field arising from total internal
reflection (1.4.10◦). Figure 4.39 shows a home-built set-up for near-field optical
microscopy in the IR range. In the PSTM configuration, the angle of incidence ϕ

is larger than the critical angle ϕc and the light beam is totally reflected inside a
substrate that is transparent in the IR range. A silicon wafer (50 × 15 × 2 mm3)
with smooth surfaces and one side cut at an angle ϕ of 20◦ was used as a substrate
in one case [277, 278]. The evanescent field created at the substrate–air interface
is probed by the tip of a fluoride glass optical fiber [282] which is transparent
in the IR range up to λ = 6 µm. The near field is then locally converted into a
propagating one by the fiber and guided to a MCT detector. Micrometric screws
and a piezoelectric transducer provide the coarse and fine adjustments of the
fiber position relative to the surface, respectively. A dc motor was preferred for
in-plane displacements and two-dimensional scanning. In this set-up, the fiber tip
has a diameter of 10 µm, which determines the possible size of area analyzed to
be approximately 10 × 10 µm2.

The sensitivity of the PSTM experiment can be significantly improved in two
ways. In one, the absorption from the most intense band in the spectrum can be
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Figure 4.39. Experimental set-up for scanning near-field optical microscopy (SNOM) in IR
range. Reprinted, by permission, from A. Piednoir, C. Licoppe, and F. Creuzet, Opt. Commun.
129, 414–422 (1996), p. 415, Fig. 1. Copyright  1996 Elsevier Science B.V.

used for mapping. In the other, when the IR band of interest is clearly defined,
the use of a more appropriate detector (e.g., InSb or bolometer at helium tem-
perature) may provide an enhancement of about 10, and therefore, an increase
in the SNR by a factor of 300 might be expected, which means that the IR
spectrum could be acquired with a 1-µm fiber tip and thus 1 µm resolution.
This method has been applied to studies of polymer diffusion in hydrogel lami-
nates [283, 284].

Hammiche and co-workers [285] described a technique in which a minia-
turized Wollaston wire resistive thermometer is used as a probe to record IR
absorption spectra by detecting photothermally induced temperature fluctuations
at the sample surface. These authors claimed that such an approach opens the
way to spatial resolution extended beyond the diffraction limit by a few hun-
dred nanometers. As an alternative, Palanker et al. [280] suggested to use tip-
less probing.
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4.5. TEMPERATURE-AND-ENVIRONMENT PROGRAMMED
CHAMBERS FOR IN SITU STUDIES OF ULTRATHIN FILMS
ON BULK AND POWDERED SUPPORTS

Infrared spectroscopy is one of a very few methods that permit real-time mon-
itoring of deposition and/or evolution of ultrathin films in situ with full control
over the composition and structure at the atomic level. This has been widely
exploited for synthesizing high-quality films in a controlled way and for obtain-
ing an understanding of catalyst reactivity (Chapters 5 and 7). One requirement
for in situ measurements is a temperature-and-environment programmed chamber
or cell. Various chambers for transmission, IRRAS, ATR, and DRIFTS measure-
ments, including their technical advantages and disadvantages, are considered in
detail in several monographs [123, 286–289]. Below, several recently reported
chambers will be described.

Various designs for IR reactor cells for transmission measurements are
described in many references [290–313]. Figure 4.40 shows a cell for study-
ing a working catalyst surface [314]. The cell consists of a central stainless steel
hollow cylinder with 3-mm-thick walls and two flanges welded to both ends. The
catalyst sample is pressed as a thin disk and placed in the center of the cylinder.
The distance between the catalyst sample and the flanges is 42.5 mm, which is
sufficient to keep the temperature at the central portion at 773 K and to main-
tain the temperature at the flange below 523 K with a cooling water jacket. The
heating is provided with a 4-ft-by- 1

2 -in. Barnstead Termolyne standard insulated
samox heating tape wrapped around the cylinder and insulated. One effective
approach for direct heating of the sample is the use of internal heating elements
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Figure 4.40. The IR reactor cell for transmission measurements (all dimensions in millime-
ters). Reprinted, by permission, from S. S. C. Chuang, M. A. Brundage, M. W. Balakos, and
C. Srinivas, Appl. Spectrosc. 49, 1151–1163 (1995), p. 1152, Fig. 1. Copyright  1995 Society
for Applied Spectroscopy.
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such as a U-shaped tunnel [315] and tungsten wire grid, which are in direct con-
tact with the catalyst sample. The use of internal heating elements increases the
dead volume of the reactor, and it becomes difficult to eliminate a possible role
of the heating element in the reaction. A J-type thermocouple is placed within a
thermowell so that its tip touches the catalyst disk.

The catalyst disk sample is placed in the hollow cylinder between two CaF2

rods 54.5 mm in length and 10 mm in diameter, polished on both ends. The
volume between the two CaF2 rods is 125 mm3. The catalyst disk fills 75 mm3,
leaving 50 mm3 as the void volume of the reactor. CaF2 was chosen for the
rod and window because its transmission range of 4000–1200 cm−1 is ideal for
CO hydrogenation and NO–CO reaction studies. CaF2 was also chosen because
of its low solubility in water (<2 mg/100 g H2O), its operability at elevated
temperatures (up to 873 K), and its ability to form a seal that can withstand high
pressures. The reactor is rated at 6.0 MPa with a safety factor of 4. The CaF2 rods
decrease the reactor volume, thus reducing the average residence time of gaseous
species, allowing for rapid response of gaseous reactants and products during
transient studies. The small reactor volume minimizes the amount of gaseous
reactants and products present within the reactor, decreasing the IR intensity
of gaseous species, allowing observation of unambiguous IR absorbance signals
for the adsorbate on the catalyst surface. The CaF2 rods also act as a brace to
hold the catalyst disk. CaF2 windows 25 mm in diameter and 5 mm thick are
placed in a machined channel within each flange. Both faces of the CaF2 window
are polished and are pressed by flanges with Viton O-rings, which fit within a
machined groove on the flanges.

Measurements under controlled temperature, environment, and pressure in the
DRIFTS geometry are complicated by energy losses and the increase in the
specular Fresnel component in the reflected radiation, because of the windows
isolating the reactor volume. Minimizing this component severely limits the cell
design. One of the first DRIFTS reactor systems was described by Hamadeh
et al. [316]. There are currently commercial cells available that are compatible
with the DRIFTS accessories. One example is the high-temperature/high-pressure
chamber produced by Spectra-Tech for the Collector, where the temperature can
be varied up to 900◦C and the pressure up to 1500 psi. The temperature chambers
used in conjunction with the Praying Mantis (Harrick) allow studies at pressures
from 10−6 torr to 2 or 3 atm and at temperatures from −150◦C to 600◦C (under
vacuum). A simple cell enclosed in the low-cost DRIFTS accessory (Fig. 4.25)
is depicted in Fig. 4.41 [154]. The advantage of this accessory–cell system is
that the incident and reflected beams are normal to the accessory windows; this
eliminates energy losses due to reflection from the windows. The reactor cell
is composed of three parts: a window, a stainless steel body with a sample
well, and a stainless steel cover. It has a gas inlet and outlet. The sample well is
12.7 mm in diameter and 9 mm in depth. The volume of the cell is approximately
1.15 cm3. The average residence time in the reactor is 1.15 s with a flow rate
of 60 mL · min−1. The small dead volume is essential for transient response
studies with single-pass differential flow capabilities. For transient studies, the
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Figure 4.41. Schematic diagram of cell for temperature- and atmosphere-controlled mea-
surements using DRIFTS accessory shown in Fig. 4.25: (1) cell cover (38.1 × 21 × 3.2 mm);
(2) window (16 × 2 mm); (3) cell assembly (38.1 × 21 × 29.2 mm); (4) cartridge heater
(12.7 × 38.1 mm); (5) thermocouple; (6) gas inlet (φ = 6.35 mm); (7) gas outlet (φ = 6.35 mm).
Reprinted, by permission, from B. Li and R. D. Gonzalez, Appl. Spectrosc. 52, 1488–1491
(1998), p. 1489, Fig. 2. Copyright  1998 Society for Applied Spectroscopy.

average residence time should be equal to or less than the time required to
record a single spectrum. A stainless steel screen (100 mesh), located inside
the well next to the wall along the axial direction, was used to confine the
catalyst within the sample cell. An insulated thermocouple was inserted through
the gas outlet and positioned close to the catalyst bed. The window was a 16×
2-mm NaCl optical lens. Depending on the wavelength requirement, the optical
lenses could be constructed from NaCl, KBr, or CaF2. The lens was compression
sealed to the sample well with two high-temperature gaskets (600◦C). A cartridge
heater 12.7 mm in diameter and 38.1 mm in length was placed underneath the
well. The sample cell was designed with a rectangular shape because it is more
easily positioned, and it enables the use of a smaller volume, saving space for
the sample holder and mirror movement. The sample cell was positioned on a
sample holder that was also constructed from aluminum plates. It had a set of
grooves positioned in such a way that the sample holder could easily be inserted
into the correct position and could be conveniently removed. The system was
thoroughly insulated to avoid damage to the IR spectrometer. Precise adjustment
was essential in order to obtain reproducible spectra.

Murthy et al [317] described artifacts in the variable-temperature DRIFTS
spectra, which are caused by changing sample height due to the thermal expansion
as temperature is changed. To overcome this problem, Venter and Vannice [318]
suggested a modification of DRIFTS accessories. The reader can find other
temperature-controlled DRIFTS cells in Refs. [316, 319–326].

Reactor chambers for IRRAS at low pressures are optically simple [327–332].
For complex diagnostics such a chamber is coupled with another instrument(s)
(e.g., mass spectrometer for collecting temperature-programmed reaction spectra
and Auger electron spectrometer [333] and a cell for in situ IRRAS and quartz
microbalance studies of atmospheric corrosion of metals [334]). Figure 4.42
shows one design of a chamber for measuring the IRRAS during physical vapor
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Figure 4.42. Physical vacuum deposition apparatus for real-time in situ IRRAS measurements:
(a) substrate; (b) thickness monitor; (c) ZnSe windows; (d) IR beam; (e) shutter; (f) mercury lamp;
(g) crucible. Reprinted, by permission, from M. Tamada, H. Koshikawa, and H. Omichi, Thin
Solid Films 292, 164–168 (1997), p. 165, Fig. 1. Copyright  1997 Elsevier Science S.A.

deposition (PVD) [335–337]. The distance between the substrate and the crucible
is 250 mm. A glass slide (72 × 26 × 1 mm) coated with 100 nm Ag was used as
substrate. A low-pressure mercury lamp of 20 W was set in the vacuum chamber
to induce the polymerization of a monomer film of N -vinylcarbazol (NVCz) (see
Section 7.7 for more detail). The deposition rate was monitored by a thickness
monitor maintained at 261 K. The NVCz in the crucible was maintained at 320 K
for a deposition rate of 22 nm · min−1. The IRRAS spectra of the film as it was
deposited onto the substrate at various temperatures were continually measured,
with a resolution of 4 cm−1. For this, the IR beam was introduced onto the
substrate through one ZnSe window, and the reflective IR beam was directed
to an MCT external detector from an FTIR instrument through the other ZnSe
window. The angle of incidence of the IR beam was 80◦. The PVD was carried
out under a vacuum of 5 × 10−4 Pa.

In contrast to the above example, in situ formation of ultrathin films at high
pressures is difficult to follow with IRRAS because of interfering absorption by
the ambient atmosphere [338–341]; to remove this obstacle, as in the in situ spec-
troscopy of the solid–liquid interface, the PM method can be applied [342–344]
(Section 4.7). As an alternative, s- and p-polarized spectra are measured succes-
sively or by taking alternatively a few scans with each polarization until the desired
SNR is obtained and the resulting spectrum is represented in Asp units [Eq. (7.1)].

For in situ studies under controlled external conditions, the ATR method is
generally used in the MIR geometry because of its high surface sensitivity and
energy throughput [345]. A typical ATR chamber (see also Refs. [346, 347]) con-
structed for real-time monitoring of surface chemical reactions at pressures as low
as 3 × 10−9 torr during plasma-enhanced chemical vapor deposition (PECVD)
is shown in Fig. 4.43 [348]. An IR beam from a FTIR spectrometer impinges
onto a Si(100) multiple IRE through a polarizer and a BaF2 window. The size of
the IRE was 50 × 20 × 2 mm3. The ATR cell adapted to the commercial Specac
Golden-Gate unit with a diamond IRE was devised by Muller and Riedel for
studying photochemical reactions in thin films on Si [62]. This cell coupled with
a Bio-Rad FTS 6000 FTIR spectrometer was used in the real-time ATR-FTIR
studies of fast photopolymerization reactions induced by UV radiation with time
resolution on the order of 1 s at temperatures up to 200◦C [349].
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Figure 4.43. Scheme of ATR system for monitoring surface reactions in PECVD reac-
tor. Reprinted, by permission, from Y. Miyoshi, Y. Yoshida, S. Miaziki and M. Hirose, J.
Non-Crystalline Solids 198–200, 1029 (1996), p. 1030, Fig. 1. Copyright  1996 Elsevier
Science B.V.

Due to better compatibility with gaseous environment, the ATR geometry is
technically more advanced as compared to IRRAS for experiments at high pres-
sure. For example, an ATR technique for measuring simultaneously the CO2

sorption and the consequent swelling of a polymer film was described by Flichy
et al. [350]. MacLaurin et al. [351] described a fiber-optics probe that is heat-
able to 230◦C. The probe has chalcogenide fibers and a ZnSe IRE, allowing
access to a wide range of standard laboratory reaction vessels and fume cup-
board arrangements. The performance was demonstrated via the in situ analysis
of an acid-catalyzed esterification reaction in toluene at 110◦C. Particular empha-
sis was given to the quantitative interpretation of the spectroscopic data using
gas chromatographic reference data.

The main technical problem for measurements at nonambient temperatures is
the large difference in thermal expansion coefficients of common IR window mate-
rials and the chamber body. Use of materials that substitute cements, which are
commonly used to glue a window, is discussed by Parkins and Bradshaw [123].
An additional problem that arises when performing high-temperature spectroscopic
experiments is that the sample itself becomes an IR emitter [316] that saturates the
signal reaching the detector. MCT detectors were found [352] to be more sensitive
to this effect than deuterated triglycine sulfate (DTGS) ones. To reduce this inter-
fering factor, the sample spectrum should be collected at the same temperature as
the background spectrum.

4.6. TECHNICAL ASPECTS OF IN SITU IR SPECTROSCOPY
OF ULTRATHIN FILMS AT SOLID–LIQUID
AND SOLID–SOLID INTERFACES

The solid–liquid interface can be probed by transmission, IRRAS, and ATR,
though the former method has not been used frequently so far. General technical
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requirements of the cells for in situ measurements are (1) optical layout allowing
optimal detection of interfacial species, (2) compatibility with a host reflection
accessory, (3) possibility to exchange window materials, (4) easy dismantling and
cleaning, (5) high resistance to solution components, and (6) absence of leakage.
In addition, for the spectroelectrochemical (SEC) studies, (7) adequate electro-
chemical performance is necessary. Provided a suitable cell is available, the main
experimental problem remains that, with the exception of ATR-SEIRA, in situ IR
spectra of ultrathin films can be obscured by the absorption of the solution and,
in the case of the “thin-layer” optics, have low reproducibility due to diffusion
constraint. Both these characteristics depend on the design and implementation of
the in situ experiment. Specific measurement protocols are followed to improve
this. In this section, these technical aspects will be outlined. The advanced mod-
ulation approaches to reducing the limitations described above and extending
capabilities of IR spectroscopy are discussed in Sections 4.7 and 4.9. Another
problem for SEC studies — the preparation and maintenance of the electrode — is
considered in Section 4.10. Complementary information can be found in several
reviews [353–368].

4.6.1. Transmission

The simplest and earliest cells are those for transmission measurements of
adsorbates on microporous glass and powders in the mutual transparency
(low-absorbancy) spectral region of the substrate and solvent [369, 370]. For
example, for the silica(quartz)/alumina–CCl4 system, this would be at ν >

2800 cm−1 [369–372]. In this case, the surface (interfacial) sensitivity can be
increased significantly by using cells with long pathlengths in which radiation
is directed along (not perpendicular to) the substrate plate [373]. A cell for
measurements on self-supporting pressed disks was described first by Hasegawa
and Low [374]. The contribution of the liquid to in situ transmission spectra
of pressed disks (which are porous) can be reduced simply by wetting. For
this, the disk is isolated between two IR transparent windows, and its lower
end is dipped into the liquid [375]. Alternatively, wetting capillaries may be
used [372]. It should be kept in mind that when a disk is immersed in solution,
the transmittance increases because the scattering of radiation by the disk is
decreased. For discriminating between the absorption due to the dissolved and
absorbed reagent, the following procedure was described [376]. After treatment
with the solution, the solution is replaced in the cell with pure solvent and the
transmission spectrum is measured.

SEC transmission measurements are complicated by the concurrent require-
ments of semitransparency and electrochemical performance of the whole sys-
tem (windows–electrolyte–electrode). To minimize the beam path, the so-called
thin-layer arrangement is used. However, this can introduce unfavorable electro-
chemical effects such as large ohmic potential (iR) drops, nonuniform potential
(current) distribution over the electrode surface, and slow response rate of the
electrode following a change in the applied potential (i.e., large time constant of
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Figure 4.44. (a) Low-temperature optically transparent thin-layer electrochemical (LT-OTTLE)
cell for variable-temperature UV-Vis/IR spectroelectrochemical studies. (A) Pt-100
thermocouple (Overcheck B. V.) for temperature control. Another Pt-100 positioned close
to thin-layer compartment for measuring temperature of copper block. (B) One of two heaters
(40W). (C) CaF2 window (5-mm thickness) separated by indium gasket from distance copper
ring. (D) Copper block. (E) Polyethylene spacer (0.18 mm thick) with melt-sealed electrodes
(right-angle-shaped Pt minigrid auxiliary, Pt minigrid working, Ag wire pseudoreference) and
contact Ag wires. (F) Insulating Teflon plate. (G, H) Quarter-inch outlet and inlet tubes of cell
body, respectively. (I) Upper cover plate. (b) Front and (c) side views of LT-OTTLE cell with
details of filling ports in cross section. (J) Distance copper ring. (K) Optical pathway across
masked working electrode. (L) Copper ring for fixation of windows. (M) Indium gaskets. (N) Fixed
stopper with O-ring protecting inner chamber of cryostate from water condensation. (O, P, R)
Wire contacts to temperature control unit (heaters, Pt-100 thermocouples). (Q) Insulated leads
connecting sealed electrodes with potentiostat. (C, E, G, H) see (a). Reprinted, by permission,
from F. Hartl, H. Luyten, H. A. Nieuwenhuis, and G. C. Schoemaker, Appl. Spectrosc. 48, 1522
(1994), p. 1524, Figs. 2 and 3. Copyright  1994 Society for Applied Spectroscopy.

the cell) due to slow diffusion of reactants and products and the accumulation of
undesirable products in the thin layer [354, 356, 372].

A thin-layer arrangement that includes an optically transparent electrode (OTE)
sandwiched between two IR windows is called an optically transparent thin-
layer electrochemical (OTTLE) cell. The thin-layer cell is in contact with a large
container holding the reference and auxiliary electrodes. Since its introduction by
Heineman et al. in 1967 [377], a wide variety of OTTLE cells have been reported
in the literature (see Refs. [378–380] and references therein). Improvements in
cell design include the use of fiber-optic guides for illumination and collection
of radiation [381] and miniaturizing the cell for IR microscopic detection [382].
To overcome poor surface sensitivity of the normal-incidence transmission OTE
technique, stemming from the short pathlength, the so-called parallel absorption
SEC method [383] can be used, in which the radiation beam is directed parallel
to the electrode surface.
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There are two types of OTEs [384]. A metal microgrid with small (10–30-µm)
holes, which allows ≥50% of the radiation to be transmitted, or an interdigitized
array metal electrode [385] may be used for identification of products or inter-
mediates in redox systems [386, 387]. The other type is comprised of a metal
film deposited on a transparent support. The thickness of this film is a compro-
mise between its electrical conductivity and optical transparency. This type of
OTE can be used for surface analysis, particularly when the metal of the working
electrode can provide the surface enhancement (Section 3.9.4).

Decreasing the temperature of an electrochemical reaction with short-lived
redox products can slow the reaction down enough to follow the products by
changes in the spectrum. One example is a low-temperature (LT) OTTLE cell
devised by Hartl et al. [378] for chemical and SEC studies at temperatures down
to 183 K, which maintains a preselected temperature constant to within ±0.5 K.
The complete experimental setup consists of two components, the outer nitrogen
bath cell (cryostat) and the inner (LT-OTTLE) sample cell containing electrodes
housed in a copper block. The scheme of the inner cell is shown in Fig. 4.44. The
working electrode is a Pt minigrid (32 wires/cm, 80% transmittance). Platinum
is also used for the auxiliary and pseudoreference electrodes.

The diffuse-transmission technique, which uses a wedge-shaped entrance win-
dow (Fig. 4.24), allows for the investigation of layers on a surface of powders
placed in a liquid. In this case, the greatest effect is expected for substances with
a high refractive index, such as chalcogenides of heavy metals and Ge. For such
materials, in spite of the fact that they are immersed in a liquid, the difference
between their refractive index and that of the liquid will be fairly large (about
1–2), and the scattered light intensity will also be high.

4.6.2. In Situ IRRAS

The optical geometry consisting of the transparent window–solution layer–film–
substrate system, which is used for studying ultrathin films on bulk metals or doped
semiconductors in situ, is usually referred to as IRRAS [354–356, 362, 365], which
implies that the angle of incidence at the window–electrolyte interface is lower than
the critical angle ϕc. The spectra measured using the thin-layer cell with the CaF2

window at the angle of incidence of 60◦ (see, e.g., Refs. [388–391]) fall in this
category, since for the CaF2 –water interface ϕc ≈ 70◦. However, the maximum
contrast of the film reflection spectrum is observed at an angle of incidence larger
than the critical angle for the window–solution interface (Section 2.5.4). In this
case, the film is probed by the evanescent wave established at the window–solution
interface, and ATR geometry in the Otto configuration is employed, rather than
IRRAS. This optical condition is met when the cell is equipped with a ZnSe window
(the critical angle is ∼30◦) [392–395] or with the CaF2 window but the angle of
incidence is 76◦ [396]. Therefore, to avoid confusing the reader, the whole optical
geometry, including the Otto-ATR and the IRRAS set-up, will be referred to as
in situ IRRAS.

Typical in situ reflection cells containing disk electrodes are shown in
Figs. 4.45 and 4.46. The edges and back of the electrode are sealed to ensure that
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Figure 4.45. Schematic diagram of spectro-photoelectrochemical reflection cell with slab win-
dow: (1) metallic supporting frame; (2) glass body of cell; (3) CaF2 window; (4) outer glass
tube; (5) thin internal tube holding working electrode; (6) disc-shaped working electrode;
(7) micrometer gauge; (8) Teflon holder; (9) reference electrode; (10) Pt counter electrode;
(11, 12) plane mirrors. Reprinted, by permission, from J. Klima, K. Kratochvilova, and J. Ludvik,
J. Electroanal. Chem. 427, 57 (1997), p. 58, Fig. 1. Copyright  1997 Elsevier Science S.A.
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the electrochemical reactions occur only at the front surface. Electrical contact to
the disk is made through a wire that is spot welded to the back of the electrode.
The electrode is positioned against a window. As shown in Section 2.5.4, the film
signal decreases as the thickness of the solution layer thickness increases above
1–2 µm, even for a transparent solution. In practice, an optimal thickness of the
electrolyte interlayer is 1–5 µm [392, 397, 398], which yields a time constant
for the cell of ∼5 ms for a 1 M electrolyte [356].

The window (IRE) material and the optimum angle of incidence are selected
using spectral simulations (Section 2.5.4) while not neglecting to consider the
chemical reactivity of the window material and the angular range of the ATR
accessory. One question to address is which shape of window (IRE) to use. His-
torically, a slab-shaped window has been popular (see, e.g., Refs. [399–404]).
Figure 4.45 shows a three-electrode cell with a slab-shaped CaF2 window devised
for in situ spectro-photo-electrochemical studies on photoexcited semiconduc-
tors [405]. The working electrode is a 10-mm-diameter titanium disk covered by
a polycrystalline TiO2 (anatase) film. In this arrangement, the slab-shaped window
provides additional irradiation of the electrode by UV light. Slab-shaped windows
are used in SEC microreflection cells designed for IR microscopy [406–408].

Although inexpensive, flat windows have a serious disadvantage in that a high
proportion of radiation is reflected from the air–IRE interface. These energy
losses can be significantly reduced if the radiation at the air–IRE interface is at
normal incidence and the IRE is a Dove prism (Fig. 4.46) [365, 397, 409–411] or
a hemisphere (hemicylinder) (Fig. 4.13) [29, 393, 412–414]. The latter geometry
is arguably the most flexible and effective since it allows the angle of incidence
to be varied without varying the angle of refraction. An additional advantage of
hemispherical/hemicylindrical IREs is that they can improve the collimation of
the incidence beam if it is focused at the proper distance from the solution–IRE
interface (Fig. 4.13) [27, 415]. A beam collimated at the electrolyte–window
interface can provide better sensitivity than when the beam is focused at the
electrode surface [29, 393, 413]. The sensitivity and reproducibility of a SEC
cell with a hemisphere window (the ZnSe IRE–water–Pt system) were studied
by Faguy and Marinkovic [413]. The conditions were 4096 scans at a resolution
of 16 cm−1 and laser modulation rate of 100 kHz of an ATI-Mattson Galaxy 8020
rapid-scanning FTIR spectrometer equipped with a 45◦ Michelson interferometer,
a water-cooled globar source, and a narrow-bandpass MCT detector. It was found
that at ϕ1 = 36◦ and the maximum signal throughput the smallest detectable sig-
nal, which was statistically determined, is 0.0075% and 3.3 × 10−5 in reflectivity
and absorbance units, respectively. However, this limit does not depend on the
optical throughput and should not be used as a detection limit.

A crucial aspect is alignment of the cell with the host reflection accessory.
One alignment procedure [29, 413] is based on the changes that arise in the
interferogram as the thin-layer cell is established. In the first step, the whole
system (cell plus reflection accessory) is aligned without an electrode to maximize
the throughput of p-polarized radiation. Then the electrode is introduced and the
electrode itself is aligned again to increase the throughput. When aligning a cell
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with the hemisphere (hemicylinder) or Dove prism window, it must be taken
into account that such a window acts as a lens and changes the focal point (the
larger the refractive index of the window material, the larger the change) [412].
To illustrate the effect of the cell alignment on the experimental reproducibility,
Fig. 4.47 shows in situ IRRAS spectra of a Pt(111) surface in 0.05 M solution
of H2SO4 [413] measured in s- and p-polarization at two optical throughputs.
The spectra are represented in −+R/R units [Eq. (4.5)]. The major feature in
the p-polarized spectra is a 1200–1280-cm−1 band assigned to the ν1 stretching
mode of adsorbed bisulfate, which shifts to higher wavenumbers upon increasing
potential due to the Stark effect and/or donation tuning (see the interpretation
of Fig. 3.43). At the same time, a negative-going band at 1040 cm−1, which is
associated with the depletion of bisulfate from the thin layer due to adsorption,
is only seen in the case of the higher optical throughput (Fig. 4.47b). This is
due to increased sensitivity arising from better optical throughput. Additionally,
positive-going bands associated with solution-phase species, ∼1200–1000 cm−1,
are detected to different degrees in the two different experiments. These bands are
observed only at potentials below the range of the bisulfate adsorption and are due
to ionic migration and local pH change [416–419] (Section 3.7). Namely, when
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Figure 4.47. The s- and p-polarized SNIFTIRS for Pt(111) in 0.05 M H2SO4: (a) partial and
(b) thorough optical alignment. Reference potential was −0.25 V (Ag|AgCl). Sample potential
range is shown. Spectra were acquired using ATI-Mattson Galaxy 8020 rapid-scanning FTIR
spectrometer equipped with 45◦ Michelson interferometer, water-cooled globar source, and
narrow-band-pass MCT detector every (a) 129 mV and (b) 67 mV. Each spectrum is average
of 4096 scans generated from 32 cycles of 128 scans each alternately collected in sample
and background spectra at resolution of 16 cm−1. Total acquisition time for one SNIFTIR
spectrum was 15 min and each measurement run included from 7 to 12 spectra. Reprinted,
by permission, from P. W. Faguy and N. S. Marinkovic, Anal. Chem. 67, 2791–2799 (1995),
p. 2796, Figs. 3 and 4. Copyright  1995 American Chemical Society.



4.6. TECHNICAL ASPECTS OF IN SITU IR SPECTROSCOPY OF ULTRATHIN FILMS 367

the electrode is polarized from the reference potential of −0.25 V (Ag–AgCl)
to the sample potential, adsorbed hydrogen discharges and anions are attracted
toward the electrode surface. Based on these and other data, it was concluded
that both reproducibility and sensitivity depend strongly on optical throughput.
Other sources of error are electrode fouling, transient loss of potential control,
changes in the SEC cell configuration, and contributions from water vapor.

The foregoing example also shows that, as in transmission measurements,
thin-layer cells lead to the thin-layer problem (Section 4.6.1). The diffusion
decoupling [420, 363] of the very thin layer between the working electrode and
the IR window (retardation of the free exchange of ions with the rest of the elec-
trolyte) can result in accumulation/depletion of the reaction products/reactants
whose absorption is superimposed on the spectrum of the adsorbed species. Fur-
thermore, the accumulated products of any electrode reaction can distort the
spectra measured by IRRAS [412, 421].

The following technical ways to circumvent this problem have been suggested.
The barrel-plunger cell design (Figs. 4.45 and 4.46) allows the working elec-

trode to be withdrawn into the bulk electrolyte during the potential step and then
returned to the window to record the spectrum. The electrode can be moved man-
ually [422], as shown in Figs. 4.45 and 4.46, or by computer control [423]. Since
its development by Pons et al. [424], this technique has been widely applied [356,
425–428].

In the conventional (stagnant) thin-layer configuration, changing the electrode
potential yields, among other features (Section 3.7), bipolar bands that reflect
potential-dependent changes in the interfacial and solution-phase adsorbate com-
position that arise from adsorption–desorption equilibria. To interpret these bands
can be difficult, especially if the position shift upon adsorption is insufficient to
avoid overlapping of the opposite-polarity solution and interfacial bands. How-
ever, in the presence of sufficient hydrodynamic flow, only the unipolar band
component for the adsorbed species remains, as the solution composition is invari-
ant. The bipolar bands from the solution phase can be extracted by appropriate
subtraction of corresponding spectra obtained in the presence and absence of solu-
tion flow. These tactics are realized employing flow-through cells [429–431]. To
allow the electrolyte to flow, a hole is drilled in the center of the electrode [431]
or in the center of the IR window [432]. The capability of these flow cells has
been demonstrated in a study of the adsorption of azide and cyanate ion onto
polycrystalline silver [432]. The dependence of the spectra on the flow speed
can provide information on the reaction kinetics [433]. The flow cell tactics can
be utilized to monitor irreversible Faradaic processes either by maintaining a
continuous supply of reactant solution or by removing products from the thin
layer [430, 431, 432]. One drawback to this approach is that, in general, the flow
in such cells is ill-defined, which makes the SEC results mostly qualitative in
nature [434].

An invasive method such as to use a highly concentrated buffer of an appro-
priate composition also allows one to avoid significant potential-induced migra-
tion [435] (Section 3.7).
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The time constant of a SEC cell can be reduced to microseconds using
microelectrodes (25–200 µm size) [436, 437]; this is beneficial in time-resolved
studies (Section 4.9) [406–408]. Since the iR drop in a microcell is smaller
than in a SEC cell of conventional size, the thickness of the thin layer can be
decreased, which in turn improves the SNR. However, this approach utilizes an
IR microscope to record the spectra; this requires additional experimental skills.
Alternatively, instead of a conventional interferometer, a continuously tunable IR
laser with a small focusing spot can be used in conjunction with a flow-through
cell [438]. The ohmic drop is reduced and the ion exchange between the thin
layer and the bulk solution is facilitated if the working disk electrode is replaced
by a microarray electrode. The microarray electrode described in Ref. [439] is
composed of (nine) Pt microdisks that are themselves cross sections of a 1-mm-
diameter Pt wire. These microdisks are separated from each other by several
grooves that facilitate mass transport to each microdisk. As in the conventional
cell, Pt foil is the counter electrode and an Ag–AgCl electrode separated from
the bulk solution by a glass frit is the reference electrode.

To improve the mass transport in reactions involving high electric currents
and the evolution of gas, a working electrode with small perforations can be
employed [440]. Temperature-controlled SEC cells that operate between ambi-
ent and 57–70◦C are described in Refs. [361, 441, 442]. The sensitivity of this
method in the far-IR region can be substantially increased by the use of syn-
chrotron radiation [443].

An assembly for substractively normalized interfacial FTIR spectroscopy
(SNIFTIRS) (Section 4.6.4), based on the commercial spectrophotometer Unicam
Research Series 1, was presented in Ref. [444]. The sample chamber has been
modified to achieve a vertical orientation of the cell and a special support was
constructed for the same purpose. The original path of the IR radiation has been
modified by using two black anodized Al 30◦ wedges, both supporting a parabolic
mirror. This allows the radiation to reach the working electrode forming 60◦ with
the vertical. The cell permits an easy manipulation of either the solution or the
electrodes in the sample chamber of the spectrometer, making it unnecessary to
open this chamber.

Finally, IRRAS of the electrode–electrolyte interface can be measured using
the emersed electrode technique. This technique is based on the fact [445] that
the compact DL remains intact upon removal of the electrode from electrolyte. To
overcome the loss of the potential control upon emersion it was suggested [446]
that an electrode that is in partial contact with electrolyte be rotated. In a more
advanced double-cell technique [447], a cell similar to that shown in Fig. 4.45
is employed. The difference is that the thin internal tube holding the working
electrode (Pt disk) serves also as a container for the second cell. Both the main
outer and internal auxiliary cells are filled with the same solution and have
reference and counter electrodes inside. Since the Pt electrode is a good conductor
its surfaces are equipotential. Therefore, any potential applied on the electrode
back side is established at the outer surface that is pressed against the window
for IR measurements.
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4.6.3. ATR

The concept of ATR at the interface of two media is described in 1.4.10◦ and
Section 1.8.3. In situ ATR measurements of ultrathin films started in the mid-
1960s with studies of the adsorption of a stearic acid monolayer from D2O onto
Ge [448], and chemical [449] and electrochemical [450] oxidation of Ge, where
a Ge multiple internal reflection element (MIRE) acts as both the substrate and
the electrode. Later, “coated” ATR [60, 451–454] and MOATR with the SEIRA
effect [455] were introduced in in situ experiments. The principal advantage of
the ATR geometry is that the corresponding in situ cells are free from diffusion
effects (the volume of solution phase in contact with the IRE is arbitrary), which
is useful when studying time-dependent phenomena (Section 4.9.1).

Semiconductors. The standard ATR measurement on moderately doped Ge,
Si, or GaAs involves multiple internal reflection (MIR) geometry (Fig. 4.48a) and
the “reactive” ATR sampling technique (Section 4.1.3). Cell configurations with
MIREs have been described in Refs. [415, 456–461]. To study processes at polar
semiconductors containing light elements (e.g., oxides) in the low-wavenumber
region and doped semiconductors, the coated ATR sampling technique and single-
reflection geometry are most suitable. An important practical detail is that metallic
electrical contacts on the semiconductor electrode have to be located outside the
path of the IR light through the semiconductor; otherwise most IR light would be
absorbed by the metal [367]. Current homogeneity can be reached by evaporating
a gold grid on a back side of a semiconductor electrode [462]. An increase in
sensitivity of in situ ATR spectra can be obtained by incorporating a reference
beam measurement [463].

In general, in situ ATR at nonmetal substrates suffers from poor surface
selectivity as a result of the relatively large sampling depth (Table 1.3). Nev-
ertheless, there is no special problem to distinguish the spectral contribution

Figure 4.48. (a) Schematic diagram of SEC cell with multiple-reflection IRE. (b) Top view of
patterned Au–ZnSe IRE electrode by Bae et al. [417]. Numbers in parentheses are thicknesses
of Au deposits in two sections.
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from a surface species when adsorption produces large band shifts. Otherwise,
diluted solutions of the adsorbing species can be used. For example, for the
Si–SiO2 –adsorbed CTAB–solution interface at ϕ1 = 45◦ and a CTAB concen-
tration of 5.5 × 10−5 M it was found [464] that less than 5% absorption is due
to the solvated surfactant, which is tolerable for the spectrum analysis in terms of
the adsorbed film. Also, the sampling depth can be varied by adjusting the angle
of incidence and, in the case of coated ATR, matching the refractive indices of
the IRE and the substrate layer as well as selecting an appropriate thickness of
the substrate coating.

Polymers. In situ investigations of the degradation of a polymer–substrate inter-
face by water and measurements of the water accumulated at the interface were
undertaken with a special technique developed by Nguyen et al. based on the
MIR method [466a, b, c]. A water chamber is attached to the coated IRE, and
water is added to it. MIR spectra are taken automatically at specified time inter-
vals, without disturbing either the specimen or the instrument, and quantitative
analysis of the data made use of the two-layer Fresnel formulas. A cell with the
same optical geometry was constructed by Balik and Simendinger [467] for anal-
ysis of gas diffusion through polymer films. In this cell, optical contact between
the polymer film and an IRE is maintained by pressurized gas. Another technical
solution [468a] is to sandwich a thin layer of penetrant (e.g., a lubricant) between
the IRE and the polymer sample. This allows accurate control and measurement
of the thickness of the lubricant layer, which, in turn, facilitates subsequent
data analysis. The diffusion is studied by monitoring the time-resolved change
in absorbance of either a unique polymer or penetrant band. A feature of this
technique is that it can provide an estimate of solubility, as well as an esti-
mate of the diffusivity of the penetrant in the polymer. To study intermolecular
diffusion across the polymer–polymer interface [468b], a ∼3-µm film of one
polymer was cast directly onto a hemispherical ZnSe IRE. A thick film of the
second polymer was placed on an Au foil and then pressed against the coated
IRE. This assembly was then clamped in a heating cell and placed in the ATR
attachment. A technique for quantifying transport along the polymer–substrate
interface and interfacial hydrolytic stability of polymeric composites and systems
exposed to water and high relative humidities is described in Ref. [466d]. This
technique can distinguish water transport through the film from that along the
interface. Spectroscopic analyses of fractured surfaces of poor- and well-bonded
polymer–substrate systems after water exposure indicate that the technique is
capable of discerning a hydrolytically-stable interface from a water-susceptible
interface.

Metals. A thin metal electrode deposited on the IRE, as for transmission mea-
surements, is called an OTE, while the whole IRE–OTE–sample layer system
is referred to as an extended internal reflection element (EIRE). Metal coatings
provide the shortest penetration depths (up to a few nanometers). Another impor-
tant advantage of the OTE is the enhancement of IR absorption of species in the
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first few monolayers (SEIRA) (Section 3.9.4). This effect has been exploited in
a series of SEC single-reflection geometry studies [469–480].

A sketch of a single-reflection cell from the Osawa group [471] used in SEC
measurements is shown in Fig. 4.49. The hemicylindrical IRE coated with a
metal film electrode is attached to the Kel-F cell body by sandwiching a silicone
rubber sheet and a copper foil contact. The cell body was configured to be
mounted in the ATR accessory, with inlet and outlet tubes for gas bubbling,
reference and counter electrodes, and a Luggin capillary. To detect a species at
the metal–solution interface, p-polarized radiation was focused at the IRE base
plane. The angle of incidence was either 70◦ [478] or 60◦ [469, 471].

As discussed in Sections 2.4 and 2.5.4, the spectral contrast can be increased
using MIR-OTEs. This approach has been used, for example, in the ATR
studies of adsorption of lipid bilayers to Au [481], p-nitrobenzoic acid on Ag
and Au [482] and electrochemical reactions on Au [434], Cu [483], steel [484],
Pt [485], and iron [486] electrodes. The ATR technique with a Si MIRE covered
by Ag and Au films was applied to the study of thiocyanate adsorption on silver
and gold [487]. Enhanced SNR has been reported for the MIR in situ spectra of
proteins adsorbed onto a Cu-coated cylindrical internal reflection element [488].
Since the optical path of the beam through a MIR OTE strongly depends on the
wavelength, optical schemes with a fixed incident beam are not applicable in this
case [362].

The main drawback of an OTE is instability and poor conductivity of the
islandlike metal film. To circumvent this problem, a Pt grid evaporated on the
surface of a ZnSe IRE was used in ATR studies of the electropolymerization of

Reference electrode
(trapped hydrogen electrode)

Pt wire

Purge gas inlet

Gas outlet

Cu lead

Crystal rubber O-ring

IR beam

Si prism

Au film (working electrode)

Pt counter electrode

Figure 4.49. SEC reflection cell with thin-layer (20-nm Au) electrode. Reprinted, by permission,
from K. Ataka, T. Yotsuyanagi, and M. Osawa, J. Phys. Chem. 100, 10664 (1996), p. 10665,
Fig. 1. Copyright  1996 American Chemical Society.
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aniline at a gold surface [489, 490]. Bae et al. [434] reported a MIR technique
using a patterned metal film electrode (Fig. 4.48b). This is obtained as follows.
A mask in the form of a zipper is placed onto one of the large faces of the
MIRE (ZnSe, 50 × 20 × 3 mm, 45◦, in this case), and a thick (∼200-nm) layer
of the metal (Au) is sputtered. After removing the mask, a very thin (∼4-nm)
film is sputtered onto the whole patterned surface to create, over certain areas, a
electrically conducting thin film connected to the thick film. The ATR on such
a MIR OTE was compared with in situ IRRAS on a bulk gold electrode (a
CaF2 Dove prism as a window, ϕ1 = 60◦) using 2,5-dihydroxybenzyl mercaptan
(DHBM) adsorbed on gold as a model system [434]. This species undergoes a
reversible change in oxidation state in a potential region in which gold behaves
as an ideal polarizable electrode. The layer of DHBM was adsorbed on the gold
substrate, then the cell was washed with water to remove nonadsorbed DHBM and
filled with 0.1 M HClO4. The in situ spectra (Fig. 4.50), were measured while
sweeping the potential linearly with a rate of 1 mV ·s−1 and using +0.40 V
(SHE) as a reference and represented in −+R/R units [Eq. (4.5)]. At +0.81 V,
where the DHBM is expected to be fully oxidized, the spectra measured by
both ATR and IRRAS exhibit positive- and negative-going bands assigned to
the oxidation of DHBM. In addition, IRRAS detects a positive-going band at
∼1112 cm−1 associated with migration of perchlorate into the thin layer during
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Figure 4.50. SPAIRS (a) MIR and (b) IRRAS spectra of oxidation of 2,5-dihydroxybenzyl mer-
captan on (a) patterned Au–ZnSe electrode and (b) solid Au. Spectra were obtained using IBM
IR-98 FTIR spectrometer (Bruker 113v) equipped with MCT detector at 4-cm−1 resolution with
unpolarized and p-polarized radiation for MIR and IRRAS, respectively, during single voltam-
metric scan at 1 mV · s−1. Labels in each curve correspond to average potential values during
each coaddition. Reprinted, by permission, from I. T. Bae, M. Sandifer, Y. W. Lee, D. A. Tryk,
C. N. Sukenik, and D. A. Scherson, Anal. Chem. 67, 4508 (1995), pp. 4512 (Fig. 6) and 4513
(Fig. 7). Copyright  1995 American Chemical Society.
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the oxidation. The migration is reversible, as evidenced by the disappearance of
the 1112-cm−1 band upon fully reducing the adsorbate layer. There is no spectral
feature at +0.40 and +0.46 V, which provides evidence that the redox process is
fully reversible. Thus, it is important from the technical viewpoint that the SNRs
and composition of the spectra measured by these two different methods are very
similar, except for the extra band due to the bulk solution measured by IRRAS.

Powders. Commercial availability of HATR accessories [491] (Fig. 4.12) has
made in situ studies of the powder surfaces a routine procedure. For these mea-
surements, the suspension is spread onto the ATR element (Section 4.2.4). For
heavy powders, a cell coupled with a horizontal ATR unit, as shown in Fig. 4.33,
can be used. To measure in situ HATR spectra of coatings on powders without
changing the sample surface area under stirring of the solution in contact, a special
protocol for adhering colloidal metal oxide particles to the ZnSe IRE was devel-
oped [179, 492]. In the case of smectite (hydrous aluminosilicate) fine particles, a
stable coating 25–50 nm thick adheres spontaneously on a ZnSe IRE upon expo-
sure to a dilute aqueous suspension (solids concentration of 10 g · L−1) [493].
The adhered smectite particles are highly oriented with the (001) face parallel
to the surface of the IRE. A more universal sampling technique for powders
is described by Ninness et al. [494]. The technique involves first formulating a
coating comprised of high-surface-area silica particles and a polymeric binder in
a suitable solvent. The resultant coating is applied to the surface of an IRE and
mounted in an ATR apparatus. The technique is demonstrated with the ZnSe IRE
coated with fumed silica particles in a polyethylene (PE) matrix. Access of the
silica surface in the matrix to adsorbates was evaluated by comparing the gas-
phase reaction of silanes on silica–PE-coated CsI windows in transmission with
silica–PE-coated ZnSe in an ATR evacuable cell. It is shown that the PE weakly
perturbs about 25% of the surface hydroxyl groups, and that all surface groups
are available for reaction with silanes. The silica/PE is indefinitely stable in an
aqueous environment and has advantages of at least two orders higher sensitivity
and a wider spectral range over studies using oxidized silicon wafers. To mea-
sure spectral pH envelopes and adsorption isotherms on powdered oxides, a flow
cell [177] can be used. A special cell for monitoring in situ metal oxide surface
charge with a single-reflection prism ZnSe IRE coated with a sol–gel TiO2 film
was described by Dobson and co-workers [495]. A CIRCLE cell with a ZnSe
IRE has been employed for in situ surface studies of colloidal particles suspended
in aqueous solutions [496–499]. It should be mentioned that the PTFE O-rings
that assemble CIRCLE cells are characterized by two strong absorption bands at
1150 and 1200 cm−1, which can contribute in the integral ATR spectrum if the
rings are deformed in the course of the in situ experiment [500].

For SEC studies, the surface of a powder semiconductor electrode can be
pressed against an IRE. Such a cell was devised by Leppinen et al. [501] for
studying redox reactions on semiconducting sulfides (Fig. 4.51). The cell consists
of a Teflon cell body and a movable working electrode holder, at the end of
which the mineral bed electrode is attached. The Pt counter electrode is placed
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Figure 4.51. SEC–MIR cell constructed for in situ FTIR studies of reactions on mineral-particle
bed electrodes. Reprinted, by permission, from J. O. Leppinen, C. I. Basilio, and R. H. Yoon,
Int. J. Min. Process. 26, 259 (1989), p. 260, Fig. 1. Copyright  1989 Elsevier Science
Publishers B.V.

along the inner wall of the cell near the working electrode. The capillary tip for
the reference electrode is placed close to the working electrode. The cell body is
attached to a stainless steel cell holder (not shown) that is on the other side of the
IRE. The working electrode is made of finely ground mineral powder embedded
in carbon paste. The electrolyte solution is circulated through the cell during
the selected polarization period. Afterward, the solution flow is stopped and the
working electrode is pressed against the Ge IRE to obtain the ATR spectra while
applying a potential (< ∼100 mV, SHE) (see Section 7.5.2 for more detail). In
another technique, the powder electrode is prepared by pressing the conducting
powder onto a metal mesh attached to an IRE [502].

4.6.4. Measurement Protocols for SEC Experiments

The signal that is measured in SEC experiments is a difference signal gen-
erated from reflectance spectra taken at two different (sample and reference)
potentials. Depending on the measurement protocol, this may be a static or
dynamic difference. In this section, we will consider protocols for measuring
the static potential-difference spectra, while the dynamic ones are the subject of
Section 4.7. A typical static measurement using a conventional continuous-scan
FTIR spectrometer involves first acquiring a reference spectrum at the initial
potential (also called the “base”) and then changing the electrode potential by a
preselected staircase program, measuring a “sample” spectrum at each potential.
The spectra are represented on an absorbance scale of − log(Rsam/Rref) or in
−+R/R units,

−+R

R
= −Rsam − Rref

Rref
, (4.5)
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where Rsam and Rref are single-beam spectra at the reference and sample poten-
tials, Eref and Esam, respectively. The reference potential is usually one of the
limits of the potential range under study, which is selected in a nonelectroactive
region. Positive bands in the resulting spectrum indicate the formation of an inter-
mediate or product, and negative bands indicate loss of a species at the sample
potential relative to the reference potential (see the discussion of Fig. 3.43). This
approach is sometimes called potential-difference IR (PDIR) spectroscopy [503]
or single-potential alternation IR spectroscopy (SPAIRS) [504, 505]. SPAIRS can
be applied to follow any electrochemical reaction, regardless of its reversibility.
The spectral variations associated with a specific potential change can be extracted
numerically. In particular, when the difference between SPAIRS spectra is ana-
lyzed (Figs. 7.34, 7.35, 7.41, and 7.43), the low-frequency drift of the baseline
and uncompensated absorption of the atmosphere may be partially eliminated.
Modern spectrometers are able to provide SPAIRS spectra with a good SNR at
a spectral resolution of 8–16 cm−1 for 1–15 s [410, 471, 476, 477], simultane-
ously with slow-scanning (1–5-mV · s−1) cyclic voltammograms (Figs. 3.41 and
4.50), provided that the experimental geometry is optimal. The potential is lin-
early changed, while spectra are collected at regular intervals over a much shorter
time than the time of the potential scan. Therefore, such spectra are averages over
a certain potential range.

A better SNR for in situ spectra of interfacial species formed in reversible reac-
tions can be achieved by a modification of the PDIR protocol, originally named
subtractively normalized interfacial FTIR spectroscopy (SNIFTIRS) [424, 506].
SNIFTIRS involves multiple alternation of the electrode potential between the
reference potential Eref and the sample potential Esam and collecting N inter-
ferograms (about 5–100) at each potential. This cycle is repeated M times so
that in total N × M interferograms are averaged for each potential. The number
M determines the SNR. Experimentally, the modulation of the electrode poten-
tial is synchronized with the acquisition of the interferograms by connecting the
external trigger port of the potentiostat to the communication port of the FTIR
instrument computer. The electrode potential can be changed in various ways
so as to affect the reaction. For example (Fig. 4.47), Eref and Esam can be mul-
tiply alternatively switched, and 5–20 scans are acquired at each switch. The
reference and sample spectra are separately coadded and then recalculated in
one SNIFTIRS spectrum represented in −+R/R units. Afterward, this proce-
dure is repeated for another sample potential. However, recent trends are toward
recording spectra successively during a potential sweep, which can have either
a stepwise or linear waveform (Figs. 3.43a and 3.44). The sweep is repeated as
many times as necessary for achieving an acceptable SNR. At each sweep, the
spectra are measured at the same potentials for a few seconds and coadded.

SNIFTIRS is able to provide detection limits for in situ IRRAS of
10−5 –10−4+R/R with a spectral resolution of 8–16 cm−1 and several hours
of data collection [361]. In general, application of this technique is restricted
to reversible electrochemical systems. However, flow cell tactics enable one to
utilize this method even when examining irreversible Faradaic processes if the
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net accumulation/consumption of the product/reactant in the thin layer can be
avoided [431].

Faguy and Marinkovic [413] studied how different potential-change protocols
affect spectra measured in situ by IRRAS in the case of Faradaic reactions. These
authors found that SPAIRS is more sensitive to the components in the diffuse
layer. Therefore, a combination of these two protocols can provide additional
information about the DL [416].

In general, a routine quantitative analysis of adsorbed species with in situ FTIR
spectroscopy is problematic, primarily due to the difficulties in determining the
baseline. Nevertheless, several approaches to quantifying the SPAIRS [503, 504]
and SNIFTIRS [393–396, 507] have been recently reported. In the latter case,
quantitative analysis based on the BLB law in conjunction with Gouy–Chapman
theory is applied to estimate the ionic charge density in the diffuse layer,
near the point of zero charge. For quantitative analysis of the SPAIRS data,
the polarization rotation at the window–solution–electrode interface and the
relative linear polarization throughput for the spectrometer should be taken into
account [508].

As an alternative, the electrode potential can be modulated quickly and a
step-scan (S2) FTIR spectrometer or a dispersive spectrophotometer is used to
measure spectra (Section 4.9).

4.7. POLARIZATION MODULATION SPECTROSCOPY

The major problem encountered in in situ spectroscopy of ultrathin films is rel-
atively low surface sensitivity and SNR because of interfering absorption by
the electrolyte and/or the reactor (ambient) atmosphere and low-frequency noise
(fluctuations of the source and the 1/f noise of the detector). To improve the SNR,
increase the surface sensitivity, and filter out low-frequency noise, modulation
methods were incorporated into FTIR spectroscopy [509–514]. The modulation
methods employ the ac advantage [510], which states that a small difference
signal can be measured more accurately as the amplitude of a periodically vary-
ing ac signal than as the difference between two time-dependent dc signals. The
ac signal is measured by electronics tuned to the ac modulation frequency. The
signal processing removes all the modulation-independent signals (such as the
strong absorption by water vapor) and interfering absorption of solution species
and noise whose frequencies lie either outside the bandpass filter or else at the
modulation frequency but out of phase with the measured signal.

In the continuous-scan mode, a Michelson interferometer generates modula-
tion of the radiation at each wavenumber ν with a frequency F = 2V ν, where
V is the mechanical velocity of the scanning mirror in centimeters per second.
The frequency F is called the Fourier frequency. A typical speed of the scan-
ning mirror is 0.1–10 cm · s−1, so that signals within the IR spectral region fall
into the 102 –104-Hz range. Since in most measurement schemes a low-pass fil-
ter is used to separate the Fourier and modulation frequencies, the modulation
frequency should satisfy the sampling theorem. Specifically, the modulation rate
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of the sample excitation must be no less than twice the highest Fourier fre-
quency in the spectral range. There are two ways of achieving high-frequency
modulation of an FTIR signal: polarization modulation (PM) and absorption
modulation [510], though in the case of chiral molecules polarization modulates
the sample absorption [511]. In this section, a technical background for polariza-
tion modulation FTIR spectroscopy is provided and the advantages in the studies
of interfacial films are discussed. Technical aspects of application of this method
to the air–water interface are the subject of Section 4.8. Potential modulation is
considered in Section 4.9.2.

The PM method, developed independently by Pritchard in 1972 [512, 513]
and Blanke in 1975 [514], relies on the fact that, unlike an isotropic immersion
medium, a film selectively absorbs s- and p-polarized radiation. Already the
first experimentation [515–519] demonstrated that PM is capable of increasing
surface sensitivity on a metallic substrate by several orders of magnitude and
discriminate between the film spectrum and the absorptions due to the randomly
oriented gas-phase or liquid molecules anywhere in the optical path. The PM
method was first applied using a commercial FTIR spectrometer by Dowrey
and Marcott [520] in 1982 to measure a spectrum by IRRAS of a 10-Å film
of cellulose acetate adsorbed onto polished copper. The combination with FTIR
spectroscopy allowed measurements of good-quality PM spectra of ultrathin films
in real time. This advantage has been exploited in the studies of gaseous-phase
reactions on metals [521–523] and transparent solid substrates [524–526], the
structure of SAMs on gold [527–531] and silicon [532–535], and proteins at the
liquid–liquid interface [536]. To date, several research groups have employed
PM-IRRAS to study L monolayers of amphiphile molecules on water [537–546],
the protein–lipid interactions [547–556], and SEC experiments [388, 557–563].

To provide polarization modulation of the probing beam, in 1969 Kemp [564]
suggested a device called a photoelastic modulator (PEM). The PEM consists of
two components [565], the modulator head and the control unit. The modulator
head, made from an IR-transparent crystal with an isotropic refractive index when
unstressed (ZnSe or CaF2), is placed in the beam path. The control unit generates
high-frequency oscillations that are used to drive stress transducers attached to
the polarization modulator crystal. The stress applied along one axis of the PEM
crystal induces an anisotropy in the refractive index of the crystal, which results in
a rotation of the polarization of the transmitted beam and causes the polarization
state of the IR beam to alternate. A fixed polarizer in the optical path before
the PEM provides either s- or p-polarized radiation (Fig. 4.52). The sample is
placed directly after the PEM to ensure that the polarization of the beam is not
altered before absorption by the sample. After the sample, the signal is directed
to a MCT detector, followed by a bandpass filter, a lock-in amplifier (LIA), and
electronic processing (demodulation).

The PEM is not achromatic, so modulation of the polarization can only be
achieved at one wavelength, determined by the stress voltage applied to the PEM.
The operating PEM frequency depends on the crystal (either 37 or 50 kHz for
ZnSe), and the polarization modulation is at twice the operating frequency of
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the PEM. At nearby wavelengths, the PEM introduces a large background signal
in the spectra that varies slowly in a sinusoidal fashion. To reduce this limita-
tion, special procedures for the baseline correction can be used [565]. However,
a more cardinal means consists of adjusting the modulation frequency with the
modulator control box to the spectral range of interest and performing the PM
experiments separately for several narrower ranges. As an alternative, Polavarapu
and Deng [566] suggested chromatic potential modulation using an interferom-
eter based on the principle of polarization division (introduced by Martin and
Puplett [567] for far-IR), rather than a conventional Michelson interferometer
operating on the principle of amplitude division of the incoming light coupled
with the PEM. It was reported that this approach provided higher sensitivity to
ultrathin films than the photoelastic PM.

Electronic processing of the output of the IR detector yields a PM-IRRAS
signal. For an ultrathin film on a metallic substrate the PM-IRRAS signal
is [568, 569]

S = C
Rp − Rs

Rp + Rs

J2(φ0), (4.6)

where C is a constant, J2 is the second-order Bessel function of the max-
imum dephasing φ0 introduced by the PEM, and Rs and Rp are the s- and
p-polarized reflectances of the sample, respectively. The PM-IRRAS signal con-
tains spectral information about the metal surface because species in the bulk
solution/atmosphere, which are randomly oriented, absorb IR radiation isotrop-
ically (Rs = Rp) and do not contribute to S. As a consequence, the absorption
spectrum of an ultrathin film can be measured without any further reference to
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the spectrum of the bare substrate. This overcomes the problem of preparing the
perfect clean reference substrate, which is problematic due to the presence of
various contaminant hydrocarbons in the real laboratory atmosphere conditions.
Furthermore, it is possible to obtain an in situ IRRAS spectrum of an interfa-
cial species at a single potential. Nevertheless, two PM spectra measured at two
different potentials are typically used to eliminate the slowly varying background
due to the PEM.

In the case of a nonmetal substrate, both Rs and Rp contain contributions
from absorption by the film, and interpretation of the PM-IRRAS signal in the
form of Eq. (4.6) is less straightforward. Moreover, a dielectric substrate has
its own large, specific, and spectrally dependent PM-IRRAS signal [532]. To
eliminate this contribution, the PM-IRRAS of an ultrathin film at a dielectric
substrate is normalized with the PM-IRRAS signal of the clean dielectric [532,
568, 569, 585]:

+S

S
= S(d) − S(0)

S(0)
, (4.7)

where S(d) and S(0) are the PM-IRRAS signals of the substrate covered by a film
and the clean substrate, respectively, and d is the film thickness. The values of
these quantities are extracted from the measured interferograms by using, instead
of the approximation in Eq. (4.6), the explicit expression [568, 569]

S = C
J2(φ0)(Rp − Rs)

(Rp + Rs) + J0(φ0)(Rp − Rs)
, (4.8)

where J0 and J2 are, respectively, the zero- and second-order Bessel functions
of the maximum dephasing φ0 introduced by the PEM and C is a constant
accounting for the different amplification of the two parts during the two-channel
electronic processing.

As for conventional metallic IRRAS, PM-IRRAS on metallic substrates is
measured at the grazing angles of incidence. In the case of nonmetallic sub-
strates, the optimum angle of incidence ϕ1opt corresponds to the maximum of
the difference PM-IRRAS signal +S = S(d) − S(0) [Eq. (4.7)]. It was found
theoretically [569] that the value of ϕ1opt for PM-IRRAS of a monolayer on a
substrate with the refractive index of 1.5 (glass) at 1700 cm−1 is ∼76◦, while
for substrates having a higher refractive index (e.g., ZnSe or Si) its value shifts
toward higher (>85◦) angles, which makes the studies on these substrates more
technically difficult. Nevertheless, the PM-IRRAS of a monolayer on Si measured
using the FTIR spectrometer IFS88 (Bruker) equipped with a MCT detector at
80◦ by coadding 512 scans with a resolution of 4 cm−1 is characterized by the
peak-to-peak noise level of 8.5 × 10−6 absorbance units at 1500 cm−1 [535].

An important advantage of PM-IRRAS is that information about molecular ori-
entations in ultrathin films on nonmetallic substrates can be obtained by analyzing
the direction and intensity of the absorption bands (Section 3.11.4). However, in
the general case, the interpretation of the PM spectrum can be rather ambiguous.
To overcome this limitation, it was suggested [532] to measure PM-IRRAS only



380 EQUIPMENT AND TECHNIQUES

with s-polarization. For these measurements, the set-up shown in Fig. 4.52 is
modified by replacing the flat directing mirrors with two ZnSe plates on which
the beam is incident at the Brewster angle. These plates split the incident radiation
into two parts: s-polarized radiation is reflected onto the sample surface, while
p-polarized radiation is transmitted through the plates and directly to the detector.

Instead of a LIA, the signal reaching the detector can be demodulated with
special electronics, such as those developed by Corn et al. [557, 558]. This
approach, which is referred to as real-time PM (RTPM), provides better com-
mon signal rejection capabilities, higher SNR (for the same acquisition time) and
long-term stability, relative to PM systems employing a LIA. Richmond and co-
workers [388] have compared efficiency of conventional (static) and RTPM FTIR
SPAIRS measurements for probing in situ adsorbed species at a metal electrode.
The spectra of adsorbed thiocyanate ion, imidazole, and glucose on Cu were
obtained with both techniques under identical electrochemical conditions. The
spectra from RTPM SPAIRS were measured at a PEM frequency of 1975 cm−1.
The results for the SCN− –Cu electrode system are shown in Fig. 4.53. The sig-
nals from atmospheric gases are completely eliminated by the PM method, but
the absorption from the atmosphere is rather strong in the static spectra. More-
over, unlike PM, the background of the static spectra is distorted. Though the
spectra provided by both techniques exhibit the band at 2175 cm−1 characteristic
of adsorbed thiocyanate, the intensity of the band in RTPM SPAIRS is higher,
indicating a higher sensitivity of this technique toward interfacial species rela-
tive to that of the static method. A productive approach is to combine both the
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conventional (static) and RTPM FTIR SPAIRS techniques, which allows better
discrimination between surface, bulk solution, and DL effects [570]. At the same
time, PM is ineffective for rejecting the electrolyte absorption in the ATR spectra
of the semiconductor–solution interface due to similar spatial selectivity of s-
and p-polarized radiation under these conditions.

4.8. IRRAS OF AIR–WATER INTERFACE

IRRAS is among very few spectroscopic methods such as sum frequency gener-
ation (SFG) and second harmonic generation (SHG) that are suited for analysis
of chemical functional groups and conformations within ultrathin films at the
air–water (AW) interface. This method was first applied by Dluhy and Cor-
nell in 1985 [571]. The sampling aspects of this type of IR measurement have
been thoroughly discussed in earlier reviews [572–574]. In the spectral region
from 800 to 4000 cm−1, the maximum value of the absorption index of water is
0.212 for the νOH mode at ∼3400 cm−1, while the normal-dispersion refractive
index varies within the range of ∼1.25–1.35 [575–578]. Therefore, according to
its optical properties, water is a weakly refracting transparent/weakly absorbing
substrate. The optimization of the IRRAS measurements on such substrates is dis-
cussed in Section 2.3.1, while the general features of the spectrum interpretation
can be found in Sections 3.3.2 and 3.4.

The optical layout of the standard experiment is relatively simple: The IR
beam is directed at a selected angle of incidence onto the horizontal water sur-
face, collected at the same angle after the reflection, and afterward detected. The
spectrum measured in the presence of a film at the interface is normalized with
respect to the reflectance spectrum of the bare water (Fig. 3.27). To perform
such measurements, commercial variable-angle IRRAS accessories with a hori-
zontal container for a liquid are currently available (Harrick, Graseby Specac).
The optics for IRRAS can be coupled with a Langmuir film balance to study L
monolayers [572a, 579]. Since reflectance of water is low, the spectra are mea-
sured using a MCT detector by coadding 1000–2000 scans with resolution of
4–8 cm−1. The IR bandpass filters can be placed just before the water to reduce
any localized heating effect [580].

Typically, the angle of incidence is 30◦ –35◦. A technique was reported [581]
to enhance the spectrum contrast by measuring at the angle of incidence of 52◦
(∼ϕB) and focusing and collecting the reflected radiation with off-axis parabolic
mirrors. However, due to the vanishing SNR (Section 2.3.1), the p-polarized
IRRAS in the vicinity of the Brewster angle puts in enhanced demands to the
optical accessory, including more than 99% efficiency of the polarizer (to make
the p-polarized contribution dominant in the radiation passing through the sys-
tem) and the angular divergence of the incident radiation of <1◦ (which can
be set with Iris diaphragms) [573b]. An alternative is the differential measure-
ments (Section 2.3.1). In any case, obtaining accurate data is a time-consuming
procedure: It takes at best a day to measure IRRAS at a single angle of inci-
dence [573b]. In the multiangular experiments that are required for the spec-
trum fitting method of determining the molecular orientation (Section 3.11.3),
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a great deal of time is consumed for reassembling the setup before collecting
spectra at each angle of incidence. A timesaver in such measurements can be
a computer-controlled variable-angle IRRAS accessory (Bruker). Selecting the
angle of incidence it should be kept in mind that according to spectrum simula-
tions the maximum SNR in both s- and p-polarized IRRAS of an isotropic film
at the AW interface is achieved at the angle of incidence of 75◦ –80◦.

Since the SNR becomes significantly lower when the spectra are measured with
polarized radiation [573, 582, 583], the number of averaged spectra, N , should
be increased (SNR ∝ √

N ). As a rule, an appropriate number of scans is ∼2000
and 4000 for s- and p-polarization, respectively, increasing up to 8000–9000
for p-polarization in the vicinity of the Brewster angle [583]. However, when
the number of scans increases, data collection time increases proportionally,
becoming up to several hours for one pair of polarized spectra. For prolonged
acquisition times, the interference fringes can appear in the IRRAS spectra that
result from water evaporation (Fig. 4.54). To reduce another technical prob-
lem — interference from water vapor — low resolution and the correct apodization
are recommended. The use of a triangular apodization was found to lead to worse
results than the strong Blackman–Harris apodization, although the latter shows
the disadvantage of slightly broader bands [584]. An additional improvement in
water vapor compensation can be obtained using fine regulation of the humidity
in the sample compartment with a low flow of dry nitrogen in the chamber [582].
As an alternative, a “shuttle” accessory described in Ref. [19a] can be employed.
The inherent limitation of IRRAS of the AW interface is the presence of strong
negative absorption bands of bulk water, which interferes with the spectral anal-
ysis in these regions (see the discussion in Section 3.7). These bands arise from
normalizing the sample spectrum with respect to the reflectance spectrum of the
bare water subphase (Fig. 3.27).
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To increase the SNR of the method, remove absorption from the atmosphere,
and reduce the baseline distortions, in 1993 Desbat and co-workers [569, 585]
introduced PM (Section 4.7) in IRRAS of the AW interface. PM-IRRAS requires
the set-up depicted schematically in Fig. 4.52, in which the IR beam is directed
from the PEM onto the water surface, and the reflected beam is redirected to the
MCT detector with two flat mirrors. The most appropriate from the viewpoint of
both surface and orientational sensitivity (Section 3.11.5) is the angle of incidence
of ∼75◦ [569]. PM provides a good SNR in the spectra acquired within 5–10 min
with a 4-cm−1 resolution.

4.9. DYNAMIC IR SPECTROSCOPY

Infrared spectroscopy can yield information not only about the chemical compo-
sition of and structural changes in ultrathin films and complex interactions taking
place on surfaces but also about the kinetics and dynamics of these phenom-
ena. Below we will briefly consider time-resolved spectroscopic methods that
are amenable to ultrathin films.

4.9.1. Time Domain

In a time-domain experiment, a reaction is triggered by a perturbation of the
sample such as irradiation, heating, or stepwise changing the potential, and the
response (relaxation) is followed spectroscopically as a function of time. Depend-
ing on the apparatus and the measurement technique, a transient process can be
characterized with a time resolution (TR) of up to 1 ps [586]. A dispersive spec-
trometer with a high-temperature ceramic IR light source, a photovoltaic MCT
detector, and a specifically developed low-noise wide-band preamplifier can pro-
vide nanosecond TR and sensitivity in +R/R of 10−6 [587]. TRs up to 1 ps are
attainable with a pump-probe-type of experiment, in which absorption changes
at one or several wavenumbers are monitored using an IR picosecond-pulsed
tunable laser, instead of dispersive optics with a conventional continuous IR
source [587–589]. In this type of time-resolved experiment, excitation pulses
create vibrational excess population resulting in absorption changes at specific
wavenumbers. Recent progress in nonlinear pump-probe spectroscopy for study-
ing the dynamics of adsorbed molecules has been reviewed by Ueba [590].

However, in the last decade, efforts have increasingly focused on adapting
FTIR interferometry for IR spectroscopic TR measurements, largely due to the
throughput (Jaquinot) and multiplex advantages of these systems, together with
high spectral resolution (<0.1 cm−1) [2a] and ease and speed of measurement.
Time resolution FTIR spectroscopic measurements can be performed in either
the continuous (rapid) scan or S2 mode. Depending on the TR required and
the FTIR instrument available, several strategies can be used for time-resolved
spectroscopic measurements.

Continuous-scan interferometry is the conventional mode in which the mirror
is moved with a constant velocity, modulating IR radiation at the Fourier fre-
quencies [2a]. The major advantage of this type of interferometry is its capability
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to follow irreversible reactions, while the major disadvantage is relatively low
TR. The scanning time t is connected with the mirror velocity v and the spectral
resolution +ν as [2a]

t = 1

2v+ν
. (4.9)

In conventional rapid-scan FTIR spectrometers, the mirror velocities range from
0.16 to 3.16 cm · s−1 [591], providing TR on the order of 10−1 s at a spectral res-
olution on the order of 16 cm−1 or greater. These specifications are satisfactory,
for example, for collecting IR spectra of an electrode–electrolyte interface simul-
taneously with cyclic voltammograms with rates of 1–10 mV · s−1. In particular,
with one sample scan at a resolution of 8 cm−1 for 0.6 s, Ataka et al. [471]
achieved an adequate SNR in the ATR-SEIRA spectra of a chromophore (hep-
tylviologen) on a silver electrode measured in situ using a Bio-Rad FTS-60A/896
instrument operated with the continuous mode. By IRRAS with a TR of 500 ms
and 2 cm−1 resolution, Sushchikh et al. [592] obtained the isotopic-jump spec-
tra of CO on Ir(111). The measurements were performed using a Perkin-Elmer
1725X FTIR spectrometer and the software permitting to obtain data at rate
of two spectra per second. SNIFTIRS has been used for kinetic studies with a
time resolution of several seconds, since the potential can be modulated with
frequencies typically on the order of 10−3 –10−1 Hz [404, 593, 594]. TR up
to 10−3 s at 4 cm−1 spectral resolution can be realized using a purpose-built
ultra-rapid-scanning interferometer [595].

The stroboscopic method [596], developed by Mantz [597, 598] in 1976, cou-
pled with rapid-scan interferometry has a TR of 10−3 –10−6 s. The N -times
improvement in TR is achieved as follows. If it takes a certain time t to obtain a
complete interferogram of length X, then it only requires a time t/N to record a
segment X/N of the interferogram. Thus, the pump probe is synchronized with
the analog-to-digital converter (A/D) of the FTIR spectrometer (the synchronous
sampling), and N interferograms are collected for the process N times, triggered
with different fixed time delays relative to the starting point of the interferometer
mirror. This means that the ith interferogram has a delay of it/N . The TR spectra
are obtained by slicing the interferograms into segments that are then numeri-
cally resorted to produce a set of isochronical interferograms, each representing a
fixed time delay (see Refs. [599–601] for more detail). The stroboscopic method
requires no special equipment other than a means of connecting the interferometer
controller to the reaction initiator. Typical measuring times for the stroboscopic
method are 10–15 h. Steeman [602] and Ekgasit et al. [603] suggested another
technique to monitor dynamic changes of reversible phenomena without syn-
chronization between the externally applied perturbation and spectral acquisition
provided the sampling rate is carefully chosen with regards to the perturbation
period. The experimentation time of this technique is on the order of 1–2 h,
which is significantly shorter than that of the S2 technique (see below). More
recently, Masutani et al. [604, 605] described an asynchronous (uncorrelated)
sampling system for studying repetitive phenomena with microsecond TR, each
time-resolved spectrum requiring ∼6 min. The key of this technique is the use
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of a low-pass filter. The dynamic interferograms of a sample perturbed with a
succession of pulses are sent to a gate circuit with a trigger pulse delayed from
the excitation pulse by a predetermined period of time. The low-pass filter filters
out high-frequency components of the signal to convert the output from the gate
circuit to an analog signal, which becomes equivalent to the isochronical inter-
ferogram at the selected delay time. Further improvement in TR (up to 1 ps) can
be achieved by using synchrotron radiation, which intrinsically contains a rapid
succession of pulses [606, 607].

Since the advent of S2 interferometry by Sakai and Murphy in 1978 [608]
and its commercialization, first by Bruker (model IFS 88) in 1987 and then
by other manufacturers [609], TR S2-FTIR spectroscopic measurements have
become relatively routine. The principal difference in operation between S2 and
continuous-scan FTIR interferometry is the manner in which the interferometer
mirror is moved [610–612]. The S2 interferometer mirror is moved successively
to a set of equidistant data collection positions. A reproducible and reversible
event is triggered at each stop of the moving mirror. The data are collected as
a function of time relative to the start of the event. The procedure is repeated
for each mirror position. After the moving mirror has completed a full series
of steps (until a suitable interferometer path difference generates the desired
spectral resolution), the interferograms collected corresponding to different time
slices are sorted and Fourier transformed into time-resolved spectra. Ideally, with
this measurement procedure, S2 interferometry imposes no limit on TR. However,
in practice, the TR depends on the signal strength, the detector sensitivity and
response speed, the speed of the digitizing electronics of the spectrometer, and the
performance of the system used to initiate the transient process [613]. The actual
limit, determined by the detector response, is 10 ns. Thus, Hun and Spiro [614]
were able to resolve photochemical reactions on a 40-ns time scale using the
1064-nm radiation from a 9-ns pulsed Nd:YAG laser as the pump in a S2 FTIR
difference spectrometer. Chen and Palmer [615] reported good SNR S2 FTIR
spectra collected at 30-ns intervals with a setup that included a modified Bruker
IF88 S2 FTIR spectrometer and a 355-nm 10-ns pulsed Nd:YAG laser.

To improve the SNR, several signals measured at the same mirror position are
averaged. As a result, several thousandfold triggering of the reaction is required
to achieve appropriate spectral resolution and SNR. For example, to study the
generation of the monocation radical of heptylviologen (HV•+) upon a potential
step from −0.2 to −0.55 V (Ag–AgCl) on a gold electrode with 100-µs-resolved
ATR-SEIRA spectroscopy (Fig. 4.55), potential modulation cycles were repeated
about 2000 times with spectral resolution of 8 cm−1 [473].

To eliminate the technical difficulties connected with the dead stop of the
moving mirror and the transient mechanical vibrations that are associated with
the above-mentioned kind of movement, an alternative mode can be used in
which the fixed mirror oscillates with a rectangular wavefront, while the other
mirror is moved at a constant velocity [616].

S2 measurements have several advantages when compared to rapid-scan
stroboscopic TR measurements [599]. First, because the detector samples
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Figure 4.55. Series of time-resolved ATR-SEIRA spectra of the electrochemically generated
HV•+ at gold electrode collected after potential step from −0.2 to −0.55 V (Ag–AgCl). Each
spectrum was obtained with resolution of 8 cm−1 and acquisition time of 100 µs, but only
spectra of every 1-ms interval are shown. Spectra were measured with Bio-Rad FTS-60A/896
operated with S2 mode and equipped with linearized dc-coupled MCT detector (Bio-Rad).
About 2000 times potential modulation cycles were repeated to obtain set of data. Reprinted,
by permission, from M. Osawa, K. Yoshii, Y.-I. Hibino, T. Nakano, and I. Noda, J. Electroanal.
Chem. 426, 11–16 (1997), p. 13, Fig. 2. Copyright  1997 Elsevier Science S.A.

according to an external clock, it is possible to take signals at irregular intervals.
Second, the TR interferograms are collected in a linear fashion as opposed to the
complicated data sorting of the stroboscopic method. Third, the experiment need
not be controlled by the interferometer; instead, once the mirror has stopped,
the experiment may be triggered independently. Finally, in the S2 experiments
the lack of reversibility can be compensated for by a perfect regeneration of the
event by some scheme [617]; practically this is rarely feasible.

However, for the same data collection time, S2 interferometry is more sensitive
to multiplicative noise (i.e., noise proportional to the signal) than continuous-scan
interferometry [591]. To eliminate the multiplicative and 1/f noise, phase mod-
ulation (at ∼400 Hz) of IR radiation in conjunction with LIA demodulation is
used [591]. Since the LIA and some IR detectors need the IR signal to be modu-
lated at a single carrier frequency, a mechanical chopper, phase modulation (when
at each position the fixed mirror is dithered at a fixed frequency), or modulation
of absorption of the sample is used to produce a carrier frequency. In this case, the
TR measurement is referred to as a synchronous multiple-modulation experiment.
Multiple modulation is unnecessary if the so-called dc coupled detector which
does not require a varying signal is used.

Possible sources of errors and artifacts leading to misinterpretation of TR S2

FTIR spectra are discussed by Rödig and Siebert [618]. These include failure
of the moving mirror to hold its position for the predetermined period with an
accuracy better than a few nanometers, as well as interference of the power
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line frequency. Moreover, if the reaction is triggered by laser pulses, heating of
the sample by the laser excitation contributes to IR intensity changes at a fixed
sampling position and can cause considerable fluctuations of the time-dependent
IR signals. Chin and Lin [613] suggested that improved data acquisition in S2

interferometry may be achieved with a controller with a transient digitizer. In
the case of a slow process, the measuring time can become rather long, which
is impractical because of instrumental instabilities such as drifting of dc-coupled
electronic devices, misalignment of the Michelson interferometer, and fluctua-
tions in the position of the movable interferometer mirror, which all introduce
additional noise and error. Rödig and Siebert [619] circumvented this problem
with the help of a wheel that allows 10 samples to be placed successively into
the IR beam. Thus the average of the signals from 10 samples, instead of signals
from only one sample, is taken, with a repetition rate larger than the relaxation
period of the reaction.

4.9.2. Frequency Domain: Potential-Modulation Spectroscopy

In a frequency-domain experiment (modulation/demodulation), a periodic pertur-
bation is applied, and changes in the absorption are recorded using LIA detection.
Historically, the first potential-modulation technique, electrochemically modu-
lated IR spectroscopy (EMIRS), was developed for increasing surface sensitivity
in the SEC measurements with dispersive spectrometers, and the first in situ
IR spectra of electrochemical interfaces were obtained with this technique [420,
424, 620]. The EMIRS experiment involves rapid modulation of the electrode
potential during slow measurement of the spectrum, detection by a LIA of the
associated change in intensity of the reflected radiation, demodulation of the
signal obtained, and representation of it as a function of a wavelength. Discrimi-
nation against the background signal in a potential-modulation spectrum is based
on the fact that band position for species either at or near the surface (roughly
within the Debye length) shifts with changes in the applied potential because of
the Stark and donation/backdonation effects (Section 3.7), while the background
of the spectrum remains the same. The resultant spectrum, represented as the
normalized change in reflectivity [Eq. (4.5)], contains bipolar bands that reflect
the difference in the surface IR spectra at the two potentials [621]. Typically,
the modulation frequency is ∼10 Hz or less. The sensitivity of the technique
is estimated as ∼10−6+R/R [361]. An approach to an additional reduction of
noise and increase of accuracy in the determination of EMIRS band centers was
described by Beden [622].

Applicability of the modulation methods for TR measurements is limited only
by the modulation frequency. This can be understood using the analogy of a
movie camera [599], where the modulation frequency separates between adjacent
temporal events. Assume that a movie is being made of a ball being dropped. If
the rate at which the film is passing the lens is slow enough, then the ball will
appear as a blur on each frame. By increasing the rate at which the film passes the
lens, the image of the falling ball on each frame becomes less and less blurred.
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When the film is moving fast enough, the image of the ball becomes resolved to
an image of the ball itself; the ball moves a small amount on each frame.

TR in potential modulation experiments is limited to 10−1 –10−2 s by the
response of the thin-layer cell and, in the case of ATR, to 10−6 s by the response
of the electrochemical equipment, especially the potentiostat (0.5–10 µs) [478]
and the A/D converter [473] used. The first millisecond time-resolved IR spectra
of an ultrathin film at the electrode–electrolyte interface were also measured with
a dispersive spectrometer by repetitive measurements of IR absorption at fixed
wavenumbers and conversion of the data into TR spectra [623]. The disadvantage
of this technique was long collection times (on the order of a few tens of hours).

As mentioned in Section 4.7, to separate the Fourier and modulation frequen-
cies, the modulation frequency should satisfy the sampling theorem. Thus, it
is possible to detect high-frequency changes induced by ultrasonic perturba-
tion of the sample with a continuous-scan FTIR spectrometer. However, the
response of many interesting systems is in the audio-frequency range, which
overlaps with the Fourier frequencies. For example, the double-layer recharging
takes place on the 10−3-s time scale. To overcome this, a special laboratory-built
interferometer with a custom-built low scanning speed (∼6 µm · s−1) [624–627]
and a S2 interferometer [628–630] have both been used.† In the former case, at
the modulation frequency of 1 kHz and the single-reflection sensitivity, +R/R,
of 10−6 an acquisition time of ∼2 h for a typical spectrum with 7 cm−1 resolution
(Fig. 3.47) was required [627].

The principal advantage of potential-modulation S2 spectroscopy is that since
the interferometer is moved stepwise and both ac and dc signals are collected at
every optical retardation, the potential can be modulated with a single frequency
over the entire spectral range, with no problem separating the modulation fre-
quency from the Fourier frequencies (Section 4.9.1). A schematic representation
of the instrumentation used by Ataka and co-workers [478] for the S2FT-EMIRS
measurements is depicted in Fig. 4.56. The signal is demodulated by an EG&G
model 5210E LIA. The potential modulation is achieved by applying a sinusoidal
wave from a waveform generator in the LIA. The LIA measures the in-phase
and quadrature components of the IR signal, which represent the absorption
changes that occur synchronously and 90◦ out of phase, respectively, with the
applied electrochemical modulation (vide infra). These components and the dc
component of the signal passing through a low-pass filter are digitized with an
A/D converter in the spectrometer. A set of in-phase and quadrature spectra
was constructed with a single S2 spectrometer scan in about 1 h. The mea-
surements were repeated, changing the potential-modulation frequency. The use
of a dc-amplified MCT detector makes the measurements easier than those
of Budevska and Griffiths [628], which required phase modulation. The quick
response of the ATR SEC cell shown in Fig. 4.49 to the applied potential meant

† A recent development successively applied to a conventional continuous-scan type FTIR is based
on the interferogram amplitude modulation [see T. Imajo, S. Inui, K. Tanaka, and T. Tanaka, Chem.
Phys. Lett. 274, 99 (1997).]. This technique uses a narrow-bandpass filter to select the modulation
frequency in the range 1–100 kHz.
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Figure 4.56. Block diagram for experimental setup for potential modulated FTIR measure-
ments. Reprinted, by permission, from K. Ataka, Y. Hara, and M. Osawa, J. Electroanal. Chem.
473, 34 (1999), p. 36, Fig. 1. Copyright  1999 Elsevier Science S.A.

that the electrode potential could be modulated at a frequency between 40 and
100 kHz. An additional advantage is that the high-frequency modulation shortens
the time constant of the LIA. As a result, sufficient spectra can be acquired over a
shorter period. Potential-modulation spectroscopic data can be represented either
as a collection of impedance dependences, each one corresponding to a given
wavenumber [478], or as a collection of in-phase and an out-of-phase spectra
(Figs. 7.45 and 7.46, respectively).

Thus, for electrochemical systems with time constants higher than 1 s, the
kinetic and dynamic data can be obtained using a conventional continuous-scan
FTIR. To accelerate the time scales over which measurements can be made, either
EMIRS or S2-FTEMIRS can be used, the time constant of the SEC cell being
the only upper limit for TR.

4.10. PREPARATION OF SUBSTRATES

Since surface preparation protocols are of critical importance in dictating the
ultrathin deposition, in this section we will consider protocols for cleaning IREs
and preparing metal substrates.

4.10.1. Cleaning of IREs

The cleaning protocol may include polishing, ultrasonic treatment in different
solvents and solutions, plasma and UV/ozone etching, or sputtering a fresh sur-
face from the IRE material, depending on the system under study. The surface
cleanliness may be checked by comparing the ATR spectrum of the “cleaned”
sample IRE with the spectrum of a “new” reference IRE.
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A great deal of literature is devoted to different cleaning procedures for
Si and their effect on the surface structure (see, e.g., Refs. [631–633] and
Section 6.6.2). Germanium and Si IREs can be cleaned [634] by sonicating them
at 58◦C in ethanol, trichloroethylene, ethanol, and deionized water respectively
for 15 min each. This treatment is repeated once and then followed by drying
in an Ar jet. For hydrophilic Si IREs, two additional 15-min sonications, first in
NH4OH–H2O2 –H2O (1 : 1 : 5 v/v) and then HCl–H2O2 –H2O (1 : 1 : 5) are done
between the two cleaning sequences, and the second sequence is shortened (only
5 min for each step). For a hydrophobic Si surface the IRE surface is prepared
by oxidation (H2O2 + H2SO4 at 80◦C for 10 min) and oxide dissolution in either
HF or nitrogen-bubbled electronic grade NH4F [368]. Rinsing in HF leads to a
hydrogenated, atomically rough surface (characterised by SiH, SiH2 and SiH3

groups, corresponding to a roughness on a scale of a few angstroms), whereas
a 10-min rinse in concentrated NH4F (40%, pH 8) is known to lead to an
atomically flat Si(111) surface, terminated by an ordered array of SiH bonds
oriented perpendicular to the surface.

Another cleaning protocol for Ge consists of the following steps [635]:
(1) degreasing by sonication in ethyl acetate bath (5 min); (2) rinsing with glass-
distilled, deionized water; (3) treatment with 5% aqueous HF solution (∼1 min);
(4) rinsing with deionized water and blow drying with N2 gas; (5) oxygen
plasma treatment (5 min); and (6) cooling to room temperature under low oxygen
pressure.

Glass and Si can also be cleaned as follows [636]. First the substrates are
sonicated in freshly prepared Nichromix solution for 30 min. The Nichromix
solution is prepared by dissolving the Nichromix crystals in sulfiric acid and
stirring the solution until it becomes clear. Following the Nichromix treatment,
the glass plate is rinsed and sonicated in water for 30 min. Cleaning of the Si
IREs involves three steps to remove organic contaminants without stripping the
native oxide layer. The first step involves sonication in acetone for 30 min. The
second step is the same as for cleaning glass. In the third step each side of
the substrate is treated in a plasma cleaner for 10 min. The plasma treatment is
performed using argon at 100 W.

Brunner et al. [637] cleaned silica glass and Si by sonication in a H2SO4 –H2O2

(4 : 1 v/v) solution. (Caution: H2SO4 –H2O2 mixtures react violently with organic
materials and should be handled with great care!) To obtain a hydrophilic, contami-
nant-free Si surface with a native oxide layer of 12–14 Å thick, the following
has been suggested [638]: (1) sonication of the substrates in toluene, (2) rinsing
with acetone and ethanol, and (3) blow drying in high-purity N2. After this the
substrate is exposed for 15 min to a UV-ozone atmosphere in a commercial clean-
ing chamber equipped with a low-pressure mercury quartz lamp (λmax of 185
and 254 nm).

GaAs may be cleaned by successive ultrasonication in ethanol, acetone, and
dichloromethane for 10 min each at 20◦C [639]. The effect of different aqueous
solutions used for etching and cleaning GaAs(100) surfaces was investigated by
Gutjahr et al. [640]. Etching in HF solutions has been shown to result in clean
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and smooth surfaces. These are of a mixed hydrophilic/hydrophobic character due
to the presence of Ga−H and OH bonds on the surface. Etching in H2SO4 –H2O2

and NaOH–H2O2 mixtures gives smooth surfaces as well. It has been found [641]
that Na2S and (NH4)2S remove the GaAs oxide and deposit a film that includes
various AsS, GaS, SO, AsO, and GaO species.

Miller et al. [35, 37] cleaned the sapphire and fluorite IREs by immersion
in 0.1 M KOH solution and heating (40◦C) and sonicating for 30 min. Next,
the IREs were placed in a 50% (volume) mixture of chloroform and ethanol and
simultaneously heated and sonicated for 10 min. Finally, the IREs were subjected
to a low-temperature oxygen plasma for 30 min on each long face of the IRE
and immediately placed in the ATR accessory.

Since KRS-5 is slightly soluble in hot water, its outer layer can be uniformly
dissolved off together with any adsorbed species. Therefore, polishing plus treat-
ment with hot water in ultrasonic cleaner is superior to the usual grinding for
this material.

4.10.2. Metal Electrode and SEIRA Surfaces

The use of well-defined metal surfaces allows correlation between the geometry
of the surface and the electrochemical reaction occurring on it to be established
and group frequencies of the adsorbed species to be determined [642]. Low-
index crystallographic faces of metal electrodes such as the (100), (110), and
(111) planes are widely used in SEC studies because of their low surface free
energies, high symmetries, and relative stabilities [643]. Three procedures have
been suggested to prepare the well-ordered surfaces. In one method [644], single
crystals are grown by zone refining, oriented by the Laue back-reflection tech-
nique, and then cut along the desired crystal plane. A second procedure [645, 646]
involves annealing a Pt electrode surface in a H2 –O2 flame at about 1200◦C,
quenching by millipore water [404, 647, 648] (or annealing in a propane–air
flame and cooling in a H2 –Ar stream [390]), and transferring into the SEC cell
under a droplet of a pure water. To simplify this treatment before each mea-
surement, a half-sphere single-crystal electrode has been used [404]. Atomically
smooth (111) faces of Ag and Au can be grown by epitaxial vapor deposition
onto a hot (400◦C) mica substrate [649–651]. In all cases the samples are sub-
jected to either thermal or electrochemical annealing. Thermal annealing in UHV
serves a dual purpose: first, to bring contaminants from the bulk onto the sur-
face (where they can be oxidatively desorbed or sputtered away) and, second, to
achieve atomic smoothness. Electrochemical annealing is based on the fact that,
at appropriate potentials, disordered interfacial atoms can be induced to diffuse to
stable (ordered) sites [652–657]. The damaged surface layers of reactive metals
(such as Ag in NaCN–H2O2 solution [658] or Cu in acidic media [659]) can be
dissolved to expose the ordered underlayers by electropolishing. When a clean
surface is ready, it should be recognized that prolonged exposure to an electrolyte
or extensive anodic oxidation will result in an accumulation of impurities or a
deterioration of its order, respectively. Recleaning and reordering can be accom-
plished in UHV by high-temperature oxygenation or Ag+ ion sputtering followed
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by a thermal treatment to restore atomic smoothness or in situ by electropolishing
[Cu(111)] or electrochemical annealing [Au(111) and Pd(111)]. A Hg electrode
for in situ IRRAS can be prepared [660] by dipping a gold disk embedded in one
end of a Teflon rod in a clean mercury pool. The excess amount of mercury on
the surface is shaken off, and the surface is thoroughly washed with ultra-pure
water. The remaining mercury is spread over the surface to show a metallic luster
like a mirror.

Manufacturing of metal OTEs has been described in detail by Bauhofer [362].
Apart from the demands of the optical and electrical performance and the purity of
the materials, the OTE–substrate system must meet the mechanical and chemical
stability requirements (including the adhesion of the film to the substrate). To
obtain a well-ordered, clean single-crystal metal surface (Pt, Ir Au,) the sample
can be sputtered with Ar+ ions, oxidized in 10−7 mbar of oxygen at 1000 K to
remove surface carbon, and annealed at 1400 K [661, 662].

The following method of preparation of a SEIRA 20-nm-thick Au film
with a preferentially oriented (111) surface was described by Osawa and co-
workers [471]. The film was prepared on top of a Si hemicylinder by evaporation
in a vacuum of 5 × 10−5 Pa from a tungsten basket by thermal heating. The
deposition rate was kept at 0.01 nm · s−1. After the deposition, the film was
shortly flame annealed (about 10 s) to yield the (111) surface. The STM analysis
revealed [663] that these films consist of metal particles with dimension of
50–80 nm. The surface of these films are cleaned in situ in the test solution by
cycling the potential repeatedly between 0 V (SHE) (which is slightly positive of
the hydrogen evolution) and 1.5 V (oxide formation region). The film thickness
was measured with a quartz crystal microbalance. Kellner et al. [482] deposited
Ag films by magnetron sputtering under ambient conditions and a target current
of 120 mA and an argon pressure of 4 × 10−3 mbar.

However, PVD and sputtering are expensive high vacuum methods requiring
precise and extensive control of all deposition parameters to ensure the repro-
ducibility of SEIRA-active surfaces. To overcome this disadvantage, the research
group of Mizaikoff [15] suggested to deposit SEIRA films electrochemically. To
produce low-cost IRRAS-SEIRA surfaces (Fig. 4.9), a glass slide was first cov-
ered with a 0.1-µm Au layer using a sputtering process. This substrate provided
the reference surface for the SEIRA measurements. Galvanization of the Au sur-
face with silver was performed at a potential of 3.0 V and a current of 30 mA in
a cyanidic silver bath with the composition 2.5 g AgNO3, 3.5 g KCN and 4.0 g
Na2CO3 in 100 mL H2O. After 5 s of metal deposition the substrate was removed
from the galvanic bath and the metal surface was rinsed with water and methanol.
These process parameters stand for the deposition of a silver layer of roughly
20 nm thickness. Repeated deposition of metal or etching with a freshly-prepared
mixture of NH3 : H2O2 = 1 : 1 was used for further increasing the roughness of
the metal surface. The SEIRA effect from Ag films deposited electrochemically
from the different electrolytes under different conditions was studied by Maroun
et al. [664] (Figs. 3.63 and 3.64 in Section 3.9.4). The highest SEIRA activity
was achieved with Ag films deposited from a 10−2 AgNO3 solution in a 0.1 M
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EDTA buffer with pH 4. The nucleation potential was taken at −0.7 V (SCE)
(duration 1 or 2 s) and the deposition potential was in the −0.20–0-V region.
For silver deposition, chloride ions and an AgCl electrode should be excluded to
avoid precipitation of AgCl.

4.10.3. BML Substrate

Preparation of a good BML structure is the main problem of the BML-IRRAS
technique. The buffer layer can be grown by thermal oxidation [665] or deposited
by CVD [666–668], ion beam sputtering [666], vacuum evaporation [669], and
molecular beam epitaxy (MBE) [670, 671]. Vacuum evaporation can produce a
[c(2 × 2)Si] structure, while MBE was found [670] to produce the Si surface
with clear 2 × 1 patterned and ordered steps with regular terrace width, which
can be used in the structural investigation of surface species on Si. To prepare
a SiO2(50 nm)–W(70 nm)–n-Si(100) sample [672], W was deposited by CVD
on a Si(100) wafer and then SiO2 was deposited on top of the W layer by
electron cyclotron resonance (ECR)–plasma CVD. An alternative method is the
generation of metal layers within a dielectric substrate by ion implantation [673].
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5
INFRARED SPECTROSCOPY
OF THIN LAYERS IN SILICON

MICROELECTRONICS

5.1. THERMAL SiO2 LAYERS

In the processing of integrated circuits, silicon dioxide (SiO2) can be used as a
mask during ion implantation or diffusion of impurity into silicon, for passivation,
for protection of the device surface, as interlayers for multilevel metallization,
or as the active insulating material — the gate oxide film in metal–oxide–semi-
conductor (MOS) devices [1, 2]. At the present time, several methods have been
developed for the formation of SiO2 layers, including thermal and chemical oxi-
dation, anodization in electrolyte solutions, and various chemical vapor deposition
(CVD) techniques [2, 3].

When a low density of surface states at the Si–SiO2 interface is desired, the
thermal oxidation method is employed. Silicon dioxide layers to be used as gate
insulators in Si devices are generally grown at temperatures of at least 700◦C. The
chemical reactions that occur during the thermal oxidation of silicon in oxygen
or in water vapor are shown below:

Sisolid + O2 −−−→ SiO2, Sisolid + 2H2O −−−→ SiO2 + 2H2. (5.1)

These reactions involve a redistribution of the valence electrons between Si and
O. Because of the bulk expansion accompanying the Si oxidation, the external
surface of the SiO2 layer does not coincide with the initial silicon surface, and
the Si–SiO2 interface moves into the Si substrate. (The SiO2 layer will increase
in thickness by d at the expense of a silicon layer 0.44d thick [2].) The Si
oxidation takes place at the Si–SiO2 interface, with oxidant diffusing through the
SiO2 layer. An overview of the oxidation models is presented in Refs. [2, 4–6].
The kinetics of the oxidation process is described by the linear-parabolic law,
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according to which the oxide thickness d obeys the equation

d2 +Ad = B(t + t1), (5.2)

where t1 is the shift along the time axis, which is necessary to account for the
initial oxide layer, and B and B/A are, respectively, the parabolic and linear
constants of the oxidation rate.

A number of questions concerning the thermal oxidation still remain unan-
swered, including the problem of transport of charged and neutral oxidants, the
formation of structural defects at the Si–SiO2 interface, and the role of surface
states [2, 5, 7, 8]. The Si oxidation process depends on several factors, such as
the crystallographic structure at the surface, the type and level of doping in the
substrate, the nature of defects, and the surface roughness [2].

Investigation of the oxide layers using He+ backscattering revealed that the
bulk of the oxide layers obtained with different methods usually have a chemical
composition close to SiO2, but at the Si–SiO2 interface, there is a layer depleted
of oxygen. The X-ray structural analysis and the electron diffraction spectra of
this interface show that the nearest-neighbor structure in the SiO2 layer consists of
SiO4 tetrahedra, whereas the bulk of the SiO2 layer has an amorphous structure,
although the appearance of a microcrystalline structure with a microcrystallite size
of ∼1 µm is possible depending on the SiO2 formation process. The structural
configurations of SiO2 were considered, for example, in Ref. [9].

At normal incident radiation, the IR spectra of the layers of thermally formed
SiO2 have three characteristic absorption bands arising from the Si−O−Si groups
[10–12]. The low-frequency band (around ν3 = 450 cm−1) is caused by the
rocking mode corresponding to the out-of-plane motion of the oxygen atom.
The weakest absorption, of intermediate frequency (ν2 = 800 cm−1), is con-
nected with bending vibrations, in which the oxygen atom motion occurs in
the Si−O−Si plane and along the Si−O−Si angle bisector. The antisymmetric
stretching vibrations, in which the oxygen atom motion occurs in the Si−O−Si
plane and parallel to a line joining the two silicon atoms, are responsible for the
strongest absorption, near ν1 = 1080 cm−1 (Fig. 5.1, [10]). The stretching mode
band is asymmetric with a broadening toward low frequencies [13]; for thick
SiO2 a long high-frequency tail is observed [14], and the frequency correspond-
ing to the maximum of this peak increases with increasing oxidation temperature
(Fig. 5.1) [10].

The absorption spectra of the thermally formed amorphous SiO2 layers are
similar to crystalline quartz spectra but can be distinguished by larger full-width-
at-half-maximum (FWHM) values [9, 13, 15]. This confirms that the nearest-
neighbor structure, which affects IR absorption spectra, is the same for amorphous
SiO2 and crystalline quartz.

At oblique incident IR radiation the stretching mode absorption band is split
into two bands with peaks around 1090 (νTO) and 1250 cm−1 (νLO) (Sections 3.1
and 3.2 and Refs. [14, 16–24]). Figure 5.2 shows the IR absorption spectrum of
a thermal SiO2 layer at normal and 75◦ oblique incidence in p-polarized light.
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The frequencies of LO and TO modes of the asymmetric O stretch are given
by the central and noncentral force approximations [25]:

ν1TO =
(

2(αc sin2 θ/2 + β cos2 θ/2)

m

)1/2

(5.3)

ν1LO =
(

2(αc sin2 θ/2 + β cos2 θ/2 + γ ss)

m

)1/2

(5.4)

where γ ss = Z2ρ/[ε∞ε0(2m+M)] is an electrostatic term, M and m are the
atomic masses of silicon and oxygen, respectively, θ is the average angle of the
Si−O−Si bridging bond, αc and β are the central and noncentral force constants,
ρ is the density of amorphous SiO2, ε∞ is the relative optical permittivity, ε0 is
the absolute permittivity of free space (1.1.1◦), and Z is the transverse dynamic
effective charge related to the stretching motion of the oxygen. The force con-
stants do not depend on the bond angle but are connected with the frequencies
ν3 and ν2 of rocking and bending modes, respectively [25]:

ν3 =
(

2β

m

)1/2

, (5.5)

ν2 =
(

4(αc + 2β)

3m

)1/2

. (5.6)

Taking into account that ν3 = 450 cm−1 and ν2 = 800 cm−1, the ratio β/αc can
be calculated and is equal to 0.16. As can be seen from Eqs. (5.3) and (5.4), the
shift of the bands at ν1 can be ascribed to the change in the bond angle and the
force constants. It was supposed in Ref. [26] that the red shift of the absorption
band of thermal SiO2 is connected with the decrease of the force constant αc,
which is due to the increase in the length of the Si−O bond. Further, it was
supposed that the Si−O−Si bond angle remains constant and equal to θ = 144◦,
as for stoichiometric SiO2. However, it is currently assumed that the shift of the
band at ν1 is caused by the change in the bond angle, and the force constant
values remain unchanged. According to Eqs. (5.3) and (5.4), the decrease in
θ must lead to a shift of ν1 toward lower frequencies; this has been observed
experimentally [10, 14, 26–30]. The calculated shift of the LO and TO modes as a
function of the Si−O−Si bond angle is presented in Fig. 5.3 [14]. The Si−O−Si
bond is flexible, and the bond angle varies over a wide range (120◦

< θ < 180◦)
depending on the microstructure within the film, whereas the Si−O bond length
is practically constant (1.59–1.62 Å) [31]. Hence, the discrete set of Si−O−Si
angles is responsible for the variety of peak positions observed.

Application of such ultrasensitive methods of FTIR spectroscopy as multiple
transmission and IRRAS allows one to obtain the absorption spectra of ultrathin
(several monolayers) layers of silicon dioxide [20, 22, 23, 32–37] which reveal
a number of new absorption bands of the Si−O bond [9, 13, 37]. Questions
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Figure 5.3. Frequencies of TO and LO modes calculated from Eqs. (5.3) and (5.4) ver-
sus Si−O−Si bond angle. Reprinted, by permission, from I. P. Lisovskii, V. G. Litovchenko,
V. G. Lozinskii, and G. I. Steblovskii, Thin Solid Films 213, 164 (1992). Copyright  1992
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Table 5.1. Parameters of SiO2 stretching bands

Peak
Number

Position of
Maximum (cm−1)

FWHM
(cm−1) Mode Type

Si−O−Si Angle
(deg)

1 1056 58 TO 132
2 1091 46 TO 144
3 1147 52 TO 180
4 1200 68 LO 126
5 1252 44 LO 142
6 1300 57 LO 180

Source: Reprinted, with permission, from I. P. Lisovskii, V. G. Litovchenko, V. G. Lozinskii, and
G. I. Steblovskii, Thin Solid Films 213, 164 (1992). Copyright  1992 Elsevier Science.

concerning the deconvolution of the asymmetric stretch band into Gaussian com-
ponents are discussed in Refs. [13, 14, 33, 34]. The degree of asymmetry was
found to be independent of the layer thickness d for relatively thick (d > 10 nm)
thermal layers of SiO2 on Si. However, for thinner layers, the location of the
maximum, the FWHM, and the degree of asymmetry were all found to depend
strongly on d .

It was established in Refs. [13, 14] that at the normal propagation of light,
the absorption bands of thin oxide layers (d < 40 nm) may be described with
a high degree of accuracy by the sum of two Gaussian profiles having maxima
at 1056 and 1091 cm−1. The presence of two elementary bands implies that at
least two types of amorphous SiO2 structures exist simultaneously. In the case of
thicker oxide films, a high-frequency broadening of the absorption band appears,
and six Gaussian components are necessary for its description. In addition to the
two components mentioned above, four more must be included with maxima at
1147, 1200, 1252, and 1300 cm−1. Table 5.1 lists averaged parameters for all
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six elementary peaks [14]. Figure 5.2 gives examples of the deconvolution into
Gaussian profiles of absorption bands in the transmission spectra for thick and
thin SiO2 films measured at normal and oblique incidence of 75◦.

Although the total area of the peaks increases linearly with increasing film
thickness d , a change in the shape of the spectrum is caused by a change in
the relative contributions of each Gaussian component to the absorption band.
The behavior of the bands at 1056 and 1091 cm−1 is not trivial; their relative
contributions to the absorption depends on d . It is seen that the band at 1056 cm−1

makes the main contribution to the absorption in the case of thin films, whereas
the band at 1091 cm−1 dominates for thick films. This may cause the observed
shift in the absorption maximum toward high frequencies as the oxide thickness
increases. Furthermore, this indicates that the two types of oscillators associated
with the bands at 1056 and 1091 cm−1 are distributed nonuniformly over the
thickness. The first type is determined by the structure of the oxide layer adjacent
to the Si–SiO2 interface while the second one is determined mainly by the
structure of the oxide bulk [38].

According to Eqs. (5.3) and (5.4), the frequencies of the TO and LO modes lie
in the ranges of 1010–1140 and 1190–1300 cm−1, respectively. Therefore, the
IR absorption spectra in the stretching mode range can display at least three types
of pairs of the LO–TO absorption bands corresponding to three types of oxide
structures. These structures differ from each other by the bridge oxygen bond
angles and yield six vibration bands as a result of LO–TO splitting (Table 5.1).
Authors of Ref. [14] consider the sixfold ring configuration (quartzlike struc-
ture) that is characterized by the 1091- and 1252-cm−1 absorption bands and the
Si−O−Si bond angle θ = 143◦; planar threefold rings or packed fourfold rings
(coesitelike structure) that reveal the 1056- and 1200-cm−1 absorption bands
and θ = 129◦; and β-crystobalite and fragments of the Si−O−Si chains, which
probably exist together with the rings and manifest the 1147- and 1300-cm−1

absorption bands and θ = 180◦ [39]. The increasing thickness of the SiO2 film
causes the relative contributions made by each component of the νLO bands to
change, which reflects the corresponding change in the relationships between the
different types of the above-mentioned oxide structures.

5.2. LOW-TEMPERATURE SiO2 LAYERS

Low-temperature dielectric film deposition has been actively studied in recent
years in an attempt to reduce amount of energy consumed in the manufacture
of circuits. Advances in very large scale and ultra large scale integrated (VLSI
and ULSI) technology in the submicrometer range generate an increasing need
for an alternative to high-temperature thermal SiO2 production to reduce the
dopant impurity diffusion [40]. Among low-temperature deposition methods
the most notable are the various CVD techniques. Typical reactions used to
form CVD oxides are [2, 3] the reaction of silane and oxygen (SiH4 + O2 →
SiO2 + 2H2) at T = 400–450◦C, the decomposition of tetraethoxysilane (TEOS)
[Si(OC2H5)4 → SiO2 + secondary products] at T = 650–750◦C, the reaction of
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dichlorosilane with nitrous oxide (SiCl2H2 + 2N2O → SiO2 + 2N2 + 2HCl) at
T = 850–900◦C, the reaction of silane and nitrous oxide (SiH4 + 4N2O →
SiO2 + 4H2 + 2H2O) at T = 200–350◦C, and so on.

The last reaction is particularly convenient for the passivation of device sur-
faces because of the low temperature required. Low-temperature layers can also
be formed by the vacuum evaporation of SiO2 powder or by ion-plasma sput-
tering of Si in an argon–oxygen mixture. The anodic oxidation of silicon in an
ethylene glycol solution of KNO3 and various chemical oxidation reactions of Si
(e.g., in H2O2) can also be used.

At normally incident radiation, the IR absorption spectra of the low-tempe-
rature oxide layers exhibit the same three bands of stretching, bending, and
rocking vibrations as the thermal layers, at 1080, 800, and 450 cm−1, respec-
tively. However, features of these bands are strongly dependent on the preparation
conditions of the layer [26–29, 41–48].

It has been revealed by radioactivation analysis and XPS that the low-
temperature layers have a chemical composition SiOx in which 0 < x < 2
[26–28, 48]. The density of the oxide (and x) can be increased by thermal
annealing of the layers. Increasing the temperature from 450 to 1000–1100◦C
will increase x up to 2 and is accompanied by a decrease in the refractive index
n of the layer from 4 (x = 0.4) to 2.5 (x = 1) and 1.43 (x = 2), by an increase
in the band gap Eg from 1.1 eV (x = 0) to 8.2 eV (x = 2), and by a shift of the
absorption band maximum from 980 to 1082 cm−1 [27, 28, 48]. The spectra of
annealed layers for which x = 2 are similar to those of the oxide that has been
thermally grown at 1000◦C. The frequency corresponding to the TO absorption
peak obeys the linear relationship [27, 49–51]

ν(SiOx) = 900 + 90x (cm−1). (5.7)

Figure 5.4 shows the Si−O−Si stretching frequency as a function of the oxy-
gen content x in the SiOx film [49]. Note that by using the calibration curve
shown in Fig. 5.4, one can determine the oxygen content in a SiOx layer of a
given thickness from the frequency of the band maximum, assuming the layer is
homogeneous [26–28, 45].

To explain the composition of amorphous SiOx layers, two models were pro-
posed [27, 52]. The model of unordered bonds of tetrahedra assumes that the
nonstoichiometric SiOx layers are a monophase system consisting of a mix-
ture of highly dispersed, randomly bonded tetrahedra of Si–(SiyO4−y), where
y = 0, . . . , 4. Alternatively, in the “mixture” model, the layer consists of a sim-
ple mixture of Si with SiO2, but this model is not corroborated experimentally. In
particular, the edge of the absorption band monotonically shifts with increasing
x. In the mixture model, this absorption band must coincide with that of silicon
and be independent of the composition [26, 41]. By contrast, the model of irreg-
ularly bound tetrahedra describes the experimental dependence of the SiOx /SiO2

concentration ratio on x rather well [27, 41].
The frequency of the Si−O−Si stretching band of a thick CVD oxide is

close to that of a thermal oxide of the same thickness [28, 53–55]. Thus, the
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IR absorption spectra of the CVD oxide 150 nm thick, formed from SiH4 and
H2O2, and of the thermal oxide demonstrate the same 1080-cm−1 maximum [53].
However, the FWHM of this peak for the CVD oxide (118 cm−1) is considerably
broader than that of the thermal oxide (76 cm−1) due to the presence of the
silanol (SiOH) group (Fig. 5.5). Indeed, after plasma or thermal treatment, which
transforms the SiOH groups into SiO2, the FWHM of the Si−O−Si stretching
band approaches that of a thermal oxide, and the oxide layer density increases.
This latter effect, which is related to the increased disorder in oxide films, is
attributed to the incorporation of OH and H2O into the oxide films during their
growth and is observed for anodic oxides as well [56].

The spectra of low-temperature oxides show a band at 940 cm−1 due to the
SiOH group [44, 53]. A band at 3350 cm−1 may be assigned to either adsorbed
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water molecules or SiOH groups [29, 40, 41, 44, 57, 58]. The higher frequency
band at 3650 cm−1 is also attributed to silanol [40, 53, 58]. A peak at 1640 cm−1

can appear when absorbed water molecules are present in a standard CVD oxide
[20, 40]. The quantitative assessment of the hydrogen content in films is based
on the measurement of the absorbance at 3650 cm−1 (SiOH) and 3350 cm−1

(associated with H2O) according to the following expressions [58]:

S = (179A3650 − 41A3350),

W = (−14A3650 + 89A3350), (5.8)

where S and W are the weight percents of OH (from silanol) and water, respec-
tively, and Aν is the optical density per micrometer of the film at the frequency
ν. These values can readily be converted to atomic percents (at. %) [59]:

at. % H(SiOH) = 5.9S

5 + 0.07S + 0.12W

at. % H(H2O) = 11.1W

5 + 0.07S + 0.12W
(5.9)

The amounts of water and silanol depend strongly on the conditions of the oxide
formation, its thickness, and the annealing procedure [40, 59, 60]. For example,
for a CVD film formed in the SiH4 + O2 mixture at 100◦C, the water and silanol
contents are reduced from 6.6 and 6.3%, respectively, to about 1.6% for both after
annealing at 600◦C for 10 s [60]. The amount of silanol groups decreases con-
tinuously with increased annealing temperature over the 250–500◦C range [59].

The appearance of absorption bands from other impurities depends on the
method of oxide deposition. Thus, the spectra of low-temperature SiO2 layers
formed by CVD of organic compounds such as tetramethoxysilane (TMOS) or
tetraethylorthosilicate can result in absorption bands at 2870 and 2960 cm−1,
corresponding to C−H stretching vibrations [29, 61], and bands at 1195 and
840 cm−1 attributed to C−O and Si−OCH3, respectively [61, 62]. The bands
arising from N−H (3300 cm−1) and Si−N bonds (850 cm−1) appear in the spec-
tra of CVD oxides produced by the reaction of silane with nitrous oxide [28].
Incomplete oxidation of silane leads to the presence in the spectra of SiH peaks at
880 and 2150 cm−1 (Fig. 5.5), which disappear after plasma or thermal annealing
at temperatures higher than 300◦C [53, 59].

The presence of impurities, especially bonded hydrogen, can produce undesir-
able side effects. Incorporation of hydrogen in the SiO2 network can significantly
alter the chemical and electric properties of the oxide, to the detriment of micro-
electronic device performance. The aging of SiO2 films formed by the CVD
method was compared with aging of thermal oxides [63]. No changes in the fea-
tures of the 1080-cm−1 absorption band were observed for thermal oxides within
the period of observation (2 years). By contrast, the exposition of a CVD film to
humid atmosphere over a few months resulted in the shift of the peak position of
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the νTO band toward higher frequencies and a decrease of the FWHM. Apparently,
the aging leads to a structural relaxation of the SiO2 continuous random network.

The effect of the experimental parameters of plasma-enhanced CVD
(PECVD) — substrate temperature and SiH4 –O2 ratio — on the νLO band
(Fig. 5.6) was studied in Ref. [64]. With a change in the flow rate of oxygen, VO2 ,
into the reactor from 7 to 30 L · h−1(VSiH4 = 12L · h−1 = const), the maximum
of the νLO band of the SiO2 layer shifts from 1247 to 1250 cm−1, the FWHM
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Figure 5.6. (a) IR absorption spectra of SiO2 layers formed by: PECVD of SiH4 + O2 at (1) 20◦C
and (2–5) 300◦C at various flow rates of reactants into reactor — VO2 and VSiH4, respectively,
L/h): (1) 18.0 and 9.6; (2) 26.4 and 12.0; (3) 10.8 and 10.8; (4) 12.0 and 6.9; (5) 18.6 and 1.8;
(6) thermal oxidation in O2 at 1000◦C with oxide thickness 200 nm. (b) Dependence of (1) FWHM
and (2) absorbance at LO stretching mode frequency on VO2 . Reprinted, by permission,
from Yu. A. Averkin, N. K. Karmadonov, V. A. Skryshevsky, V. I. Strikha, and A. V. Kharlamov,
Ukrainian J. Phys. 34, 1817 (1989). Copyright  1989 Institute of Theoretical Physics, National
Academy of Science of Ukraine.
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decreases from 53 to 50 cm−1, and the absorbance Am increases by 1.4 times.
These changes result in an absorption band similar to that of the thermally
grown SiO2 layer, for which ν = 1250 cm−1 and FWHM = 45 cm−1. Thus,
the properties of CVD layers produced in the reaction of SiH4 decomposition
in O2 at 300◦C are close to those of the thermally grown SiO2 layers. The
linear dependence of the absorbance Am on the layer thickness (measured
ellipsometrically) testifies to the sufficiently high homogeneity of these layers
for different proportions of reactants in the mixture.

Analyzing the features of the absorption bands for layers formed under con-
stant VSiH4 and variable VO2, a limiting value of VO2 is found, above which the
absorption band features remain unchanged; excess O2 influences neither the
parameters of the bands nor the properties of the resulting oxides. Deposition
of oxide layers on a cold silicon substrate produces broader absorption bands
(FWHM = 65 cm−1) of SiO2 at the relatively low frequency of ν = 1230 cm−1.
The influence of the oxide deposition parameters on the absorption caused by
the TO stretching bonds were considered for the case of CVD and PECVD for
various reactants: SiH4 + N2O [59], SiH4 + O2 [60], TMOS [61], TEOS [65,
66], and tetraethylorthosilicate [67].

In recent years, the IR absorption of fluorinated silicon oxide (FxSiOy) has
been actively studied [68–74]. These films are very easily deposited by several
PECVD or liquid-phase deposition (LPD) methods and are characterized by a low
dielectric constant, which decreases with increased concentration of fluorine in
the film. Decreasing the dielectric constant of the intermetal dielectric film is the
most efficient way to reduce the adjacent wiring capacitance, which will improve
the performance of submicrometer integrated circuits. However, the FxSiOy films
become reactive to water as the fluorine concentration increases. The film des-
orbs H2O and HF under thermal annealing after humidification, which causes
reliability problems in the VLSI fabrication [68].

The transmittance spectra of the LPD FxSiOy film are shown in Fig. 5.7 [70].
Incorporation of F to about 10–12% results in changes in the IR absorption spec-
tra with respect to the spectra of the SiO2 layer, including, first, the appearance
of a weak band of the Si−F bond stretching mode at 935 cm−1; second, changes
in the shape of the Si−O−Si asymmetric stretching mode at 1080 cm−1 (a shift
of the peak position to the higher frequency with increasing F content, which is
accompanied by a decrease in the FWHM [72–74]); and third, the reduction in
the intensities of the IR absorption bands at 800 and 450 cm−1 with increasing F
content [71]. These changes are accompanied by a drop in the dielectric constant
from 3.8 to 3.3 for a F concentration of 7–10 at. %. Note that at the largest con-
centration of F, the absorption peak of the Si−F stretching mode is split [68, 69,
71]. A model in which the fluorine atoms are bonded in an Si−O−F sequence
has been invoked to explain the substantial changes that occur in the IR spectra
of FxSiOy films [71].

It is assumed [70] that LPT FxSiOy contains strongly H bonded SiO−H· · ·
F−Si structures that are restructured during annealing. Annealing at temperatures
between 300 and 500◦C will break SiO−H bonds to form SiO, because the
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SiO−H bond energy is only 111 kcal · mol−1, but by the same token, few Si−F
bonds are broken as the Si−F bond energy is 143 kcal · mol−1. At annealing
temperatures higher than 700◦C, most of the Si−F bonds are broken, and the
Si−F peak disappears (Fig. 5.7). This suggests that the LPD oxide has become
more dense, similar to a thermal oxide. Increasing the annealing temperature
causes the Si−O−Si bond absorption to increase gradually and shift toward
lower frequencies from 1083 cm−1 (unannealed LPD oxide) to 1075 cm−1 (at
the 1000◦C annealing), while the FWHM increases from 63 to 84 cm−1, which
is similar to the FWHM (85 cm−1) of the corresponding band of the thermal
SiO2 (Fig. 5.7) [70].

According to Ref. [72], the addition of Ar gas during the deposition can
improve the thermal stability of the incorporated fluorine, because sputtering in
the Ar atmosphere enhances the removal of the weakly bonded silicon fluoride
from the as-deposited film surface. The IR absorption of FxSiOy after interaction
with water is discussed in Ref. [68].

5.3. ULTRATHIN SiO2 LAYERS

Infrared spectroscopy of ultrathin oxide films on Si exploits the Berreman effect,
arising when p-polarized radiation is incident at an inclined angle (Sections 3.1
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and 3.3). According to thin-film approximation (Table 1.2), absorption at νLO and
νTO is proportional to the thickness of the oxide layer [20, 36, 75]. This law is
obeyed for the νTO band at 1080 cm−1 (for thicknesses of 2–35 nm) [76, 77], the
ρTO band at 450 cm−1 (for thicknesses of 10–120 nm) [78], and the νLO band
at 1250 cm−1 (for thickness of 2–12 nm) [16].

In the case of ultrathin oxide layers, it is more convenient to study IR absorp-
tion in the region of LO vibrations (1250 cm−1) for two reasons. First, the
intensity of the νLO band is higher than that of the νTO band. Second, the TO
stretching mode of SiO2 (1070 cm−1) lies close to the absorption band of Oi
in silicon (1105 cm−1), which renders any studies of weakly absorbing ultrathin
films of silicon oxide more difficult.

Absorption measurements in the region of the LO vibrations reach sensitiv-
ities <1 nm, allowing one to follow the natural oxidation of monocrystalline
silicon in air [79]. Under exposure of silicon to air over 1–2 months, the native
oxide attains thicknesses on the order of 1.0 nm. An absorption band arises at
1100 cm−1 after 8 h exposure to air followed by the water rinse. Over a three-
day period following this treatment, the band shifts to 1180 cm−1, and another
band appears at 1050 cm−1. During the subsequent 30 days, the 1180-cm−1 peak
shifts to 1210 cm−1, while only very small frequency shifts are observed for the
1050-cm−1 peak.

The analyses of ultrathin SiO2 layers (1–5 nm) obtained by several methods
have been performed by IR multiple-transmission spectroscopy using p-polarized
radiation incident at the Brewster angle [22, 23, 32, 80]. The absorption spectra
for different thicknesses of silicon oxide grown thermally at 600◦C with the addi-
tion of HCl exhibit peaks at 1240 and 1160 cm−1 (Fig. 5.8a) [22]. As shown in
Section 5.1, these peaks correspond to either two different structures of silicon
dioxide (six- and fourfold ring configurations) or SiOx with x = 1 (the peak at
1160 cm−1) and x = 2 (the peak at 1240 cm−1). One can see from Fig. 5.8 that
the absorbance at the maximum of these bands increases linearly with increas-
ing oxide thickness. This allows one to normalize the absorbance to the oxide
thickness. (The normalization factor depends upon the number of passages of IR
radiation through the Si wafers.)

When d increases from 1.3 to 5.0 nm, the maximum of the high-frequency
band is shifted from 1235 to 1248 cm−1 (Fig. 5.8b) with a corresponding reduc-
tion in the band FWHM. At d = 5.0 nm, the oxide layer properties are similar
to those of bulk SiO2. This frequency shift of the νLO band can be attributed
to distorting surface effects in which the angle of the Si−O−Si bonds change
and also with the existence of a nonstoichiometric oxide at the SiO2 –Si interface
[81], since the optical effects for SiO2 films in this thickness range account for
only 2 cm−1 of the shift (Section 3.4). According to Eq. (5.4), the increase in νLO

may result from an increase in the bridging bond angle θ , the network density
ρ, and the electrostatic term Z.

As seen from Fig. 5.8, the absorption at 1160 cm−1 is weaker than that at
1240 cm−1. The unchanged position of the maximum and considerably less pro-
nounced increase in the peak intensity with increasing total layer thickness (see
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Figure 5.8. (a) The p-polarized IR absorption spectra with 75◦ incident beam of ultrathin silicon
oxide layers grown at 600◦C on Si in presence of HCl. Oxide thicknesses: (1) 1.3, (2) 1.9,
(3) 3.2, and (4) 5.0 nm. (b) Experimental (1) 1240 cm−1 peak position and (2, 3) absorbance
intensity Am of absorption bands at (2) 1240 and (3) 1160 cm−1 as functions of layer thickness.
Reprinted, by permission, from S. Kilchitskaya, S. V. Litvinenko, V. A. Skryshevsky, V. I. Strikha,
and V. P. Tolstoy, Poverhnost (Surface) 4, 99 (1987). Copyright  1987 Institute of Solid State
Physics, Russian Academy of Science.

Fig. 5.8b) are characteristic for this band. The observed difference in the behav-
ior of the bands at 1240 and 1160 cm−1 can be related to an increase in the
homogeneity of the oxide layer with increasing thickness (the SiO mole fraction
decreases throughout the layer) as well as to the fact that there is a transition
SiO layer between silicon and SiO2 [82, 83] whose thickness also increases with
increasing thickness of the oxide layer, but to a lesser extent.

Note that a thermal oxide layer formed at higher temperatures (800–950◦C in
dry O2) exhibits a higher frequency for SiO2 — 1253 cm−1 — and an improved
ratio Am1250/Am1160 = 3 for d = 2.0 nm [16]. However, for thicknesses greater



430 INFRARED SPECTROSCOPY OF THIN LAYERS IN SILICON MICROELECTRONICS

than 5 nm, this peak ceases to shift toward higher frequencies as for layers formed
at lower temperatures [18].

The general form of the spectra of ultrathin anodic oxides (formed at the
potentiostatic mode in a KNO3 –ethylene glycol solution) testifies to the fact that
an anodic oxide is less perfect than a thermal oxide. Specifically, the peak posi-
tion in the spectrum of an anodic oxide can vary from 1224 cm−1 for applied
voltage E = 4 V to 1231 cm−1 (at E = 30 V). For oxides of equal thickness,
the absorption band maximum of the anodic oxide is shifted to lower frequencies
relative to the thermal oxide. Figures 5.9a,b show that the variation of peak inten-
sity of the 1240-cm−1 band with anodization time t depends on the anodization
potential [22]. The anodization time at which the peak intensity and by extension
the thickness become independent of t is longer for higher E. For t = 20 min,
the peak intensity varies linearly with the anodization potential for potentials
less than 12 V; for longer anodization times, the region of linear dependence is
shifted toward higher potentials.

The dependences of the 1240-cm−1 peak position and the band FWHM on the
anodization potential E are presented in Fig. 5.9c. As seen, the peak frequency
increases and the FWHM decreases with increasing potential. For the absorption
band at 1160 cm−1, the frequency of the peak and the FWHM are practically
independent of E and t . The peak intensity of this band increases more weakly
with increasing E and t compared to the peak intensity of the band at 1240 cm−1

(see Fig. 5.9a).
Analogous results were obtained in the analysis of the TO mode absorption

[77]. The anodic oxide film thickness increased with applied voltage, the peak
position of the νTO band shifted from 1054 cm−1 (for the 1-nm oxide film) to
1061 cm−1 (for the 10-nm oxide film), and the FWHM decreased with the oxide
thickness.

The thickness of the anodic oxide layer obtained from a two-step applied
voltage (E = 1 V for 10 min and then E = 8 V for another 10 min) is that
of the anodic oxide grown at a constant potential E = 7 V over 20 min. But
in the IR absorption spectra of the oxide being grown with the two-step mode,
the 1240-cm−1 peak is at a higher frequency, the FWHM is less, and the ratio
Am1240/Am1160 is larger, indicating that this film is of higher quality than that
grown at a single voltage [22].

Ultrathin anodic SiO2 films grown under potentiostatic and galvanostatic con-
ditions were compared in Ref. [40]. For potentiostatic oxides relative to galvano-
static oxides of the same thickness, the maximum of the νTO band absorption
is observed at slightly higher frequencies (%ν = 2 cm−1) and is somewhat nar-
rower. For both types of films, the frequency of the maximum increases with
increasing film thickness, while the corresponding FWHM decreases. As-grown
11-nm-thick films of both types contain 3.8% OH from isolated silanol with an
absorption peak at 3650 cm−1 and 5.0% OH from H2O and/or associated silanol
with an absorption peak at 3300 cm−1. The empirical formula of the as-grown
anodic oxides is SiO1.93(OH)0.14 × 0.18H2O. Thermal annealing at a temperature
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Figure 5.9. (a) IR absorption spectra of anodic silicon oxide grown at t = 20 min and different
applied voltages: (1) 4 V; (2) 6 V; (3) 8 V, (4) 12 V; (5) 30 V; (6) 1 V, t = 10 min; 8 V, t = 10 min.
(b) Absorbance of 1240-cm−1 band (1, 2, 4, 7) and 1160-cm−1 band (3, 5, 6, 8) versus
anodization time t and anodization potential: (1, 3) 30 V; (2, 5) 8 V; (4, 6) 4 V at t = 20 min.
(c) (1, 2) Peak position and (3, 4) FWHM of 1240-cm−1 band versus anodization potential at
anodization times (1, 3) 60 and (2, 4) 20 min. Reprinted, by permission, from S. Kilchitskaya,
S. V. Litvinenko, V. A. Skryshevsky, V. I. Strikha, and V. P. Tolstoy, Poverhnost (Surface) 4, 99
(1987). Copyright  1987 Institute of Solid State Physics, Russian Academy of Science.

below 500◦C eliminates water and the associated silanol. At annealing tempera-
tures above 700◦C, the anodic oxide becomes stoichiometric.

Table 5.2 lists features of the absorption bands for oxides produced by var-
ious methods [22]. Assuming that high-quality oxide is indicated by the high
frequencies of the 1240-cm−1 peak (approaching bulk SiO2), low FWHM val-
ues, and high ratios Am1240/Am1160 (implying homogeneity), one can conclude
that the most perfect oxide is the thermal oxide and the most imperfect oxide is
the chemical one. Furthermore, the homogeneity of all the oxides improves as
their thickness increases. These conclusions are supported by data concerning the
effect of thickness on the composition for chemical and thermal silicon oxides
[84, 85] obtained by He+ backscattering and XPS.
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Table 5.2. Characteristics of IR absorption spectra of SiO2 layer obtained by various methods

N
Method of
Oxidation

Average
Thickness

(nm)
LO Peak
Position

FWHM
(cm−1)

Am1240/Am1160

Ratio

1 Chemical in H2O2 2.4 1217 50 1.1
2 Thermal at 600◦C

in ambient air
2.4 1220 66 1.3

3 Anodic in KNO3 2.4 1224 64 1.3
4 Thermal at 600◦C

with HCl
2.4 1243 40 1.9

5 Thermal at 600◦C
in ambient air

3.5 1242 50 1.7

6 Anodic KNO3 3.5 1231 56 1.9
7 Thermal at 600◦C

with HCl
3.5 1247 32 2.6

Reprinted, by permission, from S. Kilchitskaya, S. V. Litvinenko, V. A. Skryshevsky, V. I. Strikha,
and V. P. Tolstoy, Poverhnost (Surface) 4, 99 (1987). Copyright  1987 Institute of Solid State
Physics, Russian Academy of Science.

Native silicon oxide films (1.5 nm) were formed by dipping Si in solutions of
(a) ultrapure water with ozone O3, (b) NH4OH–H2O2 –H2O, and (c) H2O2 –H2O
and analyzed by ATR [86]. The chemical oxides all demonstrate some degree
of imperfection, as indicated by the frequency of the νLO band (1214, 1213, and
1173 cm−1 for films from solutions a, b, and c, respectively) (Fig. 5.10). The
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Figure 5.10. S-(dashed line) and p-(solid lines) polarized absorption spectra of native silicon
oxide formed by several methods. Reprinted, by permission, from T. Ohwaki, M. Takeda, and
Y. Takai, Jpn. J. Appl. Phys. 36, 5507 (1997). Copyright  1997 Publication Board of Japanese
Journal of Applied Physics.
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structure of the native oxide formed in O3 solution is closest to that of bulk SiO2

compared to the other oxides. A model in which the native oxides consist of
SiO2 and voids is presented.

Analysis of the νTO band indicated that a relatively low quality of native oxide
0.5–0.7 nm thick was formed by dipping in water. The asymmetric Si−O−Si
stretching peak is centered at 1014 cm−1 for samples immersed in H2

18O and at
1046 cm−1 for samples immersed in H2

16O [87].
A comparison has been made using IRRAS of chemical oxides formed by the

following solutions: H2SO4 –H2O2 (SPM), HNO3, NH4OH–H2O2 –H2O (SC1),
and HCl–H2O2 –H2O (SC2) [88]. The frequency of the νLO band for chemical
oxides formed in SPM (1220 cm−1) is the highest of these oxides; the others
have maxima at 1200 cm−1. The FWHM of the νLO band is smallest for the
oxide formed in SPM and largest for the oxide formed in SC2. It is concluded
that the chemical oxide formed in SPM resembles thin thermally oxidized SiO2

layers, whereas the oxide formed in SC2 have spectra that differ significantly
from the spectra of thermally oxidized SiO2 in terms of the parameters of the
νLO band.

The region of oxide restructuring near the interface with silicon was assessed
by IR transmission spectra of ultrathin layers of various thicknesses [18, 22, 49,
80, 89, 90]. It is evident that this interface region consists of a Si-rich oxide,
because of its resistance to HF etching [49]. The reconstruction of the silicon
crystal surface during the hydrogen treatment shifts the LO absorption band of
the native oxide 2.0–3.0 nm thick from 1230 to 1220 cm−1 [91]. The thermally
grown oxide–Si interface appears to extend up to 5 nm, as determined by the shift
in the 1250-cm−1 peak (Fig. 5.8) [22]. However, the actual spatial distribution
of frequencies generated by this region may be much narrower, because the
IR absorption occurs in a heterogeneous medium. The absorbance A, which is
measured experimentally, can be written as [18]

A = log

[
exp

(∑
i

k%x

1 + [2(ν − νi)/%ν]2

)]
(5.10)

Here, the oxide layer is subdivided into i slices of thickness %x. A Lorentzian
peak of absorption centered at νi with a FWHM of %ν is associated with each
of the i slices. The fitting and deconvolution of the measured peak shifts as
a function of oxide thickness [Eq. (5.10)] indicated that the region in which
the stoichiometry varied from SiO2 was less than 1.6 nm thick for the thermal
oxide–Si interface [18, 49]. Since both the νTO and νLO bands have the same
thickness dependence, the peak shifts are attributed to changes in stoichiometry
and not to any stress or increased density [18].

These results are in good agreement with the data obtained by Auger elec-
tron spectroscopy (AES), secondary ion mass spectrometry (SIMS), Rutherford
backscattering (RBS), and XPS [82, 83, 92, 93], which indicate the presence of
a nonstoichiometric SiO2 layer 0.2–4 nm thick between the Si and SiO2. The
model suggested in Ref. [93] describes the Si–SiO2 interface as consisting of the
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Figure 5.11. Population probability of suboxide structure SiOx. Reprinted, by permission, from
H. Ono, T. Ikarashi, K. Ando, and T. Kitano, J. Appl. Phys. 84 6064 (1998). Copyright  1998
American Institute of Physics.

Si matrix, the Si disordered surface region, and the regions of structurally rear-
ranged SiOx (x varies from x = 0 for Si to x = 2 for SiO2), highly disordered
SiO2, and regular amorphous SiO2. Population probabilities of suboxide structure
SiOx calculated from the multilayer interface model are shown in Fig. 5.11 [49].

5.4. SILICON NITRIDE, OXYNITRIDE, AND CARBON NITRIDE LAYERS

Stoichiometric and hydrogenated amorphous silicon nitrides (Si3N4, and a-
SiNx :H, respectively) have many uses in the microelectronics industry, such as to
passivate various capless devices and to act as a diffusion barrier against species
such as H2O or Na+. Silicon nitride is also employed as a diffusion barrier in
selective silicon oxidation (because of the low oxidation rate) and as an interlayer
insulator material [2].

The CVD of silicon nitride can be obtained in several ways, including from
the reaction between silane and ammonia (3SiH4 + 4NH3 → Si3N4 + 12H2) at
atmospheric pressure and temperatures between 300 and 700◦C and the reaction
of dichlorsilane with ammonia (3SiCl2H2 + 4NH3 → Si3N4 + 6HCl + 6H2) at
reduced pressures and temperatures between 700 and 800◦C. PECVD enables
one to manufacture the layers at very low substrate temperatures (100–400◦C).
For this purpose, one uses the reaction of silane with ammonia in an Ar+
plasma (SiH4 + NH3 → SiNH + 3H2) or silane injection into a nitrogen dis-
charge (2SiH4 + N2 → 2SiNH + 3H2). The CVD layers were found to contain
10–35 at. % of hydrogen [2].

Features of the resulting layers such as the density, the specific resistance,
the breakdown voltage, the band gap, the etching rate, and the permittivity can
be correlated to their chemical composition, which is dictated by the deposition
conditions. For example, silicon nitride deposited at low ratios of ammonia to
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dichlorsilane contains a high concentration of silicon atoms, which undermines
the dielectrical properties of the layer. The presence of oxygen in the layer gives
rise to an increase in the etching rate. An increase in the Si/H ratio lowers the
resistance appreciably. Deposition at high temperatures can lead to the formation
of crystalline phases [2]. One can control the deposition process by varying the
temperature and pressure in the reactor, the precursor concentrations, and, in the
case of CVD deposition, the frequency and power of the discharge, the geometry
of the reactor, the partial pressures of the reactants, the substrate temperature,
and the pumping rate.

IR spectroscopy is convenient for the analysis of the chemical composition of
silicon nitride layers. A typical IR transmission spectrum of a low-temperature
CVD film is presented in Fig. 5.12 [94]; the peak positions and their assign-
ment are shown in Table 5.3. Thin films deposited at low temperatures are rich
in both nitrogen and hydrogen and exhibit only Si−N stretching (850 cm−1),
N−H stretching (3330 cm−1), Si−H stretching (2180 cm−1), and N−H bend-
ing (1150 cm−1) absorption peaks (Fig. 5.12). The observation of the additional
peaks listed in Table 5.3 depends strongly on the deposition conditions.

Silicon oxynitride (SiOxNy) films exhibit properties that fall somewhere
between those of SiO2 and those of Si3N4 films and have diverse applications in
microelectronics. The oxynitride layers can be obtained if nitrogen oxide (N2O)
is involved in the reaction of silane with ammonia [108, 109, 117–119], when
silicon nitride is deposited onto an oxidized silicon substrate (silicon dioxide
nitrification is incomplete at 800◦C [100, 107]), or upon addition of gaseous
oxygen during the CVD of silicon nitride [64, 100, 104, 120].

In the IRRAS spectra of the SiNO layers one can observe a broad peak
between 840 and 1100 cm−1 (Fig. 5.13) [110], whose maximum shifts from 1080
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Figure 5.12. IR transmission spectrum of thin silicon nitride film produced by CVD of SiH4 + N2
at 65◦C. Reprinted, by permission, from T. Inukai and K. Ono, Jpn. J. Appl. Phys. 33, 2593
(1994). Copyright  1994 Publication Board of Japanese Journal of Applied Physics.
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Table 5.3. Absorption peaks of silicon nitride

Peak Position
(cm−1) Peak Assignment References

450–462 Si−N wagging 96–98
800–900 TO Si−N stretching 64, 94–114

(asymmetric)
1100 LO Si−N stretching 95, 98
1150–1200 N−H bending 94, 111, 113, 114
1550 N−H2 bending 114, 115
2000–2260 Si−H stretching 94, 96, 103, 110, 112–114, 116
3300–3400 N−H stretching 94, 96, 98, 103, 109–114, 116
3445 N−H2 stretching 115
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Figure 5.13. The p-polarized IRRAS spectra at 70◦ of various SiOxNy thin films on Si wafer.
Refractive indices are shown on right of spectra; Rp of bare silicon wafer in p-polarization is
used as references. Reprinted, by permission, from M. Firon, C. Bonnelle, and A. Mayeux, J.
Vac. Sci. Technol. A 14, 2488 (1996). Copyright  1996 American Vacuum Society.

to 840 cm−1 as the oxygen content is reduced [98, 110, 121]. When the layer is a
composite of SiO2 and Si3N4, two well-resolved absorption peaks corresponding
to the vibrations of the Si−O (1080 cm−1) and Si−N (840 cm−1) bonds appear in
the spectral region of 400–1500 cm−1 [99, 108, 109]. In addition, with increased
oxygen content, the peaks corresponding to the vibrations of the N−H, and
Si−H bonds shift from 3340 cm−1 (Si3N4) to 3375 cm−1 (SiNO), and from
2170 to 2205 cm−1, respectively [98, 118]. The peaks of the Si−O bending
(810 cm−1) and Si−O rocking (450 cm−1), are also observed in the spectra of
SiNO layers [97, 98, 116].
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The peak intensity of the 840 cm−1 band was found to vary linearly with the
layer thickness [100]. This effect can be utilized to monitor the thickness of a
silicon nitride layer being used as a mask. The oxidation of CVD silicon nitride
during its annealing in oxygen is studied in Ref. [64] for layers deposited under
different conditions. The IR absorption spectra measured in p-polarized radiation
at ϕ = 75◦ of the Si3N4 (140 nm)/SiO2 (30 nm)/Si structure, formed under dif-
ferent deposition conditions (M = 1.6–4.6, whereM = (4% SiH4 + 96% Ar+)/
NH3) are presented in Fig. 5.14. The general shape of the spectra, and the pro-
nounced absorption bands at 1250 cm−1 and 1070 cm−1 (SiO2), and the broad
band at 870 cm−1 (Si3N4) confirm that the layers contain SiO2, and Si3N4. High-
temperature annealing in wet oxygen leads to an increase in the intensities of the
absorption bands of SiO2, and a reduction in the intensity of the Si3N4 absorption
band, as well as the appearance of structural peculiarities in the band at 870 cm−1

due to the formation of the crystalline phase of Si3N4.
Variation of M can affect the absorption spectra substantially. Although the

thickness of the SiO2 layer as determined by the 1250 cm−1 peak absorption is
virtually independent of M prior to the annealing, the annealing process causes
a considerable increase in thickness for all values of M , excepting the narrow
range of M = 3.1–3.3 (Fig. 5.15). For these values of M , the intensity of the
band corresponding to the Si−O stretches in the 1200–1250 cm−1 range does
not vary significantly (Fig. 5.14). The intensity of the Si3N4 absorption band
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Figure 5.14. IR absorption spectra of Si3N4 (140 nm)–SiO2 (30 nm)–Si structure after annealing
at 1050◦C for 5 h in wet oxygen at M = (4% SiH4 + 96% Ar)/NH3: (1) 4.6, (2) 2.5, (3) 1.6,
(4) 4.5, (5) 3.0, (6) 3.3, and (7) without annealing at M = 3.0. Reprinted, by permission,
from Yu. A. Averkin, N. K. Karmadonov, V. A. Skryshevsky, V. I. Strikha, and A. V. Kharlamov,
Ukrainian J. Phys. 34, 1817, (1989). Copyright  1989 Institute of Theoretical Physics, National
Academy of Science of Ukraine.
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after annealing remains practically unchanged for values of M = 3.1–3.3 and
decreases appreciably for M > 3.3 and M < 3.1. This may arise because at
M ≈ 3.1 the composition of the layers is closest to the stoichiometric composition
(with the maximum refractive index n = 2.1 [99]). Deviation from this value of
M (M > 3.3 orM < 3.1) leads to an increase in the rate of growth and a decrease
in its refractive index n, implying that the NH3 content is no longer optimal for
SiH4 decomposition. These layers are easily oxidized during thermal annealing
in oxygen (Fig. 5.15) [64]. Applying IR absorption spectroscopy enables one to
resolve the relative contributions of SiO2 and Si3N4 to the total layer thickness
over a range of M values.

The integral of the extinction coefficient at 3330 cm−1 was shown to vary
approximately linearly with hydrogen content [94], and the absorption at 840 cm−1

depends linearly on the value of x in SiNx [95, 96]:

NN = xNSi = AIN (5.11)

where the integration IN = ∫
α(ν) dν/ν is carried out over the whole absorption

band. Here, α(ν) is the extinction coefficient at 840 cm−1, A = (6.3–9.2)×
1018 cm−1, and NN and NSi are the concentrations of nitrogen and silicon atoms
(it is assumed that NSi = 5 × 1022 cm−3 = const).

The band shapes in the spectra of amorphous nitride layers have been inves-
tigated [95, 100, 102, 105]. The band ascribed to Si−N stretching is the super-
position of three Gaussian components with frequencies 750, 840, and 960 cm−1

[95] and that of the Si−H bond is the superposition of two Gaussian components
with frequencies 2000 and 2100 cm−1 [102]. The shape of the absorption bands
of the SiNx :H films has been found to depend on x. The band at 2000 cm−1

appears in spectra of layers with x < 0.4 and corresponds to Si−H stretching,
as in the spectra of a-Si:H. Upon the formation of SiNx :H, the SiH band in the
spectrum shifts from 2000 to 2080–2090 cm−1. In the case of a-Si:H layers, the
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multihydrides SiH2, and SiH3 are responsible for absorption at these frequencies.
The replacement of Si in a-SiNx :H films by the more electronegative atom of
N leads to a larger band shift than in the case of a-Si:H. Only one Gaussian
component with a maximum at 2100 cm−1 is observed for x > 0.4.

For x ≤ 0.5, absorption at 750 and 840 cm−1 is observed, corresponding to the
vibrations of Si−N bonds. The maxima are independent of x. As x increases, the
intensity of the band at 750 cm−1 decreases rapidly, whereas the intensity of
the bands at 840 and 2100 cm−1 increases. Therefore, the band at 750 cm−1 is
attributed to isolated Si−N bonds surrounded by Si atoms. The bands at 840 and
2100 cm−1 can be attributed to N−Si−H groups in which the Si is surrounded by
one H atom and one N atom. The behavior of these bands indicates an increase
in the number of N−Si−H bonds with increasing x up to 0.5.

For x > 0.5, bands at 840, 960, and 2100 cm−1 are observed. The band at
960 cm−1 arises when x = 0.5; peaks at 960 and 2100 cm−1 shift toward higher
frequencies with increasing x (the band at 2100 cm−1 shifts to 2200 cm−1 at
x > 1.0). As x increases, the intensities of the bands at 840 and 960 cm−1

increase, whereas the intensity of the band at 2100 cm−1 decreases. The behavior
of these bands points to further restructuring due to the replacement of the H
and Si atoms embedded at the Si site of the N−Si−H bond by N atoms. As
the result, the band at 840 cm−1 can be assigned to the Si−N−Si−Nm−, and
N−Si−Si−Nm−bonds. In this case, the bands at 960 and 2100 cm−1 are ascribed
to the Nm−Si−H−bonds, with higher values of m leading to higher frequencies.

Interest in carbon nitride films was first stimulated by theoretical studies of a
solid analogous with β-S3N4. However, C3N4 has also attracted attention due to
its application in microelectronics as a barrier against corrosion and general wear.
In the FTIR analysis containing different quantities of nitrogen [122–124], the
IR spectra of CNx films show absorption bands at 1350, 1500, and 2200 cm−1,
corresponding to C−N, C=N, and C≡N stretching modes, respectively [124].

5.5. AMORPHOUS HYDROGENATED FILMS

5.5.1. a-Si:H Films

Using advanced thin a-Si:H film processing technology, modern microelectron-
ics industry has developed a number of electronic devices such as solar cells,
thin-film field-effect transistors (FETs), visible light-emitting diodes (LEDs), and
color detectors [125–128]. Methods of a-Si:H film production include the decom-
position of silane in a glow discharge plasma in the presence of doping gases,
reactive silicon sputtering, and CVD followed by hydrogenization [125].

The structure of amorphous semiconductors such a-Si with tetrahedral geom-
etry is characterized by high rigidity accompanied by topological disorder. This
leads to such defects as dangling bonds, which form defect states in the band
gap. Hydrogen atoms incorporated into a-Si saturate the silicon dangling bonds,
decreasing the density of defect states in the gap and reducing the structural
disorder. Consequently, the presence of hydrogen is crucial in improving the
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electrical and optical properties of a-Si:H [125,127,129]. Irrespective of the syn-
thesis method, materials with acceptable electronic properties contain by necessity
between 2 and 16 at. % hydrogen, and in films its content can exceed 50% [125].
It is generally accepted that the total or partial loss of hydrogen leads to the
appearance of defects and the deterioration of the electronic properties.

The chemical activity of hydrogen depends not only on the hydrogen con-
centration but also on such parameters as the substrate temperature, the dis-
charge input power, the proportion of the precursors, and the rate of their flow.
Information about hydrogen inclusion is important, because even the type of
hydrogen bonding can determine the electrophysical parameters of the films
[125, 130–135]. It is known that hydrogen can form mono-, di-, and trihy-
dride bonds as well as different polymeric configurations [SiH, SiH2, SiH3,
(SiH2)n]. The presence of Si−H bonds indicates saturation of dangling bonds
in the material, whereas the polymeric complexes correspond to recombination
or association centers that increase the degree of disorder in the lattice struc-
ture, leading to a decrease in the photocarrier mobility and general electrical
quality [125, 130, 131].

IR absorption spectroscopy of a-Si:H and its alloys has been applied to
optimize the deposition parameters and produce a-Si:H films with low defect
density (<1016 cm−3) [125, 126, 129, 132–145]. This can be achieved at
deposition temperatures ranging from 150 to 300◦C under standard optimized
plasma conditions — pure silane, low deposition rates (0.1 nm·s−1), low gas
pressures (3–10 Pa), and low power (10 mW·cm−2) [129].

The IR absorption spectra of several a-Si:H films are shown in Fig. 5.16 [129].
The standard a-Si:H film displays three characteristic IR absorption regions:
(1) the stretching absorption band that can be resolved into two Gaussian com-
ponents centered at 2000 cm−1 (SiH) and 2080 cm−1 (SiH2), (2) bending mode
bands at 840 and 880 cm−1, and (3) a wagging mode at 630 cm−1 (Fig. 5.16).
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Figure 5.16. Typical IR absorption spectra of PECVD a-Si:H film obtained in pure silane at
several substrate temperatures: (1) 50, (2) 100, and (3) 250◦C. Reprinted, by permission, from
K. Zellama, L. Chahed, P. Sladek, M. L. Theye, J. H. von Bardeleben, and P. Roca i Cabarrocas,
Phys. Rev. B 53, 3804 (1996). Copyright  1996 American Physical Society.
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The injection of additional hydrogen atoms leads to changes in the spectra;
specifically the stretching vibrations are shifted from 2000 cm−1 (SiH) to
2080 cm−1 (SiH2) and 2140 cm−1 [SiH3 or (SiH2)n]. This effect is thought
to be connected with an increase in the electronegativity of the SiH groups,
since the stretching vibration frequencies depend linearly on the sum of the
electronegativities of the molecular groups [125]. When a second H atom is joined
to the SiH group, an absorption caused by the bending vibration (880 cm−1,
SiH2) arises. In polysilane chains, the SiH2 vibrations give rise to a doublet at
880 and 840 cm−1. The doublet position can differ for different configurations
of the polysilane chains. Films characterized by an absorption spectrum of the
polysilane type have a columnar structure and consist of two phases: one of
a-Si:H with 5–10 at. % H2 and the other of polysilane.

The hydrogen concentration in hydrogenated amorphous films is often deter-
mined from the IR transmission spectra [145–148]. The spectra are fitted with a
single Gaussian for each mode αi(ν). Then, the integral absorption coefficient Ii
is defined by

Ii =
∫
αi(ν) dν

ν
, (5.12)

where the integral is taken over the spectral region centered at the band frequency.
The concentration of Si−H bonds Ni in the mode i is proportional to Ii :

Ni = AiIi, (5.13)

where Ai is a proportionality constant for mode i. If the Si−H unit is consid-
ered as a harmonic oscillating dipole embedded in a solid, one can write the
proportionality constant Ai as [144, 149]

Ai = cnνiµ

(4π2 e∗2
i )

(cm−2), (5.14)

where c is the velocity of light, n is the refractive index, µ is the reduced mass,
νi is the frequency of mode i, and e∗i is the effective charge or the oscillator
strength of the dipole.

The following proportionality constants were reported [148]: A640 = 2.1 ×
1019 cm−2, A2000 = 9 × 1019 cm−2, and A2080 = 2.2 × 1020 cm−2. This allows
one to estimate the total bound hydrogen content CH from the wagging band at
640 cm−1, the concentration CH1 of hydrogen bound as isolated monohydride
groups SiH contributing to the 2000-cm−1 band, and the concentration CH2 of
SiH2 that contributes to the 2080-cm−1 band.

For PECVD a-Si:H films, the total hydrogen content decreases with increasing
substrate temperature. Increasing the annealing temperature from 50 to 500◦C
results in a decrease of the total bound hydrogen content CH and the concentration
CH1 of hydrogen bound as isolated monohydride groups [129]. The optical gap
of a-Si:H and the optical defect density in the gap increase monotonically as
functions of the SiH2 content [145].
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The accuracy of determining the hydrogen content from IR absorption spectra
can be undermined in several ways. For example, light-induced degradation of
photoconductivity of weakly doped films and alloys of amorphous hydrogenated
silicon, known as the Staebler–Wronski effect [135], is clearly observed upon
illumination by radiation with energy hν > 1.17 eV over several hundreds of
hours [150]. Usually, the formation of dangling bonds when weak Si−Si bonds
are broken as a result of the nonradiative recombination of an electron–hole
pair in the tails of the conductivity and valence bands is responsible for the
effect [133, 151].

The mechanism has not been completely elucidated, and it has been established
that this effect is not necessarily connected with hydrogen effusion from the
film. The change observed in the IR spectra in the Si−H absorption region after
extended illumination is considerable. For example, illumination by a 16 AM1†

solar spectrum over 400 h decreases the absorption coefficient in the 2000–2100-
cm−1 region by a factor of 1.5, although subsequent thermal annealing restores
it to its initial value [133].

The dependence of IR transmission of the a-Si:H films on electron beam
irradiation was studied [38]. The results obtained show that for films produced
by SiH4 decomposition in a high-frequency plasma, an extended irradiation period
(90–120 min) leads to an increase in the absorption of 10–15% in the region
corresponding to SiH and SiH2 stretching modes for a substrate temperature
T = 380◦C and 30% for a substrate temperature of 280◦C. On the basis of the
correlation between the absorption coefficient in this spectral region, the spin
density caused by the dangling bonds, and the photoconductivity [133, 152], one
can conclude that “soft” electron irradiation restores the “weak” Si−Si bonds (as
does the thermal annealing), and the hydrogen concentration in the films remains
unchanged. Hydrogen effusion takes place at annealing temperatures >350◦C
[130]. The transformation of IRRAS spectra of a-Si:H films after thermal CO2

laser treatment is presented in Fig. 5.17 [153].
It has been suggested that, because IR absorption spectra depend on the local

electric fields created by defects in the material, the hydrogen content deter-
mination from the IR spectra can be in error by about 50% [154]. However,
IR spectroscopy is irreplaceable in determining the coordination of hydrogen
in films, which, as noted above, determines the electrophysical parameters and
characteristics of devices made on the basis of these films.

The problem of a-Si:H oxidation was considered in a number of works
[155–159]. Production of MIS structures based on a-Si:H films precludes
the application of thermal oxidation, as hydrogen effusion occurs at the high
temperatures necessary for the thermal growth of an oxide. Therefore, low-
temperature methods of SiO2 deposition, namely anodic and chemical oxidation,
are employed [125, 154, 155, 160, 161].

The spectrum of superthin anodic silicon oxide grown on an a-Si:H surface in
an ethylene glycol solution of KNO3 (0.04 mol·L−1) with additional illumination

† AM1 = 1 atmosphere mass.



5.5. AMORPHOUS HYDROGENATED FILMS 443

2

3

1

2

3

1

Wavenumber, cm−1 
2400 1800 700 600 500

Tr
an

sm
itt

an
ce

, % 70

70

60

50

70

40

Figure 5.17. IR transmission spectra of a-Si:H film (1) before and (2) after 3 s and (3) 10 s
annealing by CO2 laser (λ = 10.6 µm, p = 100 W · cm−2). Reprinted, by permission, from
H. Gleskova, V. V. Ilchenko, V. A. Skryshevsky, and V. I. Strikha, Czech J. Phys. 43, 169 (1993).
Copyright  1993 Czech Journal of Physics.
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from an incandescent lamp is presented in Fig. 5.18 [161]. The analysis of the
absorption band arising from the stretching vibrations of the Si−O bonds showed
that with an increase in the oxide thickness from 1.5 to 7.2 nm, the position of the
band maximum shifts from 1225 to 1232 cm−1, and the FWHM decreases from
56 to 48 cm−1. But, unlike spectra of the anodic oxides on the c-Si wafer, the
intensity of the band at 1160 cm−1 increases with increasing SiO2 thickness to a
greater extent than the intensity of the 1230-cm−1 band. This may be explained
by some peculiarities associated with the a-Si:H oxidation process. First, the



444 INFRARED SPECTROSCOPY OF THIN LAYERS IN SILICON MICROELECTRONICS

dangling bonds in a-Si:H easily capture oxygen, and so the oxidation rate of a-
Si:H is enhanced [157]; second, diffusion of oxygen into an amorphous material
is rapid. Therefore, in contrast to c-Si, a-Si:H oxidation can also occur inside the
film [158, 159].

5.5.2. a-SiGe:H

Alloying of a-Si:H with germanium is a convenient method to modify the energy
band gap (from 1.7 to 1.0 eV) for specific applications [141]. The hydrogenated
amorphous silicon–germanium alloy (a-SiGe:H) is especially suitable for appli-
cation in terrestrial cascade solar cells, because the low band gap of a-Si1−xGex :H
adjacent to an a-Si:H layer can collect both low- and high-energy photons.

Figure 5.19 shows IR absorption spectra of a-SiGe:H films deposited on a Si
substrate by a glow discharge in a mixture of GeH4 + SiH4 + H2 with various
values of Xg = GeH4/(GeH4 + SiH4) [126]. As Xg changes from 0 to 1, the
peaks of the Si−H stretching mode at 2090 and 2000 cm−1 are replaced by
peaks at 1980 and 1890 cm−1, corresponding to the stretching modes of Ge−H
[147]. If Xg increases from 0 to 0.2, the peaks of the (SiH2)n bending modes at
890 and 845 cm−1 increase. However, as Xg increases further, these two peaks
are gradually replaced by the peaks of the Ge−H bending vibrations at 830 and
760 cm−1 [126, 147], and the Si−H wagging mode at 640 cm−1 is gradually
replaced by the Ge−H wagging mode at 570 cm−1 (Fig. 5.19). The quantity of
bound H in a-SiGe:H films can be calculated by integrating the absorption peak of
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Figure 5.19. IR absorption of a-SiGe:H deposited at Ts = 200◦C for various values of
Xg = GeH4/(GeH4 + SiH4). Reprinted, by permission, from Y.-P. Chou and S.-C. Lee, J. Appl.
Phys. 83, 4111 (1998). Copyright  1998 American Institute of Physics.
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Si−H and Ge−H wagging modes (630 and 570 cm−1) on the basis of Eq. (5.13)
using calibration factors given in Refs. [141, 147, 162]. For the Ge−H bond, the
proportionality constant Ai = 1.1 × 1019 cm−2.

The IR absorption spectra of oxidized a-SiGe:H films depend strongly on both
the Ge content in the film and the oxidation conditions. With high GeH4 concen-
trations during deposition, the resulting films have a tendency to rapid oxidation
under atmospheric conditions, after which they will exhibit the absorption of
GeO−H and SiO−H stretching modes (the broad peak at 2800–3700 cm−1).
With higher Xg values, the O2Si−H and O3Si−H stretching bands (at 2145 and
2245 cm−1, respectively) are replaced by the O2Ge−H and O3Ge−H stretching
bands (at 2025 and 2055 cm−1, respectively). The bands of O2Si−H2 bend-
ing (930 and 975 cm−1), O3Si−H bending (830 cm−1), Si−O−Si bending and
stretching (820 and 1010 cm−1, respectively), Ge−O−Ge stretching (870 cm−1),
and Ge−O stretching (760 cm−1) are also observed [126].

5.5.3. a-SiC:H Films
Devices based on a-SiC:H have certain advantages over other semiconductor
materials in a number of applications in optoelectronics, such as thin-film light-
emitting diodes, coatings for laser facets, and a broadband window material for
amorphous solar cells [163–165]. These applications exploit the fact that the
optical energy gap and the refractive index of the films can be varied by changing
their chemical composition.

IR spectroscopy has been applied to study the structural properties of a-
Si1−xCx :H films prepared by magnetron or RF sputtering and the CVD technique
[163-170]. Table 5.4 lists peak assignments for spectra of films with various
carbon contents.

The IR absorption spectra of CVD films obtained at various proportions of
silane and methane, as defined by X = 100 × SiH4/(SiH4 + CH4), are shown in

Table 5.4. Peak assignments of a-Si1−xCx:H

Peak Position
(cm−1) Peak Assignment References

640–650 SiHn wagging 166–169
760–800 SiC stretching 163, 166–169
845 SiH2 rocking 166
880–900 SiH2 scissors 166, 167, 169
950–960 Si−CHn wagging and rocking 163, 166, 169
980–1000 CHn wagging and/or rocking 166, 167
1200–1500 CHn, Si(CH3), C(CH3) 163, 170, 171

bending and scissors
1500–1600 C−C stretching 163, 171
2000 SiH stretching 163, 164, 167–170
2080 SiH2 stretching 163, 164, 167–170
2090–2150 C−SiH stretching 169
2800–2900 CHn stretching 163–167, 170



446 INFRARED SPECTROSCOPY OF THIN LAYERS IN SILICON MICROELECTRONICS

SiH2

SiH2

SiHSiH

Si-CH3
C-Si-H

x =100

x =37.5

x =16.0

x =10.0

x = 0.35

x = 0.17

100

100

100

100

100

60

40
1500 1000

80

2000 500

Wavenumber, cm−1

Tr
an

sm
itt

an
ce

, %

Figure 5.20. IR absorption spectra of a-SiC:H as function of silane fraction X = SiH4/(SiH4
+ CH4)× 100% in gas mixture. Reprinted, by permission, from A. S. Kumbhar, D. M. Bhusari,
and S. T. Kshirsagar, Appl. Phys. Lett. 66, 1741 (1995). Copyright  1995 American Institute of
Physics.

Fig. 5.20 [169]. One can see that with a decrease in X, the spectrum evolves from
that of a-Si:H to that of a-Si1−xCx :H as the SiC stretching band shifts from 760
to 800 cm−1 and becomes more asymmetric in the higher frequency region and
the Si−H stretching absorption peak shifts from 2000 cm−1 (as in pure a-Si:H)
to 2090 cm−1 (as in an a-SiC:H alloy). The gradual shift of the Si−H stretching
absorption band may be a result of the induction effect as the number of (more
electronegative) carbon atoms attached to Si−H increases [149]. Variations in
the IR absorption spectra are accompanied by the growth of the optical band
gap from 1.7 eV (pure a-Si:H) to 2.6 eV (a-Si1−xCx :H alloy with X = 0.17)
[169]. The carbon content in the film can be calculated from the SiC stretching
absorption band at 760 cm−1 by using Eqs. (5.13) and (5.14) and the coefficient
Ai = 2.1 × 1019 cm−2 [171].

5.6. FILMS OF AMORPHOUS CARBON, BORON NITRIDE,
AND BORON CARBIDE

5.6.1. Diamondlike Carbon

The two crystalline forms of carbon are diamond, which has a tetrahedrally
bonded sp3 configuration, and graphite, which has a trigonally bonded sp2 con-
figuration. The various forms of noncrystalline carbon, such as hard and soft
forms of hydrogenated amorphous carbon a-C:H, can be considered as hybrids of
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graphite, diamond, and polyethylene (CH2)n. Diamondlike carbon (DLC) films
are metastable amorphous materials containing a mixture of sp3 and sp2 and
sometimes sp1 coordinated carbon atoms in a disordered network [172]. DLC
films are often deposited by CVD using a dilute mixture of hydrocarbons (often
including methane) [173]. These films have excellent potential in industrial appli-
cations such as hard protective coatings, electric insulators, passivation layers,
and antireflection coatings in silicon solar cells [174, 175].

Depending on the precursors and the deposition technique, DLC films may
contain hydrogen in amounts ranging from 10 to 60%. The hydrogen content
determines the film structure and is responsible for the wide optical gap, the high
electrical resistance, and the passivation of dangling bonds in amorphous material
[172, 176]. IR spectroscopy has been applied to study the hydrogen and carbon
contents and their optimal configuration in DLC films [172–174, 177–183].

The IR absorption spectrum of a typical DLC film is shown in Fig. 5.21 [173],
and the relevant absorption peaks are assigned in Table 5.5. All DLC films show
a characteristic absorption in the two-phonon range of 1300–2700 cm−1; DLC
films containing defects display an additional absorption band in the symmetry-
forbidden one-phonon region below 1350 cm−1 and another band between 2750
and 3300 cm−1 (C−H stretching region) [173]. The C−H absorption region is
typical for CVD films, and the C−N absorption region is commonly observed in
spectra of DLC films grown by CVD using a gaseous mixture of hydrocarbons
and nitrogen as precursors [174, 179].

The CH stretching region (2750–3300 cm−1) gives information about the
hydrogen bound to carbon and impurity atoms. The concentration of bound
hydrogen in films can be calculated from the CHx stretching band in the region
of 2800–3000 cm−1 using the method of integral CHx peak absorption [180]:

N = A

2900d

∫
α(ν) dν, (5.15)
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Figure 5.21. IR absorption spectrum of DLC films obtained by CVD. Reprinted, by permission,
from K. M. McNamara, B. E. Williams, K. K. Gleason, and B. E. Scruggs, J. Appl. Phys. 76,
2466 (1994). Copyright  1994 American Institute of Physics.
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Table 5.5. Assignments of peaks of DLC films

Peak Position
(cm−1) Peak Assignment References

1030 O−CH3 deformation 173
1130–1150 O−CH3 rocking 173
1220 C−N stretching 173
1250 C−N nitrogen-vacancy pair 173
1370 N−CH3scissor 173

sp3 C−CH3 deformation 172
sp3 CH 182

1420 CH3 bending 174
1450 sp3 C−CH3 deformation 172

N−CH3, O−CH3 deformation 173
sp3 CH2 scissor 173, 182

1500–1580 C=C aromatic stretching 173, 182
1600–1620 C=C olefinic stretching 174, 182

C=C isolated stretching 173
C=N stretching 174

1740 C=O stretching 172, 173
2100 C≡C isonitrile group 172, 179
2200 C≡N stretching 174
2850 sp3 CH2 172, 173, 180, 182
2880 sp3 CH3 172, 173, 179, 180, 182
2920 sp3 CH2, sp3 CH 172, 173, 180, 182
2960 sp3 CH3 172, 173, 180, 182
2980 sp2 CH2 172, 173
3025 sp2 CH 172, 173
3085 sp2 CH2 173
3350 N−H stretching 174, 179

where N is the hydrogen density (cm−3), α is the wavelength-dependent absor-
bance, A is a constant determined from a paraffin standard to be 7 × 1020 cm−2,
d is the film thickness, and the integral is taken over the 2800–3000-cm−1

range [184].
The frequencies of the C−H bond modes are shifted slightly, which allows

one to distinguish between sp3 and sp2 configurations [173]. Some diamond
films contain hydrogen bound to sp2 carbon, while in other films the sp2 car-
bon is below the detection limit [180]. The sp3 → sp2 → sp1 → sp2 (aromatic)
transformation of carbon was studied by FTIR [181]. It was shown that this
transformation correlates with the release of hydrogen from the films during
bombardment by various ionic species.

5.6.2. Boron Nitride and Carbide Films

Like carbon, boron nitride (BN) exists in two main crystalline structures, a
hexagonal structure (h-BN) and a cubic zinc blend structure (c-BN). The c-BN is
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the second hardest known material and hence offers itself for numerous possible
applications in the microelectronics industry, due to its extremely large bandgap,
low conductivity, high dielectric constant, and high chemical inertness even at a
high temperatures; in addition, it represents an ideal cutting-tool material. Hexag-
onal BN has also been used for insulating layers in optical devices and high-
temperature electronics. Thin films of BN have been produced by different tech-
niques, including sputtering, evaporation, and plasma-assisted CVD [185–187].
CVD at low substrate temperatures (T < 400◦C) results in the growth of h-BN
exclusively, whereas a thin film of c-BN can be deposited at T > 500◦C [188].
The IR absorption spectra of various forms of BN have been studied [185–191].

The IR transmission spectra of c-BN and h-BN films deposited by CVD on a
Si substrate [188] are shown in Fig. 5.22. The TO stretching peak at 1383 cm−1

and the bond-bending peak at 770 cm−1 dominate the h-BN spectrum. The TO
stretching band at 1055 cm−1 arises from the c-BN phase (Table 5.6). For films
deposited on a Si wafer, the presence in the IR spectra of SiO2 absorption
(1080 cm−1) near the c-BN peak must be taken into account when estimat-
ing the c-BN content in the film [188, 190]. The amorphous hydrogenated boron
nitride grown by CVD at low temperatures (T < 250◦C) exhibits three absorption
peaks: 1371 cm−1 (a-B:H) and 1263 and 1505 cm−1 (a-B:N) [187]. The TO–LO
splitting of BN absorption spectra was studied by polarized IRRAS [189]. It
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Figure 5.22. IR transmission spectra of h-BN and c-BN CVD films on Si substrates. Reprinted,
by permission, from D. H. Berns and M. A. Cappelli, Appl. Phys. Lett. 68, 2711 (1996). Copyright
 1996 American Institute of Physics.

Table 5.6. Assignments of peaks of BN

Peak Position
(cm−1) Peak Assignment References

760–800 h-BN bending 185, 186, 188, 189
1364–1400 h-BN stretching (TO) 185, 186, 188, 189
1600 h-BN stretching (LO) 189
1055–1110 c-BN stretching (TO) 186, 188–191
1300 c-BN stretching (LO) 189
1263–1350 a-B:N 187, 189
1505–1550 a-B:N 187, 189
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should be noted that the position of BN absorption peaks depends strongly on
the deposition parameters (Table 5.6).

Amorphous hydrogenated boron carbide (a-B:C:H) was first grown as a p-type
doped amorphous hydrogenated carbon (a-C:H). This material has become an
important industrial wear-resistant coating that is widely used to protect computer
hard disks from damage due to crashing magnetic heads. The IR absorption
spectra of a-B:C:H deposited by plasma onto a Si substrate show a broad peak
near 1300 cm−1 due to boron icosahedra [192]. Lower carbon concentrations
cause a slight red shift from 1333 to 1295 cm−1. Weaker peaks at 2930 and
2560 cm−1 are due to the stretching modes of C−H and B−H bonds, respectively.

5.7. POROUS SILICON LAYERS

Light-emitting devices are currently manufactured using expensive A3B5 direct
gap semiconductors. However, use of monocrystalline silicon, especially after
its conversion to porous silicon (PS), could lower the cost of optoelectronic
devices substantially. This material was obtained more than 40 years ago by
electrochemical etching of silicon in HF-based electrolytes [193] and has been
used for thick (>1-µm) insulator layers in silicon-on-insulator (SOI) technology
for integrated circuit (IC) processing [194]. Then in 1990, Canham [195] reported
intense visible photoluminescence (PL) of PS at room temperature. Since then,
LED devices [196, 197], metal–PS–silicon photodetectors [198], and solar cells
[199–202] have all been fabricated using PS. PS is also of potential interest as
optical links in VLSI circuits are explored and optical data processing systems
based on silicon IC technology are developed.

PS is a spongelike material with randomly positioned pores and a sparse silicon
network of nanocrystallites. Quantum-size effects in this materials are responsible
for the transformation of silicon from indirect (Eg = 1.1 eV) to direct (Eg =
1.9–2.2 eV) band gap material [203] and for emission of light in the visible
region [195, 204, 205]. The quantum nature of these changes is supported by the
theoretical calculation of the energy levels in nanometer wires and by several
different experiments confirming the presence of quantum-sized crystallites in
PS [205–207]. Other possible causes of the observed luminescence have been
proposed, including a layer of hydrogenated amorphous silicon on the sample
surface [207, 208] and the formation of chemical compounds such as siloxene
(Si6O3H4) during etching [209].

IR absorption spectra of PS layers show a great deal of variation, depending on
composition and morphology of the layers as well as on the method of formation
used. Figure 5.23 presents absorption spectra of PS layers formed in various
solutions on a Si wafer [210]. The as-prepared PS layer on a silicon wafer
exhibits the characteristic absorption bands of the Si substrate, namely the bulk
Si−Si (610–616-cm−1) stretching mode [211, 212], and asymmetric (1105-cm−1)
stretching bands of the interstitial oxygen in Si [213–217].

Anodized PS is almost completely passivated with hydrogen [210, 218] and
is characterized by strong absorption of SiH2 and SiH wag modes at 622 and
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Figure 5.23. IR absorption spectra: (a) as-prepared PS; (b–d) PS anodized for 5 min in
(b) 1HCl–7H2O, (c) 0.04 M KNO3 –ethylene glycol, (d) 0.02 M KNO3 –ethylene glycol, (e) PS
anodized for 30 min in 0.02 M KNO3 –ethylene glycol, and (f) flat Si anodized for 5 min in
0.02 M KNO3 –ethylene glycol. Reprinted, by permission, from M. Shimura, M. Katsuma, and
T. Okumura, Jpn. J. Appl. Phys. 35, 5730 (1996). Copyright  1996 Publication Board of
Japanese Journal of Applied Physics.

664 cm−1 [210, 215, 217, 219–221]; the twisting, bending, and scissor bands of
SiH2 at 804, 848, and 906 cm−1, respectively [213, 215, 217, 219, 221, 222];
and strong stretching mode absorption of SiH (2087 cm−1), SiH2 (2106 cm−1),
and SiHn(2140 cm−1) [213, 215, 217, 219, 220, 223–225]. Oxygen species are
not usually observed in as-prepared films. Weak bands of SiF such as the SiFx
(x = 1, 2, 3) stretching band may also be detected [215, 226–228], but most SiF
bonds are rapidly hydrolyzed to Si−OH by exposure to water [229, 230]. The
chemical composition of films after various treatments is presented in Table 5.7
[205] and the peak assignments in Table 5.8.

Thermal annealing in vacuum leads to a loss of hydrogen from the PS layer; the
peaks in the 2080–2140-cm−1 range corresponding to the monohydride, dihy-
dride, and trihydride disappear after annealing at 450◦C [207, 215, 218, 239,
240] as do the Si−H bands in the 620–910-cm−1 range. Elimination of hydro-
gen from the PS layer corresponds to a decrease in the PL intensity, suggesting
that the Si−H species plays an important role in PS luminescence [218, 241].
It is known that hydrogen passivation reduces the number of dangling bonds
that act as nonradiative recombination centers [218]. The correlation between
silicon hydride species and the PS luminescence has also been observed in other
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Table 5.7. Surface chemical composition depending on PS treatment

PS Formation and Treatment Chemical Composition

In situ in HF during and after forming SiFxHy
Freshly etched in inert ambient conditions SiHx
Chemically or anodically oxidized SiOxHy
Rapidly thermally oxidized at high temperatures SiOxHy
Aged in ambient air for months to year SiOxHyCz

Table 5.8. Absorption bands observed in spectra of PS layers

Peak Position
(cm−1) Peak Assignment References

484 Si−O−Si rocking 210, 215, 231
515 Si−O−Si symmetric stretching of

interstitial oxygen in Si
214

616 Bulk Si–Si stretching 211, 212
622 SiH2 wag 210, 215, 220, 221, 231, 232
664 SiH wag 210, 215, 217, 219–221, 231–233
804 SiH2 twist or

SiH (Si2O) bending
214
234

832 SiF, SiF2 stretching 228
843 SiH (SiO2) bending 232, 234
880 O3−SiH bending 210, 215, 219, 232
906 SiH2 scissors 210, 213, 215, 217, 219,

221, 222, 231–233, 235
946 SiF3 stretching 215, 228
1060 Si−O−Si stretching (TO) 210, 215, 231, 236
1105 Si−O−Si asymmetric stretching

of interstitial oxygen in Si
213, 216, 217, 235

1170 Si−O−Si stretching (LO) 236
2087 SiH stretching 210, 213, 215, 217, 219, 220,

223–225, 228, 233, 235
2106 SiH2 stretching 210, 213, 215, 217, 219, 220,

223–225, 228, 233, 235
2140 SiHn stretching 213, 217, 223–225, 231, 233
2190 SiH−SiO2 structural group 215, 217, 231
2250 O3SiH stretching 213, 215, 219, 223, 231, 232
2853 CH2 symmetric stretching 214
2921 CH2 asymmetric stretching 214, 237
2955 CH3 symmetric stretching 214, 237
3400–3500 O−H stretching, water vapor 206, 222, 224, 238
3660 O−H stretching, Si(OH) 231
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experiments [235, 238, 242, 243]. For example, the adsorption of organoamone
molecules significantly affects the concentration of both SiH and SiH2 stretch
modes of surface species and leads to a decrease in the quantum yield of
photoluminescence [243].

Oxidized PS was investigated in detail by IR spectroscopy; results of thermal
oxidation [213, 234, 239, 244–248], anodic oxidation [210, 219, 238], and chem-
ical oxidation [231, 249, 250] were obtained. During oxidation the PS samples
gradually lose the absorption peaks corresponding to silicon hydrides (Fig. 5.23).
However, the oxidation leads to the formation of a SiOx layer, characterized by
the presence of the rocking (484-cm−1) and stretching νTO (1060-cm−1) and νLO

(1170-cm−1) bands [210, 215, 236, 251]. Bands can appear at 700–900, 2190, and
2250 cm−1 that are ascribed to more complex oxygen structural groups [213, 215,
219, 223, 231, 236].

Silicon oxide species are also detected in IR spectra after aging PS films in
ambient air [233, 240, 252, 253]. However, the native oxide growth on PS can
be suppressed by treating the surface in a HF solution [253]. The aging of PS
layers can also lead to the appearance of absorption bands (2850–3000 cm−1)
associated with hydrocarbon contamination [237]. Aged samples exhibit a broad
IR absorption band in the 3000–3600-cm−1 region due to adsorption of water
molecules, giving SiOH complexes [240].

UV irradiation leads to an increase in the intensity of the Si−O stretching
bands and the H−Si−O3 deformation and stretching bands [236, 251]. This is
typical of photooxidation of PS [217]. The decrease in intensity of these four
bands after etching in HF indicates the formation of an oxide layer under UV
illumination. Its appearance is also accompanied by a reduction in the intensity
of all Si−H bands (664, 906, 2087, 2106, and 2140 cm−1). Figures 5.24 and
5.25 show the increase of oxide bands and the decrease of SiHn bonds upon UV
illumination of the PS layer [236, 251].
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Figure 5.24. IR normal-incidence transmission spectra of (1) Si-substrate and (2–8) PS sam-
ples upon UV illumination for various times: (2) 0, (3) 10, (4) 20, (5) 30, (6) 40, (7) 60, and
(8) 100 min.
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Figure 5.25. Absorption of PS layer in 1030–1170- and 2080–2140-cm−1spectral regions as
function of duration of UV illumination.

Recently, the application of PS to chemical sensors has been considered
[254–256]. The main advantages of this material for gas sensor and actuator
applications are a unique combination of (i) a crystalline structure, (ii) a huge
internal surface (200–500 m2·cm−2) [218, 257] that enables one to enhance the
adsorbate effects, and (iii) a highly reactive surface, allowing efficient modifica-
tion of the PS surface by various treatments such as contact with organic solvent,
thermal annealing, or an illumination.

The decomposition of H2O and D2O on a PS surface was studied by FTIR
[258]. The spectra reveal that H2O (D2O) dissociates upon adsorption at 300 K
to form SiH (SiD) and SiOH (SiOD) groups. The decomposition of the surface
species formed from H2O (D2O) adsorption can be monitored using the SiH (SiD)
stretching mode at 2090 (1513) cm−1, the SiOH (SiOD) stretching mode at 3680
(2707) cm−1, and the Si−O stretching mode at 900–1100 cm−1. Changes in
the chemical composition of the surface and its morphology during etching and
the formation of a hydrophobic silicon surface upon immersion in an aqueous
solution of HF were analyzed in [226, 259].

IR spectroscopy was used for the analysis of adsorption and decomposition
of trichlorosilane and trichlorogermane on PS [260]. Trichlorosilane dissociates
upon adsorption, forming SiH, SiClx , ClSiH, and Cl2SiH. Exposure of a PS sur-
face to organic solvents results in both the modification of IR absorption of PS in
the 900–1250-cm−1 region due to C−Si−O groups and the appearance of weak
absorption peaks at 2850 and 2950 cm−1 due to OCH3 groups [238]. The adsorp-
tion of alkyl groups [261], benzene vapor [262], propanol [235], methanol [225,
238], and other gases or solutions [215, 238, 263] also leads to the modification
of the IR absorption spectra.

5.8. OTHER DIELECTRIC LAYERS USED IN MICROELECTRONICS

5.8.1. CaF2, BaF2, and SrF2 Layers

The dielectric layers CaF2, BaF2, and SrF2 have crystalline lattice parameters
similar to those of Si and do not exhibit an excessive concentration of defects
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at the interface with silicon, which is of importance in silicon microelectronics
[264, 265]. The TO phonon absorption bands of these cubic crystals are in the
far-IR region (see Table 5.9).

The frequencies of the νLO absorption bands of these materials, determined
from the LST law [Eq. (1.41)], lie at higher frequencies (e.g., 465 cm−1 for
CaF2). Therefore, the structural and chemical properties of this material can be
easily analyzed using standard IR spectrophotometers operating in this spec-
tral region.

Examples of such analyses are presented in Fig. 5.26. CaF2 layers with thick-
nesses ranging from 30 to 460 nm were obtained by molecular beam epitaxy on
n-Si. The νLO band measured in p-polarized radiation is a symmetric Gaussian
with a maximum at 450 cm−1. The absorbance increases linearly with an increase
in the thickness, while the maximum shifts from 452 cm−1 for a 30-nm layer up
to 472 cm−1 for a 460-nm layer, and the FWHM decreases from 62 to 28 cm−1

(Fig. 5.27).
These changes in the absorption bands cannot be attributed to a chemical

interaction between the layer and the silicon substrate because under molecular

Table 5.9. Optical parameters of CaF2, BaF2, and SrF2

CaF2 SrF2 BaF2

ν1(TO), cm−1 257 217 184
α1, cm−1 3.9 × 104 3.3 × 104 2.8 × 104

ν2(TO), cm−1 328 316 278
α2, cm−1 1.7 × 103 0.5 × 103 0.4 × 103

εst 6.7 6.6 7.2
ε∞ 2.05 2.07 2.16
νLO, cm−1(calculated) 463 374 326
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Figure 5.26. The p-polarized absorption spectra of CaF2 layers on Si substrates at 75◦
incidence for different thicknesses: (1) 30, (2) 45, (3) 100, (4) 330, and (5) 460 nm.
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Figure 5.27. Frequency and the FWHM of νLO band as functions of thickness of CaF2 layer.

beam epitaxy this interaction is weak [266]. The lattice constant of the CaF2 layer
(a = 5.46 Å) is close to that of Si (a = 5.43 Å), and therefore the influence of
the substrate on the length and the angle of the Ca−F bond may be neglected.
By the methods of AES and electron diffraction, a nonstoichiometric layer was
detected at the CaF2 –Si interface [267, 268], and it seems likely that the observed
change in the absorption band is caused by this change in the structure of the
CaF2 film as its thickness increases, as for silicon oxide layers.

5.8.2. GeO2 Film

Amorphous GeO2 is a promising material for optical waveguides and various
optical elements in integrated optical systems [269]. The usual methods of the
film fabrication are based on reactive sputtering of a GeO2 target and laser abla-
tion deposition techniques [270]. Most sputtered–deposited GeOx films require
thermal annealing to produce defect-free stoichiometric films of GeO2. IR trans-
mission spectra of GeOx thin films are shown in Fig. 5.28 [270]. The structure of
a-GeO2 can be described as Ge−GeyO4−y tetrahedra bonded by bridging oxygen
atoms. As the partial pressure of oxygen in the sputtering mixture is increased,
the Ge atoms surrounding the central Ge atom are replaced by O atoms [271], and
the νTO band of the asymmetric Ge−O−Ge stretch mode in GeO2 that appears
at 885 cm−1 shifts linearly from 885 to 740 cm−1 for y = 0, . . . , 4 according to
the empirical equation [271]

ν(x) = 72.4x + 743 cm−1, (5.16)

where x is the oxygen content ranging from 2 to zero. Spectra in Fig. 5.28 show
the transformation from GeOx to GeO2 via thermal annealing. According to
Eq. (5.16), the Ge−O−Ge asymmetric mode absorption band shifts toward higher
energies as the substrate temperature increases to 300◦C, implying an increase
of oxygen in the film matrix (x ≈ 2 at 300◦C). Furthermore, the Ge−O−Ge
bond angle θ changes from 93◦ to 118◦ [271]. The broadening of the absorp-
tion band at high temperatures may be a result of the interfacial strain due
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Figure 5.28. IR transmittance spectra of laser deposited GeOx thin films on Si substrate at
three substrate temperatures: (a) ambient, (b) 100◦C, and (c) 300◦C. Reprinted, by permission,
from S. Witanachchi and P. J. Wolf, J. Appl. Phys. 76, 2185 (1994). Copyright  1994 American
Institute of Physics.

to a thermal expansion mismatch between Si and GeO2 [270]. IR transmis-
sion spectra of a-SixGeyOz alloy films and a-SiOx:H/a-GeOx :H multilayers were
studied [272, 273].

5.8.3. Metal Silicides

Metal silicides are widely used in microelectronic devices for the increase of
the potential barrier height in metal–silicon Schottky contact. Titanium silicide
is favored for its low resistivity and thermal stability. IR spectroscopy is not
typically used for investigation of metal silicides, because they do not have
a characteristic and selective absorption in the IR range. Nevertheless, FTIR
spectroscopy has been used to measure the thickness of Ti and titanium silicide
films [274] as well as to monitor titanium silicide formation during the reaction
of Ti films on a Si wafer [275].

Only the as-deposited and/or annealed (T = 300◦C) Ti films show wide ab-
sorption bands near 3000 cm−1 [275]. At different stages of the silicidation reac-
tion, the films reveal different nonselective absorption curves in the 400–4000-
cm−1 range. Thus, it was shown that the absorption at 4000 cm−1 increases
monotonically as the annealing temperature of the sample increases and the
absorption at 400 cm−1 increases monotonically with increasing sample con-
ductivity. Thus the composition of a silicide may be deduced; however, in
calculations of absorbance it is necessary to take into account the strong depen-
dence of the reflectance on both the frequency (R = 95% at 400 cm−1, R = 60%
at 4000 cm−1) and the silicide composition [275].
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5.8.4. Amorphous Ta2O5 Films

Ta2O5 films with a high dielectric constant ε ∼= 25 are suitable for use as memory
cell dielectrics in dynamic random-access memories (DRAMs) [276, 277]. They
may also successfully replace SiO2 layers in gate dielectrics in metal–oxide–
semiconductor field-effect transistor (MOSFET) devices. Ta2O5 films are pro-
duced using either low-pressure CVD or PECVD [278, 279]. Upon deposition
of a Ta2O5 film on a silicon substrate, an interstitial silicon oxide layer may be
formed as a result of the diffusion of oxygen atoms through Ta2O5 during the
deposition or annealing processes.

The IR absorbance spectra of as-deposited 84-nm-thick Ta2O5 film on a Si
substrate are shown in Fig. 5.29 [277]. The amorphous film is characterized by
νTO bands at 519 and 642 cm−1. The νLO bands at 795 and 940 cm−1 arise as
supplementary peaks at oblique incident radiation (65◦ to the normal). Recrys-
tallization at 900◦C for 30 min in nitrogen atmosphere causes peaks to appear
at 514, 576, 700, and 820 cm−1 (normal incidence) and 511, 576, 635, 802,
and 940 cm−1 (oblique incidence). The appearance of SiO2 absorption peaks at
1072 and 1250 cm−1 indicates the formation of the interstitial layers of silicon
oxide during the Ta2O5 deposition, and thermal annealing increases the thick-
ness of the SiO2 layer. Therefore, the resulting structure can be considered as
Ta2O5 –SiO2 –Si. In the CVD process using a Ta(OC2H5)5 precursor, the peaks at
2300 and 1500 cm−1 related to carbon species are identified in the IR absorbance
spectra [276].

5.8.5. SrTiO3 Film

The SrTiO3 films have even larger dielectric constants than Ta2O5 (up to 270
[280]) and are also of interest for use as storage capacitors in DRAM and
for silicon VLSI applications. The SrTiO3 directly deposited on a Si substrate
reveals a much lower effective dielectric constant due to the formation of a SiO2
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Figure 5.29. IR absorbance spectra of as-deposited 84-nm Ta2O5 film on Si wafer measured at
normal incidence (dashed line) and 65◦ angle of incidence (solid line). Reprinted, by permission,
from R. A. B. Devine, Appl. Phys. Lett. 68, 1924 (1996). Copyright  1996 American Institute of
Physics.
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Figure 5.30. The p-polarized IRRAS spectra of SrTiO3 –Pd–Si recorded at 75◦ angle of
incidence for different SrTiO3 film thicknesses. Reprinted, by permission, from H. Myoren,
T. Matsumoto, and Y. Osaka, Jpn. J. Appl. Phys. 31, L1425 (1992). Copyright  1992 Publica-
tion Board Japanese Journal of Applied Physics.

interfacial layer [281]. To avoid this and produce a thin-film capacitor with a
high-capacitance density, a metal barrier layer on the Si wafer has been pro-
posed [280]. Polarized IRRAS was used to analyze the dielectric properties of
the SrTiO3 film deposited by RF magnetron sputtering on a Pd–Si substrate.

Figure 5.30 shows the p-polarized reflection spectra of SrTiO3 recorded at an
angle of incidence of 75◦ for various film thicknesses [280]. In these spectra, the
absorption bands at 480 and 800 cm−1 (νLO band) and the very weak absorption at
544 cm−1 (νTO band) are observed. The absorption band of LO modes increases
linearly with increasing angle of incidence. The minimum thickness of the SrTiO3

film, detectable by absorption at the νLO band frequency, was less than 5 nm.

5.8.6. Metal Nitrides

Metal nitride thin films on a Si substrate display interesting optoelectronic,
thermal, and acoustic properties [282]. For example, aluminum nitride AlN
with a band gap of 6.2 eV and a high surface acoustic wave (SAW) velocity
(6 × 105 cm/s) has potential for UV-light-emitting and SAW devices [283]. AlN
also exhibits high thermal conductivity, stability, and resistivity (1013 3 cm), and
its hardness and thermal coefficient of expansion (2.6 × 10−6/K) are comparable
to that of silicon. Metal nitride films have been prepared by many methods,
including CVD, plasma-assisted CVD, metallorganic CVD, sublimation of bulk
material, plasma-assisted molecular beam epitaxy (MBE), and laser vapor
deposition [283–287].

Figure 5.31 shows the absorbance of AlN films deposited on Si by electron
cyclotron resonance plasma CVD at two reaction pressures [286]. The strong
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Figure 5.31. IR transmission spectra of AlN films deposited by CVD on Si substrate at (a) 67 Pa
and 390◦C and (b) 2.7 Pa and 340◦C. Reprinted, by permission, from W. Zhang, Y. Someno,
M. Sasaki, and T. Hirai, Jpn. J. Appl. Phys. 32, L116 (1993). Copyright  1993 Publication
Board of Japanese Journal of Applied Physics.

absorption peak observed at 665 cm−1 is due to the TO phonon modes of Al−N
[283, 286, 288]. This value is in good agreement with that obtained for single-
crystal AlN (667 cm−1) [289]. The film deposited at the higher reaction pressure
has a narrower absorbance peak owing to higher degree of crystallinity. The
LO phonon peak of Al−N is positioned at 888 cm−1 [287, 290]. For PECVD
deposition, the AlN films display the N−H (3205 cm−1) and Al−H (2108 cm−1)
absorption bands [291].

The IR reflectance spectra of thin GaN and AlGaN heterostructures with a
buffer AlN layer were measured [287]. Besides the TO/LO phonon modes of
Al−N, the LO mode of Ga−N (744 cm−1) was observed. This correlates with
the calculated phonon modes of GaN (LO: 734 and 743 cm−1; TO: 532 and
561 cm−1) [292]. The vibrational features of α-GaN and β-GaN epilayers have
been discussed [285], and infrared studies of TiN thin film are reported [293].

5.9. MULTI- AND INHOMOGENEOUS DIELECTRIC LAYERS:
LAYER-BY-LAYER ETCHING

Various multilayer dielectric films are commonly used in microelectronics, includ-
ing, for example, “combination oxides” Si3N4 –SiO2. Combination oxides, which
consist of a thin thermal SiO2 layer (to achieve interface properties equivalent to
thermal SiO2) followed by sputtered bulk oxide (produced at low temperatures),
were studied by IR spectroscopy [294]. The peak position and the FWHM of the
stretching mode of combination oxides only differ by 6–8 cm−1 from those of
dry thermal oxides. This minor deviation indicates that the combination oxides
and thermal ones have a comparable stoichiometry.

Films of silicon nitride deposited on a-Si:H employed in thin-film transis-
tors and superlattice structures have been studied by FTIR-ATR [295]. Hydrogen
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effusion from a-Si:H is induced by the SiN deposition and varies with substrate
temperature. The incorporation and release of hydrogen during a-Si:H growth on a
SiO2 substrate were investigated [296, 297]. The IR grazing-angle internal reflec-
tion (GIR) spectroscopy was applied to study ultrathin SiN films (0.4–4.0 nm)
on ultrathin SiO2 layers (used as an antireflection coating in MIS solar cells)
[298]. The Si−O−Si stretching absorption of the 1.3-nm SiO2 layer is signif-
icantly altered by SiN deposition using direct PECVD, while the vibrational
properties of the ultrathin oxide are unchanged after silicon nitride deposition by
remote PECVD. The absorption band broadening following the direct PECVD is
attributed to the formation of a silicon oxynitride film due to ion bombardment.
The evolution of IR transmission spectra of a-SiOx :H–a-GeOx :H multilayers as
a function of the thermal annealing regimes were studied [273].

In general, ex situ IR spectroscopy with layer-by-layer etching is not widely
used in the analysis of diffusion profiles in semiconductor structures, because it is
exceeded in sensitivity by AES with the layer-by-layer ionic etching. However,
IR spectroscopy can be informative in studies of structural and/or chemical inho-
mogeneity of multilayer or heterogeneous films. Furthermore, selective control
over the etching of SiO2 with respect to Si is required in certain processing steps
in VLSI manufacturing [299].

The distribution of inhomogeneities in anodic SiO2 layers on Si substrate
has been studied by p-polarized multiple transmission and IRRAS at ϕ = 75◦

[23, 64, 80]. A decrease in the thickness of the silicon oxide upon etching (in
highly dilute HF) is accompanied by a reduction in the intensities of the 1240- and
1160-cm−1 peaks, a broadening of the band at 1240 cm−1, and a shift of its max-
imum from 1240 cm−1 for d = 13 nm to 1210 cm−1 for d = 1 nm (Fig. 5.32)
[80]. The changes in the intensity, shape, and position of the 1160-cm−1 band
are less pronounced, so that at an oxide thickness of 1.5 nm, the intensities of the
1240- and 1160-cm−1 bands become comparable. This allows one to conclude
that the SiO2 layer is inhomogeneous, containing silicon oxides of different sto-
ichiometry to a depth of at least several monolayers from the Si substrate, while
growth of the layer involves mainly the formation of stoichiometric SiO2. The
qualitative changes in the SiOx absorption spectra occurring during the layer-by-
layer etching coincide with those observed in the spectra of silicon oxide layers
of various thicknesses on silicon [22, 80].

Evidence for inhomogeneity in thin plasma-grown oxides was also obtained
from the deconvolution of the νLO band combined with chemical etchback in
a dilute solution of HF [24, 90]. The shift of the νLO band from 1251 cm−1

(dSiO2 = 70 nm) to 1245 cm−1 (dSiO2 = 5 nm) is assumed to be the result of
structural modifications in the SiO2 network. These modifications include an
increase in density (+3.8%) and a change in the average bridging bond angle
(−1.6◦) in the slice furthest from the SiO2 –Si interface. The oxide close to the
SiO2 –Si interface is changed most significantly (−2.3◦ in the bridging bond angle
and +2% in the density). The probability of the appearance of suboxide SiOx
structures (x = 1, 1.25, 1.5, 1.75, 2) in a thermal oxide film 4.0 nm thick was
calculated according to the multilayer interface model and with allowance made
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Figure 5.32. (a) Absorption spectra of silicon oxide after layer-by-layer etching. The SiO2
layer thicknesses d are (1) 13.0, (2) 8.6, (3) 3.8, (4) 1.6, and (5) 1.0 nm. (b) Parameters of
absorption spectra: (1) νm, (2) FWHM(1240), (3) A1240/A1160. Reprinted, by permission, from
S. S. Kilchitskaya, T. S. Kilchitskaya, V. A. Skryshevsky, V. I. Strikha, and V. P. Tolstoy, Zhurnal
prikladnoi spektrokopii 48, 445 (1988). Copyright  1988 Publishing House ‘‘Nauka i technika’’.

for the influence of the layer-by-layer etching on the position of the νTO/νLO

peaks [49]. The quality of the ultrathin Si3N4 –SiO2 films was analyzed using
the dependence of the νTO band parameters on the etched-back oxide thickness
[300]. The etching of the thermal SiO2 layer from 12 to 1.5 nm decreases the
frequency of the TO Si−O−Si stretching mode from 1075 to 1057 cm−1 and
increases the FWHM from 75 to 110 cm−1.

The IRRAS spectra of thermal SiO2 –(n+)Si structures under layer-by-layer
chemical etching are shown in Fig. 5.33 [23]. In the spectra of thick layers
bands are observed at 1250 and 1100 cm−1, corresponding to the νLO and νTO

bands, respectively. As the etching is continued, the band at 1100 cm−1 decreases
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Figure 5.33. IRRAS spectra of SiO2 –(n+)Si structures at oxide thicknesses d of (1) 400, (2) 348,
(3) 307, (4) 223, (5) 192, (6) 138, (7) 76, (8) 38, (9) 9, (10) 6, and (11) 2.5 nm.

rather rapidly (quenching of νTO bands by a degenerated semiconductor or metal
layers; Section 3.2.2), and a band at 1160 cm−1 appears. The ratio of the 1250-
and 1100-cm−1 band intensities is determined by experimental conditions and is
closely related to the angle of incidence ϕ and the layer thickness d , as follows
from Fig. 3.20. Indeed, it can be shown that RLO/RTO ∼ (1/d)2 sin ϕ [301]. The
profile of homogeneity is defined by the ratio R1160/R1250.

At d > 20 nm, the SiO2 layers are practically homogeneous, and the ratio
R1160/R1250 is independent of the thickness. For a thinner SiO2 layer, the band
at 1250 cm−1 is broader, its maximum is shifted toward lower frequencies, and
the ratio R1160/R1250 is increased. These effects are all a result of an oxygen
deficiency at the initial stages of thermal silicon oxide formation, as in the case
of anodic oxides, which leads to the appearance of a nonstoichiometric SiOx
layer, as observed in the IRRAS spectra [23].

The profile of the multilayer Si3N4 –SiOx –Si structure annealed in wet oxygen
was studied with layer-by-layer chemical etching and concurrent measurement of
IR absorption [23, 64]. As seen from Fig. 5.34 [64], during the layer-by-layer etch-
ing, the intensities of the bands at 1250 and 820 cm−1 (proportional to the SiO2

thickness) decrease sharply, and the intensity of the band at 870 cm−1 (proportional
to the Si3N4 thickness) remains virtually unchanged. This is because Si3N4 rep-
resents an efficient diffusion barrier [2]. On further etching, the intensities of the
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bands at 1250, 1070, and 870 cm−1 decrease uniformly. This suggests that the layer
being studied is the heterogeneous SiNO system consisting of the SiOx and Si3N4

phases, the SiOx oxide apparently containing some Si3N4, causing the silicon oxide
band to be shifted toward lower frequencies (Fig. 5.34).

The distribution of oxygen impurities in the a-Si:H films was analyzed by
IR transmission spectroscopy in combination with ionic etching [302]. It was
established that the aging of these films in air at room temperature results in the
appearance of a strong absorption from the Si−O−Si bonds, but the oxygen is
not localized at the surface or in the near-surface region. The existence of pores
in the a-Si structure leads to the migration of the oxygen impurities to depths on
the order of micrometers from the film surface.

The chemical content of the a-Si:H surface during CF4 –H2 plasma etching
was analyzed by MIR [299]. The C−Fx and C=C stretching vibrations at 1230
and 1700 cm−1, respectively, appear following plasma etching due to fluoro-
carbon film formation. MIR was also applied to study the sublayer structure
resulting from the etching in CF4 –O2 plasma of a 70-nm-thick a-Si:H layer on
a Si substrate [303]. A hydrogen-rich surface sublayer at the film-free surface, a
hydrogen-rich interface layer with Si dangling bonds at the a-Si:H–c-Si interface,
and a “transition sublayer” with higher SiH2 concentration at depths over 30 nm
from the a-Si:H–c-Si interface were all identified.
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Figure 5.34. Variations in IR absorption spectra of SiO2 –Si3N4 –SiOx –Si structure after
layer-by-layer chemical etching (curve number increases with decreasing film thickness).
Reprinted, by permission, from Yu. A. Averkin, N. K. Karmadonov, V. A. Skryshevsky,
V. I. Strikha, and A. V. Kharlamov, Ukrainian J. Phys. 34, 1817, (1989). Copyright  1989
Institute of Theoretical Physics, National Academy of Science of Ukraine.
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6
APPLICATION OF INFRARED

SPECTROSCOPY TO
ANALYSIS OF INTERFACES

AND THIN DIELECTRIC
LAYERS IN SEMICONDUCTOR

TECHNOLOGY

6.1. ULTRATHIN OXIDE LAYERS IN SILICON SCHOTTKY-TYPE
SOLAR CELLS

Production of metal–semiconductor or Schottky-type solar cells requires no high-
temperature technological processes, and they use the high-energy end of the solar
spectrum more effectively than p–n junctions. However, Schottky-type solar
cells have smaller energy conversion efficiencies η and open-circuit voltages
Uoc. The latter can be increased by introducing a dielectric layer of tunneling
thickness (2–3 nm) between the metal and semiconductor. This increases the
current of minority charge carriers relative to the majority charge carriers and
can increase both the absolute value of the photocurrent and the potential barrier
and hence Uoc and η [1–4]. It should be noted that the solar cell characteristics
are highly dependent on the properties of the ultrathin dielectric layer between
the metal and the semiconductor, including its thickness, chemical composition,
and structure. The interface in the metal–semiconductor contact is essentially the
bottleneck in the optimization and control of the solar cell parameters.

Besides the standard methods of SIMS, AES, and XPS for investigation of
these ultrathin dielectric layers in Schottky-type solar cells, IRRAS has also been
applied [5–8]. Ultrathin (2–10-nm) SiO2 films in metal–oxide–silicon structures
have also been investigated by IRRAS [9–14].

The parameters of Ti–SiOx –p-Si solar cells and the composition of the tun-
neling SiOx layer were found to be influenced by the manufacturing process [5,
6]. Initially, 3–4-nm oxide layers are produced by anodization of p-Si(100). The
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Schottky contact is formed by electron beam deposition of Ti at a deposition
rate of between 0.1 and 5.0 nm·s−1. The latter may be adjusted by varying the
current density or the energy of electrons bombarding the target. The silicon sub-
strate temperature Ts was also varied between 300 and 650◦C during the metal
deposition.

The results of the IRRAS study show that the absorption bands of the interfa-
cial oxide layer differ substantially from those of the initial oxide on a free silicon
surface, depending on the substrate temperature during the titanium deposition.
Specifically, the intensity of the 1240-cm−1 (SiO2) and 1160-cm−1(SiO) bands
decreases, and the 1240-cm−1 peak shifts to lower frequencies. The dependence
of the intensities of the absorption peaks of SiO2, SiO, and TiOx on the tem-
perature of the silicon substrate during the Ti deposition is shown in Fig. 6.1.
Extrapolations to absorbances of the initial oxide layer on the free silicon surface
are indicated by the dashed line.

The decrease in the intensities of the 1240- and 1160-cm−1 absorption peaks,
indicating a decrease in the oxide film thickness during the Ti deposition, is
connected with the formation of titanium oxide, as evidenced by the appearance
of the broad absorption band in the region of 1000–400 cm−1. The possibility
of titanium oxide formation in these structures has been proven by theoretical
and experimental investigations of the Ti–SiO2 –Si system [15, 16]. The data
correlate well with the results of chemical analysis of the Ti–Si and Ti–SiO2 –Si
interfaces by Raman spectroscopy [17], XPS, and AES [8, 16, 18]. It was shown
that the formation and structural reconstruction of the TiOx (0.14 < x < 1.7),
TiSix , and SiOx phases is governed by the substrate temperature.

Upon deposition of Ti, the absorption band of SiO shows less change than
that of SiO2, apparently because of the difference in bond energies of SiO and
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Figure 6.1. Effect of Ti deposition on p-polarized spectra of SiO2 interface layer recorded by
IRRAS at 75◦ incidence: (1) before and (2) after Ti deposition. Intensities of (3) 1160-, (4) 1240-,
and (5) 700-cm−1 absorption bands as functions of silicon substrate temperature.
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SiO2. The energy of the SiO bond is 190 kcal·mol−1, whereas that in the reaction
SiO2 → SiO + O is 112 kcal·mol−1 [5].

A comparison of the distribution profiles for the Ti–SiO2 –Si and Ti–Si struc-
tures by SIMS shows that higher temperatures accelerate the diffusion of silicon
into titanium (until Si atoms appear on the titanium surface of the Ti–Si struc-
tures at T > 500◦C) and titanium into SiOx and Si. The fraction of TiO2 in the
oxide layer increases with increasing temperature, particularly in the region close
to the titanium–oxide layer interface, due to the decrease in the SiO2 fraction.
The profile of the SiO distribution is virtually unaffected by changes in substrate
temperature.

The metal–oxide interaction also depends upon the rate of the metal deposi-
tion. Experimental results show that an increase in the deposition rate affects the
structure and composition of the interfacial layer in much the same way as an
increase in substrate temperature [6]. The effects of the rate of metal deposition,
the substrate temperature, and the layer thickness on the electrical and physical
properties of solar cells may be understood in terms of the physical and chemical
interactions in Ti–SiOx –Si cells [5, 6, 8].

The effect of UV irradiation on Ti–SiO2 –Si solar cells with insulator layers
of various thicknesses has been investigated by dark and light current–voltage
(I –V ) and capacitance–voltage (C –V ) measurements as well as by IRRAS [7].
The observed change in the diode parameters under UV irradiation is shown
to arise from reconstruction of the interface, specifically changes in the insula-
tor layer thickness, in its composition, and in the density of surface states. In
particular, the initial insulator thickness is shown to play an important role in
determining the device parameters.

The absorption at the frequencies of the LO modes of SiO (1170 cm−1)
and SiO2 (1250 cm−1) is presented in Fig. 6.2 for structures with oxide layer
thickness d = 2.5 nm (curves 1 and 2) and d = 5.0 nm (curves 3 and 4) before
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Figure 6.2. IR absorption spectra for Ti–SiOx –p-Si solar cells with oxide layer thicknesses of
(1, 2) 2.5 nm and (3, 4) 5.0 nm (1, 3) before and (2, 4) after UV irradiation for 200 h. Reprinted,
by permission, from S. S.Kilchitskaya, T. S.Kilchitskaya, G. D.Popova, and V. A.Skryshevsky,
Thin Solid Films 346, 226 (1999). Copyright 1999 Elsevier Science.
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(solid line) and after (dashed line) UV irradiation for 200 h. For the structure with
a 5.0-nm oxide layer, UV irradiation causes a change in the oxide layer compo-
sition, as revealed by the change in the SiO/SiO2 ratio (Fig. 6.2, curves 3 and
4). On the other hand, for the 2.5-nm oxide layer, the absorption of the SiO and
SiO2 modes decreases equally. The 2.5-nm oxide layer shrinks by 0.3–0.5 nm
after 100 h of the UV irradiation; further UV treatment has no effect. These data
are in agreement with the results obtained from C –V characteristics.

Structures with oxide layers of 2.5 and 5.0 nm are characterized by different
behavior under UV irradiation, indicating that they have different interfacial state
densities, as calculated from C –V characteristics. Structures with d = 2.5 nm
exhibit a greater density of surface states than structures with d = 5.0 nm, which
agrees very closely with the reported dependence of the interfacial state den-
sity on the oxide layer thickness [19]. After UV irradiation, the interfacial state
density decreases only negligibly for structures with d = 2.5 nm but increases
drastically for structures with d = 5.0 nm. This behavior may be caused by var-
ious interfacial reconstructions occurring in the structures, which is confirmed
by IRRAS.

Such variation in the density of surface states can be explained by the existence
of defect centers associated with dangling bonds arising from the discontinuity
of Si−O or Si−H bonds and oxygen dangling bonds (−O) [20]. For structures
with d = 5.0 nm, the increase in the density of surface states may be due to
the simultaneous formation of two types of defects, trivalent Si atoms (≡Si•)
and oxygen dangling bonds (−O) [21]. The defects arise when the Si−O bonds
cleave under UV irradiation, as proven by the decrease in the νLO absorption
band of Si−O modes (see Fig. 6.2).

Using GIR to investigate the thickness of the ultrathin oxide layer in
Al–SiOx –Si devices, the number of Al−O bonds (band of 849 cm−1) was found
to increase with thermal annealing [13] (Fig. 6.3). The decrease in the SiOx

thickness is a temperature-activated process with an activation energy of 0.98 eV
and can be well described within the framework of an Al–AlOy –SiOx –Si
model. In addition, contamination by aluminum can considerably influence the
characteristics of the SiOx –Si interface, causing an increase in the density of
electronic states, the effect being more pronounced for thinner silicon oxide
layers [22, 23].

For the development of cheap solar cells, layers of a heavily doped semicon-
ductor like ITO, which may act as a barrier-forming semiconductor, a wide band
gap window, and an antireflection coating in the heterostructure [1, 24], attract
particular interest. It was shown [25] that the application of vacuumless technolo-
gies such as pyrolysis in air for the production of the above-mentioned layers
can substantially influence the properties of interfacial layers. The IR spectra
of In2S3 –SiOx –Si heterostructures in solar cells were studied. The In2S3 films
were produced by thermal decomposition of a complex of the general form L3In
(where L is a ligand). Thermal decomposition of this compound on a heated Si
substrate (T = 230–270◦C) produces a film of indium sulfide with good adhesion
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Figure 6.3. GIR spectra of Al–SiOx –Si structure at 80◦ incidence after different annealing times
at 266◦C; Rp/Rs denotes ratio of reflectance of p-polarized to s-polarized light. Thickness of
SiOx is 1.3 nm. Broken line shows GIR spectrum calculated for SiO2 film 1.3 nm thick with
dielectric function determined for thick SiO2 film oxidized at 1000◦C in dry O2. Reprinted, by
permission, from R. Brendel and R. Hezel, J. Appl. Phys. 71, 4377 (1992). Copyright  1992
American Institute of Physics.

and resistivity of 1 × 103�·cm. The thickness of the In2S3 layer was found to
be 60–80 nm.

Figure 6.4 shows the p-polarized spectra from IRRAS of SiOx –Si structures
in the 1100–1300-cm−1 region before and after deposition of a layer of In2S3 for
different thicknesses of silicon oxide [25]. The deposition of In2S3 on the heated
substrate of SiOx –Si leads to a qualitative change in the shape of the absorp-
tion bands in the spectra of anodic silicon oxide. An increase in the 1240-cm−1

absorption peak intensity is observed, which is evidence of an increase in the
oxide layer thickness (e.g., from 4.0 nm on a free surface of Si to 6.0 nm in the
presence of an In2S3 layer). At the same time, the frequency of the absorption
peak of SiO2 shifts to higher energies, from 1240 cm−1 (for dSiO2 = 4.0 nm) to
1250 cm−1 (dSiO2 = 6.0 nm). With the deposition of In2S3, the intensity of the
1160-cm−1 absorption peak increases to a greater extent (Fig. 6.5) [25].

As was noted in Chapter 5, thermal annealing improves the stoichiometry of
the oxide SiOx , as nonstoichiometric SiOx (0 < x < 2) decomposes into Si and
SiO2. IR spectra exhibit an increase in the absorbance of the ν(SiO2) band and in
the ratio of the peak intensities, ASiO2/ASiO. A comparison with the experimental
data shows that deposition of In2S3 on a heated SiOx –Si substrate leads to an
increase in the total thickness of silicon oxide (as indicated by an increase in
ASiO2 and νSiO2 ) and to a reconstruction of the oxide structure due to an increase
in the molar fraction of SiO. The latter is considerably higher for thinner films
of silicon oxide in the In2S3 –SiOx –Si structure (Fig. 6.5).
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6.2. CONTROL OF THIN OXIDE LAYERS IN SILICON MOS DEVICES

MIS structures form the basis of the majority of modern planar microelectronics
and very large scale integrated (VLSI) devices. Because the stability and relia-
bility of these devices as well as their output characteristics are determined to
a large extent by the surface effects at metal–oxide and oxide–semiconductor
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interfaces, the structure and chemical properties of the oxide layers must be
well understood in order to control the manufacturing processes in MIS technol-
ogy [26, 27]. Physical and chemical interactions between the metal, dielectric,
and semiconductor during device processing can significantly alter the resulting
oxide layers relative to those on a free surface of the semiconductor. The minute
dimensions (<10 µm) of the active elements in integrated circuits (IC) render
the recording of IR absorption spectra difficult, and either microscopy methods
or larger test structures must often be used.

6.2.1. CVD Oxide Layers in Al–SiOx –Si Devices

Low-temperature deposition of CVD oxides is an attractive option in IC produc-
tion because of its low cost and it minimizes degradation of the conducting layers
of aluminum or other metals. The influence of precursor concentrations on the
composition and density of the SiOx layers in Al–SiOx –Si devices produced by
TEOS decomposition in oxygen atmosphere at T = 300◦C has been studied [28].
The Al contacts are deposited by electron beam evaporation. The IRRAS results
in the spectral range of 1000–1300 cm−1 are presented in Fig. 6.6. As seen,
the shape of the absorption bands depends substantially on the ratio of gaseous
reactants, M = CO2 /CTEOS.

As M increases from 0 to 0.8, a linear increase in the intensity of the SiO2

absorption (1250 cm−1) is observed, signaling a linear increase in the thickness of
the SiO2 film from 0.006 to 0.2 µm. At M > 0.8, the increasing O2 concentration
does not influence the thickness of the SiO2 layer: The dependence of dSiO2 on
M appears to saturate (Fig. 6.7) [28].
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Figure 6.6. The p-polarized IRRAS at 75◦ incidence of Al–SiOx –Si devices containing CVD
oxide grown with reactant concentrations in ratio M = NO2 /NTEOS of (1) ∼0, (2) 0.3, (3) 0.8,
(4) 1.6, and (5) 2.0.
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Figure 6.7. Dependence of (1) dSiO2 , (2) A1240/A1160, (3) dAl2O3 , (4) ν1240 and (5) FWHM on M.

An increase in the percentage of oxygen in the reactant mixture leads to
an increased density of the SiO2 layer. This is indicated by the shift of the
absorption peak from 1200 cm−1 (M ≈ 0) to 1250 cm−1 (M ≥ 0.8) and by the
corresponding decrease in FWHM and increase in dSiO2 /dSiO. This is attributed
to incomplete decomposition of TEOS when M < 0.8 and the oxygen is insuf-
ficient, leading to a large quantity of SiO in the deposited layers. An increased
oxygen content gives more complete TEOS decomposition and thus a higher
molar proportion of SiO2 in the layer; the reaction is saturated at M = 0.8.
Excess oxygen has virtually no effect on the decomposition reaction or the
density of the resulting layers. A comparison of FWHM and νm of the SiOx

absorption bands for thermal and CVD oxides shows that their densities are
similar when M ≥ 0.8.

Upon deposition of Al on a SiOx layer, the solid-phase interaction at the
Al–SiOx interface and the formation of Al2O3 can be described by the following
reaction: 3SiO2 + 4Al → 2A2O3 + 3Si [13, 29]. The exact position of the Al2O3

absorption peak between 850 and 970 cm−1 is determined by the substrate tem-
perature [9, 10, 13]. The thickness of the Al2O3 layer also depends upon the
SiOx film formation procedure, as indicated by the dependence of the Al2O3

band intensity on the oxygen percentage M in the reactant mixture. When M is
increased from 0 to 0.8, the intensity of the A2O3 band decreases by a factor
of approximately 3, signaling a corresponding decrease in the thickness of the
Al2O3 layer (Fig. 6.7) [28]. It can be concluded that the more dense SiOx layers
are less reactive toward Al.

Low-temperature silicon dioxide films prepared by evaporating silicon in an
oxygen atmosphere onto Mo were studied [30]. It was found that the stretching
Si−O bond appears as a broad asymmetric peak centered at 1178 cm−1 in IRRAS
of the film prepared at 50◦C. Upon heating, this peak gradually shifts to higher
frequencies up to 1252 cm−1 for a film annealed at 1200◦C. The correlation of
the electric parameters of MOS capacitors with the dielectric and IR properties
of the thermal and low-temperature oxides, as well as with their stoichiometry,
were investigated [31, 32].
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6.2.2. Monitoring of Aluminum Corrosion Processes
in Al–PSG Interface

Phosphosilicate glass (PSG) is widely used in IC manufacturing as a solid-
state source of diffusion, as effective protection against alkali ions, and as an
intermediate dielectric between metal interconnections and underlying structures.
Incorporation of phosphorus pentoxide (P2O5) into silicon oxide in the form of
PSG decreases the temperature necessary for the glass reflow appreciably, which
ensures metallic lay-outs of higher quality [26, 33, 34]. An increase in the phos-
phorus content leads to the lowering of the reflow temperature but simultaneously
promotes the corrosion of aluminum owing to the interaction with phosphoric acid
produced from the reaction of phosphorus pentoxide with water [35].

IRRAS was used to monitor the interaction between an aluminum film and
PSG under different processing treatments [36]. The PSG films (d = 400 nm)
were produced on n-Si substrates by CVD from gas mixtures of SiH4, PH3, and
O2 in an Ar atmosphere at T = 300◦C in the reaction SiH4 + 4PH3 + 7O2 →
SiO2 + 2P2O5 + 2H2O + 6H2. The concentration of phosphorus in the films was
changed by varying the PH3 content in the reactant mixture.

The p-polarized IR transmission spectra (ϕ = 75◦) for PSG layers with dif-
ferent phosphorus content are shown in Fig. 6.8 [36]. In addition to the SiO2

bands, an intense peak at 1325 cm−1 from P=O bonds was observed [33–38].
The ratio of the absorbance at 1325 cm−1 to that at 1080 or 1250 cm−1 depends
linearly on the phosphorus concentration determined by methods such as chem-
ical or neutron activation analysis. The same dependence is observed in spectra
of borosilicate glass for the ratio of the absorbance at 1350 cm−1 to that at
1080 cm−1; this is used for determination of the boron concentration in borosil-
icate glass films [38–40]. This determination of the absolute concentration of
phosphorus in PSG films by IR spectra was developed in [41].
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Figure 6.8. p-polarized IR transmission spectra at ϕ = 75◦ of PSG for different phosphorus
concentrations in the film (in weight percent): (1) 5.5; (2) 7.0; (3) 8.3; (4) 9.3; (5) 10.6.
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Evaporation of a 1-µm Al layer causes the absorbance at 1080 cm−1 to
decrease (the “metallic quenching” effect, Section 3.2.2) and the νLO band of SiO2

to shift toward higher frequencies. The most pronounced changes in the spectra of
these structures were observed after annealing at T ≥ 450◦C for 1 h. The splitting
of the complex band at 1100–1350 cm−1 into two peaks at 1325 and 1250 cm−1

and a substantial increase in the intensity of the first of them (Fig. 6.9) [36] are
characteristic for one group of samples. This appears to indicate an increase in
the concentration of P2O5 in PSG, owing to the further oxidation of atomic phos-
phorus through interaction with SiO2. This is corroborated by the fact that the
1170-cm−1 band from SiO is clearly observed by IRRAS when the Al layer has
been etched.

For the second group of structures, the bands caused by the Si−O and P=O
bonds virtually disappear after thermal annealing, but a weak peak in the region
of 920 cm−1 appears (see Fig. 6.9). This peak is ascribed to the absorption of
Al2O3 [13] and becomes more intense after elimination of the Al layer by chem-
ical etching (Fig. 6.10) [36]. Hence it follows that for samples in the second
group thermal annealing leads to the reaction 3SiO2 + 4Al → 2Al2O3 + 3Si,
accompanied by the sublimation of P2O5 at 360◦C [42]. Another possible reac-
tion is that between orthophosphoric acid and Al film: P2O5 + 3H2O + Al →
2AlPO4 + 3H2 [33, 43].

The Auger electron spectra of the samples of both groups (after annealing
and elimination of Al by etching) showed the Auger peak at 86 eV of silicon
(SiLVV) bonded to the oxygen in SiOx [44]. The very weak Auger peak of Al
(AlLVV) at 63 eV is characteristic for the first group of structures. At the same
time, for the second group of samples, the Auger peak of Al was two orders
of magnitude stronger and was shifted toward lower energies (58 eV). The peak
at 58 eV has been assigned to the aluminum in Al2O3 [45], and the peak at
63 eV may be either from metallic Al or from the Al in AlOx . Thus, the Auger
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Figure 6.9. IRRAS (ϕ = 75◦) of Al–PSG–Si structures after thermal annealing at T ≥ 450◦C for
1 h (curves labeled as in Fig. 6.8).
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Figure 6.10. The p-polarized IR transmission spectra (ϕ = 75◦) of PSG–Si structures after
annealing and removal of Al film by chemical etching (curves labeled as in Fig. 6.8).

electron spectroscopic data confirm the formation of Al2O3 in the second group
of structures.

It can be concluded that annealing of Al–PSG structures can lead to an
increase in the P2O5 concentration in PSG owing to the further oxidation of
phosphorus reacting with SiO2. In addition, Al and PSG may react, resulting in
the transformation of the PSG film into various aluminum compounds, in par-
ticular Al2O3. It should also be noted that under the high-temperature treatment
used for the glass reflow, the P and B content in the PSG and BSG films may
change. IR absorption spectroscopy showed lower P and B concentrations during
annealing in water vapor, in dry oxygen, in nitrogen, and in air. Furthermore,
unannealed films lose B and P during prolonged storage in air [33, 38].

6.2.3. Determination of Metal Film and Oxide Layer Thicknesses
in MOS Devices

A method to determine the thicknesses of the semitransparent metallic film and
the thin dielectric layer in a MOS structure simultaneously has been developed
and approved by the authors. This method is based on the observed decrease in
IR absorption by the TO peak of the oxide layer when a metallic film is deposited
onto its surface.

The reflections are measured in p-polarized light at the Brewster angle from
the side of the semiconductor substrate. The measurements are carried out at
three frequencies. The first is in the region where there is no selective absorption
of the oxide (I1, I4). The next two are at the peaks of the TO (I2, I5) and LO
(I3, I6) phonon absorptions of the oxide layer, first prior to the deposition of a
metallic coating (with the help of an external mirror) (I1 − I3) and then after the
deposition of the metal (I4 − I5). The relevant intensities are given by

I1 = I0(1 − R1)2(1 − R2)2(1 − R4)2R5, (6.1)

I2 = I0(1 − R1)2(1 − R2)2(1 − R4)2R5 exp(−2α01d1), (6.2)
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I3 = I0(1 − R1)2(1 − R2)2(1 − R4)2R5 exp(−2α2d1), (6.3)

I4 = I0(1 − R1)2(1 − R2)2R3, (6.4)

I5 = I0(1 − R1)2(1 − R2)2R3 exp(−2α1d2), (6.5)

I6 = I0(1 − R1)2(1 − R2)2R3 exp(−2α2d2). (6.6)

Here, R1 –R5 are the reflectances at the air–semiconductor, semiconduc-
tor–dielectric, dielectric–metal, and dielectric–air interfaces and metallic mirror,
respectively; 2d1 and 2d2 are the effective thicknesses of the dielectric layer cor-
responding to the optical pathlength of the light beam before and after the metal
deposition; and α01, α1, and α2 are the absorption coefficients of the dielectric
layer at the TO (before and after the metal deposition) and LO frequencies, respec-
tively. The intensity of the incident IR radiation I0 is assumed to be independent
of the frequency.

Because R1 = 0 for the measurements in p-polarized radiation at ϕ = ϕBr and
assuming that the chemical composition of the dielectric layer does not change
after the deposition of a metal, it follows from Eqs. (6.1)–(6.6) that

d2 = d1
ln(I4/I6)

ln(I1/I3)
, (6.7)

2d1(α1 − α01) =
(

ln(I4/I5)

ln(I4/I6)

)
ln

(
I1

I3

)
− ln

(
I1

I2

)
. (6.8)

The absorption in the region of the LO mode of the oxide is practically inde-
pendent of the presence of a metal film and is governed only by the dielectric
thickness. Rather good correlation between the absorption at νLO and the thick-
ness of a thin oxide film was obtained from measurements in p-polarized light
at ϕ = ϕBr [46]. Finally, the thickness of the oxide layer in the MOS structure
[Eq. (6.7)] and the contribution of changes in its thickness to changes in the
TO band intensity may be determined using an independent measurement of the
LO band intensity in the spectrum of the oxide. Equation (6.8) characterizes the
change in absorbance at the TO band resulting from a change in the thickness
(conductivity) of the evaporated metal film.

Figure 6.11 shows the change in the spectra from IRRAS of an 80-nm SiO2

layer after electron beam evaporation of a 100-nm Al film. Total quenching of
the TO absorption band of SiO2 (1070 cm−1) is observed, while the intensities
of the νLO bands of SiO2 (1250 cm−1) and SiO (1170 cm−1) increase. This can
be attributed to the conditions of light propagation through the structure [because
the absorbance at LO frequencies depends considerably on the angle of incidence
(Section 1.5 and Ref. [47]), unlike the absorbance at TO frequencies], to the
partial oxidation of the Si wafer during the deposition and subsequent annealing
of Al, or to the solid-state interaction between Al and SiO2 in the annealing
process [48]. The ellipsometric and IR spectroscopic study of these structures
after the removal of Al by chemical etching confirms that the thickness of the
oxide under the Al layer exceeds its initial value, and thus the observed increases
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Figure 6.11. The p-polarized spectra from IRRAS (at ϕ = 75◦) of (1) Si wafer, (2) Al–SiO2 –Si,
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Figure 6.12. Experimental dependence of 2d1(α1 − α01) on dAu for Au–SiO2 –Si structure.

in the 1250- and 1170-cm−1 bands are caused by the increases in the SiO2 and
SiO thicknesses, respectively.

The correlation between the νTO band intensity and the metallic layer thickness
measured by independent methods is shown in Fig. 6.12. Clearly, IRRAS allows
effective determination of the metallic layer thickness down to ≤10 nm.

6.3. MODIFICATION OF OXIDES IN METAL–SAME-METAL
OXIDE–InP DEVICES

Same-metal oxides of A3B5 materials are not normally used in MOS devices,
due to their heterogeneity and nonstoichiometry (chemical composition depends
significantly on the conditions of both production and subsequent thermal treat-
ment [49–51]). Therefore, at present, preference is given to MOS structures
containing silicon oxides. Examples of such systems include SiO2 on substrates
made of GaAs, InP, and InSb, which were studied by IR absorption [52–54]. Nev-
ertheless, MOS structures with same-metal oxides A3B5 are still considered to be
promising for a number of applications in optoelectronics, such as solar cells [1].

The influence of the deposition of metallic coatings and the thermal treat-
ment on the structural and chemical properties of same-metal oxides formed on
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InP(111) substrates by anodic, chemical, and thermal oxidation was studied [55].
The anodization was carried out in an aqueous solution of ammonium citrate
and propylene glycol at an applied potential of 120 V. Concentrated nitric acid
was used for the chemical oxidation at 80◦C for 15 min, and the thermal oxida-
tion occurred in a flow of wet oxygen, TO2 = 450◦C, TH2O = 95◦C. The oxide
thickness was 80–150 nm. The effect of a thermally deposited metallic coating
(Au or Al, d = 0.2–0.3 µm) on the oxide chemical composition was studied by
IRRAS. Conditions of optimum and degraded electrophysical characteristics of
the MOS structures were achieved by annealing at 300 and 530◦C, respectively,
for 1 h in a mixture of N2 and O2.

Spectra of oxides formed under different conditions show a wide band lying
between 1400 and 800 cm−1 with characteristic absorption peaks at 940, 1010,
1090, 1150, and 1220 cm−1 (Fig. 6.13) [55]. These spectra were compared
with standard IR absorption spectra of the bulk compounds In2O3, P2O5, and
InPO4 [56, 57], which, as is known from XPS studies and thermodynamic
analyses [49, 51, 58], can contain InP oxide and will have characteristic
absorption bands at 940, 1140, and 1090 cm−1 (InPO4); 1226, 1150, and
1015 cm−1 (P2O5); and 1090 and 1050 cm−1 (In2O3). This comparison reveals
that although all the above-mentioned IR absorption peaks in the experimental
spectra of InP oxides are observed, the experimental IR spectra of InP oxide
and the individual standard spectra are not identical. Thus, the InP oxide
must be a multiphase structure representing a mixture of In and P oxides
(In2O3 + P2O5 + InPO4). The proportion of each component in InP oxide is not
constant and depends on the oxide formation procedure, as is seen from the
intensities of the individual peaks.

In the case of thermal oxides grown in a wet oxygen flow, the absorption
spectra show two peaks of approximately equal intensity at 940 and 1140 cm−1,
which are observed in bulk IR spectra of InPO4 [56], testifying that InPO4 is
the dominant phase in these films. This correlates with data from XPS [49, 58,
59] and Raman spectroscopy [60], according to which the thermal oxides grown
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Figure 6.13. (a) IRRAS spectra in p-polarized radiation at 75◦ of InP oxides: (1) thermal,
(2) chemical, and (3) anodic oxide. (b) IR transmission spectra of InP oxides: (1) thermal,
(2) chemical, (3) anodic oxide, and (4) anodic oxide after thermal annealing at 300◦C for 1 h.
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at T > 400◦C consist primarily of InPO4, with a small proportion of In2O3. IR
spectroscopy data also indicate the presence of In2O3 by the absorption bands
at 1090 and 1050 cm−1. The appearance of a weak peak at 1220 cm−1 in the
spectrum of thermal oxides suggests the presence of P2O5.

In the spectra of anodic oxides, the absorption peaks at 1150, 1090, and
1220 cm−1 dominate, whereas the peaks at 940 and 1010 cm−1 that dominate
the spectra of thermal oxides are much less pronounced. The peaks at 1150,
1090, and 1220 cm−1 are connected with the absorption of P2O5 and In2O3,
and thus it can be concluded that anodic oxides consist of P2O5 and In2O3, the
latter being more abundant. The weak peak at 940 cm−1 suggests that InPO4

can also appear in anodic oxides, even before annealing, although it was earlier
assumed that InPO4 is formed only after a thermal treatment of low-temperature
oxides [49, 51, 61].

The spectra of chemical oxides are similar to those of anodic oxides, indicating
that these oxides are close in chemical composition. The absorption bands at
1220, 940, and 1010 cm−1 are more intense in the spectra of chemical oxides,
implying a greater proportion of InPO4 and P2O5 in the chemical oxides.

In spectra of InP oxides between 2900 and 3500 cm−1 and at 1650 cm−1,
one can distinguish absorption peaks of the stretching and bending vibrations of
the O−H groups; these are most pronounced for the anodic oxide, considerably
weaker for the chemical oxide, and practically absent for the thermal oxide and
disappear upon slight thermal heating (T ≈ 200–300◦C) (Fig. 6.13 [55]). From
this, it can be concluded that these peaks result from O−H groups of adsorbed
water. Same-metal oxides do not contain detectable amounts of hydroxyl ion
salts in the form In(OH)3 (the probability of their formation upon oxidation of
InP in water solutions has been discussed [49]).

Low-temperature annealing (T = 300◦C) causes the absorption spectra of
anodic and chemical oxides to undergo substantial changes, namely an increase
in the 940- and 1220-cm−1 absorption peak intensities by a factor of 1.3–2.0.
Thus, annealing results not only in the dehydration of same-metal oxides but
also in an increase in the concentrations of P2O5 and InPO4, which occurs in the
oxide simultaneously with a decrease in the In2O3 concentration [55]. It is these
latter effects that allow for the optimization of the electrophysical characteristics
of MOS devices.

P2O5 and InPO4 have wider energy gaps Eg and higher resistivities than
In2O3, with potential barriers at the contact with InP; furthermore they do not
contain the traps that cause long-time relaxation of MOS structure characteris-
tics [62]. Analyzing the variations in intensity of each IR absorption peak and
taking into account all the possible processes that could lead to the observed
effects, it was concluded that, in addition to the reactions of the oxide itself,
namely In2O3 + P2O5 → 2InPO4 or at the oxide–InP interface 4P2O5 + 5InP →
5InPO4 + 8P and 4In2O3 + 3InP → 3InPO4 + 8In, the diffusion of phosphorus
atoms from indium phosphide into the oxide takes place. In particular, this occurs
in the transition region where, from the Auger spectroscopy data, accumulation
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Figure 6.14. IRRAS spectra in p-polarized radiation at 75◦ of (a) thermal and (b) chemical
oxides: (1) unannealed; (2) after thermal annealing at 300◦C for 1 h.

of excess phosphorus atoms occurs. This allows the increase in the P2O5 con-
centration occurring simultaneously with an increase in InPO4 concentration and
a decrease in In2O3 concentration to be attributed to oxidation of the phosphorus
atoms that penetrate into the oxide (Fig. 6.14 [55]).

High-temperature annealing (T = 530◦C), which leads to the degradation of
the electrophysical characteristics of MOS structures [63], results in the increase
in intensity of the absorption peak at 940 cm−1 (InPO4) and the decrease in
intensity of the absorption peak of In2O3, indicating that InPO4 continues to be
formed in the oxide. However, as for T = 300◦C, the IR absorption spectrum
of InP oxide is not transformed into the InPO4 spectrum; thus, even at such
temperatures, anodic and chemical oxides do not become a single-phase material
consisting of InPO4, as was previously assumed [51].

Another peculiarity in the IR absorption spectra of InP oxide annealed at
T = 530◦C is the absorption peak at 1220 cm−1, which is considerably less
intense than in the spectra of the oxide annealed at T = 300◦C, suggesting that
P2O5 is lost. As a result, the band at 1090 cm−1, attributed to In2O3, again
becomes dominant in the IR absorption spectra. The intensity of the peak at
1220 cm−1 does remain greater than in IR absorption spectra of unannealed InP
oxides. Since the temperature of P2O5 sublimation, Tsub, is 360◦C [42], P2O5

sublimation will occur at T > Tsub, and the lowering of the resistivity of the
oxide observed by us on annealing at 450◦C is not surprising.

A metal deposited onto an oxide has an appreciable effect on oxides annealed
at 300◦C and 530◦C (see Fig. 6.15); this is most pronounced for Al, which clearly
shows an absorption band at 1220 cm−1, caused by the presence of P2O5 in the
oxide films, even at T = 530◦C. After deposition of a Au coating and annealing
at T = 530◦C (when the exfoliation of the Au film is observed), the intensity of
the absorption band at 1220 cm−1 is similar to that observed for oxides annealed
with no metallic coating.

From the above analysis of IR spectra, it follows that the deposition of a metal
film onto a same-metal InP oxide can effectively stabilize the properties of such
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Figure 6.15. IRRAS spectra in p-polarized radiation at 75◦ of (a) Al–chemical oxide–InP and
(b) Au–chemical oxide–InP: (1) after metal deposition; (2) after thermal annealing at 300◦C for
1 h; (3) after thermal annealing at 530◦C for 1 h.

oxides during thermal treatment by hindering the sublimation of P2O5, but this
sealing effect depends upon the physicochemical and mechanical properties of
the metals employed.

Degradation of the surface upon formation of a metallic contact with InP, as
occurs in the production of solar cells, was also observed [64]. IR absorption
showed a change in the chemical bonding; in particular, the lowering of the P
concentration, the appearance of an imperfect nonstoichiometric surface structure,
and the formation of P−H bonds were recorded. IR spectra of same-metal GaAs
oxides were studied [65, 66], and it was established that they represent a more
complicated chemical structure than a simple mixture of Ga−O and As−O bonds.
The differences between the chemical structure of anodic and chemical oxides
were also considered [65].

6.4. DIELECTRIC LAYERS IN SANDWICHED SEMICONDUCTOR
STRUCTURES

6.4.1. Silicon-on-Insulator

The relatively small geometry that is possible for integrated circuits made on
silicon-on-insulator (SOI) gives them a significant advantage over similar cir-
cuits fabricated on Si [67]. Recently, SOI technology has demonstrated promising
results in the fabrication of gigabyte DRAM devices, primarily due to the fact
that both sides of the SOI structure may be used, which improves packing den-
sity considerably [68]. A SOI structure can also be used as a support substrate
in the fabrication of thin-film silicon solar cells [69] and in hybrid bipolar and
complementary metal–oxide–semiconductor devices (biCMOS) [70].

To manufacture an oxide layer for a SOI structure, either the local oxidation
of silicon (LOCOS) process or the separation by implanted oxygen (SIMOX)
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technique is used [68]. A SIMOX structure is fabricated by a high dosage oxy-
gen implantation (>1018 cm−2) followed by thermal annealing. By changing
the type of implanted ions, buried silicon nitride and carbide layers may be
formed [70].

Three-dimensional SOI structures represent successive stacks of silicon and
dielectric layers, and the analysis of their structural and chemical and geometric
parameters is still a problem. However, it can be solved using the reflectance
spectra and interpreting them by either the matrix method or recursion relation-
ships (Section 1.7). In one example [68], the thicknesses of all the layers in a
six-layer SOI structure in which half of the layers are absorbing were determined.
However, the technical problem occurring in reflectance spectra, specifically the
interference of the beam reflected from the front surface and from the buried
SiO2 layer, must also be addressed. A detailed theoretical analysis of interfer-
ence fringes has been done that yields the refractive index profiles and oxygen
concentration profile [70].

One of the fundamental problems associated with materials fabricated by
SIMOX is the high density of dislocations remaining in the top silicon layer
after annealing [67]. A significant reduction in the dislocation density may be
achieved by techniques of sequential implantation and annealing (SIA) [71]. The
resulting substrates have dislocation densities several orders of magnitude lower
than those obtained with a standard, single implantation at about 550◦C followed
by annealing [71, 72].

The analysis of FTIR absorbance spectra of SOI structures produced by the
SIMOX and SIA technologies has been performed for different implantation and
annealing protocols [72]. In the spectra of a 300-nm buried oxide layer, one can
observe three main absorption νTO peaks from the vibration modes of Si−O−Si
at 465, 810, and 1083 cm−1. The positions of these peaks are quite close to
the corresponding absorption bands of thermal SiO2. For structures produced
by SIA technology, the stretching absorption peak is shifted to higher frequency
(1094 cm−1, Fig. 6.16 [72]). The νTO band of the stretching mode of the SIMOX
layer is shifted toward lower frequencies. This may be the result of a compression-
induced stress in the oxide, which could decrease the bond angle [73], or the
presence of oxygen precipitates in SIA structures, which have an absorption
band close to 1105 cm−1 [74].

6.4.2. Polycrystalline Silicon–c-Si Interface

Semi-insulating polycrystalline silicon (SIPOS) is found in many applications,
including the electrical passivation of high-voltage planar devices, emitters in
heterojunction transistors, and thin-film silicon solar cells on cheap foreign sub-
strates. SIPOS is usually deposited by CVD onto a Si substrate. The composition
of the SIPOS SiOx film varies from x = 0 (polycrystalline or amorphous Si)
to x = 2 (SiO2). The untreated film consists of a nonrandom mixture of Si
and SiO2 and relatively small amounts of an intermediate oxide of SiO1−�

(� = 0.14) [75, 76].
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Figure 6.16. IR absorbance spectra of SOI structures made by (a) SIMOX and (b) SIA
processes. Reprinted, by permission, from A. Perez, J. Samitier, A. Cornet, J. R. Morante,
P. L. F. Hemment, and K. P. Homewood, Appl. Phys. Lett. 57, 2443 (1990). Copyright  1990
American Institute of Physics.

The interface layer formed in the CVD process between the silicon substrate
and the SIPOS film can lead to unstable I –V characteristics or to an electric
breakdown in high-voltage planar devices. The modified ATR method was applied
to study this interfacial layer between a Si substrate and polycrystalline Si [77].
IR reflectance spectra were recorded in p- and s-polarized radiation at 80◦. The
normalized reflectance spectra R = Rp/Rs were compared to the spectra of a
test (reference) structure with a known thickness of SiO2 and were calculated
by the three-phase model, with an absorbing layer characterized by a complex
dielectric constant and two transparent silicon layers with real dielectric constants.
The analysis of the νLO band at 1210 cm−1 revealed that the interface layer is
comprised of silicon oxides, mainly SiO2, with a thickness of 0.7 nm [77].

6.4.3. SiO2 Films in Bonded Si Wafers

Infrared transmission methods have been developed to characterize thin oxide lay-
ers sandwiched between two silicon substrates. In particular, the sensitivity of this
method has been improved for films that are thinner than 10 nm [78–80]. This
work was motivated in part by the many applications of such silicon-sandwiched
devices, including in the base structure for gas sensors, SOI, and micromechanical
structures. The Si wafer bonding occurs if two free wafers are brought into con-
tact and subsequently annealed. Before bonding, wafers are cleaned in a standard
RCA solution with a deionized water rinse. Initial joining is performed under
vacuum at room temperature by applying gentle pressure. Permanent bonding
is then achieved via interfacial chemical reactions [81]. The thin oxide layer on
the bonded Si surface arises from preliminary oxidation [78] or as the result of
thermal annealing of the bonded wafers [79].

IR transmission of the Si-bonded wafers at a grazing angle of ≈90◦ is a highly
sensitive technique and does not require multiple internal reflections (which
would necessitate a beveled Si substrate). The resulting spectra are the best for
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Figure 6.17. Transmission spectra of SiO2 films 5 nm (solid line), 30 nm (dashed line), and
1 µm (dotted line) inserted into bonded Si wafers. Spectra were measured with IR microscope
directing unpolarized radiation onto cross section of Si–SiO2 –Si stratified structure (see
Section 4.3.6 for more detail). Reprinted, by permission, from A. Borghesi, A. Sassella, and
T. Abe, Jpn. J. Appl. Phys. 34, L1409 (1995). Copyright  1995 Publication Board of Japanese
Journal of Applied Physics.

ultrathin SiO2 films [78]. The spectral contrast is strongly enhanced at oblique
angles of incidence, because the absorption of the silicon substrate can be neg-
lected if the relationship between the spectra recorded in p- and s-polarized
radiation is considered [80]. The 5-nm film has a very strong absorption at
1256 cm−1, the 30-nm film only a weak absorption, and the 1-µm film no absorp-
tion in the range of the LO mode (Fig. 6.17) [78]. These results can be easily
explained by the fact that the Berreman thickness for such a configuration is
about 20 nm (Section 3.2). For films thicker than 20 nm, the absorbance at the
LO mode frequency vanishes because the surface modes no longer interact and
the thin-film approximation is not valid [78, 82].

Hydrophobic and hydrophilic bonded silicon wafers were studied by the meth-
ods of multiple internal reflection spectroscopy (MIR) and multiple internal
transmission spectroscopy (MIT) [79, 81, 83, 84]. The sensitivity of the MIT
configuration is 20–40 times higher than that of the traditional MIR configura-
tion [81]. However, both of these techniques require beveled Si wafers.

The modes of all three hydrides SiH, SiH2, and SiH3 are observed simulta-
neously in the 2100-cm−1 range; however, the absorption intensities differ for
hydrophobic and hydrophilic wafers. For a hydrophobic surface, the ratio �R/R

is approximately 100 times higher than for a bonded hydrophilic sample [79]. In
addition to Si−H, O2−Si−H (2200 cm−1) and O3−Si−H (2250 cm−1) vibration
modes and O−H stretch modes (3725 cm−1) are also observed (Fig. 6.18 [84]).

6.4.4. Quantum Wells

Multiquantum wells (QWs) are multilayered structures consisting of sequences
of interchanging thin layers (3–10 nm) of two different semiconductors, each
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with different band gaps. They are usually grown by the method of vapor-phase
epitaxy (VPE) or molecular-beam epitaxy (MBE) on a semiconductor substrate.
Long-wavelength IR detectors that are highly sensitive in the 8–12-µm atmo-
spheric spectral window have been developed based on intersubband absorption
of GaAs–AlGaAs, GaAs–GaInP, and SiGe–Si QWs [85–88] and for the 3–5-
µm spectral range InGaAs–InAlAs and InGaAs–InP QWs [88, 89]. Usually,
A3B5 infrared photodetectors are based on the photoionization of carriers from
the ground state of n-doped QWs and the subsequent carrier transport in the pres-
ence of an applied electric field. The n-type QWs have excellent IR sensitivity
due to the low electron effective mass and high electron mobility. However, the
quantum-mechanical selection rule for the intersubband transition requires that
the electric field of the incoming radiation have a component perpendicular to the
QW plane, and special optical coupling methods such as that using planar metal
grating structures are needed [89]. Recently, p-type QW detectors, which use
intervalence subband transitions, have been considered [90]. Due to mixing of
the light and heavy-hole states, optical transitions between the valence subbands
are allowed for radiation of normal incidence [89].

QW structures are ideal for IR detectors, since their absorption wavelength
can be systematically varied by changing their well width and barrier height.
Figure 6.19 shows a typical absorption spectrum of a QW consisting of 10 periods
of 4-nm n-GaAs, n = 2 × 1018 cm−3, and 30-nm undoped Ga0.5In0.5P barriers,
formed by metal–organic VPE on a semi-insulating undoped GaAs [85]. The
absorption was measured in a multipass waveguide configuration at 45◦. Absorp-
tion is observed at 8 µm (155 meV) with FWHM = 82 meV. Other QWs have
analogous absorption spectra [88, 91] but may become more complicated in the
presence of subbands. This is characteristic, for example, for SiGe–Si QWs [86].
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Figure 6.19. Intersubband absorption spectrum recorded at room temperature. Insets show
45◦ multipass waveguide configuration and band of tuning of lattice-matched GaAs–Ga0.5In0.5P
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6.5. IR SPECTROSCOPY OF SURFACE STATES
AT SiO2 –Si INTERFACE

The SiO2 –Si interface is a crucial feature of MOS structures because it deter-
mines their electric characteristics. For VLSI and ULSI devices, defects and the
generation of defects in the region close to the SiO2 –Si interface can affect the
reliability of the devices more than defects in the bulk of the oxide layer [92].
Therefore, the most important parameters to monitor during the fabrication of
MOS structures are the chemical composition and the structural disordering at
the SiO2 –Si interface. One of the main types of defects occurring at the interface
that can affect the output characteristics of MOS structures is silicon suboxide
species on the SiO2 side of the interface (E′ defects or oxygen-deficient silicon
centers), which are primarily responsible for trapped positive charges in silicon
substrate oxides. Another is unsaturated silicon atoms (trivalent silicon) at the
interface, which can induce interfacial electron states near the middle of the Si
band gap (named Pb centers) [93–96].

Energetically speaking, these interfacial electron states are traps within the Si
gap, localized at the interface, which can interact with free charge carriers in the
semiconductor substrate. During accumulation, the traps are filled by the majority
charge carriers, but upon inversion or depletion, their charge changes. The density
of interfacial electron states reaches a maximum at the interface and extends by
tunnelling several angstroms into the SiO2 layer (Fig. 6.20). Interfacial defects
can also create traps in the bulk, Nt , in a space charge region (SCR) extending
to a depth on the order of micrometers (Fig. 6.20). Usually the concentration of
the bulk traps is smaller than the concentration of the doping impurity, Nd , but
the total concentration Nt in the SCR can be compared with the density of the
interfacial electron states.
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Figure 6.20. Diagram of spatial distribution of electron states in interfacial region. Here, Dit is
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In recent years improvements in the technological processing has lowered
the density of surface electron states in the best MOS structures from 1012 to
108 cm−2·eV−1. The methods commonly used to investigate surface electron
states are the field effect, the frequency dependence of the surface conductivity
and C –V , deep level transient spectroscopy (DLTS), and electron paramagnetic
resonance (EPR) methods [27, 95–99].

Harrick [100] proposed to use internal reflection spectroscopy to investigate
the surface electron states in the dielectric–semiconductor systems. In contrast to
the indirect methods of the field-effect and surface conductivity measurements,
measurement of the optical absorption allows one to determine the spectral dis-
tribution of the surface states directly. However, assuming that the surface state
density is 1010 cm−2 and the absorption cross section is 10−16 cm2, the absorption
by surface states will cause changes in the reflectance of only 10−6. There-
fore, modulation spectroscopy (Section 4.7) is used, in which only the change in
absorption under an alternating current is amplified and the filling of a surface
state is changed by application of a constant potential difference.

The absorption on surface states can cause the electron transitions from filled
surface states to the c-band (λ1) and from filled states of the v-band to free states
(λ2); for n-type surfaces λ1 > λ2, and for p-type surfaces λ1 < λ2 (Fig. 6.21b).
Since carriers can undergo transitions from any filled state of the v-band to any
free surface states and from any filled surface states to a free state in the c-band,
narrow absorption bands are not usually observed, and only the boundaries of
absorption are fixed. When the value of the constant voltage bias is changed, a
change in the filling of states close to the Fermi level is possible, causing a shift
of the absorption boundaries. Inversion of the surface conductivity from n- to
p-type results in a change of the sign of the signal. In addition, the broadband
signal of absorption, ∼λ2, caused by free carriers is always superimposed on
the surface state absorption. The surface state absorption may be distinguished
from the absorption of free carriers by observing the dependence of the spectral
shape on the applied voltage bias (for the latter, absorption is independent of the
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Figure 6.21. (a) Scheme of electronic transitions; (b) general shapes of IR absorption for surface
with n-type conduction; (c) absorption of defects of trivalent silicon in SiO2 –Si.

voltage). The absorption of surface states caused by the defects of trivalent silicon
in a thermal SiO2 –Si system was obtained with this method [101] (Fig. 6.21c).

At energies higher and lower than the band gap of a bulk material, the
method of differential surface reflection [102–105] is also applied to study elec-
tronic transitions in surface states. This method involves measuring the reflection
from a clean sample surface and then from the sample surface after exposure
to the atmosphere of any gas (usually oxygen). The results are presented in
�R/Rd units, representing the relative change of the reflectance: �R/Rd =
[R(0) − R(d)]/R(d). [Here, R(d) is the value of the reflectance for a “saturated”
surface, after long exposure to an oxygen atmosphere.] This is related to the sur-
face dielectric function, representing the transition between filled and free surface
electron states. Qualitatively, the reflectance of a clean surface is higher than that
of a surface after oxidation when the surface states are released. Since transitions
of the oxide layer do not appear in the spectral region where the surface state
transitions are observed (0.3–4 eV), the spectrum �R/Rd represents the distri-
bution of states on the clean surface. Because of a small contribution from surface
effects (∼10−2) to the total reflectance from a semiconductor surface, R must
be measured very accurately, preferably in a high vacuum. Here, �R/Rd can be
quantitatively analyzed on the basis of the macroscopic theory developed for a
three-layer model, in which the surface is considered to be an absorbing layer
between the substrate and the surroundings of thickness d � λ [106] (Eq. (3.41)
in Section 3.10).

The spectrum �R/Rd for Si(111) 2 × 1 obtained in nonpolarized radiation
is presented in Fig. 6.22. The results show the presence of an energy gap in
the zone structure arising from dangling bonds on the reconstructed surface
of silicon. The surface is strongly anisotropic with the principal axis of the
permittivity tensor lying along the direction 2 × 1 of the reconstruction. The
dependence of the Si(111) 2 × 1 surface reflectance on the radiation polarization
has been analyzed in detail in Ref. [107]. In the theoretical analysis of the spectra
�R/Rd [Eq. (3.41)], it was assumed that the effect of the oxidation is only to
release surface states. However, this is not necessarily the case even for nonab-
sorbing oxides. In reality, the adsorption of oxygen on a semiconductor results
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Figure 6.22. Differential spectra of Si(111) 2 × 1 surface at T = 295 K.

in a shift of the surface Fermi level, implying a change in the surface electric
field. Hence, the change in �R/Rd can also be influenced by the Franz–Keldysh
effect. However, a typical contribution from this effect to the change of �R/Rd

does not exceed 0.2%, which is smaller than the contribution caused by the
transitions connected with surface states. Nevertheless, the Franz–Keldysh effect
induced by oxidation has been observed in GaAs and GaP, which are materials
with a high electroreflection coefficient [102].

The properties of surface states at the SiO2 –Si interface could also be inferred
by analysis of IR absorption spectra of silicon oxide [94, 108–110]. Although
the IR absorption of the Si−O−Si stretching mode does not allow for direct
determination of the density of surface states at the interface or the traps in the
oxide, it does supplement techniques such as the C –V method, RBS analysis,
and AES.

The correlation between the midgap interfacial state density Dit and the
thickness strain in thermally grown SiO2 films has been studied [110]. The Dit

decreases with the oxidation temperature and with the oxide film thickness. The
frequency of the Si−O stretching vibrations increases with increasing oxidation
temperature and film thickness. The peak position ν is expressed as a function
of the average Si−O−Si bond angle as

ν ≈ ν0 sin θ, (6.9)

where ν0 = 1134 cm−1. The interatomic distance dSi−Si, which can be consid-
ered as an internal strain parameter [73], is also proportional to the Si−O−Si
bond angle:

dSi−Si = 2r0 sin θ, (6.10)

where r0 is the Si−O bond length. Since ν and dSi−Si are proportional to sin θ ,
the change in ν gives the thickness strain [111]:

ξ(SiO2) = 1 − ν

ν1
. (6.11)
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Here, ν1 = 1079 cm−1 is the bond-stretching frequency of a fully relaxed film and
ν is the corresponding bond-stretching frequency in the stressed oxide. The calcu-
lation of the microscopic strain from the Si−O−Si stretching frequency shows the
existence of a linear relationship between Dit and the thickness strain in SiO2 [110].

The structural and electrical properties of SiO2 structures irradiated by
high-energy ions was studied [94]. When the flux of Xe or Ni is higher
than 1011 ions/cm2, the absorption peak at 1079 cm−1 shifts toward lower
wavenumbers (Fig. 6.23 [94]). In addition, the optical density at the frequency
of the Si−O stretch mode decreases while the FWHM increases. From the IR
absorption peak, the variation in the Si−O−Si bond angle was estimated. The
Si−O−Si angle drops from 144.5◦ to 140.9◦ and 134.3◦ after irradiation by
5.1012 ions/cm2 of Ni and Xe, respectively. Simultaneously, the interatomic dSi−Si

distance decreases from 3.04 to 3.01 and 2.95 Å, respectively [94]. Therefore,
the high-energy ions not only induce oxygen vacancies and other defects in SiO2

but also distort the bulk network [112]. The midgap interface state density Dit

and the oxide charge density Nox as determined by electrical analysis increase
linearly with increasing ion flux. The same results were obtained for neutron-
irradiated silica, namely the Si−O bond vibration peak shifts by 15 cm−1 toward
lower wavenumbers, and the intertetrahedral Si−O−Si bond angle decreases
by 4◦ [113].

As known, saturation of defects connected with dangling Si−Si bonds by
hydrogen atoms decreases the defect concentration [114]. The number of sili-
con dangling bonds responsible for electron traps may also be reduced by oxygen
introduced during the deposition process [115]. The electron traps related to the
presence of hydrogen-bond silanol group (SiOH) and adsorbed water are also unde-
sirable in MOS devices [116]. Thus, thermal annealing may decrease the interfacial
trap density Dit by decreasing the concentration of H2O and OH in SiO2 [109].
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Figure 6.23. IR absorption of thermal SiO2 before and after irradiation by Xe and Ni
at 5 × 1012 ions/cm2. Reprinted, by permission, from M. C. Busch, A. Slaoui, P. Siffert,
E. Dooryhee, and M. Toulemonde, J. Appl. Phys. 71, 2596 (1992). Copyright  1992 American
Institute of Physics.
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6.6. IN SITU INFRARED CHARACTERIZATION
OF Si AND SiO2 SURFACES

Infrared spectroscopy is particularly useful in the study of adsorption and decom-
position of molecules on a Si surface, an important application in the semi-
conductor industry, which has a variety of processes that involve the reaction
of gas-phase molecules with a Si surface. There is a plethora of measurement
techniques in IR spectroscopy that have good surface sensitivity. The chemical
information available, including identification and determination of concentra-
tions of species plus structural information, can be obtained with very high
resolution and yet with no undesirable physical or chemical changes in the mate-
rial of interest caused by the measurement [117].

There are several reviews and books devoted to the theory and techniques of
surface IR spectroscopy [100, 102, 117, 118]. The classical scheme proposed by
Harrick uses an internal reflection element [100]. Later, the ATR method was
developed to improve the surface sensitivity. The optimum conditions for recording
ATR spectra and experimental techniques are described here in Chapters 2 and 4.

6.6.1. Monitoring of CVD of SiO2

The deposition of SiO2 by several CVD processes and surface reactions of
gaseous reactants with a SiO2 surface has been monitored in situ by ATR and the
standard FTIR transmission methods [53, 119–121]. Using these methods, infor-
mation about the IR absorption of the surface species, the film, and the ambient
gas in the reactor during the film growth can be obtained. It is well known that
CVD parameters such as the quality of the film, the rate of deposition, and the
profile of chemical composition are sensitive to the transport and reactions of
species in the plasma as well as to the surface reactions. The IR absorption of
CVD silicon dioxide after deposition (ex situ) was considered in Section 5.2.

Table 6.1 presents the assignment of IR absorption peaks observed after vari-
ous CVD processes of SiO2. The table includes absorption peaks of the organic
and organometallic gas phases, adsorbed species, and chemical bonds of films,
with the exception of peaks attributed to Si−O bonds, which have already been
discussed in the relevant contexts.

The type of surface species and their relative surface concentration depend on
the deposition conditions such as the identity and concentration of the gaseous
reactants in the plasma reactor, the temperature of the substrate, the duration of the
deposition process, and the quality of the Si surface before deposition. The ATR-
FTIR studies of the SiO2 surface exposed to TEOS at various temperatures show
that below 100◦C TEOS is physisorbed and above 100◦C TEOS is irreversibly
chemisorbed onto the SiO2 surface [53]. Therefore, in low-temperature CVD,
physically adsorbed TEOS can be trapped in the growing oxide, resulting in more
ethoxy and OH species. This leads to a poor-quality film, with increased porosity
and instability. High-quality OH-free films can be produced by limiting the TEOS
flux to the surface during the deposition [53]. Absorption peaks from TEOS
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Table 6.1. Peaks assignment after CVD from TEOS and SiH4

Deposition
Process

Peak Position
(cm−1) Peak Assignment References

1. TEOS in gas phase 810 CH2 rocking 53, 122
1300 CH2 twisting 53
1395 CH2 wagging 53
966, 1175 CH3 rocking 53, 123
1087, 1117 C−O stretching 53
2901, 2943 CH2 stretching 53, 120
2936, 2981 CH3 stretching 53, 120

2. TEOS absorbed on
SiO2 at 200◦C

1107
1080

C−O stretching in−OCH2CH3

species
53

960, 1160 CH3 rocking 53
2896, 2939,
2981

C−H stretching of O−C2H5 53

1299, 1370,
1396, 1450,
1460, 1490

C−H of −CH3 and −CH2 53, 124

3746 Isolated OH stretching 53
3360 Hydrogen-bonded OH 53

3. PECVD from
SiH4 + O2 + Ar

2250 Si−H stretching in HSiO3 119, 125, 126

2206 Si−H stretching in H2SiO2 119, 125, 126
2200 Si−H stretching in H3SiO or

HSi(SiO2)
119, 125, 126

2160 Si−H stretching in H2Si(SiO) 119, 125, 126
2140 Si−H stretching in H3SiSi 119, 125, 126
2127 Si−H stretching in HSi(Si2O) 119, 125, 126
2110 Si−H stretching in H2SiSi2 119, 125, 126
2090 Si−H stretching in HSiSi3 119, 125, 126
3740 OH stretching of isolated SiOH 119, 125, 126
3600–3000 OH stretching of associated SiOH 119, 125, 126

molecules (indicating physical adsorption) and peaks from chemically adsorbed
TEOS are presented in Table 6.1. The problems associated with monitoring the
delivery of condensable gases and the SiO2 composition during the CVD process
were also studied for triethylsilane (TES) + H2 [121], TEOS + ozone O3 [120],
and trimethylphoshine (TMP) [120]. Adsorbed TMP absorbs IR radiation at 1041
and 753 cm−1. The FTIR spectra of TES in the gas phase and adsorbed onto the Si
surface reveal absorption peaks from C−H and Si−H (2100 cm−1) and Si−C2H5

(900–1250 cm−1).
In situ ATR-FTIR spectra of films produced by CVD in an O2-rich mixture

(SiH4 + O2) show that the oxide surface is largely covered with isolated and
associated hydroxyls. Thermal annealing at 250◦C removes weakly bound OH
from the surface without additional Si−O−Si bond formation. At that time,
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the Ar+ bombardment during Ar+-assisted deposition releases H2O from SiOH,
forming Si−O−Si bonds due to the reaction Ar+ + 2SiOH → Ar+ + SiOSi +
H2O. The reactions between surface species (hydroxyl groups) and gas-phase
molecular fragments of SiH4 (SiHx , x = 1, 2, 3) produce surface hydrides HSiO3,
H2SiO2, and H3SiO. The silane fragments also react with Si on the surface,
producing silicon hydrides HSi(SiO2), H2Si(SiO), HSi(Si2O), and H3SiSi [119].
Table 6.1 gives the absorption peaks of silicon hydrides observed after CVD from
a mixture of SiH4 and O2.

6.6.2. Cleaning and Etching of Si Surfaces

It is well known that hydrocarbons and other contaminants of Si surfaces can
prevent defect-free epitaxial growth and can cause significant degradation of the
MOS device parameters [127]. To successfully effect the oxidation or epitax-
ial growth of Si for the fabrication of ICs, it is very important to start with a
clean silicon surface that is chemically stable and free from impurities. The pre-
ferred cleaning technique usually includes chemical oxidation and H treatment in
water followed by oxide removal in a hydrofluoric acid (HF) solution or fluorine
plasma. The resulting surfaces are hydrophobic and quite resistant to chemical
attacks, as most of the dangling bonds are terminated by hydrogen atoms, with a
small fraction terminated by either fluorine atoms or hydroxyl groups [128–131].
The chemical state of Si surfaces treated in water and a HF-based solution or flu-
orine plasma was examined in situ by MIR spectroscopy [128–130, 132–137],
IRRAS [138, 139], and ATR spectroscopy [140–143].

The IR absorption spectrum of a Si surface recorded during immersion in
deionized water (DI water) exhibits a broad peak at 2100 cm−1 and a weak peak
at 2080 cm−1 that can be attributed to dihydride Si (SiH2) and monohydride Si
(SiH), respectively [128, 130, 132, 134, 136]. In addition, the IR spectra of a Si
surface treated with ultrapure water or an SC1 solution (NH4OH–H2O2 –H2O,
0.25 : 1 : 5 at 70◦C) display the 2140-cm−1 absorption peak of trihydride Si
(SiH3) [136, 142]. Hence it can be concluded that rinsing in water leads to the
hydrogen termination of Si surface. The ATR spectra of a deuterium-terminated
Si surface formed by a similar wet method has also been considered [143].

The immersion of a hydrogen-terminated Si wafer into a flow of HF solution
decreases the SiH peak intensity, indicating that after immersion in HF solution
the surface is not completely terminated by hydrogen. Moreover, a broad peak
around 2230 cm−1 is observed. This peak is assigned to hydrogen-associated Si
fluorides SiH(SiF2) [128, 130], based on a semiempirical formula for calculating
the Si−H stretching frequencies for various substituted silanes and experimental
values of the Si−H stretching vibration frequencies for the fluorine-substituted
silanes SiH3F, SiH2F2, and SiHF3 (2206, 2245, 2314 cm−1, respectively) [144].
Thus, the Si surface may be partially covered by hydrogen-associated Si fluorides.
When the surface is rinsed in water after immersion in the HF solution, the
hydrogen-associated Si fluorides are removed and the surface Si−F bonds are
converted to Si−H bonds, leading to the complete hydrogen termination of the
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surface [128]. There is doubt about this conclusion because the absorption band
at 2230 cm−1 is present in the spectra of both Ge and Si wafers and probably
arises from electrolyte adsorption [133] (see also Section 3.7.2).

It is possible to directly observe the presence and behavior of Si−F bonds by
IRRAS. Two absorption peaks may be observed between 905 and 925 cm−1 for
a Si surface treated in the HF solution [139], attributed to the SiF2 symmetric
stretching mode (918 cm−1) and the SiH2 bending mode (910 cm−1). The absorp-
tion peak of SiF2 decreases after a DI water rinse, but no change in SiHx bonds
is detected [139]. It was found that the concentration of fluorine on a Si sur-
face increases with increasing HF concentration, reaching 2.6 × 1014 atoms/cm2

upon etching in 50% HF [131]. Most of the Si−F bonds are rapidly hydrolyzed
to Si−OH by rinsing the wafer in water and are also gradually hydrolyzed by
exposure to the moisture in air.

Other agents may be used in IC technology to clean the silicon surface prior
to the gate oxidation. In situ FTIR spectroscopy was applied to characterize the
H-terminated Si surface during immersion in NH4F [129, 134] and NaF [135]
solutions. While HF dipping is clearly effective in removing native oxide, hydro-
carbon contamination (CH2 and CH3 peaks of stretching modes in the range
2850–2950 cm−1 and bending modes in the range 1350–1460 cm−1) can be
worse after HF treatment [132]. To remove hydrocarbons at low temperatures,
plasma etching is effective. FTIR spectroscopy was applied to study several
plasma treatments, including F2 [138, 142, 145], XeF2 [140], NH3 [127], and
Cl2 [146].

During treatment of Si in F2 gas, the Si−F absorption bands attributed to
SiF2, SiF3, and SiF4 arise between 850 and 880 cm−1. The F2 treatment at room
temperature removes hydrogen from the Si surface (the coverage of Si−H bonds
is found to decrease) and forms Si−F bonds [138, 145]. The following reaction
is thought to occur: S−H(surface) + F2(gas) → Si−F(surface) + HF(gas). The
reaction is terminated at one-monolayer Si−F coverage [140, 141]. The mono-
layer of Si−F is converted to 70% Si−H and 30% Si−OH by immersing in water
for 1 min [141].

Possible contaminants of the Si surface during H2 and NH3 plasma cleaning
may be monitored in situ by ATR-FTIR [127]. Peaks assigned to these contami-
nants are presented in Table 6.2.

H2 plasma cleaning minimizes hydrocarbon contamination by using only atomic
hydrogen at room temperature. However, atomic hydrogen at T < 350◦C does not
remove SiO2 from Si, and ion bombardment is required to break Si−O bonds.
However, excessive ion bombardment may result in a highly damaged Si surface,
as evidenced by a strong Si−H absorption. Although the H2 plasma etching reduces
the hydrocarbon content, removes SiO2, and forms Si−H, the H atoms also react
with reactor walls, producing H2O [127].

The problem of distinguishing between species in the gas phase and species
on the Si surface during Cl2 plasma etching is considered for in situ IRRAS
measurements [146]. Unsaturated silicon chlorides SiClx (x = 1, 2, 3) exhibit a
series of peaks in the 500–600-cm−1 spectral region.
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Table 6.2. Absorption peaks of possible contaminants

Peak Position
(cm−1) Peak Assignment References

1670 H2O scissor 147, 148
2100 Si−H stretching 127
2200 O2SiH2 127, 149
2256 HSiO2 127, 150
2850 C−H stretching 127
2917 C−H stretching 127
3000–3700 O−H stretching in physisorbed water 127
3660 O−H stretching in SiOH 127

Chemomechanical polishing (CPM) of Si is studied using the IR absorption
of surface chemical species as measured in the MIR geometry [151, 152]. CPM
uses an alkaline suspension of colloidal silica and combines a mechanical grind-
ing action with chemical etching to produce smooth, defect-free starting surfaces
for subsequent device patterning. The IR absorption spectrum of a Si surface
after CPM displays the results of H termination, namely the presence of the
SiH (2070–2090-cm−1), SiH2 (2090–2120-cm−1) and SiH3 (2120–2150-cm−1)
absorption peaks. Among the IR absorption peaks of contaminants are IR absorp-
tion peaks of hydrocarbons (CH2 stretching modes at 2930 and 2855 cm−1, CH3

stretching mode at 2970 cm−1), hydroxyl termination at 3100 cm−1, and a variety
of oxidation states of H−Si−O that absorb close to 2250 cm−1.

6.6.3. Initial Stages of Oxidation of H-Terminated Si Surface
In order to produce reliable ULSI devices, the general chemical stability of a
HF-treated Si surface exposed to gases and in particular the mechanism of its
oxidation must be characterized. The kinetics of the initial stages of oxidation
of a H-terminated Si surface exposed to several gases was studied by MIR and
ATR spectroscopies and IRRAS [153–157]. The growth of native oxide on a
H-terminated surface has also been studied in situ [158, 159].

A H-terminated Si surface exhibits peaks corresponding to SiH (2080 cm−1)
and SiH2 (2110 cm−1) immediately after HF treatment, with the latter predomi-
nant (Fig. 6.24) [153]. As the exposure time in air is increased, the SiH and SiH2

modes decrease in intensity, suggesting that the surface SiH bonds are attacked by
oxidant present in air and converted to Si−O−Si bonds. Additional peaks appear
at 2200 and 2250 cm−1 that are attributed to SiH2(O2) and SiH(O3), respec-
tively. The number of these intermediate oxidation species initially increases and
then drops [154]. In addition, generation of SiH(O3) follows that of SiH2(O2).
Based on these trends, a two-stage model of the oxidation kinetics was pro-
posed [153–155]. At the initial stages of oxidation, oxygen attacks both the
Si−H and back bonds of a Si atom in the outermost layer, and intermediate
oxidation species are produced. IR absorption spectra for (111) and (100) Si sur-
faces demonstrate a strong dependence on the crystallographic orientation of the
concentration of intermediate oxidation species [156].
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Figure 6.24. Absorption spectra of Si–H stretching modes of H-terminated Si(100) surfaces
after exposure to air for various times. Reprinted, by permission, from M. Niwano, J. Kageyama,
K. Kinashi, J. Sawahata, and N. Miyamoto, Surf. Sci. Lett. 301, L245 (1994). Copyright  1994
Elsevier Science.

The water present in air is the major oxidizing agent of SiH and SiH2 bonds.
Oxidation induced by water probably generates SiOH and Si−O−Si bridging
bonds on the surface via the following reactions: SiH + H2O → SiOH + H2 and
SiH + SiOH → Si−O−Si + H2. As a consequence, the surface, which was ini-
tially hydrophobic, becomes hydrophilic. The hydrophilic surface reacts much
strongly with O2 and H2O than the H-terminated hydrophobic surface, and the
rate of oxidation increases, as was observed in IR spectra [154, 155]. Rinsing
the Si surface treated in HF solution with water causes the fluorine bonds to
be rapidly replaced by oxygen-containing species via the reaction SiF + H2O →
SiOH + HF. The kinetics of the oxidation of a H-terminated Si surface in water
are investigated by monitoring the IR absorbance at the frequencies of the Si−H
and Si−O−Si modes [159].

The thermal nitration of a H-terminated Si surface and the CVD of silicon
nitride were studied in situ by FTIR-IRRAS [160, 161]. The adsorption and
thermal decomposition of phosphine (PH3) on a Si surface was also studied
by IR absorption; depending on the coverage and the exposure to the flux, PH3

adsorbs both nondissociatively and dissociatively, and the IR absorption peaks
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of phosphorus-containing species in both molecular and dissociated forms lie
between 2060 and 2330 cm−1 [162]. The adsorption and decomposition of disi-
lane (Si2H6) on a Si surface was analyzed by MIR-FTIR [163]. The adsorption
of methanol and its subsequent decomposition upon heating were studied by
IRRAS [164].
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7
ULTRATHIN FILMS AT

GAS–SOLID, GAS–LIQUID,
AND SOLID–LIQUID

INTERFACES

Characterization of ultrathin films on substrates with different optical properties
(semiconductors, metals, and dielectrics) and different forms (powders, substrates
with mirrorlike and roughened surfaces) is of tremendous importance for research
in areas such as catalysis, corrosion protection, flotation, detergency, depollution,
oil recovery, flocculation–dispersion, lubrication, adhesion, biotechnology, and
biocompatibility. There already exist numerous monographs and reviews devoted
to the application of IR spectroscopy in many ultrathin film research activities. In
this chapter, we will demonstrate through examples the application of different IR
spectroscopic techniques to particular scientific or technological problems. The
emphasis will be on the advanced experimental and interpretation approaches
such as in situ and time-resolved measurements, measurements under optimal
experimental geometry, and interpretation of measured spectra by using spectral
simulations and 2DIR. The examples chosen are representative of the current state
of the field, including some from our own work. No overlap with recent reviews
is intended, and references, particularly reviews and monographs, are provided
to introduce specialized literature on specific applications of IR spectroscopy.
Because this is an increasingly active field, such a list of references cannot be
expected to be complete but can act as a guideline for the reader interested in a
particular area from which more detailed information can be found.

7.1. IR SPECTROSCOPIC STUDY OF ADSORPTION FROM
GASEOUS PHASE: CATALYSIS

Adsorption — selective attachment of an adsorbate species to the surface of
an adsorbent from the bulk — results from energetically favorable interactions
between the adsorbate and the adsorbent, which are determined by all the
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components in the system [1]. When a molecule becomes attached to a surface
functional group (adsorbed ), the degrees of its vibrational and rotational motion
and their symmetry change and will depend upon the new surface structures,
which will impose new vibrational selection rules. To determine these rules,
normal coordinate analysis is applied, as for conventional compounds. This rather
complex problem, which is discussed extensively in Refs. [2–6], is beyond the
scope of the present handbook. However, in many cases, interpretation of the
experimental spectra may be simplified if two types of vibrational modes of the
adsorbed molecule are distinguished. The frequencies and the relative intensities
of the intramolecular modes can change significantly and new, intermolecular
modes (due to the bonds between the adsorbate and the atom(s) on the surface
of the adsorbent) can appear when chemisorption — covalent bonding between
the adsorbate and the adsorbent — occurs. Such a process is usually irreversible
and is limited to one monolayer. These intermolecular modes provide direct
information about the nature and strength of the covalent bonding, which will
influence many properties of the newly formed films, including their stability.
However, the intermolecular bonds may be relatively weak, and the corresponding
bands are often in the far-IR region of the spectrum, so generally it is not
trivial to detect them [7]. For physisorption, in which no covalent bond is formed
and the adsorption is weak, the intramolecular modes are usually only slightly
perturbed, and the IR band intensities of the adsorbed layers are controlled
only by the surface selection rules and the dipole–dipole coupling effect
(Section 3.6). Physisorption is usually a reversible process. A distinction between
physisorption and chemisorption can usually be made from the temperature
dependence of the adsorption process [1, 8]. Physisorption generally decreases
with temperature, and chemisorption increases with temperature, since the
latter process involves an activation stage. However, the distinction between
physisorption and chemisorption is somewhat arbitrary, and in many cases
intermediates or more complex processes (initially physisorption and then
chemisorption) are observed.

Although the first IR spectra of adsorbed molecules were reported in the
late 1930s [9], IR spectroscopy became more widely used for studying adsorbed
molecules on the surface of disperse and porous materials after the publications
of Terenin and co-workers in the late 1940s [10, 11]. They described adsorption
of organic molecules on porous silicate glasses, studied in the near-IR (NIR)
spectral range by transmission. However, the position and intensity of absorption
bands in the NIR depend strongly on the anharmonicity of the mode; this makes
the interpretation of NIR spectra less straightforward than that for spectra in the
mid-IR. Indeed, since the publication by Sidorov in 1954 [12], the vast majority
of IR studies of catalysts have been performed in the mid-IR. These have been
discussed in a series of monographs [2–6, 13] and reviews [14–33].

7.1.1. Adsorption on Powders

Until the mid-1980s, the studies of adsorption on powders have been performed by
transmission of pressed self-supporting disks [3–5]. Since then, in situ detection
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of adsorbed submonolayers on powders in gaseous environment with DRIFTS has
become commonplace (Table 7.1). Sensitivity of DRIFTS to species adsorbed on
supported metal or metal oxide is much higher than that for unsupported oxides.
With silver particles, the SNR is improved by the SEIRA effect [34].

In order to unravel adsorption mechanisms, a detailed knowledge of the
composition and reactivity of the adsorption centers on the initial adsorbent is
imperative [35–37]. It is well known [37–39] that fractured surfaces can be cov-
ered by cations and anions with unoccupied orbitals that act as Lewis acid and
Lewis base centers, respectively. After adsorption of water molecules, with the
evolution of hydroxyl and hydrogen species, the Lewis centers are transformed
into Bronsted centers, which will influence surface properties. In many cases,
characterizing the adsorption sites is complicated, and controversy still exists in
the interpretation of IR spectra of functional groups, even for extensively studied
oxides such as silica and alumina [6, 40, 41].

As an example, we will consider the hydroxyl cover on γ -Al2O3. This oxide
is commonly used as a catalyst and as a support for catalysts. It contains tetra-
hedrally and octahedrally coordinated Al3+ ions arranged in a slightly distorted
face-centered-cubic (fcc) lattice. The hydroxyl groups, whose density is about
2–12 nm2 [42], induce many chemical reactions at the oxide surface, either by
establishing active sites or by H-bonding molecules. IR absorption of hydroxyls
on dehydrated γ -Al2O3 was first interpreted by Peri in 1965 [43, 44]. However, it
turned out to be inconsistent with a number of the properties of the alumina sur-
face, and since that time a series of models have been proposed in the literature.
Tsyganenko and Filimonov [45] recognized three types of surface hydroxyls coor-
dinated by one, two, or three Al3+ ions. Knozinger and Ratnasamy [46] developed
this idea, suggesting that the number of possible types of OH groups on alumina
should be six, since each Al3+ ion can be coordinated to oxygen either tetrahe-
drally or octahedrally. Recently, Tsyganenko and Mardilovich [47] proposed that
the number of possible surface hydroxyls upon dehydroxylation is even larger,
because a central Al3+ ion can be either three- or five-coordinated. The follow-
ing interpretation of the spectrum of calcined γ -Al2O3 under N2 in the DRIFTS
chamber (Fig. 7.1, solid line) was proposed by Liu and Truitt [48]. The highest
frequency absorption band at 3791 cm−1 is attributed to the OH group bonded to
one tetrahedrally coordinated Al3+ ion (labeled according to Knozinger’s nota-
tion [49] as I4)†, and that at 3768 cm−1 corresponds to the OH group bonded to
one octahedrally coordinated Al3+ ion (I6). The 3731- and 3690-cm−1 bands are
due to OH groups coordinated to two Al3+ ions, the former being with two Al3+
ions with octahedral coordination (II66), and the latter being with one Al3+ ion
with octahedral coordination and the other with tetrahedral (II64) coordination.

† Different OH configurations are usually designated types I, II, and III, where the Roman number
indicates the coordination number.
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Figure 7.1. DRIFTS spectra of γ -alumina calcined at 700◦C for 1 h under flowing N2 before
pyridine adsorption (dark solid line), after pyridine adsorption at room temperature (dash line),
and after pyridine adsorption followed by heating at 400◦C for 1 h (dotted line). All spectra
recorded at room temperature. Adapted, by permission, from X. Liu and R. E. Truitt, J. Am.
Chem. Soc. 119, 9856 (1997), p. 9860, Fig. 4a. Copyright  1997 American Chemical Society.

The bands at 3669, 3631, and 3607 cm−1 are assigned to the OH group bonded
with three Al3+ ions (III).

On a given surface, it is possible to differentiate between Lewis acid sites
(coordinatively unsaturated metal cations acting as electron acceptors) and Bron-
sted acid sites (proton donors) and to determine the site density and strength by
analyzing the spectra of the so called probe molecules, that is, simple molecules
such as NH3, pyridine, CO, or NO that provide detectable, interpretable, and
quantifiable spectral response upon interaction with different sites [2, 5, 6, 33,
37, 50]. One criterion when adsorbing pyridine is the formation of a pyridinium
ion (pyN+−H) at a Bronsted acid site, characterized by the 1540-cm−1 band, or
weak coordination to a Lewis acid site, characterized by the 1450-cm−1 band. The
presence of several types of sites results in a multiplicity of the bands mentioned.
The ratio of the 1540- and 1450-cm−1 band intensities is proportional to the ratio
of Bronsted and Lewis sites on the surface [51, 52]. The probe-molecule charac-
terization methods for basic sites (typically constituted by surface OH− or O2−
anions on oxides) are much less developed [33]. Additional information about
the adsorption sites can be extracted from the analysis of the spectral changes for
the neighboring functional groups that are not involved directly in the bonding.
Figure 7.1 [48] shows how the spectrum of the hydroxyl groups on γ -Al2O3 is
disturbed upon adsorption of pyridine. The bands at 3791 and 3768 cm−1 dis-
appear and the band at 3731 cm−1 significantly decreases. Bands at 3690 and
3669 cm−1 are practically unchanged, while those around 3550 cm−1 increase
and shift to 3561 and 3504 cm−1. At the same time, three hydrogen-bonded
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bands at 3554, 3493, and 3375 cm−1 are present, indicating that there are three
types of Lewis acidic sites, in agreement with the hypothesis of Tsyganenko and
Mardilovich [47]. The pyridine desorption revealed that the most easily removed
pyridine molecules are those interacting with the Lewis sites in the proximity of
the II66 type and II64 type OH groups.

In many cases, however, the steady-state in situ spectral measurements do not
allow one to differentiate reactivities of surface species. This problem can be
solved by comparing the transient responses of adsorbed species to an exter-
nal perturbation (temperature, pressure, probe reactants). However, a change in
the chemical equilibrium will change the reactivity of the system under study
(an example is adsorption-assisted desorption). To circumvent this problem, the
temporal spectral changes resulting from pulsed injections of an isotope of the
reactant can be analyzed; this is called isotopic jump or steady-state isotopic tran-
sient kinetic analysis [53–55]. For example, this technique was used by Chuang
et al. [56] to study the NO–CO reaction on Rh–SiO2. The time-resolved IR
spectra (Fig. 7.2) measured in situ (experimental set-up shown in Fig. 4.40) indi-
cate that linear Rh+−CO at 2110 cm−1, geminal (gem)-dicarbonyl CO at 2093
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Figure 7.2. Transient time-resolved transmission IR spectra of pulsed injection of 1 cm3 of
13CO into 10 cm3 · min−1 12CO, 10 cm3 · min−1 NO, and 15 cm3 · min−1 He flow with 2% Ar
during NO−CO reaction over 4 wt % Rh–SiO2 at 473 K and 0.1 MPa. Spectra measured with
resolution of 4 cm−1 using Nicolet 5SXC equipped with DTGS (deuterated triglycine sulfate)
detector and in situ cell shown in Fig. 4.40, by averaging two or four scans. Reprinted, by permis-
sion, from S. S. C. Chuang, M. A. Brundage, M. W. Balakos, and G. Srinivas, Appl. Spectrosc.
49, 1151 (1995), p. 1161, Fig. 6b. Copyright  1995 Society for Applied Spectroscopy.
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and 2035 cm−1, Rh−NO+ at 1920 cm−1, Rh−NO− at 1695 cm−1, Rh−NCO at
2185 cm−1, and Si−NCO at 2300 cm−1 are present on the surface of the cat-
alyst before the pulse injection of 13CO into a steady-state flow of 12CO. The
formation of Si−NCO, which is a result of spillover of Rh−NCO, is a slow pro-
cess at 473 K. Pulse injection of 13CO into 12CO led to the partial replacement
of Rh+−CO and gem-dicarbonyl. The intensity of 13C gem-dicarbonyl did not
increase to the level of 12C gem-dicarbonyl when gaseous 12CO was replaced
by gaseous 13CO. The results indicate that the exchange between CO and gem-
dicarbonyl is not rapid at 473 K. The constant IR absorption due to Rh−NCO
and Si−NCO during the pulse injection of 13CO suggests that these species do
not participate in the catalytic cycles of formation of 13CO2 from 13CO.

Water molecules are usually H bonded to surface hydroxyls because these
bonds are stronger than those between water molecules themselves. This water
monolayer on ZnO, SnO2, Cr2O3, NaF, and SrF2 can be considered as a homo-
geneous two-dimensional phase [57]. On the basis of FTIR transmission and
quasi-elastic neutron scattering measurements, it was established [57] that the
transition from solid to liquid for the two-dimensional adsorbed state of water
on hydroxylated Cr2O3 occurs at 303 K. A different situation arises with the
MgO (100) surface that is not wetted [58]: The IR spectra suggest that water is
adsorbed physically via three-dimensional island formation. Other applications of
IR spectroscopy in studying catalytic processes are reviewed in Refs. [58–84].
The vibrational frequencies and structures resulting from adsorption of CO, CO2,
O2, and NO on various oxides have been collected by Urban [2]. References to
some of the original work carried out between 1988 and 2002 are collected in
Table 7.1.

7.1.2. Adsorption on Bulk Metals

IRRAS is the preferred method for probing ultrathin films on bulk metals. It can
be applied in situ and is experimentally simple (Section 4.1.2), while its opti-
cal theory is relatively well understood (Section 2.2). Interpretation of metallic
IRRAS data and extracting molecular orientation information is straightforward
(Section 1.8.2). Other approaches to these systems include ATR in Otto’s configu-
ration (Fig. 2.36) and SEW spectroscopy. However, ATR is virtually restricted to
the surfaces of islandlike films of metals, while the theoretical background of this
technique remains to be developed (Section 3.9.4). SEW spectroscopy is highly
sensitive toward films on metal surfaces due to the macroscopic propagation
of radiation along the surface [85–88], as predicted theoretically by Bell et al.
for CO on Pt in 1975 [89]. However, it is experimentally rather sophisticated,
requiring intense, highly collimated sources.

As discussed in Section 2.2, the maximum sensitivity in IRRAS is achieved
with p-polarized radiation at grazing angles of incidence. With a single reflection,
the method can detect CO adsorbed on Ir at 0.002-monolayer (ML) coverage [90].
A SNR on the order of 1000 can be reached, even with a conventional double-
beam dispersive spectrophotometer [91]. This is crucial for studies of catalysis



528 ULTRATHIN FILMS AT GAS–SOLID, GAS–LIQUID, AND SOLID–LIQUID INTERFACES

and flotation phenomena. However, if the oscillator strength of the adsorbed
molecule is weak to medium, it may be difficult to detect less than 0.05 ML.
For highly reflecting metals, the spectral contrast can be increased with the mul-
tireflection technique (Section 4.1.2), but in practice, a single reflection is most
frequently used, particularly when other techniques are employed in conjunction
with IRRAS. The sensitivity can be further enhanced by the immersion technique
(Section 2.5.2) and polarization modulation (Section 4.7). The latter technique is
also effective in distinguishing adsorbed from nonadsorbed species for in situ
studies since the s- and p-components interact identically with the nonadsorbed
molecules but only the p-component interacts with the adsorbed film. This is the
major advantage of IRRAS over other methods such as high-resolution electron
energy loss spectroscopy (HREELS). Moreover, resolution of HREELS is usually
no better than 50 cm−1, while for IRRAS it is around 10 cm−1 (∼1 meV). As
compared to the sum frequency generation (SFG) method, IRRAS has a higher
SNR, which allows obtaining spectra at lower coverages and from weaker oscil-
lators [92] for a time of 0.5–1 s [93]. Operation at grazing angles of incidence
requires supports several centimeters large, limiting the number of systems that
can be studied with a dispersive spectrometer. FTIR microscopy (Section 4.3)
extends IRRAS to surfaces as small as 100 µm.

IRRAS studies of adsorption on metal surfaces began by Greenler [94, 95]
and Low and McManus [96] in the 1960s. Since that time, IRRAS has become a
relatively routine method that is used in numerous laboratories for investigating
such phenomena as catalysis, corrosion inhibitors, self-assembly, and lubrication.
Application of IRRAS to the study of adsorbed gases has been discussed in
Refs. [25, 26, 97–121]. A summary can be found in Refs. [122–126].

One of the most thoroughly studied molecules in the history of IRRAS is
CO, because it possesses only one internal vibrational mode, which is a strong
oscillator, and can be isotopically labeled at either end. Thus far, adsorption of
CO on Cu(100) [127–136], Cu (111) [137, 138], Cu (110) [139], and polycrys-
talline Cu [140] has been studied. Due to a strong interaction between adsorbed
CO and Pt, Ni, Rh, Ir, and Pd, fine details of this phenomenon have been exten-
sively investigated. In particular, adsorption of CO on Pt (111) [141–155], Pt
(110) [92, 156–158], and Pt (335) [159, 160]; coadsorption of CO and Xe on Pt
(335) [161, 162], CO and acetonitrile on Pt (111) [163], and CO and ethene on Pt
(111) [164]; adsorption of CO on polycrystalline Ni [165, 166], Ni(111) [167],
Ni (100) [168–170], and NiO(111)/Ni(111) [171]; coadsorption of CO and H2

on Ni(110) [172], CO and NO on Ni(100) [173], CO and NO on Ni(111) [174],
CO and H2O on Ni (110) [175], CO and NO on NiO–Ni (1100) [176], CO on
Pd(110) [177, 178], CO on Pd(100) and Pd(111) [179], CO on Pd(111) [180,
181], and CO on polycrystalline Pd [182]; and coadsorption of CO and NO on
Pd(100) and Pd(111) [183], CO on Ir(110) [184], CO on Ir(111) [90, 93], CO
and H2 on Ir (111) [185], CO on polycrystalline Ir [186], CO on Rh(100) [187],
CO on Co(1010) [188], CO on Co(110) [189–191], CO on Mo(100) [192], CO
on polycrystalline W [193], CO on Ru (001) [194–197], and CO and O2 on
Ru(001) [198] have been studied.
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As a rule, an increase in the coordination number of the CO site decreases
the νCO frequency: The band between 1700 and 1900 cm−1 is typical for the
threefold bridge, 1900–2000 cm−1 for the twofold bridge, and 2000–2100 cm−1

for the atop position. For example, CO molecules occupy exclusively atop sites
on Ir(111) (Fig. 3.36) [90] and Pt(110) [92]. The observed band shift between
the zero-coverage limit and the saturation coverage [62 and 50 cm−1 for Ir(111)
and Pt(110), respectively] is attributed solely to dipole coupling, based on the
Persson–Ryberg modeling and the isotopic dilution (Hammaker’s method) data
(Section 3.6). Bands at 1840–1857 and 1810 cm−1 due to the bridge configu-
rations are observed, for example, for Pt(111) at 150 K [199]. Only the former
band is present at 95 K, and both bands overlap at 300 K. In contrast, the position
of the single νCO band due to the atop configuration is practically independent
of surface coverage, when CO is adsorbed onto both atomically flat single-crystal
and polycrystalline Cu surfaces [108]. For a Cu(100) substrate, the spectrum from
IRRAS shows a narrow band at 2085 cm−1, which shifts only slightly on satu-
ration to 2094 cm−1 without broadening. This effect could be attributed to [108]
(1) a weak dipole–dipole coupling of the adsorbed molecules, (2) the islandlike
mechanism of the adsorbed film growth (to explain how, even at low cover-
ages, the coupling is strong), or (3) mutual compensation of a blue shift from
mode coupling and a red shift due to chemical effects (backdonation). Using
Hammaker’s method, Hollins and Pritchard [108] observed for Cu(111) that at
constant isotope composition, the 12CO and 13CO bands shift to the lower fre-
quencies as the total surface coverage increases, which is consistent with the
third hypothesis. This interpretation has been confirmed by the IRRAS mea-
surements of Persson and Ryberg [200], who varied the isotopic composition at
constant coverage. Recently, Cook, McCash and co-workers [132, 133] studied
the temperature dependence of the CO band width for CO adsorbed perpendic-
ular to Cu(100) as a (7

√
2 × √

2)R 45◦ overlayer. A band shift from 2086.7 to
2084.7 cm−1 and an increase in the FWHM from 6.9 to 9 cm−1 as temperature
increased from 23 to 120 K was observed. This was interpreted according to
existing theories [201, 202] in terms of anharmonic coupling between the νCO
mode and the frustrated translation of the CO molecule within the potential trap
of the adsorption site.

The position of the νCO band depends on the Cu crystallographic plane [108].
The low-index Cu(100) and Cu(111) surfaces give bands at 2080 and 2076 cm−1,
respectively, while the Cu(110), Cu(311), Cu(211), and Cu(755) surfaces give
bands between 2096 and 2110 cm−1, close to the band positions for evaporated
polycrystalline Cu and supported Cu (2100–2103 cm−1). This effect has been
attributed [108] to a predominance of stepped or higher index planes at the surface
of the evaporated films and supported Cu.

The spectra of CO adsorbed at terminal (2010–2030-cm−1) and bridge (1880–
1965-cm−1) sites on Ni(100) at 300 K are shown in Fig. 7.3 [203]. Population
of these sites depends on the CO coverage. Bridge sites appear to be preferred at
low and high coverages. Correlating these data with the formation of the well-
ordered c(2 × 2)-CO structure slightly below and at 0.5 ML, observed by LEED,
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Figure 7.3. Series of IR spectra for increasing CO coverages above 0.5 ML on Ni(100) at 300 K.
Upper two spectra display rotational fine structure of gas phase CO. Reprinted, by permission,
from A. Grossman, W. Erley, and H. Ibach, Surface Science, 330, L646–L650 (1995), p. L647,
Fig. 1. Copyright  1995 Elsevier Science B.V.

the minimum of the bridge fraction was assigned to the preferential occupation
of atop adsorption sites at ∼0.5 ML. Since the coverage-dependent blue shift
is insignificant, it is probable that two types of ordered clusters coexist on the
surface with CO molecules occupying only one site in each phase. As surface
coverage further increases, bridge sites are predominantly occupied in order to
achieve a denser CO overlayer.

An interesting feature for CO adsorbed on Pt(110)-(1 × 2) at 30 K and low
surface coverage is two bands at 2056 and 2042 cm−1 (Fig. 7.4) [158]. The
band at 2056 cm−1 was assigned to the singleton frequency for CO molecules
bonded in the most stable sites — the atop sites on the Pt ridges. To assign the
second component, the spectra as a function of surface coverage and temperature
were measured. As coverage increases, the relative intensities of these bands
change, with the low-frequency component disappearing. Simultaneously, the
high-frequency component shifts to 2091 cm−1 due to dipole coupling, while
a new band at 2144 cm−1 assigned to physisorbed CO arises (Fig. 7.4). The
spectrum changes in a complex manner upon heating, and one band at 2061 cm−1

is observed eventually at 75 K (Fig. 7.5). These spectral changes were interpreted
to arise from rearrangement of the molecules from the initial adsorbed state in the
form of one-dimensional gas and a small fraction of chains (or one-dimensional
islands) at 30 K into the chains at 40 K. On further heating, CO molecules
evaporate from the chains, and the original isolated CO singletons are re-formed.

The second most popular molecule is NO, which together with CO is the major
constituent of automotive exhaust effluent. Interactions of NO with Pt(100) [204],
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Figure 7.4. Spectra showing adsorption of CO on Pt(110) at 30 K. Exposures are given.
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Figure 7.5. Spectra showing results of heating Pt(110) surface that has been exposed to 0.12 L
of CO at 30 K. Heating to 50 K leads to disappearance of low-frequency band, and further
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Ni(111) [205], Pd(111) [206], and Ag(111) [207] have been studied as well as
with oxygen coadsorbed onto Ni(111) [208] and Ru(001) [209]. The general rule
for interpretation of IRRAS seems not to apply for NO adsorbed on Ni(111). At
85 K, spectra from IRRAS have been interpreted to show that three distinct bond-
ing states exist: bridge bonding, both tilted and perpendicular, and terminal or
atop bonding [210]. However, Aminpirooz et al. [211], using a combination of
surface-sensitive extended X-ray absorption fine structure (SEXAFS) and LEED
data, together with Asensio et al. [212], using photoelectron diffraction (PED),
showed that only one structure is present at the surface and it is neither a bridge
nor an atop or terminal site. According to Asensio et al., all of the NO molecules
occupy identical fcc threefold hollow sites at all coverages. In contrast, Amin-
pirooz et al. have suggested that both threefold fcc and hexagonal close-packed
(hcp) hollow sites are occupied. The latter model has been confirmed by Maple-
doram et al. [213].

Of particular interest to chemists is adsorption on clean well-defined metal
surfaces that model the surface processes occurring with catalysts. Thus,
adsorption of methane [214–216], ethane [217–219], alkyl halides [220], vinyl
iodide [221], CH3Br [222], n-azopropane [223], ICH3 [224], PF3 and CO, NH3,
and Xe [225], and perfluoroalkanes [226], on Pt(111); acetaldehyde and O2

on Pt (111) and Pt(100) [227]; organosilanes [228] and n-alkanes [229] on Pt
(111); H2O on Ni(110) [230]; N2 on Ni(111) [231] and Ni(110) [232]; CH3OH
on NiO–Ni(110) [233]; C2H5OH on Ni(100) [234]; toluene on Ni(111) [235];
methyl formate, ethyl formate, and methyl acetate on Ni(111) [236]; ethyl
formate on Ni(111) [237]; ethylene on Ni(111) [238]; esters of formic acid on
Ni(111) [239]; cyclohexane on Ni(111) [240]; methylamine and trimethylamine
on Ni(111) [241]; C2D6 on Cu [242]; acetonitrile on Cu (100) [243]; H2 on Cu
(111) [244]; H2 and ethene on Cu (111) [245]; ethene on Cu (110) [246]; methyl
acetate and preadsorbed oxygen on Cu(110) [247]; fluorinated ethoxides on Cu
(111) [248]; methanol on Cu (110) [249]; O2 on Cu (110) [250, 251] and ethene
on Cu (110) [252]; ethylene on Pd(111) [253] and Pd(001) [254]; H2O [255,
256], ethene [257], ethylidene [258], and 1-hexene [259] on Ru(001); NCO on
Rh(111) [260]; H2 on W(100) [261], W(110), and W(111) [262]; CH2I2 [263],
NO2 [264], NH3 and ND3 [265], 1,3-butadiene [266], 1,1,1,2,2,3,3,-heptafluoro-
7,7-dimethyl-4,6-octanedione [267], and quaterthiophene on Ag(111) [268];
Cl2 and CH4 on Ag(100) [269]; Cl2 on Ag(100) [270]; acrylonitrile on
Au(111) [271]; acroleine on Au(111) [272]; and NO2, N2O3, and N2O2

on Au(111) [273] have all been investigated. IRRAS measurements of
polycrystalline Ag after adsorption of Cl2 [274], acrolein and acrylic acid [275],
and O2 [276] and polycrystalline Au after adsorption of H2O [277], HNO3 [278],
tricyclohexylphosphine [279], and silane [280] have been reported.

7.2. NATIVE OXIDES: ATMOSPHERIC CORROSION
AND CORROSION INHIBITION

As discussed extensively in Section 3.1, the key feature in interpretating spectra
of ultrathin dielectric and oxide layers on the surface of metals is the strong
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Berreman effect, which is the essential difference between spectra of ultrathin
films and spectra of the absorption index of the film material. Several studies
of dielectric films on metals [281–287] have illustrated this concept. In spite of
this, a number of attempts have been made to assign the high-frequency bands to
various structures in the dielectric [288–291] or, which is also inconsistent with
optical theory (Section 3.2), to the LO film mode [292].

Furthermore, experimental spectra of layers of the same composition, depend
on the density and homogeneity of the layer substance and on the degree of crys-
tallinity. Such correlations are discussed in Sections 5.1 and 5.3 for SiO2 films.
At the present time, a wide range of metal oxides have already been studied
by IRRAS. The νLO frequencies and composition of the corresponding oxides
arising at the surface as a result of oxidation in air at different temperatures, cor-
rosion in different liquid media, and anodization have been determined. Table 7.2
includes relevant references. Below, IRRAS of different oxide layers on metals
and a corrosion-protective film on Cu will be considered.

It is known that amorphous Al2O3 layers can be obtained by polishing the
Al surface with absolute alcohol and by oxidizing Al. Annealing the amorphous
Al2O3 layer at 500◦C in argon results in its partial crystallization into the γ -
Al2O3 form, whereas boiling in water leads to a transformation into the boehmite
form. The spectra from IRRAS of layers prepared according to these recipes are
shown in Fig. 7.6 [282]. In fact, the band positions of 950 and 960 cm−1 in the
IRRAS of the layers (curves 1 and 4, respectively) are within the frequency range
960–920 cm−1 reported for the νLO band of amorphous alumina films [281].
For the film partially crystallized into γ -Al2O3 (curve 2), the νLO band shifts to
990 cm−1. The additional band at 1150 cm−1 was ascribed to the νLO band of the
boehmite microphase in the film partially transformed into boehmite (curve 3).
Based on these correlations, it can be concluded that polishing of the Al surface
in the presence of water (curve 5) produces an amorphous aluminum oxide film.

The high sensitivity of IRRAS allowed the composition of natural protective
films caused by polishing surfaces of Al, Mg, and Cu to be investigated [293].
Prior to recording the spectra, the ground metallic plates were polished with
diamond or Cr2O3 paste. In the latter case, alcohol or water was used as a solvent.
The flatness and the quality of the final surface were never worse than ±3 µm and
∇12, respectively. The spectra were recorded by IRRAS in p-polarized radiation
on a UR-20 spectrophotometer with a specially developed accessory shown in
Fig. 4.7. A polarizer was mounted in front of the entrance slit. The size of the
metallic samples was 20 × 92 mm, and the number of reflections N = 26.

Comparison of the band positions in the experimental spectra presented in
Figs. 7.7 and 7.8 with the νLO frequencies of the possible oxides (Table A.1)
suggests that polishing with diamond and Cr2O3 paste produced oxide layers on
the surfaces of all the metals studied. The Al2O3 layer (curves 3–5 in Fig. 7.7)
is characterized by the 940-cm−1 band, MgO (curves 1 and 2 in Figs. 7.7 and
7.8) by the 680-cm−1 band, and Cu2O (curves 3 and 4 in Fig. 7.8) by the 640-
cm−1 band. In addition, in the spectra of all the samples polished with the Cr2O3

paste, an absorption band at 600 cm−1 was observed and assigned to chromium
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Table 7.2. IR spectroscopic studies of oxide films on metals

Metal Film Method of Deposition References

Al Amorphous Al2O3 Anodization 1002, 1003
Evaporation 1004
Oxidation 1005

Cr–PO4, Al–PO4 Conditioning with acidic solution
of chromates and phosphates

1006

MgO Vacuum evaporation 1007
WO3 PECVD 1008

Al alloy Al–PO4 Conditioning with solutions of
chromates and phosphates

1009

Mg MgO Oxidation 1010
Ti TiO2 Oxidation at 700◦C 1011
Ta Ta2O5 Anodization 1012, 1013
Nb Nb2O5 Anodization 1014
Pb Pb–SO4 Conditioning with a 0.1 M sulfate

solution
1015

Steel Cr2O3, Al2O3 Vacuum evaporation 1016
FeOOH and other products Atmospheric corrosion 1017–1019

Stainless
steel

α-Fe2O3, Fe3O4 Atmospheric corrosion at high
temperature

FeCr2O4, (Fe,Cr)2O3 Oxidation 1020–1022
Steel Phosphates of Zn and Fe Corrosion inhibition study in

neutral chloride solutions
1023

Zr ZrO2 Oxidation 1024
Ag Ag-O Adsorption of O2 1025
Cu CuSO3Cu2SO3 · 2H2O Air containing SO2 297

Cu2O Atmospheric corrosion 1026, 1027
Cu2O, CuO Oxidation 1028–1030

Pt Ni oxide/hydroxide
electrochromic films
(α-Ni(OH)2, β-Ni(OH)2,
and β-NiOOH)

Sol-gel 1031

Ni NiSO4 of two types,
carbonates and
incorporated water

Rain-induced atmospheric
corrosion

1032

Ni NiO Oxidation 1033
Ni NiSO4 · nH2O Atmospheric corrosion 1034
Zn Zn4CO3(OH)6 · H2O,

ZnSO3 · nH2O,
Zn4SO4(OH)6 · nH2O

Atmospheric corrosion 1034

Fe Carbonate green rust Electrochemical oxidation 1035
Fe CaCO3 Electrodeposition 1036
Au Zr(HPO4)2 Adsorption from solution 1037
Cr Cr2O3 Oxidation 1038–1040
Sn Corrosion films Dipping in 0.10 M NaOH, 0.15 M

NaCl, and pH 4.3 phosphate
buffer solutions and exposing in
air

1041

Ru Al2O3 Vacuum evaporation 1042
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Figure 7.6. Spectra measured by IRRAS of (1) an amorphous Al2O3 layer obtained by polishing
Al with absolute alcohol, (2) same as 1 and then partially crystallized into γ -Al2O3 form by
annealing at 500◦C in argon, (3) same as 1 and transformed into boehmite form by boiling
in water, (4) amorphous Al2O3 layer obtained by sputtering Al in vacuum on quartz and then
oxidized in air, and (5) Al surface after polishing with water. Reprinted, by permission, from
V. P. Tolstoy, Methods of UV-Vis and IR Spectroscopy of Nanolayers, St. Petersburg University
Press, St. Petersburg, 1988, p 196, Fig. 6.1. Copyright  1998 V. P. Tolstoy.

1

2

3

4

5

20

R
, %

3700 3300 1600 1200 800 600

Wavenumber, cm−1

Figure 7.7. Spectra measured by IRRAS of metal surfaces polished by various means, obtained
in p-polarized radiation at ϕ ≈ 75◦ with number of reflections N = 26: (1) Mg polished with Cr2O3
paste under water; (2) Mg polished with Cr2O3 paste under alcohol; (3) Al polished with Cr2O3

paste under water; (4) Al polished with diamond paste; (5) Al polished with diamond paste
and then cleaned by technique described in text. Reprinted, by permission, from V. P. Tolstoy,
G. N. Kuznetsova, S. I. Koltsov, and V. B. Aleskovskii, Zhurnal prikladnoi khimii 53, 2353 (1980),
p. 2354, Fig. 1. Copyright  1980 V. P. Tolstoy.
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Figure 7.8. Spectra measured by IRRAS of Mg (1, 2) and Cu (3, 4) surfaces polished with
Cr2O3 paste under alcohol, obtained in p-polarized radiation at ϕ ≈ 75◦ with number of
reflections N = 26: (1, 3) surfaces as prepared; (2, 4) after subsequent exposure in air for
5 days. Reprinted, by permission, from V. P. Tolstoy, G. N. Kuznetsova, S. I. Koltsov, and
V. B. Aleskovskii, Zhurnal prikladnoi khimii 53, 2353 (1980), p. 2355, Fig. 2. Copyright  1980
V. P. Tolstoy.

oxide that had penetrated into the surface layer. At the same time, in the spectra
from IRRAS of all the samples polished with alcohol as a solvent, bands typi-
cal for νCH (2800–3000 cm−1) and δCH (1460–1470 cm−1) modes are present,
and when water was used, the bands in the 3200–3700- and 1640-cm−1 regions
caused by adsorbed water are visible. In the spectra of Al and Mg, there are the
bands at 1150 and 1480 cm−1 attributed to the corresponding hydroxides. Polish-
ing with a diamond paste leads to the formation of the oxide layers with organic
contaminants incorporated (the bands at 1480, 1580, and 2800–3000 cm−1). The
composition of the natural oxide layer was found to change during exposure of
the samples to ambient atmosphere. For example, after storage for five days,
CuOH (the 1580-cm−1 band) and MgOH (1480 cm−1) were detected on Cu and
Mg, respectively, and adsorbed water (1640 and 3200–3700 cm−1) appeared on
both surfaces (Fig. 7.8).

Curve 5 in Figure 7.7 demonstrates the use of IRRAS to monitor the purity
of metallic surfaces before chemical modification. The samples were polished
with diamond paste, washed in CCl4 and hot water, etched in HNO3 in order
to remove the damaged layer, swilled in bidistilled water, and then annealed for
1 h in an oil-free vacuum at t = 200◦C. The spectra show only the bands of the
natural oxides and no bands from impurities.

IRRAS can be extremely useful for studying in situ the corrosion and anticor-
rosion mechanisms [295]. For example, in order to understand high-temperature
corrosion processes on AISI type 304 stainless steel, Guillamet et al. [284] mea-
sured the spectra by IRRAS of a steel plate exposed for 1 min to air at high
temperatures. Comparison with the νLO bands of a series of oxides indicated that
the main product is α-Fe2O3 (not Fe3O4, as suggested earlier for corrosion of
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iron [294]) and the minor products are Cr2O3 and a spinel phase of Me(Me =
Mn, Fe)Cr2O4. Spectra measured in situ by IRRAS of Cu exposed to air at 80%
relative humidity (RH) and 25◦C revealed that the corroded film consists of Cu2O
(the νLO band at 645 cm−1) and physisorbed water [296].

An excellent methodology involving application of 2DIR, spectral simulations,
and XPS for interpreting IR spectra was demonstrated by Itoh et al. [297] in
the study by IRRAS of atmospheric corrosion and of the growth mechanism
of a corrosion layer on Cu in air containing water vapor and SO2. Spectra were
obtained in situ in the atmosphere with 80% RH and 8.7 ppm SO2, at the angle of
incidence of 80◦, by averaging 320 interferograms, with a resolution of 8 cm−1.
To eliminate interfering signals caused by fluctuations in partial pressures of
water vapor and SO2, p- and s-polarized spectra were alternatively measured
every 16 scans, and the resulting spectra were presented as a difference spectrum
of the two measurements:

Asp = − log
(
Sp

Ss

)
−

[
− log

(
Rp

Rs

)]
(7.1)

where R and S indicate reference and sample spectra, respectively, and sub-
scripts p and s relate to p- and s-polarization, respectively. It took 15 min to
acquire a pair of spectra using p- and s-polarization. Reference spectra were
measured before the introduction of the corrosive gas to the test cell, and after
introduction of the corrosive gas sample, spectra were acquired at the prescribed
times. A series of spectra measured by IRRAS with increasing exposure time
is shown in Fig. 7.9. The band at around 1060 cm−1 and the shoulder at about
990 cm−1 are attributed to sulfite, and the band at around 1130 cm−1 is assigned
to sulfate. XPS data indicated that the main components of the corrosion film
are sulfite in the form of Chevreul’s salt (CuSO3Cu2SO3 · 2H2O) and sulfate
CuSO4 · 5H2O. The small band at around 1450 cm−1 is signed to carbonate. The
1650- and 1580-cm−1 bands are assigned to δOH of physically and chemically
adsorbed water, respectively. The wavenumber of the 1580-cm−1 band suggests
a partial charge transfer from oxygen lone-pair electrons [298]. To make tempo-
ral changes of the individual components in the manifolds shown in Figure 7.9
more tractable, the 2DIR technique (Section 3.8) was used. As a result, an addi-
tional band at ∼930 cm−1 due to both sulfite and sulfate was revealed, and
the positions of the sulfite and sulfite bands were adjusted. On this basis, the
absorption spectrum of sulfite alone was reconstructed from three components at
1054, 990, and 930 cm−1 and compared with the simulated IRRAS spectra of
Chevreul’s salt. The optical coefficients employed in the simulations were deter-
mined using the KK relations from transmission spectra of Chevreul’s salt. As can
be seen in Fig. 7.10, both spectra are similar in shape and position, but the recon-
structed spectrum is wider. This difference was attributed to poor crystallization
of Chevreul’s salt and/or coexistence of Chevreul’s salt and Cu2SO3 · 0.5H2O as
a precursor in the corrosion layer. In addition, 2DIR allowed assignment of the
1580-cm−1 band to both sulfate and sulfite, while the 1650-cm−1 band was found
to be asynchronously correlated with both these species. Thus it was concluded
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Figure 7.9. Series of IRRAS spectra on copper in air containing 80% relative humidity (RH) and
8.7 ppm SO2. Exposure time (a) 1, (b) 4, (c) 8, (d) 12, and (e) 16 h. Reprinted, by permission,
from J. Itoh, T. Sasaki, T. Ohtsuka, and M. Osawa, J. Electroanal. Chem. 473, 256–264 (1999),
p. 259, Fig. 3. Copyright  1999 Elsevier Science S.A.

Figure 7.10. Spectra reconstructed from three component bands of sulfite ( ) and cal-
culated from transmission spectrum of Chevreul’s salt ( . . . . . . ). Reprinted, by permission,
from J. Itoh, T. Sasaki, T. Ohtsuka, and M. Osawa, J. Electroanal. Chem. 473, 256–264 (1999),
p. 262, Fig. 8. Copyright  1999 Elsevier Science S.A.
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Table 7.3. IR studies of corrosion inhibitors

Inhibitor Metal Comments References

(CnH2n+1)SO aliphatic
sulfoxides

Fe Protective properties
studied in 1–10 N

H2SO4; sorption process
model is suggested

1043

Two-dimensional polymer film
prepared by modification of
alkanethiols

Fe Film characterized by XPS
and FTIR refection
spectroscopy and contact
angle measurement;
protective efficiency of
film found to be high
both against anodic and
atmospheric corrosion

1044

γ -Aminopropyltriethoxysilane
and bis-triethoxysilyl ethane

Fe Effect of the amine
functional group on
corrosion rate in 3%
NaCl solutions

1045

Plasma polymer deposited
from a mixture of
hexamethyldisilane and
argon

Steel Characterization of Fe
oxide and plasma
polymer by FTIR, XPS,
and QCM, testing of
corrosion performance of
coated samples according
to kinetics of cathodic
delamination which was
measured in-situ by
scanning Kelvin probe
(SKP).

1046

Different silane coupling agents Epoxy–steel
interface

Effect of heat and humid
treatment on polymer
degradation and steel
corrosion

1047

2-Carboxyethyl phosphonic
acid in absence and presence
of Zn2+

Carbon steel Protective film analyzed by
X-ray diffraction, Fourier
transform infrared, and
luminescence spectra

1048

Zinc salt/phosphonic acid
mixture

Steel Electrochemical
measurements
(steady-state
current–voltage curves
and ac impedance)
coupled with IRRAS and
XPS to investigate
inhibition of corrosion of
carbon steel;

1049
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Table 7.3. (Continued)

Inhibitor Metal Comments References

FTIR spectrum indicates
reaction of phosphonic
acid with zinc hydroxide
and iron oxide to
produce metal salts

New organic molecule with
chelating groups

Zn XPS, SEM-EDS, and FTIR 1049

Sodium benzoate, sodium
N-dodecanoylsarcosinate,
sodium S-octyl-3-thio-
propionate, 8-quinolinol,
and 1,2,3-benzotriazole

Zn XPS and IRRAS 1050

Benzotriazole,
2-mercaptobenzotriazole

Cu Corrosion protection
studied in 0.001 N HCl

1051, 1052

Benzimidazole Cu Composition and thickness
of protective film
determined

1053

Benzotriazole Cu Oxidation of Cu in
presence of inhibitor
studied

1054

Azole Cu Orientation of inhibitor
determined

1055

Benzotriazole Cu IRRAS and XPS studies of
adsorbed layer

1056

Undecylimidazole Cu Thermal stability 1057
Azole Cu Thermal stability 1058
2-Mercaptobenzoxazole Cu Potentiodynamic

polarization, STM,
QCM, XPS, IRRAS. and
AES

1059

3-Mercaptopropyl-
trimethoxysilane (MPS)

Inhibition studied by
IRRAS as function of
MPS pretreatment
concentration in ethanol

1060

8-Hydroxyquinoline Cu XPS, FTIR, and SEM
stated that protective film
is formed on surface by
polymerization of
Cu(II)–hydroxyquinoline
complexes, films that
play essential role in
inhibition of Cu
corrosion

1061
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Table 7.3. (Continued)

Inhibitor Metal Comments References

Copolymer of vinyl imidazole
(VI) and vinyl trimethoxy
silane (VTS)

Cu Effect of copolymer
composition on copper
corrosion protection at
elevated temperatures
investigated by IRRAS
and SEM; in addition, an
adhesion test performed
to characterize interface
between copper and
polymer film after heat
treatment

1062

Imidazole, 2-methylimidazole,
2-ethylimidazole,
2-propylimidazole,
2-undecylimidazole,
2-heptadecylimidazole

Cu Form of reagent adsorption 1063–1065

Undecylimidazole Cu Thermal stability of
150-nm-thick
undecylimidazole layer
on copper surface
studied by IRRAS;
cleavage of imidazole
ring and structure of
progressive degradation
of decomposition
products proposed

1066

Imidazole Cu On Cu electrodes 1067
Oxime group: salycilaldoxime
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that adsorption of water precedes the formation of sulfite and sulfate, and the for-
mation rate of sulfite is higher initially than that of sulfate, but the rate declines
to become nearly equal to that of sulfate within the experimental period of 16 h.

To protect the metal against atmospheric corrosion, one can block the active
adsorption centers by chelating agents and/or prevent diffusion of oxidative
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Figure 7.11. Single-reflection IRRAS of imidazole film on Cu under vacuum at series of
temperatures as film is heated from room temperature to 325◦C in 50◦C increments. Film was
held at each temperature for 15 min before increasing temperature. Reprinted, by permission,
from R. L. Opila, H. W. Krautter, B. R. Zegarski, and L. H. Dubois, J. Electrochem. Soc. 142,
4074–4077 (1995), p. 4075, Fig. 3. Copyright  1999 Electrochemical Society.

reagents to the surface by coating the metal with a protecting organic film [299–
301]. In order to understand the underlying mechanisms, in situ IRRAS is use-
ful, as demonstrated in early works of Little [302], Thibalt and Talbot [303], and
Friberg and Muller [304]. Some systems studied in the last decade are listed in
Table 7.3. For example, a 5-nm imidazole layer can limit the oxidation of the Cu
surface. To illustrate this, Fig. 7.11 shows a series of spectra measured by IRRAS
of a Cu plate covered by an imidazole film heated from 25 to 325◦C in 50◦C
increments in vacuum. The sample was held at each temperature for 15 min. The
most intense features in the IRRAS spectra were assigned as follows: 1470 cm−1,
ring stretching; 1320 cm−1, CH bending; 1170 cm−1, ring breathing; 1090 cm−1,
CH in-plane bending; and 950 cm−1, ring bending of imidazole. In vacuum, the
intensity of all the bands decreases proportionately, indicating desorption of the
film. The kinetics of desorption were monitored using the most intense band at
1094 cm−1 as a measure of imidazole coverage. In doing so, the kinetics under
vacuum and under N2 were found to be nearly identical. Even after 120 min at
200◦C the imidazole concentration had decreased by only half. However, this
process is greatly accelerated when the heating is performed in air. Thus, it
can be concluded that oxygen plays a direct role in the decomposition of the
imidazole films.

7.3. ADSORPTION ON FLAT SURFACES OF DIELECTRICS
AND SEMICONDUCTORS

Adsorbed layers on flat, transparent substrates can be studied by transmission,
IRRAS, and ATR methods. Historically the first measurements were by the
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ATR method in the MIR configuration, which, with an Si IRE and ≥100 more
reflections, gave good-quality spectra of OH and CH groups at submonolayer
coverage, even with a conventional dispersive spectrometer [305]. This is why
the majority of ATR studies of adsorption have been performed by the “reac-
tive” ATR technique (Section 4.1.3) with IREs of intrinsic semiconductors (Si,
Ge, and GaAs) [26, 306]. The first MIR measurements involved Ge and Si sub-
strates, on which the adsorption of stearic acid and its salts was studied [305,
307–310]. Dielectrics whose surface is accessible by this technique are halogen
salts of alkali and alkali-earth metals, AgCl, and KRS-5(6). In one example,
MIR spectroscopy with polarized radiation was used to determine the orienta-
tion of a dye (1,1-diethyl-2,2-carbocyanide bromide) adsorbed on AgCl [311].
Adsorbed aggregates (micelles) were revealed in which the molecular planes are
perpendicular to the substrate surface.

The transparency range of oxides and diamond in the IR region is nar-
rower than that of salts and intrinsic semiconductors (Table A.2). For example,
centimeter-thick quartz is transparent only above 2700 cm−1, which still allows
detection of the νCH and νOH bands of the surface species in the ATR geometry.
This approach was used [312, 313] in studies of the hydroxyl covers formed on
a quartz surface during such processes as dehydration (the loss of physisorbed
water), dehydroxylation (the loss of hydroxyl groups), heating in UHV, condi-
tioning by water in the reactor camera for hydrothermal synthesis, exposure to HF
vapors and solutions, and treatment by a glow discharge. The MIR geometry was
used to differentiate between different types of hydroxyl groups on the (4150),
(0001), and (1123) surfaces of α-Al2O3 [314]. The bonding geometry of hydro-
gen on (100) [315, 316] and (110) single-crystal diamond [317] was studied using
the phenomenon of electron emission by the hydrogen-terminated diamond from
the conduction band edge directly into vacuum. It was shown [316] that with the
E sampling technique (Section 4.1.3) 0.1 ML of the C−D surface groups can be
detected at a resolution of <1 cm−1, which is much higher than that of HREELS
applied to the same system. Based on the dichroic ratio (DR) values for the νCD
and δCD bands, it was inferred that the C−D bonds deposited in a microwave
plasma are perpendicular to the surface. A sensitivity of 0.03 ML was achieved
by Yang et al. [318] for stearic acid adsorbed from CCl4 on a α-Al2O3(0001) sur-
face. The kinetics of the adsorption/desorption process were measured as well as
the adsorption isotherms and the molecular orientation (MO). Heats of adsorption
of 0.4 ML of stearic acid and n-amyl alcohol on α-Al2O3(4150) were measured
by Haller and Rice [314].

As discussed in Section 4.1.3, the transparency range of oxides can be expan-
ded by using the “coated” ATR technique, in which the bulk oxides of interest are
modeled by thin polycrystalline films deposited onto an IRE or by native oxides
on Si or Ge IRE. This approach was suggested by Zolotarev et al. [319] and
applied to the adsorption of water on SiO2, MgF2, ZnS, ZrO2, GeO2, Al2O3, and
CaF2 films [320, 321]. The intensity of the absorption bands of water was used
for estimating the porosity of these films and elucidating the effect of deposition
rate, pressure of the residue gases, and substrate temperature on the porosity.
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The adsorption kinetics of a mixture of surfactants (sodium dodecyl sulfate
and sodium laurate) onto a vacuum-deposited Al2O3 film and diphenylchlorosi-
lane [322] and phthalocyanines [323] on chemically deposited silicon oxide on
silicon was also studied [324]. Coated ATR was also effective in the IR spectro-
scopic studies of adsorption on polymers (Section 7.7).

IRRAS is used less often to study adsorption on transparent substrates because
of the lower SNR relative to that of MIR (Section 2.6). Nevertheless, the sensitiv-
ity of this method was shown to be sufficient for ∼0.3 ML of a long-chain (C12)
adsorbate on silicates in the νCH spectral region [325] and 0.2 ML of a surfactant
on sulfides in the head group spectral region (Table 7.4). Applicability of IRRAS
to organic monolayers on transparent substrates was first analyzed theoretically
by Udagawa et al. [326], who confirmed the results predicted by the experi-
mental spectra of stearic acid on quartz and ITO. IRRAS studies of xanthate
adsorption on metal sulfides were performed by Mielczarski et al. [327–330]
(Section 7.4.4), with optimum conditions determined by spectral simulations.
Mielczarski and Mielczarski [331] first demonstrated the possibility of includ-
ing in the spectral analysis the absorption bands of a (rather thick) film in the
spectral region of the phonon bands of the substrate (Section 2.3.2).

IRRAS is the leading spectroscopy for characterizing the structure and prop-
erties of monolayers adsorbed at the air–water interface (Section 4.8). Research
activity in this area [332–334] is largely motivated by the potential applications
of transferred Langmuir (L) monolayers in molecular electronics and nonlinear
optics and by fundamental interest in the organization and dynamics of quasi

Table 7.4. Sensitivity of in situ and ex situ IR spectroscopic techniques in studies
of xanthate adsorption

Technique and
Conditions

Xanthate and
Sulfide

Minimum
Detectable

Surface
Coverage References

DRIFTS, 85% KBr, powder
size d50% = 4 µm

AX, galena ∼0.5 ML 490

In situ ATR on powders, Ge
multiple IRE, ϕ1 = 45◦a

EX, pyrite ∼0.1 ML 483

In situ ATR, unpolarized,
ϕ1 = 36◦

n-Butyl-X, galena 0.1 ML 518

Ex situ ATR measured with
sphalerite MIRE, ϕ1 = 45◦

Iso-propyl-X, sphalerite ∼1 ML 499

Ex situ IRRAS, p-polarization,
ϕ1 = 70◦

EX, chalchopyrite 0.5 ML 327

EX, chalchocite 0.2 ML 611
In situ IRRAS, p-polarization,

ZnSe window, ϕ1 = 45◦, 13
reflections

EX, chalchocite 0.3 ML 611

aAngle of incidence. X = xanthate, E = ethyl, A = amyl.
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two-dimensional systems which model biological membranes (Section 7.8). To
increase the SNR and surface selectivity and to reduce instrumental drift, this
method is coupled with polarization modulation (Section 4.7)

The simplest method of obtaining IR spectra of molecules adsorbed on
transparent bulk solids is transmission, which is practical only with FTIR
spectrometry. In particular, adsorption of CO2 [335–340], CO [341–346],
H2 [347], H2O [348], and SO2 [349] on the (100) surface of NaCl; N2O
on NaCl(001) [350]; CO [351] and NH3 [352] on MgO(100); CO2 on
MgO(100) [353]; CO on ZnO [354]; H2O on the quartz surface [355];
and n-pentane on α-Al2O3(0001) [356] was studied. Transmission studies
of the adsorption of gases on bulk dielectrics have been reviewed by
Ewing [357].

Transmission of polarized radiation at suitable angles of incidence permits the
determination of MO. Figure 7.12 [345] shows the s- and p-polarized spectra of
CO adsorbed at a coverage of 0.6 ML on NaCl(100) measured at 45◦. The band
position is 2149 and 2156 cm−1 in the s- and p-polarized spectra, respectively.
From the value of the DR, Heidberg et al. [345] concluded that the molecules
are adsorbed with the TDMs parallel to the surface.

Even at normal incidence, the transmission spectra may be relatively sen-
sitive. To demonstrate this, Fig. 7.13 shows the νOH band of water adsorbed
on NaCl(100) at −27◦C, which is lower than the freezing point of a saturated
NaCl solution, and a pressure of 0.2 mbar (35% RH) [358]. The spectrum was
recorded by the multiple-transmission technique. For this purpose, 11 crystals
cleaved along the (100) faces of NaCl were collected in a pile with spacers of
0.1-mm Ta wire, so that the NaCl faces did not touch each other. To reduce
reflection from the external air–NaCl boundary, wedged silicon windows were
attached to both ends of the pile. Comparison of the band position of adsorbed
water with that of water in various phases (the top of Fig. 7.13) suggests that
at this temperature the adlayer is mostly in the liquid state. On this basis, the
surface coverage can be evaluated by introducing the absorption index of bulk
water in the modified BLB relationship:

Ã = jσSH2O

2.303

Here, Ã is the integrated absorbance of the adsorbed water in reciprocal cen-
timeters, SH2O is the surface density of the adsorbed water, j is the number of
exposed NaCl(100) faces, and σ is the integrated cross section in centimeters
and is related to the absorption index k as

σ = 4π

ρ

∫
band

kν dν,

where ρ is the molecular density of water at the given temperature. For water
at room temperature, it was found that σ = 1.4 × 10−16 cm/molecule. With the
known quantity SH2O, the coverage θ = SH2O/SNaCl was calculated using the value
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Figure 7.12. Transmission spectra of 0.6 ML of CO adsorbed at NaCl(100). Angle of incidence is
45◦. Reprinted, by permission, from J. Heidberg, E. Kampshoff, R. Kuhnemuth, M. Suhren, and
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Figure 7.13. Infrared absorption of water adsorbed to NaCl(100) at −27◦C and 0.2 mbar
of water. Coverage is calculated to be 1.5 ML. Reprinted, by permission, from M. Foster
and G. E. Ewing, Surf. Sci. 427/428, 102 (1999), p. 102, Fig. 1. Copyright  1999 Elsevier
Science B.V.
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of 6.4 × 1014 ion pairs/cm2 for the density of adsorption sites at the NaCl(100)
face, SNaCl. For the adlayer, whose spectrum is shown in Fig. 7.13, the coverage
was found to be 1.5 ML.

The information that IR spectroscopy provides about surface species on trans-
parent and nontransparent substrates is discussed in more detail in Sections 7.4
and 7.5 using the example of flotation systems.

7.4. ADSORPTION ON MINERALS: COMPARISON OF DATA
OBTAINED IN SITU AND EX SITU

There is significant interest in understanding the mineral–aqueous interaction in
view of its crucial role in environmental and geochemical processes and extrac-
tive technologies [359]. Surface reactions occurring in natural and technological
aqueous systems are complex, variable, and competitive [42]. IR spectroscopy
has been very useful in tackling this problem [4, 22, 360–369], primarily due to
its high surface sensitivity (<1% ML, Section 7.1), the large amount of structural
information it provides, the simplicity of in situ applications, flexibility, and its
general availability. It is interesting to note that the original motivation for the
development of IR spectroscopy of adsorbed molecules was in the acquisition of
IR spectra of water adsorbed on clay minerals in 1937 [9]. However, the draw-
back of IR spectroscopy is its lack of sensitivity toward elemental composition.
Therefore, an optimal choice for studying mineral–aqueous interactions would
seem to be a combination of IR and XPS spectroscopies [325, 370–378]. Fur-
thermore, by combining these two methods with techniques such as STM (or
AFM), complementary nanoscale-resolution data on surface topology could be
obtained.

This section is divided into four parts. In the first one, application of IR
spectroscopy to speciation and coordination of mineral surfaces after grinding
and treatment with salt solutions is demonstrated. In the next parts, IR spectro-
scopic data on mineral–surfactant interactions that are of interest for flotation
are reviewed. To date, all the IR spectroscopic methods have been applied to
mineral surfaces. It is interesting that in some cases the data obtained in situ and
ex situ on powders and plane surfaces are different. Thus it is also possible to
compare the effectiveness of different IR techniques.

7.4.1. Characterization of Mineral Surface after Grinding:
Adsorption of Inorganic Species

To characterize the mineral surface that is created by grinding and conditioning
in aqueous solutions, IR spectroscopic techniques for powders (Section 4.2) are
more suitable than techniques used for probing slab surfaces. In addition to a
higher surface sensitivity, the former deal with real sample surfaces that differ
from fractured, polished, and artificial (e.g., sputtered or chemically deposited)
surfaces of minerals in terms of composition/configuration, distribution, and
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surface density of adsorption sites. As an illustration of this, it was found [379]
that abraded galena is negligibly oxidized in water, whereas powdered samples
conditioned in the same way are easily oxidized. This discrepancy has been
ascribed to organic contaminants (carboxylic acids and their salts) inhibiting oxi-
dation of the surface. Stirring the suspension can remove the contaminants and
enable the oxidation to occur.

DRIFTS studies have been used to determine the hydroxyl coating on
quartz, γ -alumina, and feldspar [380], the surface composition of silicates
after grinding [381–383]. and the composition of complex oxidized films on
galena [375–377, 384–386]. Figure 7.14 (curve 1) shows the DRIFTS spectrum
of wet, ground quartz (5 µm) measured against KBr. The narrow band at
3745 cm−1 is assigned to the stretching νOH vibrations of surface-isolated silanol
groups [40, 380]. The complex structured absorption band in the 3000–3700-
cm−1 spectral region due to adsorbed hydroxyls H bonded to water is typical for
some types of natural fine quartz powders [380]. A significant decrease in the
number of hydroxyls on the surface of quartz conditioned in HCl solution (pH 2)
is demonstrated by curve 2. These observations are in agreement with the fact
that pH ≈ 2 is PZC for the quartz surface [359].

Since air drying of the mineral powder may affect the coordination and specia-
tion of adsorbed species [387–389], more realistic data on adsorption from solu-
tion should be collected in situ. This can be accomplished with the HATR [387]
or CIRCLE [390] accessory (Section 4.2.4). Wijnja and Schulthess [391, 392]
used this approach for studying in situ the aging and adsorption of carbonate
at the γ -Al2O3 –water interface. Despite the fact that this system is extensively
studied [359, 393], the speciation and coordination of carbonate species adsorbed
on metal oxides and their correlation with the macroscopic characteristics, such as
proton stoichiometry and surface charge, are still a matter of debate. Both inner
sphere complex formation through direct coordination to a surface group and
outer sphere complex formation through weaker electrostatic interactions have
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Figure 7.14. DRIFT spectra of (1) untreated quartz and (2) quartz after 10 min treatment in
HCl solution, pH 2. Both spectra were measured against KBr. Reprinted, by permission from
I. V. Chernyshova, K. Hamunantha Rao, A. Vidyadhar, and A. V. Shchukarev, Langmuir 16,
8071–8084 (2000) p. 8075, Fig. 3. Copyright  2000 American Chemical Society.
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been proposed as adsorption mechanisms, based on macroscopic observations
[393–395]. However, none of these proposed mechanisms were confirmed by
spectroscopic data. Figure 7.15 shows the ATR spectra of adsorbed carbonate
species at the γ -Al2O3 –solution interface in suspensions, with initial NaHCO3

concentrations of 0.001 M in H2O and D2O. Apart from the 1027-cm−1 band
assigned to the δOH of bayerite [γ -Al(OH)3] — a product of the transforma-
tion of the aluminum oxide surface layer in water — a doublet of bands at 1390
and 1510 cm−1 is present in the spectra. The same bands were observed for
the solution concentrations between 0.0005 and 0.02 M . Comparing with ATR
spectra of solvated carbonate and bicarbonate and invoking the results of the
normal coordinate analysis and adsorption studies on other substrates, these
bands were assigned to carbonate adsorbed through the formation of an inner
sphere complex in which carbonate has monodentate coordination. It is interest-
ing that for this system, DRIFTS spectra of dried samples were no different than
the in situ spectra. Applying the same approach, Persson et al. [396] found that
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acetate is adsorbed onto the bayerite-modified surface of γ -Al2O3 at pH < 4.3 as
mononuclear outer sphere complex, in contrast with complexes formed in aque-
ous solution. Peak et al. [397] studied the mechanism of sulfate adsorption on
goethite (α-FeOOH) and found that sulfate forms both outer and inner sphere
complexes on goethite at pH < 6, while at higher pH an outer sphere complex
is formed exclusively and the relative amount of outer sphere sulfate complexa-
tion increases with decreasing ionic strength. Based on the in situ ATR spectra
(Fig. 2.50) Hug [387] concluded that at pH between 3 and 5 sulfate is adsorbed
on hematite (α-Fe2O3) as a monodentate complex, but after removal of the solvent
the surface species are monodentate bisulfate or bidentate sulfate.

DRIFTS spectra of two 5-µm galena powders obtained by dry grinding two
different samples are shown in Fig. 7.16 [384]. Spectra of a 1 : 5.3 mixture of
the galena with KBr were measured against KBr for each sample. Comparison
with spectra of reference compounds allowed identification of the bands from
basic lead sulfide at 1171, 1055, 967, 631, and 597 cm−1; basic lead carbonate at
1435, 1400, 840, and 679 cm−1; and the 986-cm−1 band of lead thiosulfate in the
spectrum of sample a. For sample b, however, the absorption of the oxidation
product is much weaker, exhibiting only the bands at 1121 and 984 cm−1 of
lead thiosulfate. In addition, the XPS spectra revealed the presence of elemental
sulfur in both samples [384]. Such differences in the oxidation products can be
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attributed [373] to different semiconducting properties, as samples a and b are
p- and n-type semiconductors, respectively. The grinding conditions affect the
nature of the surface oxidation products substantially. For sample b, fine grinding
at pH 4 leads to negligible amounts of PbS2O3 [377]. An increase in pH during
grinding results in the formation of more PbS2O3 and basic lead carbonate [375,
376]. In no instance was lead sulfate detected [384]. It is interesting that sulfoxy
species (sulfates, thiosulfates, and sulfites) observed by IR spectroscopy are not
detectable by XPS [398], as these species appear to decompose in the presence
of atmospheric CO2 and under UHV [398].

7.4.2. Adsorption of Oleate on Calcium Minerals

It is known [399, 400] that most Ca minerals [fluorite (CaF2), calcite (CaCO3),
apatite Ca10(PO4)6(OH,Cl,F)2, scheelite CaWO4, gypsum (CaSO4 · 2H2O)] are
floated by oleates at slightly basic or basic pH‡. Several mechanisms of the
reagent adsorption have been discussed in the literature. Since the Ca miner-
als are semisoluble, it was suggested [401, 402] that the adsorption results from
complexation of the hydrolyzed dissolved species with the reagent followed by
precipitation of the complex. The reagent can be attached to the surface by the
reversible adsorption of both the molecular and ionic forms [403], the flotability
being proportional to the fraction of the molecular form [404]. These processes,
however, can be complicated by such phenomena as micellization and precipi-
tation of the surfactant [361, 405, 406]. Chemisorption of oleic acid and oleate
on fluorite was suggested by French et al. [407] in 1954, based on their IR spec-
troscopic results. During the last decade, the calcium minerals–oleate system
has been studied by IR spectroscopy by Miller and co-workers [381, 408–415],
Mielczarski and co-workers [416–422], and Rao and co-workers [423, 424].

On the basis of the IR data, the general consensus is that when minerals
exhibit 100% flotability, several types of chemisorbed oleate as well as precip-
itated calcium oleate are present at the surface, in agreement with the initial
hypothesis of Peck [425]. However, there is controversy concerning the assign-
ment of the adsorption bands of adsorbed oleate and, hence, the structure of
surface species. It stems from the strong dependence of the oleate–calcium coor-
dination on the deposition and precipitation conditions–an effect well known for
L monolayers and LB films of alkanoates [426]. The amount of oleate adsorbed
on a fluorite slab, as measured by IR spectroscopy, is quite different than that
for fine fluorite particles [412]. For the slab, there exists an adsorption saturation
point, but for fine particles, the amount of adsorbed oleate increases with con-
centration, although the concentration dependence of the amount of oleate in the

‡ Froth flotation separation of minerals requires the mineral of interest to have a hydrophobic surface
while the other minerals present in the pulp (a mixture of 25% m/m powdered ore with water) are
hydrophilic [361, 362]. The particles of the hydrophobic mineral can be captured by the gas bubbles
and raised to the pulp surface where they are collected to the froth. Flotability of the mineral depends
not only on the amount of adsorbed hydrophobizing reagent (the collector), which in most cases
does not exceed a monolayer, but also on the form in which it is adsorbed [361, 363].
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supernatant (probed after sedimenting the particles) exhibits a maximum. These
contradictions have been resolved by Mielszarski et al. [422] by measuring the
adsorption isotherms for finely ground particles by the solution depletion method,
in which the residual oleate concentration was determined after both sedimenta-
tion and centrifugation of the particles [422]. These measurements have shown
that at a certain minimum concentration, oleate forms calcium oleate microcrys-
tals and/or micelles containing calcium ions. These agglomerates are present in
the filtrate, giving rise to the increased oleate surface coverage observed in the
IR spectra of the particles.

In Fig. 7.17, curve a shows the DRIFTS spectrum of 10-µm fluorite con-
ditioned in 5 × 10−6 M of sodium oleate at pH 10.0 ± 0.1, with close to a
monolayer of oleate immediately after adsorption. The spectra were measured
without any dissolution of the sample with KBr in order to avoid the dam-
aging adsorbed layer and to increase the surface sensitivity to below mono-
layer coverage (Section 4.2). In the head group region, in addition to a band
at 1468 cm−1 assigned to the δCH2 vibrations of the carbon–hydrogen chains,
there are three distinct bands at 1574, 1539, and ∼1415 cm−1, the former two
bands due to asymmetric stretching vibrations of the carboxylate group and the
latter band to symmetric stretching vibrations, also of the carboxylate group. The
∼1570- and 1540-cm−1 bands in the spectra of precipitated calcium oleate [364,
427] and CaSt LB films [428] suggest the assignment of the 1574- and 1539-
cm−1 bands to the bulk (three-dimensional) precipitates. A close examination
of spectrum a in Fig. 7.17 reveals a weak broad band at 1558 cm−1 band,
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Figure 7.17. DRIFTS of fluorite with close to a monolayer of oleate (a) immediately after
adsorption and after the following treatments: (b) 3 h in vacuum of 10−4 mbar; (c) 21 h in
vacuum of 10−4 mbar; (d) 20 min exposed to water vapor; (e) 4 h in vacuum of 10−4 mbar;
(f) 70 h in vacuum of 10−4 mbar. All spectra recorded at room temperature. Reprinted, by
permission, from E. Mielczarski, Ph. de Donato, J. A. Mielczarski, J. M. Cases, O. Barres,
and E. Bouquet, J. Colloid Interface Sci. 226, 269 (2000), p. 275 Fig. 7. Copyright  2000
Academic Press.
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which is much more pronounced in the IR spectra reported in other works (see
Ref. [414] and references therein). This band has been regarded as characteristic
of chemisorbed oleate (bridging interaction) [408–429]. However, the Ca oleate
aggregates formed in the pulp are characterized by a band at 1561 cm−1 [422], in
contrast to the Ca oleate precipitates. Furthermore, as illustrated by spectra b–f
in Fig. 7.17, the absorption bands of carboxylate groups of the adsorbed oleate
are very sensitive to the surface environment. Based on these and other argu-
ments, the 1574- and 1539-cm−1 bands have been attributed to the bidentate and
unidentate surface complexes of carboxylate groups [416, 421], while the 1558-
cm−1 band is attributed to the Ca oleate aggregates formed in the pulp [422], in
accordance with early spectroscopic data [425, 430].

Figure 7.17 illustrates how evacuation of the sample can influence the struc-
ture of the adsorbed film spectra. Subjecting the fluorite with oleate adsorbed to
a vacuum of 0.2 Pa changes the spectrum dramatically; the doublet at 1574 and
1539 cm−1 transforms into a broad singlet at 1558 cm−1, the νasCH2 band shifts
from 2921 to 2922 cm−1 and broadens by about 10% [indicative of increased
mobility and disorder in the adsorbed layer (Section 3.11.1)], and the 3374-cm−1

band of coadsorbed water decreases. These observations indicate [422] that (i) the
water molecules incorporated in the oleate monolayer stabilize its order and
(ii) the original ordered structure of the adsorbed layer is reversibly disturbed by
water removal (curves d –f ). As shown by Rabinovich and co-workers [431], the
drying effect on the film order depends on interplay between the ordering influ-
ence of the hydrophobic interaction of the chains and the disordering influence
of the thermal motion of the water. Thus, analyzing ATR spectra of LB films of
dimethyldioctadecylammonium bromide (DDOAB) on silicon in air and water, a
substantial decrease in the chain order down to almost full disorder upon drying
was found for the film deposited with 12.5 mN · m−1 surface pressure, which has
relatively low initial chain packing density. In contrast, for the film deposited at
25 mN · m−1, the order parameter was high in both air and water, the value in
water being slightly lower than in air. The decreasing order of the DDOAB film
in water as compared with air was shown by Tsao et al. [432] using AFM. This
effect should be taken into account extrapolating data obtained ex situ on the
molecular order and orientation of adsorbed species to the in situ conditions.

Finally, the numerous IR spectroscopic studies of adsorption of oleate on Ca
minerals and glasses [433, 434] offer an opportunity to compare efficiency of
different IR spectroscopic techniques. Thus the ATR method for powders [414]
(Section 4.2.4) appears to be most suitable for studying oleate on Ca–oxy-
anion minerals (calcite, gypsum, apatite, etc.) as compared to the KBr trans-
mission [425], KBr DRIFTS [435], and ATR with sampling technique E [413]
(Section 4.1.3). The ATR method provides the shortest penetration depth, which
is advantageous for the system under consideration since Ca–oxy-anion miner-
als partially absorb in the 1700–1500-cm−1 range. Also, the DRIFTS spectra of
oleate species adsorbed on apatite powder show that mixing with KBr at a sam-
ple concentration higher than ∼10% results in a gradual change of the doublet at
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∼1570 and 1540 cm−1 into a broad band at 1560 cm−1 [413], which, however,
can be explained by absorption saturation.

7.4.3. Structure of Adsorbed Films of Long-Chain Amines on Silicates

Numerous technologies involve the modification of silicate surfaces by the
adsorption of surfactants [436, 437]. One common system is that of long-chain
primary amines adsorbed on silicates. Since the 1930s this system has been
studied extensively with indirect methods such as the measurement of ζ -potential,
adsorption isotherms, contact angles, and flotation tests (see reviews [438–440]).
Based on these data, the adsorption of amines on silicates at neutral pH
has been explained mainly by the Gaudin–Fuerstenau or hemimicelle model
(HM) [441–444]. This model postulates that amine cations are adsorbed in the
outer Stern layer by electrostatic attraction to negatively charged surface sites.
At some threshold concentration the actual concentration of amine near the
quartz surface becomes higher than the critical micelle concentration (CMC)
and a two-dimensional process similar to ordinary bulk (three-dimensional)
micellization takes place. As a result, the surfactant aggregates at the surface
and its adsorption becomes appreciable. These two-dimensional aggregates are
called hemimicelles and the critical concentration is referred to as the critical
hemimicelle concentration (CHC). The hemimicelles appear to hydrophobatize
the silicate surface by exposing the hydrophobic chains to the solution.

However, there had not been a spectroscopic study that confirmed this HM.
Moreover, this model is unable to explain certain experimental data and does not
account for the thermodynamical requirement that the solution temperature be
below the Krafft point for micellization to take place. In order to understand these
discrepancies, adsorption of long-chain amines was studied spectroscopically on
quartz and albite, and the results were compared with the indirect data [325,
372]. DRIFTS, IRRAS, and XPS of quartz and albite conditioned in solutions of
dodecyl (C12) and hexadecyl (C16) ammonium chloride (ACl) and acetate (AAc)
of different initial concentrations (Cb) were measured.

Figure 7.18 shows selected DRIFTS spectra of the quartz treated for 1 h in
solutions of C12 –ACl and C12 –AAc. (The spectrum of untreated quartz is shown
in Fig. 7.14.) All spectra display typical bands in the 3000–2800-cm−1 range
due to the νCH vibrations of alkyl chains. A broad structural band centered at
∼3250–3000 cm−1 is attributed to H bonded νN+H, νOH, and νNH stretching
vibrations. A close inspection of these spectra reveals that twice the position of
this band shifts abruptly and bathychromically at a concentration close to the
CHC and when the bulk amine precipitates (vide infra). It is well known [445]
that a red shift of any H bonded stretching mode indicates an increase in H
bond strength. In all the spectra a negative 3745-cm−1 band for free surface
silanols is observed, suggesting that the silanols interact with absorbed amine.
This interaction is likely H bonding between a proton of the head group of
amine cations and the SiOH oxygen. In addition, adsorption of the C12 –ACl at
Cb = Cpr > 2 × 10−3 M results in appearance of a series of new bands at 3330,
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Figure 7.18. DRIFTS spectra of quartz powder (5 µm) after 1 h treatment with C12 –ammonium
acetate (AC) (dashed lines) and C12 – Cl ammonium (solid lines) solutions (pH 6–7) with
concentrations (1) 5 × 10−6 M, (2) 1 × 10−4 M, (3) 2 × 10−3 M, and (4) 1 × 10−2 M. Spectrum
3 for C12 –ammonium Cl is divided by 5. Reprinted, by permission, from I. V. Chernyshova,
K. Hamunantha Rao, A. Vidyadhar, and A. V. Shchukarev, Langmuir 16, 8071–8084 (2000),
p. 8075, Fig. 4. Copyright  2000 American Chemical Society.

1650–1640, 1570, and 1506 cm−1, characteristic of molecular amine. Using the
radioisotope data [446], the sensitivity of the DRIFTS measurements performed
in the νCH range can be estimated at ∼0.1 ML of the C12 hydrocarbon chains.

Figure 7.19 shows the correlation between the surface coverage of the amines,
the number of silanol groups reacted, the molecular order, the ζ -potential mea-
sured on the same sample, and the flotation recovery measured for a coarser
(−150 + 38-µm) particle fraction. The surface coverage of the amine is propor-
tional to the intensity of the νasCH2 band, An, which is normalized to the number
of the methylene units in the chain. Similar to amine adsorption isotherms [447,
448], the An curves exhibit a break at a CHC of ∼1 × 10−4 M. The number of
reacted surface silanol groups is assumed to be proportional to the peak inten-
sity, E, of the negative 3745-cm−1 band. The E curves reach a plateau at a
certain value of bulk amine concentration, above which the quartz particles are
totally screened from interaction with the solution by the adsorbed amine. The
number of “saturated” silanol groups (given by the plateau height) is higher for
acetate salts. Because the maximum quantity of adsorbed amine is higher for the
chloride salts (Fig. 7.19a), coadsorption of acetate ion was suspected. Another
conclusion drawn from the E curves is that the surface silanols are saturated at
a concentration much higher than the CHC, in agreement with other data [438,
439, 443].

It is important to note that the increase in surface coverage of the amine
is accompanied by a red shift of the νCH2 bands (Fig. 7.19c). The beginning
of this shift coincides with the CHC. According to the correlation discussed in
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Section 3.11.2, this implies that the order of the adsorbed layer increases at the
CHC. The shift reaches its maximum when molecular amine precipitates at the
surface. This confirms that after the break in the isotherm the molecules begin
to aggregate on the surface, and their order increases.
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Thus, contrary to the HM, the DRIFTS spectra indicate that the adsorbed
amine is H bonded with surface silanols and, what is more important, at the
CHC these H bonds become stronger, implying some qualitative change in the
layer. At higher concentrations, ordinary bulk precipitation of the amine takes
place, rather than the previously suggested formation of a bilayer [441, 448, 449].
However, the composition of the adsorbed layer at intermediate concentrations is
not clear from the DRIFTS spectra. As revealed by XPS [325], in this concentra-
tion range, neutral and protonated amine are both present at the surface, while at
lower concentrations, only the protonated form is observed. This suggests that the
neutral amine appears at the surface when a critical local surface concentration
of the surfactant is reached, establishing the following equilibrium:

H
|

RN…HOSi≡ ⇔ RNH3
+… −OSi≡

|
H

(A)

The neutral molecules change the structure of the adsorbed layer substantially
by screening the electrostatic repulsion between the head groups. This enhances
the adsorption and increases the density and the order of the monolayer, which
explains the decrease in νCH2 frequencies.

It is interesting how the characteristics extracted from the DRIFTS spectra
correlate with such macroscopic characteristics of adsorption as ζ -potential and
flotation recovery. Figure 7.19d shows how the ζ -potential curves follow the cor-
responding An curves. After the break, the amount of amine adsorbed from the
amine acetate solutions is less than from chlorine salt solutions. This correlates
with the lower ζ -potentials observed for quartz, which has reacted with acetate
salt solution. Because in this concentration range neutral molecules are adsorbed
first in a monolayer and then as bulk precipitates, the effect of coadsorption of
acetate ions does not render the surface charge more negative, and the presence of
acetate ions in the double layer suppresses the formation of neutral molecules by
precipitation. Another conclusion from the DRIFTS spectra is that the increase in
ζ -potential is due not to adsorption of cations, as was suggested from studies of
the ζ -potential curves and adsorption isotherms in the absence of spectroscopic
data [441–443], but rather to precipitation of molecular amine. The ζ -potential
of amine colloidal precipitates is positive and increases with increasing amine
solution concentration [450]. On the other hand, the flotation results appear to
be independent of the origin of the amine counterion, an effect attributed to sur-
face inhomogeneity, because for flotation to occur, one highly hydrophobic patch
is sufficient.

Identical correlations have been observed for albite [372], confirming the
validity of the two- and three-dimensional precipitation models in interpreting
the mechanism of adsorption of weak-electrolyte-type surfactants on silicates.
However, the concentration at which two-dimensional precipitation for albite
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occurred was much lower than that for quartz. Replacing Si4+ with Al3+ in
a second-nearest-neighbor site increases the proton affinity of the surface OH
groups, while charge balancing Na+ ions have the opposite effect. Since the
albite surface conditioned in water is depleted of Na+ ions, but these may not
be completely substituted by protons, it is possible that the surface silanols on
albite bear a higher electron density and, therefore, are stronger proton acceptors
than the silanols on quartz. This shifts equilibrium (A) to the left.

In order to quantify the increasing order in the adsorbed amine film, the species
adsorbed on the silicate slabs were characterized by IRRAS [325, 372, 451].
Figures 7.20 and 7.21 show the IRRAS spectra of the (002) quartz surface treated
for 5 min in solutions (pH 6.5) of C16 –ACl (1 × 10−4 M) and C16 –AAc (1 ×
10−4 and 1.5 × 10−4 M). Apart from the absorption in the 2900- and 1465-cm−1

regions due to the stretching and bending vibrations of the CH groups, respec-
tively, the s-polarized spectra exhibit bands at 1740–1750, 1650, 1600, and
1547 cm−1, which were assigned tentatively to coadsorbed (bi)carbonate, molec-
ular amine, coadsorbed water, and contaminations. In addition, the p-polarized
spectra contain the complex broad band in the 2000–4000-cm−1 range due to H
bonded νOH and νNH vibrations. The form and the position of this band varied
from spectrum to spectrum, because of the simultaneous contributions of posi-
tively and negatively going bands due to the stretching vibrations of H bonded
OH and NH groups. These bands are hardly detectable in the s-polarized spec-
tra, implying that the TDMs of the H bonded groups are oriented preferentially
perpendicular to the surface.
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Figure 7.20. Spectra from IRRAS of polished quartz surface conditioned in solutions (pH 6.5)
of (1) C16 –ammonium acetate (1 × 10−4 M), (2) C16 –ammonium chloride (1 × 10−4 M), and
(3) C16 –ammonium acetate at 1.5 × 10−4 M. Angle of incidence is 73◦. The s-polarized spectra
are shown on left and p-polarized spectra on right. Spectra were measured using Perkin-Elmer
2000 spectrometer, with MCT detector, at 4 cm−1 resolution, by coadding 1000–2000 scans,
both in s- and p-polarization.
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background correction. Adapted, by permission, from I. V. Chernyshova and K. Hamunantha
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At a higher amine concentration of 1.5 × 10−4 M (Fig. 7.20, curve 3), a weak
band with a substructure is noticeable in the 3000–3300-cm−1 region of the
s-polarized spectrum and is assigned to precipitated three-dimensional clusters
of molecular amine. The formation of the bulk amine phase was revealed by
the presence of the 3330-cm−1 band in the DRIFT spectra characteristic of the
molecular amine (Fig. 7.18). However, this band is absent in the spectrum mea-
sured by IRRAS. This was explained to be a result of two crystalline states
of three-dimensional clusters precipitated at 1.5 × 10−4 M , one on a polished
quartz surface and one on fine quartz particles. The different crystalline states
could arise because of the incorporation of ionic amine into the three-dimensional
clusters in the former case. The frequencies of νasCH2 = 2918.3 ± 0.1 cm−1 indi-
cate (Section 3.11.1) that the hydrocarbon chains in the films whose spectra are
shown in Figs. 7.20 and 7.21 are well ordered. The film formed from 1 × 10−4 M

solution is characterized by splitting of the δCH2 band into two components,
1468.3 and 1460 cm−1 (shoulder) in the case of amine acetate and 1468 and
1474 cm−1 (shoulder) in the case of amine chloride (Fig. 7.21). This splitting
can arise due to either orthorhombic or monoclinic packing of the hydrocarbon
chains (Section 3.11.2). Taking into account that the (002) quartz surface consists
of oxygen atoms positioned rhombically, it is more probable that the adsorbed
species adopt monoclinic-like packing. This qualitative conclusion is confirmed
by the biaxial symmetry of the layers (see below). However, the presence of
hexagonally packed domains that are responsible for the 1468-cm−1 component
and the wide FWHM cannot be excluded. The splitting is barely distinguishable
for the amine film formed from 1.5 × 10−4 M solution. Instead, a broad band
arises at 1467 cm−1 (Fig. 7.19, curve 3). This conflicts with the observed biaxial
symmetry of the film (see below) but may be explained by the heterogeneous
(domainlike) composition of the films, just as a single δCH2 band is observed
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in IRRAS of hexadecan-1-ol L monolayers in the condensed state, in which
orthorhombic packing dominates [452].

As pointed out in Section 3.11.4, the IRRAS method offers an intrinsic advan-
tage in MO measurements on transparent substrates. Namely, the electric field
component perpendicular to the surface (which is the most sensitive to the tilt
angle) is comparable in magnitude to that parallel to the surface, unlike in ATR
measurements, in which the angle of incidence exceeds the critical angle by
more than 10◦. This advantage has been exploited in a number of structural
studies, including those of LB films [453, 454], SAMs [455–457], adsorbed sur-
factants [325, 372, 451], and L monolayers at the AW interface [458–460].

In the DR approach [Eq. (3.60)] [461] to estimating MO parameters from the
spectra shown in Fig. 7.19, the anisotropy of the quartz substrate was neglected
and a value of 1.49 was taken for the refractive index n3 of quartz. The optical
parameters of the film at the νasCH2 frequency (n2⊥ = 1.49, n2|| = 1.55, k2 max =
1.04) were taken from Ref. [453]. Assuming the known orientation, the surface
coverage was estimated from the band intensities using Eqs. (1.87). From the
data obtained (Table 7.5), at a concentration of 1 × 10−4 M , the amount of amine
adsorbed is on the order of one monolayer, with an average tilt angle of about
30◦, which is consistent with the crystalline state of the adsorbed monolayer. For
comparison, a tilt angle of 30◦ and similar band positions have been reported for
SAMs of alkanthiols on gold [462, 463].

The biaxiality of the amine layers was calculated both from DRas and (Aas/As)
s

values, with the help of the plots in Figs. 3.87 and 3.88. Assuming that the crystals
formed by drying a drop of a high-concentrated solution of hexadecyl amine in
ethanol on a KBr plate are isotropically oriented, the transmission spectrum gives
kas/ks = Aas/As = 1.5. As seen from Table 7.5, the azimuthal angles obtained
by each technique are in good agreement, indicating that the biaxial model cho-
sen for the MO calculations is suitable. The film biaxiality as calculated from

Table 7.5. Characteristics of adsorbed layers of alkyl amines from IRRAS spectra in Figure 7.21

Spectral Characteristic
C16 –ACl,

1 × 10−4 M

C16 –AAc,
1 × 10−4 M

C16 –AAc,
1.5 × 10−4 M

νasCHs a
2 , cm−1 2918.4 2918.3 2918.4

νsCHs
2, cm−1 2850.8 2851.0 2850.6

DRas −0.69 −0.62 −0.77
DRs −0.62 −0.72 −0.91
(γ, φ) calculated from

DRs
(28◦, 39◦) (30◦, 52◦) (43◦, 48◦)

(Aas/As)
s 1.56 1.38 1.35

(Aas/As)
p 1.40 1.62 1.58

φ calculated from
(Aas/As)

s

40◦ 52◦ 40◦

Number of monolayers 1.04 1.16 1.26
aBand position in s-polarized spectrum.
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the intensity ratios is rather low [±10◦ in average from the magic (45◦) angle].
The imperfection in the surface of the substrate caused by polishing could lead
to a decrease in the biaxiality.

It is interesting (Table 7.5) that the hydrocarbon chains in an amine layer of
1.26 ML formed from 1.5 × 10−4 M solution have a higher average angle of
inclination (γ = 43◦). The “extra” band at 3000–3300 cm−1 in the correspond-
ing s-polarized spectrum (Fig. 7.20, curve 3) suggests that at this concentration,
the three-dimensional precipitation has already occurred, and as a result, chaoti-
cally oriented domains are present at the surface as well as the monolayer-thick
highly organized patches with the monoclinic (∼30◦ tilt) subcell. Also apparent
in Table 7.5 is the nonmonotonic concentration dependence of the surface cover-
age by C12 –AAc. This effect is analogous to that observed in the oleate–fluorite
system (Section 7.3.2) and is explained by the bulk precipitation of the reagent,
owing to which the actual concentration of the dissolved surfactant is much less
than the net concentration.

The quantitative data are in agreement with the following observations from
the polarized IRRAS. A close inspection of the νCH region in the s- and p-
polarized spectra reveals no ν

ip
s CH3 band at 2870 cm−1 for the amine monolayer

formed from 1 × 10−4 M solution, which confirms that the tilt angle is close to
30◦. As a matter of fact, since the TDM of the ν

ip
s CH3 modes is inclined by

35.5◦ away from the chain axis (Fig. 3.75), at a chain tilt angle of 35.5◦ it is
perpendicular to the substrate surface. Under these conditions, the corresponding
absorption band will be absent in the s-polarized spectrum and negative in the
p-polarized spectrum. (The latter feature was not distinguished due to the low
SNR.) By contrast, the positive ν

ip
s CH3 band is distinct in the p-polarized spectra

of the amine adsorbed from 1.5 × 10−4 M solution (curve 3 in Fig. 7.21), which
can be attributed to the presence of three-dimensional precipitates.

In the case of albite the hydrocarbon chains of the two-dimensional amine pre-
cipitates were found [372] to be perpendicular to the surface, which was attributed
to polycrystallinity of the surface and a lower average distance between basic
adsorption sites. The tails of long-chain amines and alcohols have tilt angles of
∼30◦ and 25◦, respectively, when adsorbed alone and an angle of ∼37◦ when
coadsorbed from a binary 1 : 1 solution [451]. Thus it was concluded that the
two-dimensional precipitate formed in the latter case is a solid solution of the
molecules and not eutectics.

7.4.4. Interaction of Xanthate with Sulfides

The interfacial behavior of alkyl xanthates (a typical member of the O-alkyldithio-
carbonate collector family) (Fig. 7.22) is of great interest in flotation studies,
where these reagents have been used for the selective hydrophobization of sul-
fides since 1925. A variety of hypotheses have been put forward to explain this
phenomenon (see Refs. [365, 369, 464–466] for review) that can be classified
as either chemical or electrochemical. The former category includes adsorp-
tion [467–469], coordination [470], and replacement of surface oxidation prod-
ucts [471–473] or lattice ions [474, 475]. However, this hypothesis neglects
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Figure 7.22. Ethyl xanthate ion.

the formation of dixanthogen [(ROCS2)2, the most hydrophobic derivative of
xanthate] and fails to explain the poor flotabilities of highly oxidized lead and
copper sulfides when the solubility product is significantly exceeded [476] and
of slightly oxidized sphalerite (ZnS), which is an insulator.

The electrochemical mechanism, also called the mixed-potential mecha-
nism [477], assumes charge transfer within a particle from the cathodic patch, at
which oxygen is reduced, to the anodic one, at which the sulfide itself and/or
xanthate anion are oxidized. This mechanism describes a broad spectrum of inter-
facial phenomena involving, as an intermediate step, a redox reaction in which
the anodic and cathodic processes are spatially separated. Some examples of this
include electrocatalytic chemisorption of xanthate and synthesis of dixanthogen
and precipitation of xanthate–metal complexes (nucleation of a microphase of
metal xanthate). In the latter reaction, the anodic sulfide dissolution is initiated
with the ionization of surface metal atoms, and the metal ions thus produced
on the surface are transferred into aqueous solution to form hydrated metal ions
or metal–ion complexes associated with anions [478]. The ionization of surface
metal atoms is an electrochemical oxidation, whereas the hydration or complex-
ation of metal ions is a chemical process (an acid-based reaction).

The complex chemistry of the surface reactions in a pulp coupled with the
instability of the adsorbed species makes xanthate adsorption processes quite
challenging to study. A great deal of the progress in this area has been made
through IR spectroscopy. The dual (chemical and electrochemical) reactivity of
sulfides in the pulp has led to two types of IR spectroscopic studies: one in which
the surface potential is chemically controlled and the other in which it is con-
trolled potentiostatically. Chemical control, which is implemented by the addition
of potential-determining agents to the solution, is more closely related to indus-
trial practice. Potentiostatic control is “cleaner” and more flexible, allowing the
electrochemical components of the surface reactions to be distinguished. In the
present section, the results of the IR spectroscopic studies of the xanthate adsorp-
tion under chemical control will be considered, and the spectroelectrochemical
studies are covered in Section 7.5.2.

The analysis of IR spectra regarding the different adsorption forms of xanthate
is considerably simplified by the sensitivity of IR spectra to the coordination
of the xanthate group (Fig. 7.23) [369, 479]. As the “degree of covalency”
of the bond between the sulfur atom of xanthate and the heavy metal cation
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Figure 7.23. ATR spectra of reference compounds of ethyl xanthate. Reprinted, by permission,
from J. O. Leppinen, C. I. Basilio, and R. H. Yoon, Int. J. Miner. Process. 26, 259 (1989), p. 262,
Figs. 2 and 3. Copyright  1989 Elsevier Publishers B.V.

(S−Me) increases, the νasCOC mode shifts from ∼1100 cm−1 for a complex
with K or Na to ∼1200 cm−1 for complexes with Cu(I) [480], Au (I) [481],
Ag(I) [482], Pb(II), Zn(II) [483, 484], and Cd(II) [484], in which the S−Me bond
is partially covalent, and reaches a maximum (1260–1290 cm−1) for bidentate
complexes with Ni(II) [482], Pt(II), Co(II), Cr(II) [485], Fe(III) [486], and dix-
anthogen [(R−O−C−S2)2], in which the S−S bond is almost covalent. The band
at 1000–1040 cm−1 in the IR spectra of metal–xanthate complexes has a large
contribution from the νasSCS mode. The origin of the band at 1110–1120 cm−1 is
more uncertain: Mielczarski [327] associated it with the complex νCOC + νSCS
mode. However, as will be shown below, if a microphase of metal xanthate and
dixanthogen can be easily distinguished by simulating spectra of ultrathin films
of reference compounds, the assignment of the IR spectral bands of xanthate
adsorbed at (sub)monolayer coverage is the subject of much debate.

The ex situ studies of xanthate adsorption under chemically controlled condi-
tions have been conducted by transmission [487–489] and DRIFTS [375–377,
385, 386, 480, 484, 490–495] on powdered sulfides, by ATR on thin polycrys-
talline synthetic films of PbS [496–498] and single-crystal sphalerite [499], and
by IRRAS on sulfide and metal plates [327, 329, 330, 481, 482, 500].

Persson et al. [385, 386, 484, 493] performed comparative DRIFTS studies of
ethyl xanthate (EX) adsorption on fresh and oxidized natural minerals and sulfur-
and metal-rich synthetic Cu2S, ZnS, CdS, and PbS following different pretreat-
ments of the absorbents. Only small amounts of Cu(I)EX were found on the
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chalcocite surface, which was very slightly oxidized, but relatively large amounts
were detected on the oxidized synthetic surfaces. In the cases of sphalerite and
metal-rich Zn(II) and Cd(II) sulfides, the νasSCS band shifted to 1058 cm−1 from
1033–1036 cm−1 for solid Zn(II) and Cd(II) xanthates. In the spectra of metal-
rich synthetic ZnS and CdS, the νasCOC band was at 1225 cm−1, which was
assumed to be characteristic of the bidentate xanthate complexes [484]. There
was an additional band at 1290 cm−1 in the DRIFTS of EX adsorbed from water
and acetone on sphalerite and from water on synthetic PbS, from which the
surface oxidation products had been removed by pretreatment with ethylenedi-
aminetetraacetic acid (EDTA). In the case of sphalerite, this band disappeared
after washing the sample with water but decreased only slightly after washing
with acetone. On this basis, this band was assigned to a relatively sparse pack-
ing of xanthate complexes, in which xanthate is monodentately coordinated to
cations in the outermost surface layer and the ethyl group has freedom to move
and rotate. Because under these conditions xanthate does not float sphalerite, it
can be concluded that the surface covered by the chemisorbed complexes is not
hydrophobic enough. To make sphalerite particles flotable, activation by Cu(II)
ions is often used. Adsorption of EX on the activated sphalerite gave rise to
bands of Cu(I)EX and ethyl dixanthogen [493], which suggests that the Cu(II)
ions in the surface layer oxidize the EX ions to dixanthogen, while the Cu(I) ions
formed react with the excess EX to form Cu(I)EX. In contrast to sphalerite and
synthetic PbS, chemisorption on pyrite and galena was not detected by DRIFTS,
the only surface species being dixanthogen (on pyrite) and lead xanthate (on
galena). However, these results disagree with the in situ spectra (vide infra and
Section 7.5.2). A strong additional band at 1258 cm−1 was observed [497, 498] in
the ATR spectra of n-butyl xanthate (BX) adsorbed from water on fresh synthetic
stoichiometric PbS. Differing from the value of 1264 cm−1 characteristic of butyl
dixanthogen (see Fig. 7.42 later), this band position was interpreted in terms of
chelate formation. When the reagent was adsorbed on oxidized PbS, the νasCOC
band was split into components at 1185 and 1196 cm−1, which were assigned to
xanthate complexes with nonequivalent bonds, and a component at 1270 cm−1,
which was assigned to adsorbed dixanthogen. Regardless of the actual origin of
the extra bands observed for the synthetic sulfides, the difference between the
IR spectra for natural and synthetic sulfide implies that the synthetic sulfides are
different than the naturally occurring minerals.

Interesting results on the xanthate chemisorption were obtained ex situ by Ihs
and co-workers for adsorption of long-chain xanthate on Au, Ag, and Ni [481,
482]. Spectral simulations were used to determine chain orientation, while XPS
was used to characterize head group interactions. The experimental IRRAS spec-
tra of octyl xanthate (OX) on gold are shown in Fig. 7.24. At low coverages,
only one band at 1205 cm−1 due the νasCOC mode is observed in the head
group region, but at high coverages (spectra not shown) the spectra are very
similar to the simulated spectrum of an isotropic film of bulk Au(I)OX on gold.
An analogous spectral behavior was observed by Sunholm and Talonen [501]
for electrocatalytic adsorption of EX on a silver electrode. The absence of the
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Figure 7.24. Experimental spectra from IRRAS of octyl xanthate (OX) adsorbed on gold.
Concentrations and adsorption times are (a) 1 mM and 10 min, (b) 10 µM and 10 min, and (c)
1µM and 10 min. Reprinted, by permission, from A. Ihs, K. Uvdal, and B. Liedberg, Langmuir
9, 733 (1993), p. 736, Fig. 5. Copyright  1993 American Chemical Society.

νasSCS band near 1040–1050 cm−1 at the initial adsorption step was attributed
to the xanthate coordination to the gold surface through both sulfur atoms, so
that the TDM of the νasSCS mode is parallel to the surface (Fig. 7.22) and the
IRRAS signal is forbidden (SSR for metals). This interpretation was confirmed
by XPS, which revealed equivalent bonding of the adsorbed xanthate sulfurs.
The tilt angle of ∼30◦, which was calculated from the relative intensities of the
νasCH2 and νsCH2 bands of the hydrocarbon chains, also agrees well with the
S2C−O axis being perpendicular to the surface. Based on the SSR for metals,
Mielczarski [329] assigned the bands at 1197, 1127, and 1050 cm−1 in IRRAS
of EX adsorbed on metallic copper to the νasCOC mode of the xanthate group
perpendicular to the surface.

At submonolayer coverages of OX on gold (curve a in Fig. 7.24) and sil-
ver [482] and EX on Cu [329, 482], chalcocite (Cu2S) [329, 330], and silver
[482, 501], an additional band was observed at ∼1225 cm−1, which disappeared
at multilayer coverage or when a well-organized full monolayer was formed
after washing the sample with water. The polarization dependence of the band
intensity implies that the corresponding TDM is almost perpendicular to the
surface. As opposite to the assignment by Persson and co-workers of the extra
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band at 1225 cm−1 in the spectra of metal-rich synthetic ZnS and CdS [484],
Mielczarski and co-workers assigned this band to “(a) product(s) of surface-
induced decomposition of xanthate” [330]. However, this interpretation has been
debated extensively (see Section 7.5.2 for more detail).

Already in the first IR study of the xanthate adsorption by Poling and Leja
[502], it was noted that the absorption band frequency of the νasCOC band from
bulk lead xanthate is 1210–1220 cm−1, while the lead–xanthate complex on
galena at low surface coverages is characterized by a band at 1170–1180 cm−1.
These authors interpreted this band behavior to be indicative of monocoordina-
tion of xanthate to lead cations in the first monolayer. According to the data of
Cases and co-workers [375–377, 490], a monolayer of amyl xanthate (AX) on
“preoxidized” galena is characterized by νasCOC bands at 1189 and 1179 cm−1

and a νasSCS band at 1026 cm−1. As surface coverage is increased from 1 to
6 ML, both the νasCOC and νasSCS bands move gradually to 1202 cm−1 and
1036 cm−1, respectively, compared with the values of 1220 and 1022 cm−1

for stoichiometric Pb(AX)2. However, upon observing a similar shift for xan-
thate species adsorbed on oxidized galena, which are removed by washing with
water, Persson et al. [493] concluded that this shift does not necessarily indi-
cate chemisorption. In fact, such a shift can be a product of an optical effect
(Section 3.3) or dipole-dipole coupling (Section 3.6). Both these viewpoints are
consistent with the fact that the νasCOC band of polycrystalline Pb(EX)2 layers
deposited from acetone on a Ge IRE [503, 504] shifts from 1190 cm−1 at sub-
monolayer coverages to 1210 cm−1 for multilayers, while the νasSCS band shifts
from 1035 to 1019 cm−1.

To verify the optical hypothesis, spectrum simulations for the IRE(n1 =
2.4)–galena plate (n2 = 3.91, d2 = 10 µm)–xanthate film–water(n4 = 1.26,
k4 = 0.036) system in the region of 1300–900 cm−1 at an angle of incidence
of 36◦ were performed [478] for different thicknesses of the isotropic lead
xanthate [Pb(X)2] film. The complex permittivity of the film was modeled
with a three-oscillator formula [Eq. (1.46)] with ε∞ = 2.5; γj = 20 cm−1 (j =
1, 2, 3); ν01 = 1200 cm−1, S1 = 0.08 (νasCOC); ν02 = 1130 cm−1, S2 = 0.04
(νCOC + νSCS); and ν03 = 1030 cm−1, S3 = 0.08 (νasSCS), which were
approximated from the optical constants extracted from the transmission spectrum
of lead butyl xanthate pressed in a KBr pellet. Figure 7.25 shows that the optical
effect produces splitting of the νasCOC band in the unpolarized ATR spectra.
With increasing film thickness from 3 to 100 nm, the spectra are unchanged.
Similar results were obtained for the film at the Ge–air interface. Hence, the fact
that the νasCOC band shifts to higher frequencies with increasing adsorbed film
thickness cannot be attributed to the optical effect, and even in the case of the
cast films on Ge, the film structure changes with increasing surface coverage.
However, a close inspection of the spectra reported by Persson et al. (see, e.g.,
Fig. 1 in Ref. [493]) reveals that the relative intensity of the νasSCS band in the
DRIFTS spectra of cleaned galena conditioned with EX solution is significantly
less than that of bulk Pb(EX)2, which can be considered as an indicator of
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Figure 7.25. Thickness dependence of simulated ATR spectra of model organic film at
galena–water interface. Simulation were performed for angle of incidence of 36◦. Refractive
indices for IRE, galena, and water were n1 = 2.4, n2 = 3.91, and n4 = 1.26, respectively, and
k4 = 0.036. Thickness of galena layer was taken as d2 = 10 µm. Optical constants of organic
film were chosen to be close to those of lead xanthate but approximated by three-oscillator
Maxwell–Helmholtz–Drude formula with ε∞ = 2.5; γj = 20 cm−1 (j = 1,2,3); ν01 = 1200 cm−1,
S1 = 0.08 (νasCOC); ν02 = 1130 cm−1 (νCOC + νSCS); S2 = 0.04; ν03 = 1030 cm−1, S3 = 0.08
(νasSCS). Film thickness was 3, 10, and 100 nm from bottom curve. Reprinted, by permission,
from I. V. Chernyshova, J. Phys. Chem. B 105, 8185 (2001), p. 8188, Fig. 4. Copyright  2001
American Chemical Society.

different xanthate–lead coordination in the fist adsorbed monolayer and bulk
xanthate (see Section 7.5.2).

The inherent instability of the adsorbed xanthate species makes data obtained
in situ more reliable. The pseudo in situ ATR method (Section 4.2.3) was used
to elucidate details of the EX adsorption [505] on chalcopyrite (CuFeS2), tetra-
hedrite (Cu12Sb4S13), and tennantite (Cu12As4S13), on pyrite (FeS2) in the absence
and presence cyanide [506], and on galena [507] and isobutyl xanthate on pyrrho-
tite (FexSy)–pentlandite [(Ni,Fe)9S8] mixtures in the absence [508] and presence
of depressants (diethylenetriamine and sodium metabisulfite) [509]. Figure 7.26
shows the ATR spectra of 30 µm chalcopyrite powder in contact with KEX
solutions of different concentrations (pH 9.5, adjusted with KOH) after condi-
tioning for about 20 min. The spectra of the paste pressed against a Ge IRE
were measured with 25 reflections at an angle of incidence of 45◦. The reference
spectrum is that of chalcopyrite in contact with water of pH 9.5. At the lowest
xanthate concentration (1.9 × 10−5 M , curve 1) only the bands at 1210–1200
and ∼1030 cm−1, which resemble those of CuEX (Fig. 7.23), are present, the
surface coverage being about 0.3 ML. At higher concentrations, the bands at
1263, 1239, 1110, and 1026 cm−1 due to dixanthogen, the band at 1217 cm−1

assigned on the basis of XPS data [510] to an iron–xanthate complex, and the
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Figure 7.26. In situ ATR spectra of chalcopyrite (CuFeS2) powder (<30 µm) in contact with
ethyl xanthate solution pH 9.5 (adjusted with KOH) at various initial concentrations: 1,
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of chalcopyrite in contact with water, pH 9.5. Adapted, by permission, from J. A. Mielczarski,
J. M. Cases, and O. Barres, J. Colloid Interface Sci. 178, 740 (1996), p. 743, Fig. 3. Copyright
 1996 Academic Press, Inc.

broad negative-going band at ∼1000 cm−1 due to desorbed surface oxidation
products appear. At low concentrations the intensity of the absorption bands of
adsorbed xanthate was found to be proportional to the negative intensity of the
washed-off oxidation products, suggesting that at least part of the xanthate is
adsorbed through ionic exchange. An analogous increase in the amount of sur-
face metal–xanthate species and a decrease in the amount of surface oxidation
products has been reported for galena [507], tetrahedrite, and tennantite [510].
In contrast, the in situ spectra of powdered pyrrhotite and pentlandite revealed
no detectable surface oxidation products on the initial surface and only dixan-
thogen after immersion in xanthate solutions [511, 512]. After conditioning the
minerals in the same solution, dixanthogen adsorption on pentlandite increased
but decreased on pyrrhotite. This effect was explained within the framework of
the mixed-potential model.

Leppinen [483] studied the adsorption of EX on nonactivated pyrite, pyrrhotite,
chalchopyrite, and sphalerite and on the same minerals activated with copper sul-
fate. He used the particle-bed electrode (Fig. 4.51) [513, 514] under open-circuit
conditions. The IR results were compared to the flotation data. Dixanthogen
was found on nonactivated pyrite, pyrrhotite, and chalchopyrite. Iron xanthate
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was also found on pyrite at submonolayer coverages, and copper xanthate coex-
isted with dixanthogen on chalcopyrite. After activation, a Cu(I)EX complex
was present on all the minerals studied. At acidic pH, adsorption on nonactivated
surfaces increased, and neutral pH favored EX adsorption on activated miner-
als. Figure 7.27 shows the ATR spectra of pyrite particles after conditioning at
two different KX concentrations at pH 5.0. When compared with the spectra
of Fe(III)(EX)3 and (EX)2 (Fig. 7.23), the low-concentration spectrum can be
assigned to a mixture of Fe(III)(EX)3 and (EX)2, while the relative content of
dixanthogen increases with increasing concentration. The pH dependence of the
intensity of the νasCOC band in the 1230–1240-cm−1 region for EX on pyrite
and the flotation recovery are shown in Fig. 7.28. The flotation results show the
same trend as the IR signal, with a characteristic S-shape and a minimum at
neutral pH, also observed by other authors [515, 516]. The intensity plot allows
the sensitivity to be estimated as ∼0.1 ML.

Comparison of the IR spectra measured in situ and ex situ of xanthate adsorbed
on sulfides revealed a number of problems associated with ex situ studies. First,
drying of the sample increases ordering of the adsorbed xanthate layer [329, 330].
Second, it was found [500] that even relatively “heavy” amyl dixanthogen evap-
orates rather quickly in open air, not to mention the UHV conditions (required
for XPS measurements), which should also be considered when interpreting
XPS data and correlating it with IR data. For example, XPS of an abraded
galena surface incubated for 5 min in 10−3 M n-butyl xanthate (BX) at +0.20 V
(SHE) [517] reveals only chemisorbed and bulk Pb(BX)2, while the in situ ATR
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Figure 7.27. ATR spectra of pyrite particles after conditioning at two different concentrations
of potassium ethyl xanthate (KEX). Reprinted, by permission, from J. O. Leppinen, Int. J. Miner.
Process. 30, 245 (1990), p. 251, Fig. 4. Copyright  1990 Elsevier Publishers B.V.
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spectra recorded under the same conditions [518] show the additional presence
of dixanthogen. In an analogous experiment, no dixanthogen was detected by
XPS for the chalcopyrite–amyl xanthate (AX) system, which is in disagreement
with the IR spectra recorded before the sample was introduced into the XPS
instrument [327, 510]. The instability of dixanthogen at the solid–air(vacuum)
interface could explain why dixanthogen has not been observed spectroscopically
ex situ on the galena surface at concentrations used in flotation (<10−4 M) but
has only been detected by the extraction method [465, 519]. Third, as illustrated
by Fig. 2.52, the dixanthogen component of the adsorbed layer is eliminated by
the DRIFTS sampling procedure. This could explain the similarity of the surface
composition of floated and nonfloated minerals observed by DRIFTS by Cases
and co-workers [377, 490].

Table 7.4 allows comparison of the IR spectroscopic techniques in terms of
the surface sensitivities to adsorbed xanthate.

Thus, in contrast to macroscopic, indirect characterization of adsorption pro-
cesses, IR spectra give information about the chemical and structural identity
of the adsorbed layer, which can aid in determining the mechanism of adsorp-
tion unequivocally. Examples relevant to electrochemistry are discussed in the
following section.

7.5. ELECTROCHEMICAL REACTIONS AT SEMICONDUCTING
ELECTRODES: COMPARISON OF DIFFERENT IN SITU TECHNIQUES

Electrochemically generated ultrathin films on semiconductors have been studied
intensively in recent years in the context of flotation, electrocatalysis, solar energy
storage, microelectronics, photocatalytic reactions, photodegradation of organics,
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and other technologies in which an interfacial layer with tailored characteristics
is required [520, 521]. The nature and kinetics of the interaction of electro-
or chemically-active species in solution with a semiconductor electrode (SE) are
controlled by the Fermi level (the electrochemical potential of the electrons in the
solid) at the semiconductor surface relative to the band edges and the distribution
and density of the surface states, when the latter are present [37, 520–523]. This
means that the reactivity of the electrode surface can be manipulated simply by
varying its potential, without changing the chemical environment. Because of
the three energetically different pathways for charge transfer (via the conduction
band, the valence band or surface states), redox processes at semiconductors
differ essentially from those at metals [520].

Within the last decade, STM, low-angle X-ray and neutron scattering,
extended X-ray absorption fine structure (EXAFS), X-ray absorption near-
edge structure (XANES), quartz microbalance (QCM) methods, and vibrational
spectroscopies such as IR, Raman, or sum-frequency generation have
been used for understanding the rich and important electrochemistry
of semiconductors [524–527]. Among these methods, IR spectroscopy
is now the most widely used [528, 529]. Interfacial processes on
microelectronics-related semiconductors (Si [530–550] and GaAs [541, 551–
553], and, as a model, Ge [554–557]) have been frequently studied IR
spectroelectrochemically. When moderately doped, these materials are transparent
over a wide spectral range (Eg(Si) = 1.0–1.1 eV, Eg(Ge) = 0.67 eV, and
Eg(GaAs) = 1.4 eV), since the lattice vibrations are either at the boundary with
the IR range or in the far-IR. The same is true for CdTe (Eg ≈ 2.5 eV) used
as a material for a photoexcited electrode [558, 559]. This makes “reactive”
ATR spectroscopy the most appropriate method for probing their interface
with an electrolyte (Section 4.1.3). Electrochemical reactions on semiconducting
sulfides [330, 478, 514, 560–562] and wide-bandgap semiconducting oxides such
as TiO2 [563–569] and ZnO [570] have also been studied in situ. The sulfides are
of great interest for flotation and the oxides can act as photocatalysts in reactions
such as degradation of organic pollutants or solar energy converters. For these
systems, in situ spectra can be obtained by ATR and IRRAS, the SE being a
powder, a slab, or a thin plate (Sections 4.6.2 and 4.6.3). However, the interfacial
sensitivity and the body of information provided by different techniques are
different. This will be discussed using the example of the anodic oxidation of
silicon and galena (natural PbS) and the oxidation of xanthate on sulfides.

7.5.1. Anodic Oxidation of Semiconductors

Silicon. The surface of silicon immersed in fluoride media is of interest for
semiconductor processing and production of porous silicon (Section 5.7) [541,
542, 549, 550]. A typical current–potential curve of p-Si in a fluoride elec-
trolyte (0.975 MNH4Cl + 0.025 MNH4F + 0.025 MHF, pH 2.8) measured at a
rotating disk electrode at rotation rate of 3000 rpm and potential scanning speed
of 5 mV · s−1 is shown in Fig. 7.29. The steep rise of the current density near
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Figure 7.29. Typical current–potential curve of p-Si [(100) orientation, doping 1015 cm−3]
in dilute fluoride electrolyte (here 0.975 M NH4Cl + 0.025 M NH4F + 0.025 M HF, i.e., fluoride
concentration 0.05 M, pH 2.8). Rotating disk electrode: rotation rate 3000 rpm, potential scan-
ning speed 5 mV·s−1. Reprinted, by permission, from F. Ozanam, C. da Fonseca, A. V. Rao,
and J.-N Chazalviel, Appl. Spectrosc. 51, 519 (1997), p. 521, Fig. 1. Copyright  1997 Society
for Applied Spectroscopy.

0 V is associated with porous silicon formation, and at more positive potentials
silicon electropolishing occurs. The formation of a silicon oxide layer instead
of Si−H groups of porous silicon is evidenced by the static PDIR spectra of
the interface (Fig. 7.30), from which the background absorption by free car-
riers (vide infra) was subtracted. The splitting of the νTO and νLO bands of
silicon oxide (at 1050–1070 and 1210–1230 cm−1, respectively) and their aver-
age wavenumber were used to determine the quality of the oxide, as discussed in
Sections. 5.1–5.3. In this example, it was revealed that the oxides formed in the
second current plateau region (+4 to +6 V, SHE) are the most compact. At the
current onset corresponding to the end of the second electropolishing plateau as
well as at potentials lower than +4 V, the density of the oxide layer decreases.
This was attributed to increasing porosity and hydration, respectively. The inten-
sity of the νTO band in the in situ spectra of the oxides was used to estimate
the oxide thickness. The oxide layer was found to increase nearly linearly with
potential, by ∼9 Å · V−1. Bands with increasing negative intensity (Fig. 7.27)
were attributed to the δNH4

+, δH2O, νNH, and νOH modes of the electrolyte,
whose contribution in the net ATR spectrum is attenuated as the oxide layer
grows (Section 3.7).

As discussed in Section 3.7, a smooth background that increases at lower
wavenumbers is characteristic of free-carrier absorption, also termed Drude
absorption (DA) (Figs. 3.44 and 3.47). The potential dependence of DA for
the silicon–fluoride electrolyte interface is shown in Fig. 7.31. Free-carrier
absorption is negligible at negative potentials, at which the silicon electrode
is depleted. Since DA obeys the Schottky–Mott law (inset in Fig. 7.31), the
flat-band potential was found to be ∼+0.4 V. Weak absorption by free carriers
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Figure 7.30. Typical ATR potential-difference spectra of p-Si electrode in same electrolyte as
for Fig. 7.29. Electrode potential is indicated on each curve. Reference at −0.5 V. Baseline of
spectra was incremented by arbitrary absorbance value of 0.02 for each spectrum from 0 V
(no shift) to 8 V (shifted by 0.1 V). Reprinted, by permission, from F. Ozanam, C. da Fonseca,
A. V. Rao, and J.-N Chazalviel, Appl. Spectrosc. 51, 519 (1997), p. 522, Fig. 2. Copyright 
1997 Society for Applied Spectroscopy.
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Figure 7.31. Free-carrier absorption at p-Si–fluoride electrolyte interface as function of poten-
tial determined as IR absorption in 1000–2000-cm−1 range, induced by potential modulation
(50 mV, 1 kHz). Fluoride concentration 0.1 M, pH 4.5. Inset shows variation of �I/I on expanded
scale in depletion region. Dashed and solid straight lines are Mott–Schottky fits for �I/I and
(�I/I)−2, respectively; Vfb shows calculated value of flat-band potential. Reprinted, by permis-
sion, from F. Ozanam, C. da Fonseca, A. V. Rao, and J.-N Chazalviel, Appl. Spectrosc. 51, 519
(1997), p. 523, Fig. 3. Copyright  1997 Society for Applied Spectroscopy.
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from +0.5 V to ∼+1 V indicates that the oxide layer that grows in this potential
range has poor blocking capabilities. The potential modulation spectra revealed
that at these potentials a part of the νOH signal is phase shifted. Since a delayed
response is expected for trapping/detrapping, the low free-carrier absorption can
be ascribed to trapping of the generated carriers by SiOH group traps, which act
as adsorption sites. Between +1 and +5 V, the DA increases significantly, which
means that free holes are accumulated at the electrode–electrolyte interface.
During this accumulation, the more structurally perfect oxide form is acting as a
barrier, as was inferred from the vibrational spectra.

To gain insight into the mechanism of the transition between the hydrogenated
state and the oxidized state, the time-dependent ATR spectra of a (100) p-Si
electrode in a dilute fluoride electrolyte were measured when the initially flat
electrode was polarized in the potential range of porous-silicon formation [549,
550]. These spectra (Fig. 7.32b) show (i) an increase of the electrolyte IR absorp-
tion bands, which can be associated with the growth of a porous silicon layer
with electrolyte-filled pores; (ii) the appearance and increase up to a steady-state
level of a silicon oxide absorption band in the 1100-cm−1 region (this oxide is
markedly different from that of an oxide formed at higher potentials (Fig. 7.30);
and (iii) a fast decrease of the SiHx band, followed by its increase up to values
much in excess of the initial level. A quantitative analysis [549] that takes into
account the difference between the specific surface area A (corresponding to the
porous layer) and an electrochemically active area a < A indicates that the tran-
sition to the electropolishing regime occurs when the local oxide coverage of the
electrochemically active part of the surface is on the order of a monolayer. Hence,
silicon dissolution proceeds only partly through oxide formation–dissolution, and
a parallel reaction pathway involving direct attack of silicon by fluoride species
must also be present. This direct reaction path probably becomes predominant
in concentrated fluoride electrolytes. As distinct from the above case of a dilute
fluoride electrolyte, anodization in concentrated HF (>1 M) produces large cur-
rents. The ATR spectra of the silicon–electrolyte interface (Fig. 7.32a) show
a significant increase of the νSiH band with time and no trace of oxide or of
oxygen- or fluoride-backbonded SiH groups (around 2250 cm−1).

IR spectroscopy has been found [537, 540, 549–551, 556, 557] to be an
effective tool for studying hydrogen adsorption at electrodes. This problem is
of interest since hydrogen at some of the adsorption sites is thought to act as
an intermediate in the hydrogen evolution reaction [571]. The ATR spectra of
the n-Ge–1 M HClO4 interface [556, 557] (Fig. 3.44b) show that during the
negative scan between −0.5 and −0.9 V (SCE) the Ge−H groups (a positive
band at ∼2000 cm−1) reversibly substitute the O−H groups (a negative broad
band at ∼3200 cm−1), which is in agreement with the accepted electrochemical
model for Ge electrodes. Analysis of the νGeH band showed [556] that this band
consists of two components: a dominant band in the 1970-cm−1 region attributed
to GeH species and a weaker band around 2030 cm−1 to GeH2 species. Based
on dependencies of these two bands on IR light polarization, crystallographic
orientation, and potential, the GeH groups on terraces and the GeH and GeH2
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Figure 7.32. Changes in IR absorption for p-Si(100) electrode after polarization in
porous-silicon formation region (a) in concentrated HF electrolyte (25% ethanolic HF,
10 mA · cm−2, times of 65, 195, 325, 455, 585, and 715 s) and (b) in dilute fluoride
electrolyte (0.01 M HF + 0.01 M NH4F, potential 0 V (SCE), times of 33, 96, 159, 348, 852,
1100, and 1293 s). (c) Voltammogram recorded in second electrolyte (sweeping rate 5 mV · s−1,
notice electropolishing plateau at ∼20 mA · cm−2). (a) Spectra are dominated by fast increase in
specific surface area and associated absorbance of surface SiH, whereas multiple contributions
can be seen in (b), especially presence of submonolayer of oxide. Sloping baseline in (a) is due
to increased light diffusion by porous Si layer. Reprinted, by permission, from J.-N. Chazalviel,
A. Belaidi, M. Safi, F. Maroun, B. H. Erne, and F. Ozanam, Electrochim. Acta 45, 3205 (2000),
p. 3207, Fig. 1. Copyright  2000 Elsevier Science Ltd.
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groups at terrace boundaries were distinguished correlated with specific peaks
in the voltammograms (Fig. 3.45a). The free-carrier absorption (Fig. 3.45b) was
used for extracting additional information about the Ge–electrolyte interface (see
Section 3.7).

ATR studies of the Si(111)–fluoride electrolyte interface under oscillating
currents [548] revealed that the absorption of the Si−O groups oscillates with
the same frequency as the current, which was interpreted in terms of a competition
between oxidation of silicon and oxide etching.

Thus, the origin of the interfacial processes can be determined from the PDIR
spectra, evolution of the interfacial film structure can be followed, and the kinetics
of the interfacial film growth can be quantified. Applying the potential modula-
tion method, absorptions with different phase delays can be distinguished, which
provides a variety of information, including that on the origin of the interfacial
traps of charge.

Galena. Galena is a natural lead sulfide (PbS) — a semiconductor with a band
gap of about 0.37 eV [572]. Most galenas have n-type conductivity. This mineral
is a major source of lead and toxic contamination of water. Synthetic lead sulfide
is in IR detectors and semitransparent glasses and is considered a possible material
for solar energy cells. Therefore, a large number of studies of galena oxidation
have been undertaken (see Ref. [379] for review).

Under oxygen-free and collector-free conditions at slightly basic pH (8–9.5)
galena can be floated in a particle bed electrode flotation cell with maximum
recovery at ∼+0.25 V [515, 573]. However, in the presence of oxygen the
collectorless flotability vanishes [363]. It is now well accepted that galena is
oxidized through an electrochemical corrosion mechanism with oxygen reduc-
tion as the cathodic process [465]. Nevertheless, there is no agreement regarding
the mechanism of the anodic oxidation. The following four reactions, which are
all thermodynamically probable, have all been suggested as possible initial steps
of the galena anodic decomposition:

(I) Formation of a metastable sulfur-rich sulfide underlayer (or elemental sul-
fur), yielding a monolayer of PbOH [574] and Pb(OH)2 [575–577] in
alkaline solutions:

PbS + 2H2O + 2xh+ ⇒ Pb1−xS + xPb(OH)2, (Ia)

or injecting the lead cations (incongruent dissolution) into acidic solu-
tion [578–580] as follows:

PbS + 2xh+ ⇒ Pb1−xS + xPb2+, (Ib)

(h+ denotes a hole).
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(II) At pH 7–10, direct formation of sulfur and a lead (hydro)xyde monolayer
through reaction with water [581–584] as follows:

PbS + 2H2O + 2h+ ⇒ Pb(OH)2 + S + 2H+, (II)

or lead borate, if the measurements are performed in tetraborate buffer
(Na2O4B7 × 10H2O), instead of lead sulfide, a lead–borate complex [585,
586].

(III) A congruent dissolution–oxidation mechanism [379, 587–591]:

PbS ⇒ Pb2+ + S2−. (III)

Hydrolysis of the released ions and anodic oxidation of the hydrolyzed sul-
fur anion to elemental sulfur (HS− ⇒ S0 + H+ + 2e at pH 9.2) as follows:

Mechanisms I and II were suggested to explain classical electrochemical and
photovoltaic data. Mechanism III has been put forward recently on the basis
of general surface chemistry but is only supported by AFM and XPS data at
acidic pH. The problem is that neither elemental sulfur nor the sulfur-rich layer
has been clearly detected on galena that has been slightly oxidized at neutral or
slightly basic pH, despite numerous attempts [373, 379, 398, 575, 576]. Nowak
et al. [379, 398] have ascribed this inconsistency to the natural presence of sur-
face contamination, which inhibits oxidation at open-circuit potentials (OCPs) and
interferes in the analysis of XPS data. Buckley and Woods [592] postulated that
the ultrathin surface oxidation layer relaxes as soon as the sample is removed from
the solution, because of the different surface potentials in the UHV and electro-
chemical environments. Regarding in situ methods, Raman spectroscopy [593] is
insensitive to the surface oxidation products formed at the initial stages of galena
oxidation (elemental sulfur was detected only at +0.37 V to +1.24 V, SHE).

At higher potentials, based on both thermodynamic arguments and measure-
ments of the ionic composition of the solution, the following reactions have been
suggested for the second step of the galena anodic decomposition at pH 7–10.
Galena first is oxidized by reaction (II) but yielding a bulk oxidation layer with
(OH)2 and Pb vacancies as charge carriers [581–584, 594]. As an alternative,
lead hydroxide can appear simultaneously with the following:

(IV) Lead thiosulfate [595],

2PbS + 5H2O ⇒ PbS2O3 + Pb(OH)2 + 8H+ + 8e, (IV)

or
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(V) Anions of thiosulfate [586, 594, 596] or more thermodynamically stable
sulfate [597],

2PbS + 7H2O ⇒ 2Pb(OH)2 + S2O3
2− + 10H+ + 8e, (Va)

2PbS + 2CO3
2− + 3H2O ⇒ 2PbCO3 + S2O3

2− + 6H+ + 8e, (Vb)

2S◦ + 3H2O ⇒ S2O3
2− + 6H+ + 4e (Vc)

[reactions for sulfate are similar to (Va) and (Vb)].

To determine which of these possibilities is occurring, in situ ATR/FTIR spec-
tra of the galena–borate buffer interface were measured [560]. The sample was
prepared by sampling method C (Section 4.1.3): A galena plate cut along a (100)
crystallographic plane was glued to a chalcogenide glass hemicylindric IRE. The
working surface was wet polished successively with 1.0-, 0.3-, and 0.05-µm alu-
mina (Buehler) and washed thoroughly with distilled water. It has been shown
by impedance spectroscopy [584] that the electrochemical responses of cleaved
and polished galena are not very different. The status quo of the surface was
restored by holding the electrode at −0.5 V, which is close to the flat-band poten-
tial under these conditions [584, 585], for 1 h. This procedure provides [598,
504] reproducible electrochemical behavior. After cathodic reduction, the galena
potential was increased stepwise from −0.5 V to +0.7 V and an ATR/FTIR spec-
trum (8 cm−1 resolution) was taken at each step, while the reference spectrum
was measured at −0.5 V.

The FTIR ATR spectra were recorded at an angle of incidence of 37◦ with a
Perkin-Elmer model 1760 FTIR spectrometer equipped with a micro-ATR unit
TR-5 and MCT detector. The electrode was held for 5 min at each potential,
including 2 min for collecting a 200-scan spectrum with 8 cm−1 resolution. Clas-
sical electrochemical equipment was employed in a three-electrode configuration.
The potentials were measured against a saturated potassium chloride electrode
connected via a Luggin capillary to the cell, although all potentials reported here
are converted to the standard hydrogen electrode (SHE).

The oxidation current–potential (I –V ) dependences for the galena electrode in
the deaerated 0.01 and 0.05 M borate (Fig. 7.33a) are similar to those reported
in other works [465, 504, 578, 598, 599]. In particular, there is a prepeak at
∼+0.15 and +0.10 V in the 0.01 and 0.05 M buffers, respectively. The ATR-
PDIR spectra, which were measured simultaneously, are shown in Figs. 7.34
and 7.35 for 0.01 and 0.05 M borate, respectively. In the case of the 0.01 M

borate (Fig. 7.34), broad bands at 1360 and 960 cm−1 are apparent at +0.2 V.
The latter is assigned to PbSO3. Since lead hydroxide, (basic) carbonate, and
lead–polyborate complexes all absorb in the 1360–1440-cm−1 spectral range, the
1360-cm−1 band assignment was verified by XPS to be due to Pb(OH)2 [373]. An
additional narrow band arises at 982 cm−1 (marked by an arrow in Fig. 7.34a)
at +0.3 V. At more positive potentials, this band is accompanied by a satellite
at 1007–1010 cm−1, while the broad band at 960 cm−1 splits into components
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Figure 7.33. (a) Current–potential dependences for galena electrode in 0.01 M and 0.05 M
deaerated borate buffer (pH 9.18), measured simultaneously with ATR/FTIR spectra shown in
Figs. 7.34 and 7.35. (b) Dependence of smooth background at low wavenumbers on electrode
potential, taken at 800 cm−1 in spectra referred to spectrum measured at initial potential of
−0.5 V. Reprinted, by permission, from I. V. Chernyshova, J. Phys. Chem. B 105, 8178 (2001),
p. 8180, Fig. 1. Copyright  2001 American Chemical Society.

1200, 1115–1120, and 950 cm−1. The bands at 1115–1120 and 982 cm−1 are due
to, respectively, the νasSO3

2− and νs(SO3
2) modes of bulk PbS2O3. The pair of

bands at 1220 and 1007–1010 cm−1 was assigned to a less stable crystallographic
modification of PbS2O3, in which the S2O3

2− ion coordinates Pb2+ by S-bridging.
These features were also observed qualitatively in the 0.05 M buffer (Fig. 7.35).
However, lead hydroxide appears 0.1 V lower than in the 0.01 M buffer and
more is formed (a factor of 3–4 more) than in the 0.01 M borate when the
amount of the sulfoxy compounds is approximately the same.
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Figure 7.34. ATR unpolarized difference spectra of galena–0.01 M borate, pH 9.18, interface
during positive scan. Smooth background at low frequencies (dashed lines) arises from
free-hole absorption. Reference for spectrum marked by −0.40 V is spectrum measured at
−0.50 V after reduction. Each of the other curves is spectrum measured at indicated potential
after subtracting spectrum measured at preceding potential. Horizontal lines indicate zero
absorbance. Reprinted, by permission, from I. V. Chernyshova, J. Phys. Chem. B 105, 8178
(2001), p. 8180, Fig. 2. Copyright  2001 American Chemical Society.
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Figure 7.35. ATR unpolarized difference spectra of galena–0.05 M borate (pH 9.18) inter-
face during positive scan. Each of the other curves is spectrum measured at potential
indicated after subtracting spectrum measured at preceding potential. Horizontal lines indi-
cate zero absorbance. Notice high-wavenumber background presenting down-going slope at
ν > 1500 cm−1. The more concentrated the electrolyte, the larger this slope (compare with
Fig. 7.34). In corresponding potential region, potential falls mainly across space charge region.
On the basis of analysis of the potential dependence, this low-wavenumber background
absorption was assigned to changing occupancy and density of both the defect levels in the
surface layer and surface states. Reprinted, by permission, from I. V. Chernyshova, J. Phys.
Chem. B 105, 8178 (2001), p. 8181, Fig. 3. Copyright  2001 American Chemical Society.



582 ULTRATHIN FILMS AT GAS–SOLID, GAS–LIQUID, AND SOLID–LIQUID INTERFACES

These results allow one to (i) rule out reactions (V) in which solvated sulfoxy
ions form before their precipitation as complexes with lead and (ii) conclude that
the reaction

PbS + 3H2O ⇒ PbSO3 + 6H+ + 6e, (VIa)

precedes or at least accompanies the formation of PbS2O3. Since formation reac-
tions for the sulfoxy compounds and Pb(OH)2 are different, reaction (IV) should
also be ruled out. A possible reaction of the PbS2O3 formation without releasing
lead cations is

PbS + S0 + 3H2O ⇒ PbS2O3 + 6H+ + 6e, (VIb)

which flows when elemental (active [562]) sulfur and a PbS unit are in close
vicinity to each other. This requirement imposes kinetic limitations on the for-
mation of PbS2O3.

However, to draw a more detailed picture of the anodic processes, addi-
tional information is needed, which may be extracted from the analysis of free-
carrier absorption (Section 3.7). This absorption is marked by dashed curves in
Fig. 7.34a. To follow these changes, the background absorption at 800 cm−1 was
measured relative to that in the spectrum obtained at −0.5 V and plotted as a
function of potential in Fig. 3.33b [560]. Different potential regions for 0.05 M

borate are labeled by A, B, C, D, and E. The decrease in free-carrier absorption
in region A is caused by subtraction of electrons from the accumulation layer.
In region B, free-carrier absorption is constant and minimal, as expected for the
depletion regime. Region C coincides with the prepeaks in the I –V dependences
(Fig. 7.33a). Here, the electrode is in the inversion regime when holes are ther-
mally generated in sufficient concentration to promote the galena decomposition
without degeneracy. In agreement with the theory, the concentration of holes and,
hence, the upward band bending increase as the buffer ionic strength increases,
which is balanced by a higher excess of borate anions in the outer Helmholtz
plane. As a result, the negative drop of potential in the Helmholtz layer is higher,
which provides a higher rate of injection of lead cations into solution. Region D
spreads from ∼+0.2 V (the onset of the basic anodic current) to +0.4 V. In this
region, anodic decomposition is accelerated since the Fermi level is pinned at
the edge of the valence band and the sulfide behaves like a metal. Finally, in
region E, the main surface reaction becomes the formation of the lead sulfoxy
compounds. The rate of accumulation of holes decreases since the holes cap-
tured by sulfur now leave the PbS crystal. In parallel, Pb(OH)2 is still formed
supplying holes.

The fact that holes are generated and accumulated at the interface during the
galena decomposition in regions C, D, and E implies the formation of a sulfur-
rich layer, which is inconsistent with reaction (III). In the case of reactions (II)
and (Ia), the increase in hole absorption would be accompanied from the very
beginning by an increase of the absorption band of lead hydroxide, which is
not observed in 0.01 M buffer. Hence, because the formation of lead hydrox-
ide is preceded by the generation and accumulation of holes and possibly by
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crystallization of elemental sulfur, reaction (Ib) is the most probable under the
selected conditions, while reaction

PbS + 2h+ ⇒ Pb2+ + S0 (VII)

rather than reaction (II) appears to be responsible for the fist stage of bulk oxida-
tion, and as noticed [515], its onset is close to the flotation edge. Lead hydroxide
is formed by precipitation when the solubility product is reached at the inter-
face. The rate of this reaction controlled by the mass transfer of lead cations into
solution increases when the concentration of the electrolyte is increased.

Thus, IR spectra suggest the following interpretation of the collectorless flota-
tion of galena in deaerated atmosphere at basic pH. As expected, the galena
flotability between +0.15 and +0.35 V (maximum at +0.25 V [515]) can be
attributed to the formation of the sulfur-rich layer and crystallization of elemen-
tal sulfur. The flotation is eliminated upon formation of lead–sulfoxy compounds
(PbS2O3 and PbSO3) and lead hydroxide in electrolytes of low and high ionic
strengths, respectively. It can be predicted that the flotation edge will shift toward
higher potentials as the ionic strength of the electrolyte decreases.

To summarize, the in situ data on the chemical identity of the interfacial
species may be insufficient to determine the mechanism of the reaction on a
semiconductor electrode. In this case, additional information on charge transfer
can be obtained from analysis of free-carrier absorption.

7.5.2. Anodic Reactions at Sulfide Electrodes in Presence of Xanthate

At least four forms of xanthate adsorbed on sulfides have been identified using
IR spectroscopy. These are a chemisorbed radical, a metal–xanthate complex,
dixanthogen, and a monothiocarbonate (MTC). However, information on the con-
ditions (potentials) under which each form arises and which specific form (or
combination of forms) provides flotability of the sulfide is in many cases very
confusing, primarily due to a lack of in situ spectroscopic data.

For example, Fig. 7.36a shows voltammograms for a galena electrode in
10−3 M solutions of methyl, ethyl, and butyl xanthates [465]. The anodic pre-
wave has been assigned to the reversible underpotential chemisorption of xan-
thate [465, 504, 598] by the reaction

ROCS2
− ⇒ (ROCS2)ads + e. (7.2)

The resulting rise in current is consistent with the formation of lead xanthate
according to the reactions

PbS + 2ROCS2
− ⇒ Pb(ROCS2)2 + S0 + 2e

[365, 464, 504, 515] (7.3)

2PbS + 4ROCS2
− + 3H2O ⇒ 2Pb(ROCS2)2 + S2O3

2−

+ 6H+ + 8e [515] (7.4)
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Figure 7.36. Galena electrode at 25◦C in 0.05 M sodium tetraborate solution (pH 9.2) containing
1 g · L−1 of three potassium alkylxanthates. (a) Cyclic voltammograms at 4 mV·s−1; (b) contact
angles measured after holding electrode at each potential for 30 s. Vertical lines are reversible
potentials of xanthate–dixanthogen couples. Reprinted, by permission, from J. R. Gardner and
R. Woods, Austr. J. Chem. 30. 981 (1977), p. 984, Fig. 1. Copyright  1977 Commonwealth
Scientific and Industrial Research Organization (CSIRO) Publishing.

or through a dissolution–precipitation mechanism [560, 561], in which the cations
are first released by the mineral following reaction (Ib) (Section 7.5.1) and are
then complexed with xanthate anions:

Pb2+ + 2ROCS2
− ⇒ Pb(ROCS2)2. (7.5)

In addition, electrocatalyzed synthesis of dixanthogen can contribute to the anodic
current [365, 465],

(ROCS2)ads + ROCS2
− ⇒ (ROCS2)2 + e (7.6)
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or
2ROCS2

− ⇒ (ROCS2)2 + 2e (7.7)

(the reversible potentials are indicated in Fig. 7.36). At higher potentials, lead
xanthate can be decomposed by the reaction

Pb(ROCS2)2 + 2H2O ⇒ Pb(OH)2 + (ROCS2)2 + 2H+ + 2e, (7.8)

whose potential, however, is somewhat higher than the flotation edge [602].
Moreover, dixanthogen can decompose, with the concurrent formation of hydro-
philic MTC and elemental sulfur:

(ROCS2)2 + 2H2O + 4h+ ⇒ (ROCSO)2 + 4H+ + 2S0. (7.9)

Obviously, to define the reactions that occur in such a complex electrochemical
system, the surface species must be identified. The first IR SEC investigation
of xanthate adsorption as a function of increasing potential was performed by
Leppinen et al. [513, 514] in 1988. Below, the contribution of this and sub-
sequent work to a microscopic understanding of the anodic processes on the
natural sulfides will be discussed. The spectra presented were obtained in deaer-
ated 0.05 M sodium tetraborate buffer (pH 9.2) unless otherwise indicated. The
potentials were converted in the SHE scale.

ATR on Mineral-Bed Electrodes. ATR at a mineral-bed electrode was
employed to study the anodic oxidation of ethyl xanthate (EX) on chalcocite,
chalcopyrite, pyrite, and galena [513, 514]. The optical scheme of the SEC
cell is shown in Fig. 4.51. Prior to the addition of xanthate to the buffer, the
electrode was polarized cathodically in order to remove any oxidation products
that are formed during sample preparation. After a polarization period of 15 min
at the selected potential, the electrode was pressed against a Ge IRE and the
spectrum was measured while applying a potential less than or equal to +0.1 V.
Otherwise, the spectra were recorded at open-circuit potential (OCP) just after
the polarization to avoid corrosion of the Ge IRE.

A sequence of ATR spectra for a chalcocite (Cu2S) electrode in the presence of
10−4 M KEX at increasing potentials is shown in Fig. 7.37a [514]. The spectra
observed from −0.25 V were attributed to Cu(I)EX (Fig. 7.23). The potential
dependence of the νasCOC band, the flotation recovery, and the current are shown
in Fig. 7.34b. After correcting for the difference in the EX concentration in the
flotation test (a concentration of 1.9 × 10−5M implies a cathodic shift of the
flotation curve by 0.043 V), the onset of the flotation is seen to coincide with the
appearance of the IR signal and the first two peaks in the voltammogram. Thus
the spectra suggest that the maximum flotation may be a result of the formation
of multilayers of Cu(I)EX, and the current peaks can be attributed to different
mechanisms of copper xanthate formation. However, a closer inspection of the
spectra shown in Fig. 7.37a reveals a number of differences from the spectrum of
bulk Cu(I)EX, which were ignored by the authors. At potentials below +0.05 V,
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Figure 7.37. (a) FTIR spectra of potassium ethyl xanthate (KEX) adsorbed on chalcocite
powder at different potentials in deaerated 0.05 M Na2B4O7 (pH 9.2) and 10−4 KEX solution.
Each spectrum consists of 100 scans at resolution of 4 cm−1. (b) Comparison of effect of
applied potential on IR signal intensity (solid line) of ethyl xanthate adsorbed on chalcocite
and voltammogram for chalcocite–carbon paste electrode (short-dashed line) at pH 9.2 in
presence of 10−4 KEX. Scan rate 1 mV · s−1. Also shown are flotation results at KEX addition of
1.9 × 10−5 M (long-dashed line). Reprinted, by permission, from J. O. Leppinen, C. I. Basilio,
and R. H. Yoon, Int. J. Miner. Process. 26, 259 (1989), p. 263, Figs. 4 and 5. Copyright  1989
Elsevier Science Publishers B.V.

an additional component of the νasSCS band is observed at ∼1024 cm−1 and the
νasCOC band at ∼1200 cm−1 is broadened. At −0.05 V, an additional shoulder
at ∼1220 cm−1 is distinct in the spectrum. These features can be assigned to
the chemisorption of xanthate, which is expected based on the electrochemical
dependences [601].

In the case of galena (Fig. 7.38), the spectra at potentials starting from −0.25 V
are practically identical to those of Pb(EX)2 (Fig. 7.23), although this was over-
looked by the authors [514]. As this potential is essentially below the reversible
potential of +0.053 V for reaction (7.3), it was suggested [330] that the under-
potential adsorption of xanthate takes place by ionic exchange, with residual
oxidation products remaining after the electrode cleaning by cathodic polariza-
tion. The spectrum intensity was shown to follow the potential dependence of
the anodic current and the contact angle, although the origin of the prewave in
the voltammogram and the steep increase in the contact angle (Fig. 7.33) are
unclear. Note that for both chalcocite and galena, no traces of dixanthogen were
found in the mineral-bed-electrode ATR spectra, in contrast to the IRRAS and
ATR data (vide infra).

In situ IRRAS. ATR in Otto’s geometry (Section 2.5.4) was applied to the
EX–chalcocite system in 13-reflection geometry [330]. The main advantage of



7.5. ELECTROCHEMICAL REACTIONS AT SEMICONDUCTING ELECTRODES 587

PbS 10−3 M KEX C
-O

-C

S
-C

-S

−250 mV

+50 mV

+150 mV
11

97
11

99
11

99
12

12

11
42

11
39

11
39

11
12

11
11

11
11

10
24

10
20

10
10

10
10

10
10

1300 1200 1100 1000

Wavenumber, cm−1

R
ef

le
ct

an
ce

Figure 7.38. FTIR spectra of KEX adsorbed on galena at different potentials in 0.05 M Na2B4O7
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and R. H. Yoon, Int. J. Miner. Process. 26, 259 (1989), p. 269, Fig. 10. Copyright  1989 Elsevier
Science Publishers B.V.

this technique for flotation studies is that the orientation of the adsorbate can be
determined. The spectra (200–1000 scans per spectrum at a resolution of 4 cm−1)
were obtained under the optimum conditions as determined by spectral simula-
tions. For an isotropic xanthate monolayer on chalcocite (n = 5.10, k = 0.18),
these conditions included a ZnSe window, a 1-µm water interlayer, an angle of
incidence of 45◦, and p-polarized radiation. The average thickness of the solution
layer was determined experimentally from the intensity of the water band. The
SEC measurements were preceded by polishing, with no other pretreatments of
the electrode. The electrode was held for 10 min at each potential.

The spectra of a chalcocite electrode polarized in 5 × 10−4 M EX are shown
in Fig. 7.39b. The reference spectrum for spectrum a was taken at −0.32 V,
well below the electroactive region (Fig. 7.39a). Each of the other spectra was
referenced to the spectrum measured at the previous potential, which implies that
the spectra only reflect (potential-induced) changes. The broad bands at 1200 and
1120 cm−1 at −0.02 V and the band at 1225 cm−1 at +0.015 V were assigned to
the COC group, which is formed during decomposition of the first monolayer of
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Figure 7.39. (a) Voltammograms of Cu2S electrode in absence (solid line) and presence (dashed
line) of ethyl xanthate. Concentration of xanthate solution was 5 × 10−4M at pH 9.2 (0.05 M
borate buffer). (b) In situ reflection (thin-layer cell) spectra of Cu2S electrode in 5 × 10−4 M
xanthate solution at pH 9.2 (0.05 M borate buffer). Spectra were recorded using Bruker IFS88
FTIR spectrometer equipped with MCT detector (4 cm−1 resolution, 200–1000 scans). Each
spectrum is referred to spectrum recorded at potential one step lower. Spectrum taken at
−20 mV is referred to spectrum taken at −320 mV, which is below potential of first oxidation
peak A1. Measurements were conducted in deaerated solution. Reprinted, by permission, from
J. A. Mielczarski, E. Mielczarski, J. Zachwieja, and J. M. Cases, Langmuir 11, 2787 (1995),
p. 2795, Figs. 6 and 7. Copyright  1995 American Chemical Society.

xanthate. By comparison with the simulated spectra for a 1-nm isotropic Cu(I)EX
film (Fig. 7.40), the other bands between 0.015 and ∼0.2 V were attributed to
randomly oriented Cu(I)EX. Under these assumptions, the thickness of the layer
formed at +0.015 V (Fig. 7.39b) was estimated to be somewhat greater than a
monolayer. The typical bands of dixanthogen are pronounced at +0.37 V. The
formation of both copper xanthate and dixanthogen is observed at overpotentials
(relative to the thermodynamical potentials). Thus, it was concluded [330] that
the FTIR investigations “do not support the previously proposed explanation that
xanthate can be adsorbed on a cuprous sulfide surface at a very low potential
which is more 200 mV below the potential calculated from thermodynamic data.”

This viewpoint was extensively debated [601]. The counterarguments were
based on the observation of a single band in the vicinity of 1200 cm−1 for xan-
thate adsorbed at low coverages on Cu [329, 481], Ag [481, 501], Ni [481], and
Au [482] (Fig. 7.24), which was interpreted (convincingly) to be chemisorbed
xanthate oriented with the C−O−C axis perpendicular to the surface and the
TDM of the νas SCS vibration parallel to the surface. However, this explana-
tion was rejected by Mielczarski et al. [602] based on the spectral simulations.
According to the latter, an ultrathin isotropic monolayer of bulk copper xan-
thate on a semitransparent substrate must yield either positive or negative bands
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Figure 7.40. Simulated spectra of isotropic 10-Å film of cuprous ethyl xanthate complex: (a)
(1) transmission spectrum; (2) reflection spectrum of film deposited on copper measured with
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 1993 American Chemical Society (b) Reflection p- (solid line) and s-polarized (dashed lines)
spectra of film on Cu2S probed through ZnSe window at angles of incidence of 45◦ and
water interlayer 1 µm thick. Adapted, by permission, from J. A. Mielczarski, E. Mielczarski,
J. Zachwieja, and J. M. Cases, Langmuir 11, 2787 (1995), p. 2792, Fig. 3. Copyright  1995
American Chemical Society.

in the vicinity of 1030 cm−1 in the p-polarized reflection spectrum, and these
are due to the SCS group oriented perpendicular or parallel to the surface,
respectively.

The above inconsistency can be resolved by a normal-coordinate analysis on
the different xanthate complexes, along with spectral simulations using aniso-
tropic Fresnel formulas. Since the absorption index introduced in these formulas
may be up to three times greater than that for the isotropic model (Section 3.11.3),
perpendicular orientation of the COC group TDM may result in the TO–LO
splitting being larger than the splitting of 1196–1204 cm−1 predicted for copper
at an angle of incidence of 80◦ (Fig. 7.40a). Moreover, as none of the absorption
bands under discussion represents a pure vibrational mode, different coordination
to the surface adsorption sites may result in a redistribution of the contributions
of the elementary bonds into the normal mode and a change in the force constant
and TDM of the resulting mode.

In situ IRRAS with a Ge prism window was used by Laajalehto et al. [603]
to study the effect of pyrite activation by copper and lead ions at pH 5, 6.5,
and 9. It was found that the xanthate interaction with copper-activated pyrite
resembles that of chalcopyrite, resulting in adsorption and dixanthogen formation.
In similar experiments with lead-activated pyrite, only very weak absorption
bands of the adsorbed collector were observed, implying that lead depresses
rather than activates pyrite.
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ATR on Plate-Shaped Electrodes. ATR was used to study the adsorption
of n-butyl xanthate (BX) on thin galena and pyrite plate electrodes [478, 518].
The same approach as for the study of galena anodic oxidation (Section 7.5.1)
was applied. Figure 7.41 shows the spectra obtained for the galena electrode at
pH 9.2 at xanthate concentration of 8 × 10−5 M and deaerated conditions. The
reference spectrum was measured at −0.5 V before introducing xanthate into the

-log(R/R0)

11
82

Figure 7.41. Unpolarized difference ATR spectra of galena electrode–electrolyte interface at
potentials starting at −0.5 V. Electrolyte is 8 × 10−5 M potassium n-butyl xanthate solution in
borate buffer (pH 9.18) at N2 atmosphere. Spectra were obtained with Perkin-Elmer 1760X
FTIR spectrometer with MCT detector. Each spectrum is average of 200 scans with 4 cm−1

resolution and is represented relative to spectrum measured one step before. Horizontal
lines indicate zero absorbance. Additional features of spectrum baselines are upward sloping
in long-wavelength part of spectra (marked with dotted lines) due to hole absorption and
downward trend in short-wavelength part of spectra (>1500 cm−1) at potentials from −0.1 to
+0.1 V, attributed to recharging of surface states and defect levels. Reprinted, by permission,
from I. V. Chernyshova, J. Phys. Chem. B 105, 8185 (2001), p. 8187, Fig. 2. Copyright  2001
American Chemical Society.
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Figure 7.42. IR spectra of reference compounds: (a) DRIFTS of Pb(BX)2 in KBr; (b) ATR of
(BX)2; (c) ATR of aqueous solution of KX. Reprinted, by permission, from I. V. Chernyshova, J.
Phys. Chem. B 105, 8185 (2001), p. 8187, Fig. 3. Copyright  2001 American Chemical Society.

cell. Xanthate adsorption is seen from −0.1 V. Compared to the spectra of bulk
Pb(BX)2 (Fig. 7.42), the relative intensity of the νasSCS band near 1023 cm−1

is lower, and both the νasSCS and νasCOC bands are red shifted, which can be
ascribed to a somewhat different coordination of the xanthate radical to the sur-
face than in Pb(BX)2. The rate of xanthate adsorption increases, and the bands
shift toward higher wavenumbers at +0.1 V. This observation can be explained
by the formation of bulk lead xanthate. The bands at 1265 and 1023 cm−1 of
dixanthogen are distinct at +0.2 V, which is close to the reversible reaction
potential (7.7). Dixanthogen is still formed at potentials higher than +0.2 V,
while both the galena electrode and the adsorbed xanthate film are decomposed.
The decomposition is evidenced by (1) the negative band from lead xanthate at
1190 cm−1, (2) the positive broad band at 1370–1400 cm−1 from lead hydrox-
ide, (3) the sloping background absorption (marked by dashed lines in Fig. 7.41)
attributed to holes generated by anodic decomposition of galena by reaction (Ib)
(Section 7.5.1), (4) the absorption bands at 1115 and 985 cm−1 of lead thiosul-
fate and a broad band at 950 cm−1 of lead sulfite seen at +0.3 and +0.4 V, and
(5) a weak band at 1743 cm−1 assigned to the carbonyl group of monothiocar-
bonate (ROCSO−) species. For elucidating the effect of xanthate concentration,
the ATR spectra were obtained in 1 × 10−3 M xanthate solution (Fig. 7.43). In
this case, the xanthate adsorption is detectable at a lower potential (−0.2 V).
The band at 1265 cm−1 from dixanthogen appears in the spectra at +0.1 V, in
agreement with thermodynamic data, and thereafter the surface film composition
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Figure 7.43. Unpolarized difference ATR spectra of galena electrode–electrolyte interface at
potentials starting at −0.5 V. Electrolyte is 1 × 10−3 M potassium n-butyl xanthate solution in
0.05 M borate buffer (pH 9.18) at N2 atmosphere. Other conditions as in Fig. 7.41. Reprinted,
by permission, from I. V. Chernyshova, J. Phys. Chem. B 105, 8185 (2001), p. 8189, Fig. 5.
Copyright  2001 American Chemical Society.

is unchanged and galena decomposition is suppressed. The electrode processes
are not accompanied by the increase in free-carrier absorption that was observed
in galena oxidation both in the absence of xanthate (Figs. 7.34 and 7.35) and at
the low xanthate concentration (Fig. 7.41).
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Thus, at both concentrations, the formation of bulk lead xanthate is preceded
by chemisorption of xanthate. Dixanthogen is formed with no overpotential. How-
ever, there are principal differences in the electrode processes at low and high
concentrations of the collector. At low concentrations, bulk Pb(BX)2 is more
likely to be formed by the precipitation mechanism (7.5), while dixanthogen
forms by reaction (7.7). At higher potentials, lead xanthate transforms into lead
hydroxide, against the synthesis of dixanthogen, which can be described by the
overall reaction (7.8). Finally, dixanthogen decomposes into a dimer of MTC by
the reaction (7.9), while galena decomposes into lead sulfite and lead thiosulfate
by reactions (VI) (Section 7.5.1). At high concentrations of xanthate, the elec-
trochemical decomposition of galena is inhibited by chemisorption (7.2), which
can be interpreted within the framework of the Gerisher theory [604, 605] of
the competition between redox processes and anodic decomposition reactions at
the semiconductor–electrolyte interface. At the next step, lead xanthate and then
lead xanthate and dixanthogen together are formed by reaction of the chemisorbed
species with lead sulfide:

PbS + 2(ROCS2)ads ⇒ Pb(ROCS2)2 + S0, (7.10)

PbS + 4(ROCS2)ads ⇒ Pb(ROCS2)2 + (ROCS2)2 + S0. (7.11)

There are obvious parallels between the IR data obtained for the 8 × 10−5 M BX
solution and the galena flotation data. According to Trahar [515], galena ground
under reducing conditions starts to float at −0.1 V in 2.3 × 10−5 M EX at pH 8,
reaching maximum recovery at +0.2 V; a rapid decrease in flotability follows at
+0.3 V. The conclusion from this is that the maximal flotability is provided by
dixanthogen, rather than chemisorbed xanthate (suggested by XPS data [365]) or
lead xanthate (suggested by DRITFS data [484]). However, even in the presence
of dixanthogen, flotation is suppressed by the precipitation of lead hydroxide.

In the case of pyrite, the 1260- and 1007-cm−1 absorption bands were observed
at −0.5 V as well as the distinct band of water at 1650 cm−1 (Fig. 7.44). Accord-
ing to the DRIFTS [606] and XPS [607] data, different xanthate-related species
with a common chemical formula Fe(OH)nXm can be formed under the above-
mentioned conditions. The SNR is lower in the spectra than in the case of galena,
which is explained by a higher doping level of the pyrite sample. The intensity of
the band near 1260 cm−1 corresponds to 0.5 ML at 0.0 V. At +0.05 V, dixan-
thogen is formed (the bands at 1264 and 1024 cm−1), and its quantity increases
as the potential is further increased. Hence, in the presence of dissolved oxy-
gen, a monolayer of xanthate is chemisorbed on pyrite, and the high contact
angle observed at potentials higher than +0.05 V [608] is caused by the dixan-
thogen formation.

Finally, there are also some trends observed in the bending band δsH2O
of water near 1600–1650 cm−1 in the in situ ATR spectra (Figs. 7.41, 7.43,
and 7.44). For galena (Figs. 7.41 and 7.43), the chemisorption and precipita-
tion of lead xanthate within the [−0.1(−0.2)]–[+0.1(+0.05)]-V range results
in the negative band at 1630–1640 cm−1, which increases steeply and shifts to
1645–1655 cm−1 when dixanthogen appears. Ascribing the negative intensity
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Figure 7.44. ATR spectra of surface compounds on pyrite electrode in 10−3 M potassium
n-butyl xanthate solution in 0.01 M borate buffer (pH 9.18) at ambient atmosphere at potentials
starting at −0.6 V. Reference taken at −0.6 V. Spectra obtained with Perkin-Elmer 1760X
FTIR spectrometer with MCT detector. Each spectrum is average of 200 scans with 8 cm−1

resolution and multiplied by factor of (a) 300; (b) 50; (c) 10. Reprinted, by permission, from
I. V. Chernyshova and V. P. Tolstoy, Appl. Spectrosc. 49, 665 (1995), p. 668, Fig. 4. Copyright
 1995 Society for Applied Spectroscopy.
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to the optical effect (screening of the organic film) fails to explain the sud-
den change of the band intensity and position (also compare with the spectra
in Figs. 7.34 and 7.35). One can conclude that at least a part of these spectral
changes are due to the reorganization of water molecules near the electrode sur-
face, which is covered by hydrophobic dixanthogen. Specifically, a hydrophilic
surface is covered by a water layer of a higher density than the icelike struc-
ture bordering with a hydrophobic surface (Section 3.7). Thus, increasing the
hydrophobicity of a surface will give rise to a water spectrum with negative
intensity. Deposition of a more hydrophobic ultrathin coating will result in
the rupture of the strongest H bonds between the surface and water and the
displacement of water molecules from superficial pores and defects due to a
hydrophobic effect. This will cause a shift of the negative δsH2O band to a
higher frequency.

Several technical points may explain the discrepancies between the results
obtained using different ATR techniques. First, for potentials higher than +0.1 V,
the ATR spectra of mineral-bed electrodes were measured at OPC. As shown
for galena [478], when the oxidizing potential is switched off, dixanthogen is
instantly dispersed into solution or reduced. Another explanation [330] for the
difference between the mineral-bed and plate electrode results is contamination of
the solution with dixanthogen when the mineral-bed electrode was reduced prior
to anodic polarization, made possible because of the proximity of the counter
electrode to the working electrode (Fig. 4.51). In addition, as already mentioned,
the mineral-bed electrode is difficult to polarize uniformly, so that incomplete
removal of the oxidation products is a possibility.

Performance of the ATR techniques in IR SEC measurements on sulfide elec-
trodes can now be analyzed. As seen from Table 7.4 (Section 7.3), the three
techniques have comparable surface sensitivity. For absorbing sulfides (such as
chalcocite), the sampling procedure, however, is easier for the ATR in Otto’s
geometry and on mineral-bed electrodes.

To summarize, in situ IR spectroscopy allows the adsorption of organic mole-
cules at semiconductor electrodes to be studied with a sensitivity on the order
of 0.1 ML and provides information not only on the chemical identity of the
surface species and their orientation but also on the nature of the charge transfer
processes at the interface and the surface hydrophobicity/hydrophilicity. Because
of the instability of adsorbed xanthate, the surface composition of the electrode
after decoupling from the electrochemical system differs from that existing under
an applied potential.

7.6. STATIC AND DYNAMIC STUDIES OF METAL
ELECTRODE–ELECTROLYTE INTERFACE:
STRUCTURE OF DOUBLE LAYER

Ultrathin films at the metal–electrolyte interface can be probed in situ by a variety
of methods, including surface-enhanced Raman spectroscopy (SERS) [609],
X-ray absorption and diffraction methods, second-harmonic generation



596 ULTRATHIN FILMS AT GAS–SOLID, GAS–LIQUID, AND SOLID–LIQUID INTERFACES

(SHG) [610], total internal reflection fluorescence (TIRF) spectroscopy [611],
UV/Vis spectroscopy, IR spectroscopy, ellipsometry [612], quartz crystal
microbalance (QCM) [613], STM [614], and AFM (see Refs. [618–623] for
review of in situ spectroscopies). From those, only the vibrational methods (SHG,
SERS, and IR spectroscopy) are able to provide information on both the chemical
composition and the structure of the species adsorbed. The IR SEC experiment
is simpler and more accessible than SHG and SERS, making IR spectroscopy the
dominant tool for studying electrochemical reactions at metallic electrodes [616,
617, 624–641].

Procedures for preparing electrode surfaces (Section 4.10), the technical
aspects of measuring spectra at the metal–electrolyte interface (Section 4.6), and
the problems that can arise in interpreting the resulting spectra have already been
considered (Section 3.7). The contribution of IR SEC studies to an understanding
of the adsorption of CO and NO and small organic molecules (methanol, ethanol,
formic acid, etc.), the reduction of CO2 on ordered noble metals, electrochemical
polymerization, and the structure of the electrochemical double layer (DL) have
been discussed in various recent reviews [635, 638, 641]. Below, the information
that can be obtained from the IR SEC measurements is listed and two IR SEC
studies of the DL structure are considered. An example in which in situ IRRAS
is used to follow peptide oxidation on a Pt electrode is discussed in Section 7.8.1.

Apart from the molecular-level information on the adsorbed species, such as
chemical identity and orientation, and types of adsorbate–adsorbent and adsor-
bate–adsorbate interactions, which can reveal the origin of the electrode process,
IR spectra of nonspecifically adsorbed ions present in the DL can be used for
estimating the potential of zero charge (PZC) [642]. In particular, the absorption
bands (especially, ν5) of the NO3− anion in the DL will be broadened due to
ion paring of nitrate anion with hydronium ions. Hence, they exhibit minimum
FWHM at the PZC if the specific absorption of the ions is negligible.

In the slow-diffusion regime in the thin layer, the PDIR spectra exhibit both
positive and negative bands due to species removed from the solution and gener-
ated at the surface. Provided that these species absorb at different wavenumbers,
the solution-phase band can be used to quantify the extent of adsorption and there-
fore to establish relationships between band intensity and coverage [643–647].
Analysing the band frequency for adlayer isotopic mixtures (e.g., 13CO–12CO
[644, 648, 649]) or mixed adsorbate (e.g., CO + NO [646, 650] and physisorbed
and chemisorbed nucleic acid [651]), the character of the surface filling can be
determined (islandlike or homogeneous, eutectics or solid solution). The CO
adlayer spectrum can be used to determine the crystallographic orientation of
the exposed surface plane (for review, see Refs. [640, 652]), the nature of the
structural adsorption sites [653], and surface reconstruction [654, 655]. Time-
dependent spectra (Fig. 4.55) provide information on the kinetics and dynamics
of the interfacial processes [651–662], while the temporal relationship between
time-dependent behavior of different interfacial species can be deduced with
two-dimensional correlation analysis of the dynamic spectra [662].
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The contribution of the near-surface layer of the electrolyte to the ATR and
IRRAS signals (Section 3.7) offers the opportunity to study the structure of the
DL which is one of the most important characteristics of an electrochemical
system and controls the kinetics of the electrochemical processes. This is one
of the original problems to which the IR SEC method has been applied [663].
Based on the potential-dependent spectra of water in the DL, the nature of the
rearrangement of the water molecules and hydronium ions has been investigated
(Table 3.4). IR SEC studies of the orientation of inorganic anions in the DL
have been reviewed by Iwasita and Nart [630, 637]. It has been proven that
electrochemically inert anions (CO3

2−, SO4
2−, and PO4

3−), hydrogen, oxygen,
and cyanide, which reversibly adsorb–desorb, undergo reorientation and a par-
tial electron transfer at the electrode surface. Weaver and Zou [640] discussed
in detail the connection between the in situ and ex situ results for adsorption
at electrified interfaces. It has been shown that removal of an electrode from
an electrochemical system alters significantly the binding site arrangement of
adsorbed CO, which depends on the electrode potential, the potential drop within
the DL, and the ion and solvent environment.

Osawa and co-workers [664] took a complex approach using both PDIR and
the potential-modulation method to study the kinetics and dynamics of the charge
transfer between a SAM of 4-mercaptopyridine (PySH) and an Au electrode.
The experiments were performed in the SEC cell shown in Fig. 4.49 with an Au
nanolayer electrode. The SEIRA optical configuration provided spectra of the
first adsorbed monolayers selectively. The cell was built into the set-up sketched
in Fig. 4.56. Cyclic voltammogramms for a gold electrode modified with PySH
in 0.1 M HClO4 demonstrated no Faradaic current in the potential range between
−0.1 and +0.4 V [versus a saturated calomel electrode (SCE)]. Nevertheless, the
PDIR spectrum of the SAM changes with applied potential, as shown in Fig. 7.45.
The arrows in the figure represent the directions of the spectral changes associ-
ated with the potential sweep from −0.1 to +0.4 V. The bipolar feature around
1470 cm−1 indicates that the band shifts with potential, while the bands at 1618
and 1598 cm−1 decrease in intensity as the potential increases, without changing
their positions. The 1618- and 1470-cm−1 bands are assigned to totally symmet-
ric (a1) in-plane ring modes of the pyridine moiety. The 1598-cm−1 band was
assigned tentatively to a b1 mode of the protonated pyridine ring moiety. The
intensity of the 1618-cm−1 band was found to be proportional to the applied
potential. The spectral changes described were completely reversible against the
potential change in the DL, indicating that the SAM is stable under potential mod-
ulation. The authors explained the different potential dependence of the modes
belonging to the same (a1) symmetry with the model of charge transfer between
the surface and adsorbate [632], which predicts that the change in the potential
can result in different degrees of charge transfer and consequently changes in the
vibrational frequencies for vibrational modes even of the same symmetry. On the
basis of the time dependence of the 1618-cm−1 band for a potential step from
−0.1 to +0.3 V measured with a time resolution of 50 µm, it was concluded
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Figure 7.45. Potential-difference unpolarized ATR-SEIRA spectra of 4-mercaptopyridine
(PySH) SAM on 20-nm-thick (80-nm-size particles) Au evaporated electrode in 0.1 M HClO4.
Reference potential was −0.1 V (SCE). Arrows show changes of peaks for positive shift
of electrode potential from −0.3 to +0.4 V. Spectra were recorded using Bio-Rad FTS
60A/896 FTIR spectrometer equipped with dc-coupled MCTdetector and bandpass optical
filter transmitting between 4000 and 1000 cm−1. Spectrometer was operated in rapid-scanning
mode and spectra were collected sequentially during potential sweep at 5 mV · s−1. Sixty-four
interferograms were coadded to record each spectrum, which required about 10 s. Reprinted,
by permission, from K. Ataka, Y. Hara, and M. Osawa, J. Electroanal. Chem. 473, 34 (1999),
p. 37, Fig. 3. Copyright  1999 Elsevier Science S.A.

that the rate of the spectral change is equivalent to or much faster than the time
constant of the DL charging.

To gain additional insight into the interfacial process, the potential-modulation
spectra were measured. Figure 7.46 shows typical in-phase (IP) and quadrature
(Q) spectra acquired at several modulation frequencies. The modulation ampli-
tude was set to 400 mV to achieve a SNR sufficient for kinetic analysis. The
spectral features of the IP and Q spectra are identical to those of the potential-
difference spectra shown in Fig. 7.43, except for the signs of the bands, which
vary with the potential-modulation frequency. The IP (real) and Q (imaginary)
intensities of the 1618-cm−1 band plotted over a complex plane were fitted by a
semicircle, as is typical for ac impedance data for electron transfer-limited reac-
tions. Analysis of this plot gave a rate of spectral change of 5.4 × 105 s−1, which
is much faster than the potential change in the double layer (1.9 × 103 s−1),
suggesting that the spectral shifts are due to charge transfer rather than to the
Stark effect.

As mentioned in Section 3.7, reorientation of the electrolyte ions by changing
the electric field will affect the in situ IR spectra of the electrode–electrolyte
interface. Figure 7.47 shows the SNIFTIRS spectra measured in a “thin-layer”
cell, with a hemispherical window at the gold surface in a dimethylacetamide
(DMA) solution of [Cr(DMSO)6](ClO4)3 [665]. The dimethylsulfoxide (DMSO)
ligand has a band at 924 cm−1 due to the −S=O vibration. The ν3 band of
the perchlorate absorbs at 1100 cm−1. Spectral features in the 1600–1650-cm−1

region of the spectrum were attributed to the νC=O mode of the solvent, DMA.
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Figure 7.46. In-phase (solid) and quadrature (dashed) potential-modulated ATR-SEIRA spectra
of 4-mercaptopyridine (PySH) SAM on 20-nm-thick (80-nm-size particles) Au evaporated
electrode in 0.1 M HClO4. Modulation frequencies are shown. Amplitude of potential modulation
was 400 mV, between −0.1 and 0.3 V (SCE). Spectra were recorded using Bio-Rad FTS
60A/896 FTIR spectrometer equipped with dc-coupled MCT detector and bandpass optical
filter transmitting between 4000 and 1000 cm−1. Spectrometer was operated in step-scanning
mode using setup shown in Fig. 4.56. Reprinted, by permission, from K. Ataka, Y. Hara, and
M. Osawa, J. Electroanal. Chem. 473, 34 (1999), p. 39, Fig. 6. Copyright  1999 Elsevier
Science S.A.
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Figure 7.47. SNIFTIRS spectra obtained in 1700–700-cm−1 region for 2 mM [Cr(DMCO)6]
(ClO4)3 solution in dimethylacetamide at Au electrode. Reference potential was 0.16 V against
ferrocene/ferrocinium reference with sample potentials at 100-mV intervals in negative direction
as indicated. Reprinted, by permission, from W. R. Fawcett, A. A. Kloss, J. J. Calvente, and
N. Marinkovic, Electrochim. Acta 44, 881 (1998), p. 882, Fig. 1. Copyright  1998 Elsevier
Science Ltd.
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Figure 7.48. Schematic diagram indicating orientation of dimethylacetamide at positively
charged metal electrode (a) and at negatively charged electrode (b). Reprinted, by permis-
sion, from W. R. Fawcett, A. A. Kloss, J. J. Calvente, and N. Marinkovic, Electrochim. Acta 44,
881 (1998), p. 883, Fig. 2. Copyright  1998 Elsevier Science Ltd.

The positive band at 924 cm−1 demonstrates the accumulation of Cr(DMSO)6

in the DL as the electrode potential becomes more negative. At the same time,
an increasingly negative band at 1100 cm−1 demonstrates depletion of ClO4

− in
the DL. An additional feature is the bipolar band at 1637 and 1605 cm−1. This
was assigned to the −C=O stretching vibration in the DMA and results from
reorientation of solvent dipoles. The corresponding reorientation is depicted in
Fig. 7.48. At positive potentials, some fraction of the DMA molecules at the
interface are oriented with the oxygen atom pointing toward the metal. In this
orientation, the electrophilic metal draws electron density out of the −C=O
bond, thereby weakening it. The 1605-cm−1 band corresponds to this orientation.
At negative potentials, the solvent dipoles are oriented with the −C=O bond
pointing to the solvent, and νC=O is 1637 cm−1. This observation confirms
spectroscopically the phenomenon predicted by thermodynamic data. Moreover,
it was shown that quantitative analysis of the ClO4

− band based on the BLB law
and Gouy–Chapman theory allows the ionic charge density (the surface excess of
the perchlorate ion) to be estimated in the diffuse layer in the vicinity of the PZC.

7.7. THIN POLYMER FILMS, POLYMER SURFACES,
AND POLYMER–SUBSTRATE INTERFACE

Thin polymer films play a central role in many important modern technolo-
gies [436], including micro- and nanotechnologies [666, 667]. IR spectroscopy
has served as a routine tool for studying various chemical and physical proper-
ties of polymers for roughly half a century. The theoretical background, technical
aspects of the method, and analysis of the results obtained have been covered
exhaustively in numerous reviews [668–683] and monographs [684–693]. In the
present section, the application of IR spectroscopy to thin polymer films, poly-
mer surfaces, and polymer–substrate interfaces will be discussed briefly, with an
emphasis on recent results that demonstrate optimal application of each IR spec-
troscopic method. Although in some examples the polymer films are micrometers
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thick and therefore do not fall into the “ultrathin film” category, they have been
included here when the particular problem is of special interest.

IR spectroscopic studies of polymer films several micrometers thick have
been performed in the normal-incidence transmission mode (see examples in
Table 7.6 and Refs. [684, 692, 685]). By this method, the chemical and geometric
structure of a single polymeric chain, the type and degree of orientation of poly-
meric chains and crystallites, the degree of crystallinity, and correlation of these
microscopic characteristics with macroscopic physical and chemical properties
of the films have all been investigated. Using two-dimensional correlation anal-
ysis (Section 3.8), microheterogeneity at the molecular level has been revealed
for a series of films (see Ref. [694] for a review of early work). In particu-
lar, a significant decrease in the dynamic response of the trans-C−O stretching
band of 5×-drawn poly(ethylene terephthalate) (PET) above the glass transi-
tion (114.5◦C) was related to concurrent changes in the macroscopic mechanical
properties of the PET film [695], and several secondary structures of silk fibroin
were found by resolving the complex amide I band of the fibroin film [696] in
the transmission experiments.

An alternative to transmission is the ATR method (Table 7.6). Its main advan-
tage is in eliminating the interference patterns in the spectra of micrometer-thick
films. The ATR method has been used to elucidate the mechanism of destruction
of polyethylene [697] and natural and synthetic rubber [698, 699] under loading.
It was revealed that an increase in the surface concentration of terminal groups
precedes the destruction. Two polymers, poly(methyl methacrylate) (PMMA) and
poly(ethylene oxide) (PEO), adsorbed onto a solid (Ge) substrate were found to
be metastable [700–702]. However, stable films in which the PEO backbone is
parallel to the surface can be prepared following a special protocol [703]. Numer-
ous ATR studies have investigated changes in polymer surfaces under different
physical and chemical treatments (Table 7.7). For example, it was found [704–
706] that under photooxidation and corona discharge, the surface layer of unsta-
ble polypropylene becomes enriched by hydroxyl (3400 cm−1) and carbonyl
(1715 cm−1) groups. The concentration of these functionalities decreases expo-
nentially from the surface of the film inward. An analogous technique was used
to study the oxidation of polyolefins by ozone [707]. Adsorption of organic and
inorganic molecules on polymers has been thoroughly discussed by Urban [673,
686] and more recently by Chen and McCarthy [708].

Interaction between polymer substrates and between different polymers is of
great importance for today’s technologies, particularly in protective coatings and
composites. IR spectroscopy offers a unique opportunity to study the chemical
and structural composition of the interface and the adhesion forces (Table 7.8).
Reviews of this topic were written by Urban [685, 689]. In most cases, the
ATR method is used, as it has a higher selectivity toward the interface than the
transmission and IRRAS methods. In ATR experiments of Akutin et al. [709]
to study the adhesion of poly(ethylene) to a quartz IRE, it was found that
H bonding is dominant between the surfaces. The ATR method was used for
characterizing the protective properties of coatings in coating–substrate systems
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such as a water–reducible epoxy on Ge, a clear epoxy on Si, a clear epoxy
on silane-treated Si, and a TiO2 pigmented epoxy coating on an iron-coated
KRS-5 under applied potential [710]. A review of recent work measuring diffu-
sion coefficients in polymer films in real time by ATR has been written by Marand
and co-workers [711], who also studied molecular interdiffusion at a poly(vinyl
pyrrolidone) (PVP)–vinyl ester interface. The IR bands at 1717 and 1507 cm−1,
characteristic of the vinyl ester monomer, and the bands at 1669 and 1419 cm−1,
characteristic of the PVP, were used in a quantitative analysis. The diffusion
coefficients were determined from intensity variations in these selected bands
recorded as a function of time and by fitting these data to the Fickian model. A
mutual diffusion coefficient was found to be on the order of 2 × 10−8 cm2 · s−1

at 100◦C, which is close to the diffusion coefficient of small molecules. This dis-
crepancy was attributed to the limitations of the one-dimensional Fickian model.

ATR is an effective method to characterize quantitatively the depth profiles
of a polymer sample. The problem of depth profiling the polymer film can
be solved by taking advantage of the fact that the decay characteristics of the
probing evanescent wave can be controlled by the angle of incidence, the refrac-
tive index of the IRE, and the characteristics (refractive index and thickness)
of the buffer layer [712a]. The sampling depth of IRRAS also depends on the
geometry of the measurements, a fact that has also found application in depth
profiling [712b]. Recent developments and different depth-profiling techniques
are discussed in Ref. [713].

Polymer films on metals and the transient region between the polymer and
the metal can be probed by IRRAS. In particular, Tamada et al. [714], using
the chamber shown in Fig. 4.42, monitored photoinduced polymerization of N -
vinylcarbazole (NVCz) films on Ag. These polymer films can serve as hole
transport layers in electroluminescent devices of flat displays. The peaks at 1641,
1455, and 752 cm−1 (Fig. 7.49) were assigned to the vinyl stretching vibration
(termed C=C ), carbazole-ring synergistic vibration (denoted by Cz−R), and
C−H deformation out of the carbazole-ring plane (denoted by C−H), respec-
tively. The kinetics of film growth and the effect of the substrate temperature on
these kinetics were evaluated from the difference between the intensity of the
vinyl stretching vibration in the spectrum of the polymerized film and that of the
isotropic NVCz film of the same thickness. Because IRRAS of ultrathin films
on metals satisfies the metal SSR, the orientation of the carbazole ring in the
monolayer nearest to the metal was determined from the ratio of the intensities
of the C−H and Cz−R bands [715]. It was found that the ultrathin layer in the
immediate vicinity of the metal surface is anisotropic, with an average angle
between the carbazole plane and the substrate surface of 60◦. The ratio of the
intensities of the C=C and Cz−R bands and the degree of polymerization of the
film were measured as a function of the substrate temperature (Fig. 7.50), which
revealed that the polymerization was optimal at 275 K.

Another approach to probe the intermediate region between a metal sur-
face roughened by grinding and a polymer is DRIFTS [716]. To determine the
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Figure 7.49. Spectra measured by IRRAS of (a) isotropic NVCz film and (b) vapor deposition
polymerization (VDP) film deposited at substrate temperature of 255 K. Reflection spectrum of
isotropic NVCz film was obtained by KK transformation of transmission absorption spectrum
of KBr composite containing intrinsic NVCz. Reprinted, by permission, from M. Tamada,
H. Koshikawa, and H. Omichi, Thin Solid Films 292, 164 (1997) p. 165, Fig. 2. Copyright  1997
Elsevier Science S.A.
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Figure 7.50. Values of C=C/Cz−R (Ž) and polymer yield (ž) of NVCz film deposited by vapor
deposition polymerization at various substrate temperatures. Reprinted, by permission, from
M. Tamada, H. Koshikawa, and H. Omichi, Thin Solid Films 292, 164 (1997), p. 167, Fig. 7.
Copyright  1997 Elsevier Science S.A.

compounds formed at the ethylene-vinyl acetate (EVA)–steel interface, the back-
ground spectrum of the metal surface was measured, the polymer was deposited
and tiered off, and the DRIFTS spectrum was measured against the background
spectrum. This spectrum (Fig. 7.51) exhibits an absorption band at 1592 cm−1

assigned to the carboxylate group, which indicates formation of a polymer–metal
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Figure 7.51. FTIR spectrum of steel surface after failure of steel–ethylene-vinyl acetate assem-
bly. Reprinted, by permission, from S. Bistac, M. F. Vallat, and J. Schultz, Appl. Spectrosc. 51,
1823 (1997), p. 1824, Fig. 2. Copyright  1997 Society for Applied Spectroscopy.
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Figure 7.52. FTIR spectrum of maleic anhydride deposited on iron plate. Reprinted, by per-
mission, from S. Bistac, M. F. Vallat, and J. Schultz, Appl. Spectrosc. 51, 1823 (1997), p. 1824,
Fig. 3. Copyright  1997 Society for Applied Spectroscopy.

carboxylate complex at the EVA–steel interface. The reactive group was attrib-
uted to the anhydride groups present in the EVA. To study the mechanism of
formation of this complex in more detail, IRRAS was applied to a layer of maleic
anhydride on steel (Fig. 7.52), because the reaction of this compound with vinyl
acetate is used in the synthesis of EVA. The band from the C=O group in the
anhydride has practically disappeared from this spectrum, while a weak band
has appeared at 1720 cm−1, corresponding to a carboxylic acid group, which is
formed by the opening of the anhydride ring. Moreover, other new peaks can be
observed at 1601, 1543, and 1438 cm−1 that do not belong to either the metal
surface or the anhydride molecule. These peaks are characteristic of carboxy-
late groups, formed in a chemical reaction between maleic anhydride and the
iron surface.

The DRIFTS method was used for studying the surface of polymer
fibers, including wood fibers [717–720] and powdered cellulose [721, 722].
A nanometer-range sensitivity was demonstrated in the detection of organic
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contaminants on a polymer film and on a silicon wafer surface by using Johnson’s
technique [723] (Section 4.1.4).

When it is necessary to characterize the heterogeneity of a polymer film or a
composite film both along and across the surface, FTIR microscopy is used [724,
725] (see also Section 4.3). For example, the degradation of an acrylic polymer
automotive coating that had been subjected to Florida sun for 3 years was studies
with a FTIR microscope using synchrotron radiation [726].

The important information that can be provided by IR spectra is the molec-
ular orientation in/on polymer films, which include SAMs as the specific case
(Section 3.11). In the case of self-supporting anisotropic films, the linear dichro-
ism is usually calculated from normal-incidence transmission spectra measured
at two mutually perpendicular positions of the polarizer [684]. Obviously, this
approach is insensitive to the modes perpendicular to the film surface. This prob-
lem is circumvented by using a combination of the normal-incidence transmission
with metallic IRRAS [727], since these methods have complimentary selection
rules — the modes whose TDMs are parallel or perpendicular to the surface are
active in transmission or IRRAS, respectively. This technique was used to study
the MO in ultrathin n-alkylacrylamide LB films [727, 728]. A strong biaxial dis-
tribution was found in these LB films in which the carbon–hydrogen chains are
inclined in the dipping direction [727].

The dependence of the band intensities on molecular orientation (Section 3.11.4)
and the SNR and surface selectivity advantages of PM-IRRAS (Section 4.7) allo-
wed Gregoriou et al. [729] to study the composition and conformation of the indi-
vidual components of patterned ionic assemblies 15–40 nm thick, which presented
alternating bilayers of sulfonated polystyrene–poly(diallyldimethylammonium
chloride) fabricated by ionic multilayer assembly on a patterned SAM on gold.
Potential application of these include optical waveguides and photoresponsive
systems. Evidence was found that polymeric chains on the surface in the pres-
ence of electrolyte assume a three-dimensional random coil conformation. Pezolet
et al. [730] applied double (polarization and absorption) modulation to follow
in situ dynamics of orientation during the deformation and relaxation processes
of both stretched films of polystyrene and polyvinylmethylether blends and opti-
cally oriented copolymers containing azo-benzene side chains. It was demonstrated
that this approach allows extension of the infrared linear dichroism (ILD) method
toward the study of low-anisotropic polymers and rapid orientation processes. To
enhance the spectral resolution, the time-dependent spectra were subjected to 2DIR
spectroscopy, which provided valuable information about the relative movement
of the different chemical groups of the polymers.

Many of the molecular orientation studies have been performed with ATR.
In particular, orientation of PMMA LB films on Ge has been shown [731] to
depend on the tacticity of the PMMA. Uniaxial orientation of the methylene and
carbonyl TDMs is characteristic for atactic PMMA films, whereas the isotactic
films have biaxial symmetry. In-plane orientation of polymer molecules found
in thin polyimide films has been attributed [732] to cooperative effects at the
film–substrate interface. The perpendicular orientation of the N−H and C=O
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groups in a polyamide film to the stretching direction of the film determined by
ATR has been confirmed with X-ray diffraction [733].

It is impossible within the space of the present section to cover all aspects of
IR spectroscopic studies of polymer films and surfaces. Samples investigated, the
IR techniques used, and the main results obtained in recent studies are tabulated
in Tables 7.6–7.8 in order to obtain a general idea about the wide variety of
information that can be extracted with IR spectroscopy.

Table 7.6. IR spectroscopic studies of processes in polymer films

Film Material Method† Additional Information Reference

Acrylic copolymers Fluorescence, ATR Structure and H bonding
of dissolved water in
polymers

1069

bi-Propylperylenedimide
films

T, IRRAS,
FT-Raman

Fabrication and optical
properties

1070

Cellulose acetate
membranes

ATR Study of water 1071

Dimethyl 1,4-dihydro-
2,6-dimethyl-4-(2-
nitro-phenyl)-3,5-
pyridinedicarboxylate

IRRAS Evaluation of
photostability

1072

Epoxy resins ATR Oxidative
photodegradation

1073

Melamine acrylic
polymer

T auto-sampling
device

Moisture-enhanced
photolysis under
UV–50◦C condition

1074

Perfluoropolymer films
on Al and
tetraethylorthosilicate
surfaces

ATR, AFM Anti-stiction layer
deposited in
micro-mirror arrays,
presence of CF, CF2,
CF3, and C−C
stretching bands on Al

1075

PET Real-time T and
WAXS

Uniaxial drawing
following by taut
annealing

1076

PET commercially
manufactured

Polarized ATR Biaxial orientation
gradients

1077

PET and PVC ATR Structure and dynamics
of water sorbed into
polymer films

1078

Poly(2-naphthol) film ATR Study of redox process 1079
Poly(5-amino-1-

naphthol) probe
ATR Ion exchange studies 1080

Poly(isobutylene) Fiber-optic probe
with ATR and T
head

Real-time monitoring of
polymerization

1081
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Table 7.6. (Continued)

Film Material Method† Additional Information Reference

Poly(L-glutamate) on Si
wafers and quartz

T, circular
dichroism,
UV/Vis,
ellipsometry,
small-angle
X-ray reflection

Ring-opening
polymerization of
N-carboxyanhydrides
of L-glutamates,
confirmation of pure
α-helix conformation
of grafted polypeptide
layers measurements

1082

Poly(L-lysine) 2D IR of
phase-resolved
temperature
modulation ATR
spectra

Secondary structure
changes

1083

Poly(methoxy
ethylacrylate), PMMA,
poly(2-hydroxy
ethylmethacrylate),
poly(vinyl
methylether) (PVME)

ATR Relationship between
spectra of sorbed
water and polymer
structure
(biocompatibility),
measurements of
diffusion coefficients
of water vapor

1084

PMMA In situ ATR Plasma-polymerization,
effects of reactor
parameters on
gas-phase and film
deposition processes

1085

Poly(N-vinylcarbazole) IRRAS Photoinduced vapor
deposition and
polymerization

714, 715

Poly(phenylacetylene) T, fiber-optic
FTIR technique

Real-time monitoring of
polymerization

1086

Poly(propylene) (PP) ATR Method for measuring
diffusion of mineral
oil and commercial
fluorocarbon ether
lubricant (Krytox)

1087

Poly(styrene-co-
methacrylo-nitrile)

Flash pyrolysis
and TG–FTIR

Thermal degradation
mechanisms

1088

Poly(vinyl
chloride) (PVC)

ATR and Raman
microscopy

Investigation of diffusion
and distribution of
silane coupling agents

1089

Polyaniline ATR Base–acid transitions of
different forms of
polyaniline in
leucomeraldine form

1090
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Table 7.6. (Continued)

Film Material Method† Additional Information Reference

Polyaniline Electrochemical
methods, in situ
ATR, in situ
IRRAS

Electropolymerization,
structures of very first
products

1091

Polyaniline free-standing
films

T Removal of incorporated
H bonded solvent
(N-methylpyrrolidone)

1092

Poly(isobutylene) ATR Multicomponent diffusion
of methyl ethyl ketone
and toluene from vapor
sorption

1093

Polyisoprene film crack
edge

µ-FTIR Study of changes in
molecular structure
induced by crack
formation, relationship
between orientation and
stress

1094

Polyphenylene In situ ATR Growth mechanism
during electrooxidation
of biphenyl in
methylene dichloride

1095

Polypyrrole ATR Polymerization of pyrrole
in iron-exchanged
montmorillonite

1096

Polystyrene (PS) and
polyethylene (PE)

IRRAS, in situ
fiber-optic ATR

Plasma polymerization in
plasma bulk

1097

Polysulphone
ultrafiltration
membranes

ATR Characterization of clean
and fouled

1098

Polyurethanes µ-FTIR T In-vivo degradation of
polyurethanes

1099

PP ATR Acetone diffusion at
278–308 K,
estimation of activation
energy for
diffusion of 98 kJ · M;
technique for improving
contact between film
and IRE, based on
controlling penetrant
fluid pressure above

1100

threshold value
(>230 kPa) in ATR
flow cell
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Table 7.6. (Continued)

Film Material Method† Additional Information Reference

PP/PE copolymers TG-DTA coupled
with FTIR

Degradation 1101

PS and PMMA ATR Water diffusion process
in each type of
polymer is quantified
and discussed

1102

PS and PVME blends T, AFM Photo-oxidation 1103
PS in poly(vinylidene

fluoride) and
poly(vinylidene
fluoride/hexafluoro-
propylene)

T, ATR, SEM Influence of ionizing
radiation on film
structure

1104

Silicone membranes and
human stratum
corneum (SC)

ATR Morphological structure
of inner and outer
regions of human SC,
diffusional pathlengths
of 4-cyanophenol

1105a

Sulfonated poly(ether
sulfone) membranes

ATR Measurements of kinetics
of water diffusion
(sorption/desorption)
in films with different
degrees of sulfonation

1105b

†T — IR transmission, see Acronym listing for other abbreviations.

Table 7.7. IR spectroscopic studies of polymer surfaces†

Material Method Additional Information Reference

Biomer(TM) surface ATR, XPS,
contact
angle

Effect of toluene 1106

Contact-lens materials ATR Surface modification by
silanization

1107

Epoxy compound IRRAS Polymersation on top of
benzotriazole adsorbed on
Cu

1108

Ethyl acrylate (EA)/
methaczylic acid (MAA)
latex films

ATR Mobility and surfactant
migration

1109

Linear low-density
polyethylene (LLDPE)
films

µ-FTIR Evaluating bulk-to-surface
partitioning of erucamide

1110
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Table 7.7. (Continued)

Material Method Additional Information Reference

Nafion film embedded with
dimethylglyoxime probe
molecules

ATR Analytical approach to
detection of Ni2+ based on
appearance of unique peak at
1572 cm−1 that corresponds
to νC=N in nickel
dimethylglyoximate

1111a

PET uniaxially drawn ATR Surface structure and
orientation

1111b

Poly(dimethylsiloxane)
surfaces

ATR Effect of discharge gases on
microwave plasma reactions
with imidazole

1112

Poly(ethylene glycol) (PEG)
films

ATR Water inside and at surface 1113

Poly(methylsilane) T Oxidation and transformation
into poly(carbosilane) on
surfaces of silicon
single-crystal wafers

1114

Poly(N-vinylimidazole) IRRAS,
XPS

Oxidation on Cu 1115

Poly(octadecyl
methacrylate)

ATR Adsorption behavior of two
Mytilus edulis foot proteins

1116

Poly(thienylpyrrole) thin
film electrodes

ATR Polymerization process in
acetonitrile containing
different supporting salts

1117

Poly(vinyl trimethylsilane-
b-dimethylsiloxane)
copolymer membranes

ATR Bulk and surface composition 1118

Poly(vinylidene fluoride)
films

ATR Structural and quantitative
analysis of surface

1119

Polymer specimen surfaces
with a rough relief

ATR Recording of IR spectra using
thermostatic IREs

1120

PP ATR Surface after plasma treatment 1121
PS ATR Surface migration of

PS-b-PMMA block
copolymer additives in PS
hosts

1122

PS/poly(dimethylsiloxane)-
co-polystyrene
blends

ATR Quantitative analysis of surface
segregation

1123

PS/PVME blends ATR Study of surface enrichment 1124
PTFE ATR, XPS Optimization of surface

modification procedures of
vascular prostheses,
adsorption of proteins

1125
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Table 7.7. (Continued)

Material Method Additional Information Reference

PVC ATR Microwave plasma reactions
with imidazole

1126

Styrene/n-butyl acrylate
latexes

Polarized
ATR

Orientation of adsorbed sodium
dioctylsulfosuccinate
(SDOSS) surfactant

1127

Urethane acrylate coating
films

ATR Structural changes at the
film–air interface upon UV
curing

1128

†Polymer abbreviation as in Table 7.6, T — IR transmission, see Acromyn listing for other abbrevi-
ations.

Table 7.8. IR spectroscopic studies of interface of two media one of which is polymer†

System Method Additional Information Reference

Copolymer of vinyl imidazole
and vinyl trimethoxy silane
films on Cu

IRRAS,
SEM

Effect of copolymer
composition on Cu
corrosion protection at
360◦C in air

1129

EA/MAA latex–substrate
interface

ATR Orientation of acid
functionalities

1130

Epoxy resin–polymer
laminate structures

ATR Interfacial interactions 1131

Epoxy resins T Water vapor transport 1132
Glycerogelatin films ATR Study of diffusion of ethanol 1133
Hydrogel–hydrogel interface

with PEG as adhesion
promoter

SNOM Influence of incorporated
PEG on adhesion,
dependence of PEG
diffusion across interface
on PEG molecular weight
and contact time

1134

Interface between
oxazoline-functionalized
polymers

µ-FTIR Interfacial reactions 1135

Latex paint ATR Simultaneous measurement
of water diffusion,
swelling, and calcium
carbonate removal

1136

Latex–dioctylsulfosuccinate
(SDOSS) surfactant

ATR and S2

PAS
Quantitative analysis of

SDOSS distribution at
both film–air and
film–substrate interfaces

1137

Long-chain diacetylene
monocarboxylic acid

IRRAS Carboxylate–counterion
interactions at AW
interfaces and changes in

1138

these interactions during
photopolymerization
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Table 7.8. (Continued)

System Method Additional Information Reference

Molten maleic anhydride
copolymers–amino
functionalized Si interface

ATR Interfacial reactions 1139

PET films ATR Study of liquid diffusion
processes in films:
comparison of water with
simple alcohols

1140

PMMA–Cr interface PM-IRRAS,
XPS

Detection of new species at
interface and
reorientation of polymer
ester side chains

1141

Poly(5-amino-1,4-
naphthoquinone)
film

ATR Redox process in aqueous
and organic media

1142

Polyimide–metal (Au, Ag,
Cu, Pd, Cr, K) interface

In situ
IRRAS,
NEXAFS

Vapor-phase deposited film
on Pt(111) with metal
overlayer from
submonolayer to several
monolayers thick;
electron transfer from K
to polyimide

1143

Poly(acrylic
acid)–AlOOH–Al interface

PM-IRRAS,
XPS

Conversion of carboxylic
acids to monodentate
carboxylate species

1144

poly(L-lactide)/poly(D-lactide)
stereocomplex at AW
interface

In situ PM-
IRRAS,
T

Orientation and molecular
structure, polylactide
α-helices oriented parallel
to water surface

1145

Poly(L-lysine) and silica
nanoparticles on a
chemically modified gold
surface

SPR, in situ
PM-
IRRAS

Characterization of films,
acetone and nitromethane
vapor adsorption into
porous ultrathin films

1146

Poly(N-isopropyl-
acrylamide)/water

Thermal
µ-ATR

Quantitative study of
molecular structure

1147

Poly(o-phenylenediamine)
film on Pt electrode

In situ
IRRAS, T

Film structure, oxidation
reaction

1148

PP–silane interface In situ ATR Examination of water
diffusion

1149

PS–poly(n-butyl acrylate)
latex interfaces

ATR Orientation and mobility of
surfactants

1150

PS-polyethylene oxide (PEO)
copolymers at AW
interface

PM-IRRAS Average tilt of PEO chains
at surface densities
intermediate between
dilute regime and brush
regime

1151
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Table 7.8. (Continued)

System Method Additional Information Reference

PS–PVME ATR,
rheometry

Mutual diffusion interface
both below and above
glass transition
temperature of
polystyrene

1152

Sulfonated poly(ether
sulfone) membranes.

ATR Water diffusion processes 1153

†Polymer abbreviation as in Table 7.6, T — IR transmission, see Acromyn listing for other abbrevi-
ations.

7.8. INTERFACIAL BEHAVIOR OF BIOMOLECULES AND BACTERIA

Adsorption of biomolecules and bacteria, and the function of biological mem-
branes, is of great interest in many medical and technological areas, includ-
ing molecular electronics, drug release systems, implants, chromatography, and
biosensors. An understanding of biofilm–host interactions is very important in
research on bacterial infections, biofouling, biodegradation, biocorrosion, bioin-
hibition, biomineralogy, bioleaching (hydrometallurgial dissolution of minerals),
and bioflotation. IR spectroscopy has helped to gain insight into these processes
[332, 333, 734–754]. This method is advantageous when information on the
structure of the entire system is needed, rather than a detailed evaluation of
the atomic structure, as it can provide a lower structural resolution of adsorbed
biomolecules than X-ray diffraction, fluorescence spectroscopy, NMR, AFM, and
STM (see Refs. [746, 750, 752] for brief reviews). The widespread use of IR
spectroscopy in studies of biofilms stems from the fact that IR spectra can be
obtained noninvasively, nondestructively, in real time (minimizing the effect of
anisotropic fluctuations in the average signal), in situ, in vitro, in vivo, and for
a wide range of biological systems.

Biomolecules are classified as weak oscillators. The optimum conditions for
spectral measurements and spectral interpretation for low-absorbing ultrathin
films have been discussed in Chapters 2 and 3, respectively. To date, IR spec-
troscopy has been used mainly in the “standard” multiple-reflection ATR geom-
etry, usually with Ge, ZnSe, or Si IREs and at an angle of incidence of 45◦ (see
Refs. [740, 742, 743, 745, 748, 751, 755, 756] for brief reviews); in general this
provides a sufficient SNR in the amide I spectral region. Thus there remains the
possibility of enhancing the surface sensitivity by adjusting the angle of inci-
dence and/or choosing a different IRE. A strategy used in IR studies of protein
affinity for different adsorption sites is the modification of the substrate surfaces
by techniques such as silanization of the IRE surfaces with a variety of silanizing
agents [757–759]. SAMs of silanes on Ge [760] and Si [761] were found to be
stable enough to permit protein adsorption studies. By virtue of their general
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integrity and by proper choice of chemical functionality at the ω-terminus, alka-
nethiol SAMs can be prepared with prescribed surface properties such as wetting,
adhesion, and binding affinity [436]. To simulate the surfaces of bones and teeth,
apatite and calcium phosphate layers were deposited onto IREs [762–764], while
titanium [764] and polymer [765–775] coatings were used in the ATR studies
of biocompatibility. Recent improvements/modifications in the application of the
ATR method to biomolecular films include the use of waveguide sensors [774,
776, 777], HATR for powders [778–780], 2DIR [781], TR S2-FTIR [782], and
µ-FTIR (Section 4.3).

The concentration of proteins in blood plasma is 60 mg · mL−1. In order to
minimize any contribution to the signal by dissolved species [743], the ATR
measurements are conducted in very dilute protein solutions (∼1 mg · mL−1).
However, this is not the case with coated ATR, where the thickness of the thin-
film substrate controls the penetration depth (see Section 4.1.3 for more detail).
For example, at a solution concentration of 60 mg · mL−1 and under the opti-
cal conditions of 45◦ Ge MIRE coated with a 0.4-µm-thick polymer coating,
the contribution of the bulk solution was estimated to be 0.47% of the total
spectra [769]. When it is necessary to follow adsorption at higher protein con-
centrations, special cells and measurement protocols based on internal standards
are used for correcting for the bulk protein signal, which are discussed in detail
by Jakobsen and Strand [743].

IRRAS has been used in ex situ measurements on metals and metal oxides
for various experiments, including the determination of the optical constants of
adsorbed proteins [783] and in situ for probing the air–water interfaces [332–
334] and for SEC studies [752]. However, the advantages of the BML-IRRAS
technique (Section 2.3.3) have not fully been exploited yet. Apart from the high
sensitivity to ultrathin films on dielectrics, this technique allows investigation
of biofilms at the liquid–liquid interface, provided that surface chemistry and
functional groups of one of the contacting liquids can be simulated by a SAM on
gold [784, 785]. The transmission method has been employed to a lesser extent
and only for ex situ measurements [741, 786].

In studies of biomolecules, the in situ and in vitro data are obviously more
interesting and will be considered exclusively below, with an emphasis on the
type of the information that can be extracted and specific spectroscopic problems
rather than on the bioscientific aspect of the work. The special requirements
of sampling for the IR spectroscopic studies of biomolecular ultrathin films are
discussed in detail in Refs. [332, 742–744, 748, 751] and are not repeated here.

7.8.1. Adsorption of Proteins and Model Molecules at Different
Interfaces

Proteins are complex polyelectrolytes with molecular weights in the range of
104 –106 au and a marginally stable structure based on highly specific sequences
consisting mainly of 20 different amino acids. Fully covered protein monolayers
are 2–10 nm thick [787–789].
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Adsorption of Amino Acids and Peptides at Different Interfaces. To
understand the elementary interactions between active sites and functional groups
on the substrate and amino acid side-chain groups at the outermost surface of the
protein, the adsorption of well-defined model molecules such as small peptides
and amino acids on metallic and modified metallic surfaces has been stud-
ied [783]. Ihs et al. [790, 791] investigated the adsorption of glycine, L-alanine,
and β-alanine on Cu and Au. A very good agreement between the experimental
and simulated spectra from IRRAS indicated that glycine coordinates to dis-
solved copper ions and forms a layer on the Cu surface approximately 1 nm
thick of anhydrous Cu(II)(Gly)2. The structure of the adsorbed film depends on
the Cu surface microstructure, whereby the cis form of the complex is more
pronounced on Cu(111) and the trans form dominates on “polycrystalline”-like
Cu [790]. Trifunctional L-cysteine and 3-mercaptopropionic acid were shown to
form monomolecular films on evaporated Au surfaces, bonding to Au atoms
through the SH group [791]. In addition, the adsorbed 3-mercaptopropionic acid
molecules were H bonded to nearest neighbors, forming lateral dimers. On the
Cu surfaces, the molecules were believed to coordinate to both the surface and
dissolved Cu ions. The growth and structure of the films were strongly depen-
dent on the concentration of the molecules in solution and also on the pH of
the solution.

Recognition mechanisms of a foreign surface by a living system are inves-
tigated extensively, being one of the determining features of biocompatibility.
The adsorption of lysine and lysine peptides on powdered TiO2 and Cr(III)
oxide–hydroxide, which model the surface of titanium and stainless steel im-
plants, respectively, were studied in situ by HATR [779, 780]. The pH depen-
dence of lysine adsorption was investigated with a technique called surface
titration by internal reflectance spectroscopy (STIRS) [792]. It was shown that
this amino acid is adsorbed electrostatically on TiO2 at pH 5–7. Increasing crys-
tallinity of the TiO2 film did not affect the lysine adsorption. The maximum
adsorption was found near the lysine isoelectric point of 9.8. If the number of
lysine units was increased to 3–5, the carboxylate group became involved in
the peptide–TiO2 interaction. In contrast, lysine peptides and polylysine (PL)
did not adsorb to the hydrophobic ZnSe surface or positively charged Cr(III)
oxide–hydroxide, which suggests that lysine is adsorbed mainly through elec-
trostatic interactions. ATR studies of PL and polyglutamic (PG) acid adsorp-
tion [793] showed that for a neutral hydrophobic Si surface, the plateaus for
PL and PG adsorption decrease as the degree of ionization increases, because
of electrostatic repulsion between segments. On a hydrophilic Si surface, neg-
atively charged SiOH groups increase the adsorption of PL by attraction and
decrease the adsorption of PG by repulsion. Decreasing the surface charge by
decreasing the pH reduces these effects. Screening by the electrolyte KBr has no
effect at the neutral surface, but at the charged surface the adsorbed amounts of
PL and PG increase distinctly at electrolyte concentrations higher than 0.4 M ,
again demonstrating the importance of electrostatic interactions. The molecular
recognition capabilities of a novel nucleolipid amphiphile, octadecanoyl ester of
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1-(2-carboxyethyl) adenine, to the complementary nucleobases, thymidine and
uridine, in the LB film matrix were investigated using transmission, polarized
transmission, and ATR spectroscopy [794]. The results showed that the molecu-
lar recognition between the adenine moiety in the head group of the nucleolipid
amphiphile and thymidine or uridine in the subphase takes place through multi-
ple H bonding. The thymidine-containing LB films of the nucleolipid amphiphile
were found to be biaxial, while the uridine-containing LB films or the LB films
that do not contain the complementary nucleobases are uniaxial, which was
attributed to the steric effect caused by the methyl of the thymidine ring. The
order–disorder transition processes were found to be similar in the three kinds
of LB films mentioned above.

Redox processes of proteins at electrodes have been studied with the view
that the electrode–electrolyte interface can be regarded as a model for biological
interfaces [795]. SNIFTIRS measurements [796] indicated that L-phenylalanine
is weakly chemisorbed on the Au(111) electrode at negative potentials, changes
orientation at potentials close to the PZC, and is oxidized at positive poten-
tials. SPAIRS studies of the anodic oxidation of glycine, serine, and alanine on
Pt(111) [797, 798] revealed the significant role played by R-groups bonded to the
α-carbon atom in the adsorption and oxidation of these amino acids. All of these
molecules decompose with an accompanying irreversible adsorption of cyanide
which blocks the surface active sites. In the case of glycine, glycinate anions
were reversibly adsorbed as well, coordinated to the Pt(111) surface through
the carboxylate group in a bridge configuration. Reversibly adsorbed serine and
alanine were not detected. Instead, linear and multibonded CO and dissolved
CO2 were the oxidation products. However, it was recently shown for glycine
(G) [799] that the electrochemical behavior of a single amino acid differs from
that of the peptide. Figure 7.53 shows the current–potential curves and the spec-
tra from IRRAS of the surface species appearing on a Pt electrode during an
anodic scan in the presence of diglycine (G2) at pH 13. The upward peaks at
1590, 1400, and 1320 cm−1 in Fig. 7.53c were attributed to the δNH, νasCOO−,
and νCN modes of G2, respectively. The peak direction indicates a decrease
in the G2 concentration in the thin layer at potentials from +0.6 V to higher
potentials. On the other hand, downward peaks are seen at 2343, 2850, 1744,
1448, and 1238 cm−1, which are due to substances formed during the anodic
oxidation of G2. The peak at 2343 cm−1 is due to CO2, and the absorption
at 2850 cm−1 is a combination band from amino acid. Other peaks were all
attributed to the COOH group of the acid form of glycine: 1744 cm−1, νC=O;
1448 cm−1, δ(OH in plane); 1238 cm−1, νC−O. The band at 1400 cm−1 is nega-
tive between +0.3 and +0.6 V (Fig. 7.53b) but positive at potentials higher than
+1.0 V (Fig. 7.53c), which indicates that the terminal COO− group is first accu-
mulated at a lower potential and then subjected to oxidative decomposition. The
loss of G2 leads to the generation of glycine (1744 cm−1) and CO2 (2343 cm−1).
The 1744-cm−1 peak increases with increasing potential, which is different from
the result of the anodic oxidation of glycine itself, when the decomposition was
observed at potentials higher than +1.1 V [800]. This observation supports the
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Figure 7.53. (a) Current–potential curves of Pt electrode in 0.1 M NaOH solution pH 13 with
(1) and without (2) 50 mM diglycine (G2) at scan rate of 0.6 mV · s−1. (b, c) In situ (thin-layer con-
figuration) spectra taken by IRRAS under same conditions as those noted in (a) were normalized
to those obtained at 0 and +0.6 V, respectively. Potentials are against Ag–AgCl–saturated
KCl electrode. Spectra were recorded with Shimadzu FTIR 8100M spectrometer equipped with
MCT detector. Total of 50 interferometric scans were accumulated with electrode polarized at
given potential. IR window was disk of CaF2 and the angle of incidence was 70◦. Reprinted, by
permission, from K. Ogura, M. Nakayama, K. Nakaoka, and Y. Nishihata, J. Electroanal. Chem.
482, 32 (2000), p. 33, Fig. 1. Copyright  2000 Elsevier Science S.A.

assignment of the 1744-cm−1 peak to the acid form of glycine, whose formation
is favored in the thin layer at high potentials due to simultaneous oxidation of
water to O2. Thus, the spectra from IRRAS show that the anodic oxidation of G2

leads to formation of the acid form of glycine and the oxidative decomposition
of the terminal COO− group.
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Protein Structure. In the IR spectrum, the absorption bands due to the protein
backbone, consisting of amide groups R−CON−R and side-chain modes, are
distinguishable. The amide A band at ∼3300 cm−1 is due to N−H stretching.
The absorption bands in the 1600–1700, 1510–1580-, and 1200–1350-cm−1

regions are labeled amide I, II, and III (marked with a prime in the case of
deuteration), respectively. Normal coordinate analysis [801, 802] has revealed
that amide I is primarily (76%) the νsC=O mode with some contribution from
CN (14%) and CCN (10%) deformation. In contrast, amide II and amide III are
heavily mixed modes. The amide II is an out-of-phase combination of δipNH
(43%) and νsCN (29%) with minor contributions from δipC=O, νsC−C, and
νsN−C. The amide III is an in-phase combination of δipN–H (55%) with some
contributions from νsC−C (19%), νsC−N (15%), and δipC=O. The amino acid
side-chain absorption (due to groups such as C−H, COOH, C=O, −NH2, and
−NH3

+) overlaps in many cases with amide I and II absorption.
The key feature that allows IR spectroscopy to be used to study proteins is

the dependence of the amide band on the protein secondary structure (α-helix,
parallel and antiparallel β-sheets, β-turns, and random). The frequency–structure
correlations have been most reliably established for the amide I band (Table 7.9),
although a number of exceptions to these correlations have already been reported
[748, 803], and the assignment for parallel and antiparallel β-sheets is still debat-
able [751, 804]. Similar data for amide II bands are less well understood and
hence less useful [803]. Being of lower intensity but free from interference with
water (see below), the amide III band is particularly attractive for structural stud-
ies [805–812]. A number of comprehensive recent reviews contain more detailed
information on the amide band assignment [748, 749, 802, 803, 811, 813–817].

The main problem in the IR spectroscopic studies of protein adsorption is that
the amide bands of a protein in an aqueous environment are intrinsically broad and

Table 7.9. IR frequencies of common protein secondary structures

Amide I Amide II

Frequency Frequency
Structure Range (cm−1) References Range (cm−1) References

α-Helix 1654–1660 811 1290–1335 811
1648–1660 748

β-Sheet 1690–1698 811 1215–1250 811
1624–1642 811

Parallel 1642 804
Antiparallel 1675–1695 748

1630–1621 804,1160
Aggregated 1610–1628 804
strands
Turns 1660–1685 748
Unordered 1645–1653 804 1250–1290 804

1652–1660 748
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when several conformations coexist, the amide bands contain many overlapping
contributions. To distinguish between these (to enhance the band resolution),
mathematical, physicochemical, and dynamic approaches have been developed.

The mathematical approach involves deconvolution of the different compo-
nent bands [818] and factor analysis [819–821]. The problems associated with
the practical applications of these procedures are discussed in Refs. [751, 822].
The specific problem with factor analysis for the adsorbed molecules is that
the calculations require the spectra of different structural conformations on the
surface, which is a very difficult requirement to meet. The physicochemical
method involves either site-directed isotope labeling and/or mutagenesis [823]
or analyzing the spectral response to a change in the protein environment or
state [824]. For example, if water is substituted by deuterium oxide (to acquire
the spectrum, special flow cells have been designed and now are commercially
available), bound water is immediately exchanged and a δD2O band appears
near 1200 cm−1, while the amide band shifts downward about 10 cm−1. Due
to different accessibilities, the amide protons in different conformations will be
exchanged to different extents. Specifically, unordered structures will undergo
H/D exchange at much higher rates than regular structures, which is often used
to distinguish between α-helical and random structures. However, interpreta-
tion of the band perturbations may not be straightforward if the H/D exchange
is not complete [825]. In this case, one can apply a more complex, dynamic
approach (Section 3.8). This approach can be regarded as a logical development
of the physicochemical approach, when the spectra of a protein film measured
after a perturbation (e.g., H/D exchange [826], change in surface pressure [827],
pressure [828], and temperature [829], triggering a reaction [830, 831]) are math-
ematically treated. The amide groups in the different environments will have
different phase delays, which can be distinguished either by electronic process-
ing of the absorption–modulation signal (see Section 4.9.2 for more detail) or by
performing two-dimensional correlation analysis of dynamic spectra. The latter
approach to resolving the secondary structure of a myoglobulin film is considered
in Section 3.8.

It was shown [832] that linear dichroism measurements following H/D exchange
allow the tertiary protein structure to be characterized. In addition, the disap-
pearance upon H/D exchange of the residual amide II band at 1550 cm−1 in the
spectrum of adsorbed protein, which occurs when the protons in the protein core
become accessible, can be used as an indication of the protein unfolding [833].

Interference of Water. A problem related to the above-mentioned problem of
amide I band resolution is that of δH2O absorption of water is in the amide I
spectral range. This problem is common in studies of both bulk and adsorbed
proteins. Typically [742, 751], if the protein is not strongly charged, the water
spectrum measured under the same conditions but in the absence of the pro-
tein may simply be subtracted. Several empirical techniques have been used to
select the scaling factor for this subtraction. Assuming that the water δ + ρ band
at 2125 cm−1 (Fig. 1.4) is not affected by the presence of protein, the scaling
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factor can be chosen as that required to remove this band from the resulting
spectrum [834]. Alternatively, the scaling factor can be obtained by fitting the
1790–1990-cm−1 region [835] or the water spectrum may be subtracted (added)
so as to make the region from 1740 to 1990 cm−1 flat [751]. However, these
procedures fail to exclude the absorption of hydration (bound) water, which is
characterized by extinction coefficients and wavenumbers different from those of
bulk water (see Sections 3.7.2 and 7.5.2 and Ref. [742]). Although it has been
reported that the relative intensities of the amide I components are not affected
by over- or undersubtraction of the δH2O band [836], the accuracy of this claim
is somewhat in doubt [742, 837].

The interference of water absorption is eliminated when the physicochemi-
cal and dynamic approaches are used for measuring the spectra, since a water
response to a perturbation differs from that of a protein (vide supra). As an alter-
native, the spectrum can be rendered practically free from background absorption
with a polarization modulation technique. To illustrate, Fig. 7.54 shows the spec-
trum from PM-IRRAS of an acetylcholinesterase (AChE) (enzyme) monolayer
at the air–water interface at different surface pressures [838]. The spectra were
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Figure 7.54. Normalized PM-IRRAS spectra of acetylcholinesterase (AChE) monolayer at AW
interface at different surface pressures. AChE solution was spread at zero surface pressure.
PM-IRRAS spectra recorded on Nicolet 740 spectrometer equipped with MCT detector using
setup shown in Fig. 4.52. Modulation frequency was set up at 1666 cm−1 and 400 scans
were collected for each spectrum. Angle of incidence was 75◦. Reprinted, by permission, from
L. Dziri, B. Desbat, and R. M. Leblanc, J. Am. Chem. Soc. 121, 9618 (1999), p. 9620, Fig. 1.
Copyright  1999 American Chemical Society.
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measured with the PM setup shown in Fig. 4.52. Examination of the amide I
band revealed three overlapping components at 1655, 1630, and 1696 cm−1. The
amide II band was centered at 1535 cm−1. The δCH absorption by side chains
was at 1450 cm−1. The 1655-cm−1 component was assigned to a α-helical con-
formation, whereas the shoulders at 1630 and 1696 cm−1 are due to parallel and
antiparallel β-sheets, respectively (Table 7.9). This result agrees with the AChE
native structure in solution. With increasing surface pressure, the relative inten-
sities of the β-sheet bands increased and a new band at 1647 cm−1 associated
with a second class of α-helices appeared. The redistribution of the amide band
components was interpreted in terms of the protein orientation. It was concluded
that the α-helices lie parallel to the water surface at low surface pressures. As
the monolayer is compressed, the tilt axis of the helix became perpendicular to
the surface. The same trend was observed for β-sheets. The percentages of the
different conformations as a function of the surface pressure were determined
from the integrated intensities of each conformation, expressed as a fraction of
the total amide I band area. However, this does not allow real surface concentra-
tions to be determined. The same approach was used to study enzyme–substrate
and enzyme–lipid interactions.

The protein hydration technique has also been suggested to distinguish water
absorption [742]. It requires a set of spectra for different degrees of protein
hydration from the gas phase (the degree of hydration is followed by differential
thermogravimetry). However, it is not clear whether these data can apply to a
liquid environment.

Quantitative Analysis. Quantitative analysis of protein adsorption can be per-
formed by radiolabeling (I125) and a fluorescence technique. However, it has been
revealed [839, 840] that the adsorption behavior of labeled proteins onto a sur-
face differs from that of unlabeled ones, which may lead to misinterpretation. The
possibilities of ATR in providing qualitative data have been discussed by Chit-
tur [751] and Chittur and co-workers [841–843] and briefly reviewed by Jakobsen
and Strand [743]. To obtain kinetic information on the protein adsorption, the pro-
cess is followed by plotting the area under the amide I or II band as a function
of time [843]. ATR measurements of protein adsorption density make use of the
Sperline equation (1.114). The literature has many examples of its practical appli-
cations, including IgG adsorption on coated silicon substrates [844] and albumin
adsorption on polyurethane [769, 772, 773]. In particular, a quantitative ATR
study of adsorption of albumin on polyurethane in a flow cell [769] demonstrated
that the adsorption density changes linearly with albumin bulk concentration. At
the physiological concentration of 45 mg · mL−1, the adsorption density was cal-
culated to be 3.9 µg · cm−2, which corresponds to an 80-nm film. These data
contradict the Langmuir-type adsorption isotherm obtained at a low concentra-
tions (∼0.6 mg · mL−1) by the radiolabeling technique [845]. The difference can
be ascribed to the washing step in the radiolabeling measurements, which should
remove any weakly bound protein. The adsorption of hemoglobin to a polystyrene
thin fim was analyzed quantitatively by integrated optical waveguide ATR (IOW-
ATR) spectrometry [774]. Protein adsorption densities were determined in the
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presence of bulk dissolved protein by measuring evanescent attenuation of propa-
gating modes that were prism coupled into and out of the polymer film. Fitting of
the Langmuir adsorption model into the isotherm data indicated that hemoglobin
binds with high affinity to polystyrene and forms a complete monolayer at bulk
concentrations greater than 3 µM . However, since IR spectroscopy cannot resolve
IR spectra of different adsorbed proteins at the surface, the only reliable technique
for quantification of the competitive adsorption of proteins onto the solid–liquid
interface is the measurement of protein depletion by HPLC [846].

Molecular Orientation. The molecular orientation (MO) and the secondary
structure are key characteristics of adsorbed proteins. IR spectroscopy is able
to quantify both of these characteristics, although this is a rather complicated
problem because of the complexity of protein structures. For a known protein
secondary structure, the MO of the protein main axis with respect to the substrate
can be determined most accurately by the method described in Ref. [789]. In the
simplest case of an α-helix and uniaxial distribution of the amide I TDMs the
anisotropic absorption indices of the protein film are expressed by Eq. (3.49),
where the angle between the TDM of the amide I band and the α-helix long
axis is taken to be 39◦ (the most commonly cited value). After measuring the
absorption indices, the tilt angle of the α-helix long axis can be obtained. For bac-
teriorhodopsin (bR) monolayers deposited on a Ge IRE and on water (Fig. 3.85),
the tilt angles were found [789a] to be 26.5◦ and 36◦, respectively, which is
in agreement with the data obtained from other methods. The problem is more
complex in the case of biaxial distributions and β-sheets, which have biaxial
symmetry. The problem was solved [789b, 789c] for the LB films comprised of
pure α-helices and antiparallel β-sheets of poly-γ -benzyl-L-glutamate (PBG) and
a model synthetic peptide K(LK)7, respectively, in which the secondary struc-
tures are oriented parallel to the substrate. The anisotropic optical constants of
these films on gold and CaF2 were measured by metallic IRRAS and polarized
transmission, respectively, and recalculated in the molecular coordinate systems
of the α-helix and the β-sheet. From the values of the integrated anisotropic
extinction coefficients, such useful characteristics for analytical applications as
the oscillator strengths and the relative integrated intensities of the amide I and
amide II modes were obtained for the two secondary structures. Moreover, it
was possible to estimate for PBG the angle between the TDM of the amide I
mode and the helix axis as 34◦ –38◦ [789b]. A more accurate value of 38◦ ± 1◦

was obtained for the PBG LB films transferred on a Ge IRE by fitting either the
dichroic ratio of the amide I and amide II bands or the ratio of the intensities of
these bands measured by the ATR method. In the special case when the sheet
folds into a closed β-barrel, the uniaxial symmetry is restored, which simplifies
the determination of the orientation [847].

To quantify the orientation of a pulmonary surfactant-specific protein SP-C
incorporated into simple and mixed-lipid monolayers at the AW interface, Ger-
icke et al. [848] applied the spectrum fitting procedure using the optical con-
stants expressed by Eq. (3.56). This protein is a promoter of the spreading
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of surface-active phospholipids at the air–alveolar interface, which is neces-
sary for normal breathing. It was found that the SP-C helix tilt angle changes
from 24◦ in a 1,2-dipalmitoyl-phosphatidylchlorine (DPPC) bilayer to 70◦ in
the mixed monolayers, whereas the chain tilt angle of DPPC decreased from
26◦ in pure lipid monolayers (comparable to bilayers) to 10◦ in the mixed
monolayer films.

A less accurate (Section 3.11.3) but more widely used approach involves fit-
ting the DR [Eq. (3.58)] or another combination of s- and p-polarized ATR or
incline-angle-of-incidence transmission spectra with the formulas operating in
terms of MSEF [745, 748, 751, 849]. Such formulas have been derived for a
single- as well as multicomponent amide I band of α-helices (see Ref. [849] and
references therein) and for the amide II bands of β-sheets [850]. In one example,
ATR and transmission measurements allowed the angle of orientation of peptide
nanotubes in ordered phospholipid multilayers to be determined and was found
to depend on the substratum [851]. However, as discussed in Section 3.11.3, the
“MSEF” formulas incorporate a systematic error, which increases with increasing
tilt angle, in neglecting the absorption of the film, although this should not affect
the conclusions concerning general regularities of conformational changes.

Selected Examples of In Situ Studies of Protein Adsorption. Reviews
of IR spectroscopic studies on protein adsorption can be found in Refs. [751,
852]. In particular, ATR studies of the denaturation of ribonuclease A (a “hard”
protein) on a hydrophilic Ge IRE surface were performed by Bentaleb and co-
workers [853]. A decrease in the relative content of β-sheets and an increase in
turns and unordered structures were found in the adsorbed protein. This allowed
the decrease in the protein exchange rate observed by the radiolabeling technique
to be correlated with the decrease in the proportion of ordered protein. A simi-
lar trend for milk-α-lactalbumin on a Ge surface was also observed [854]. The
findings confirmed that the main driving force for protein adsorption is entropy
gain, due to increased rotational freedom in the protein molecule. The entropy
gain was shown to induce the structural rearrangement (denaturation) not only of
such “soft” proteins as fibrinogen and albumin adsorbed on cellulose [765, 766]
but also of such a hard protein as lysozyme adsorbed on hydrophilic silica [855].

FTIR spectroscopy has proven to be particularly useful in gaining an under-
standing of the biocompatibility phenomenon. It is believed [746, 841, 856, 857]
that protein adsorption is the initial step in the interaction of blood with implanted
biomaterials, followed by adhesion of cells and subsequent tissue attachment. This
implies that the substrate surface characteristics influence the process, which was
confirmed by ATR studies of albumin adsorption on calcium phosphate bioceram-
ics and titanium [763] and segmented polyurethane [764], albumin and fibrinogen
on acetylated and unmodified cellulose [765, 766], poly(acrylic acid)–mucin
bioadhesion [767], polyurethane–blood contact surfaces [768], and other pro-
teins on poly(ester)urethane [769], polystyrene [767, 771] and poly(octadecyl
methacrylate) [771] and by IRRAS study of adsorption of proteins on Cu [858].
Another branch of IR spectroscopic studies of protein adsorption relates to micro-
bial adhesion (Section 7.8.3).
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7.8.2. Membranes

A cell membrane consists mainly of a lipid matrix, which serves as a cell per-
meability barrier, and a skeleton containing proteins and other components. The
lipid content depends on the type of the cell, with the two main classes of lipids
being phospholipids and glycolipids. Mammalian membranes can also contain
another important lipid, cholesterol. The most typical membrane structure is the
laminar one, in which phospholipids are arranged in bilayers with two hydrocar-
bon arrays in the internal hydrophobic region and polar groups exposed to the
external aqueous interfaces. Peripheral proteins are attached to these latter groups,
and intrinsic proteins are embedded in the hydrophobic region. The proteins are
responsible for most of the activity of biological membranes. Their conforma-
tional changes and structural reorganization is believed to depend strongly on the
interaction with the lipid bilayer [747, 748, 859].

Since the first attempt of Chapman and co-workers in 1966 [860], IR spec-
troscopy has become one of the most frequently used tools for elucidating lipid
properties and the mutual effects of different lipids and proteins, which are of
interest for different aspects of bioscience and biosensor design (see Refs. [333,
748, 861–864] for review). The IR methods used are transmission, ATR (MIR),
and IRRAS for model monolayer, bilayer, and multibilayer membranes and bio-
logical membranes. To perform in situ measurements on the membranes of intact
individual cells (e.g., as a function of cell membrane potential), planar miniature
waveguides can be used instead of the ATR optics [865]. PM-IRRAS has been
applied to obtain high-performance spectra of model membranes at the AW inter-
face [866–875]. The experimental data focus mainly on the correlation between
the structure of the matrix amphiphile or phospholipid film and the structure of
the constituent species, the subphase composition, the surface pressure, and other
external conditions, as well as the interaction of such monolayers with peptides
and proteins (for reviews, see Refs. [332–334, 876, 877]).

The IR spectra of lipids can be divided into the bands that originate from the
hydrophobic acyl chains, those from the hydrophilic head groups, and those from
the interfacial region (Fig. 7.55). The general approach in IR studies of molec-
ular assembly in lipids involves the analysis of all of these bands as a function
of various parameters, including external perturbations such as temperature, or
surface pressure, the lipid molecular structure and composition, and the type of
extraneous molecule (drag, peptide or protein). Measurements of the acyl-chain
and protein orientation are also informative. As shown in Section 3.11.1, the fre-
quencies and widths of the stretching CH2 or CD2 bands of acyl chains are very
sensitive to the lipid state. This feature has shown that phospholipid monolayers
at the AW and solid–water interface can exist in many physical states, depending
on their molecular composition and structure, temperature, and environment [332,
333, 861, 878–880]. Target deuteration of the acyl chains of phospholipids has
been used to determine the depth dependence of conformational (trans–gauche)
states and microphase separation in phospholipid acyl chains [333, 881]. The
head-group bands were also found to be dependent on the phase of the lipid.
The phase transition shifts the νC=O band from 1738 cm−1 (characteristic of
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Biophys. J. 71, 3186 (1996), p. 3188, Fig. 1. Copyright  1996 Biophysical Society.

the gel phase) to 1733 cm−1 (characteristic of the liquid crystalline phase) [882].
This shift was interpreted as a result of the intensity increase of the component
at 1727 cm−1 upon a change in hydration during the transition. The head group
bands have also been used to study the H bonding and interactions with organic
and inorganic cations, including divalent cations, local anaesthetics, and basic
peptides [748]. For example, upon hydration the νasPO2 frequency of anhydrous
phosphatidylcholines decreases from ∼1260 to 1220–1240 cm−1 [883]. Dehy-
dration due to the incorporation of diacylglycerol and fatty acid into hydrated
DPPC bilayers caused an upward shift of the νC=O band [884].

Changes in the protein structure upon binding to membranes or under
membrane-mimicking conditions can be investigated by analysis of the amide
bands [813, 885, 886]. This technique was used by Wu et al. [887] for
in situ studies of annexin (AxV) in the Ca2+ –phospholipid–protein ternary
complex monolayer at the AW interface. This protein, which is a member of
a family of proteins that exhibit functionally relevant Ca2+-dependent binding
to anionic phospholipid membranes, was found to be significantly protected
from thermal denaturation relative to AxV alone, Ca2+ –AxV, or lipid–AxV.
The IRRAS data suggest that the secondary structure of AxV is strongly
affected by the Ca2+ –membrane component of the ternary complex, whereas
lipid conformational order is unchanged by the protein.
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Before penetrating a cell, all external species (drug, virus, etc.) encounter
the cell membrane. The effect of various drugs on phospholipid model mem-
branes was investigated by IR spectroscopy. It was found from the example
of loperamide (an amphiphilic drug from the opiate family) that the interac-
tion of a drug with a phospholipid bilayer does not affect the wavenumber of
the νCH2 modes at temperatures far from the transition temperature, but this
changes in the vicinity of the transition temperature, when the transition point
and the transition width will be altered [888]. Adsorption of adriamycin, an anti-
tumor chemical, on cardiolipin, a phospholipid specific to the inner mitochondrial
membrane, was found [889] to affect both the structure of the drug and that of the
lipid. The ATR DR measurements [890] showed that the peptide inhibiting the
virus–cell diffusion is adsorbed with helices parallel to the membrane surface,
unlike its mutants.

7.8.3. Adsorption of Biofilms

A bacterium is a unicellular microorganism. Microorganisms tend to adhere
to surfaces and to form a gel layer called biofilm. Figure 7.56 illustrates that
the absorption bands of all the bacterium components (proteins, RNA/DNA,
polysaccharides, and lipids) and the extracellular polymeric substance (EPS)
moieties (e.g., the carbonyl stretch associated with an ester linkage or a carboxylic
acid salt) can be distinguished in the IR spectra [891–893]. This feature has
been exploited for the identification of microorganisms [893, 894], bioprocess
monitoring (when coupled with a statistical analysis) [895], and quantitative
detection of the changes in the major compounds in bacteria [896] (when coupled
with chemometric calibration methods) [897–899] (see Refs. [744, 749, 900,
901] for review).

Bacterial adhesion and biofilms have been studied in situ by ATR [891, 902–
904]. For these measurements, special flow accessories are commercially avail-
able with a CIRCLE (Spectra-Tech, Stamford, CN) and trapezoidal (Spectra-Tech
and Harrick Scientific) IRE. The latter is more suitable when the IR spec-
troscopic analysis is to be combined with another method, such as XPS or
microscopic observation. An accessory with a trapezoidal IRE is described by
Chittur et al. [841]. The use of a multichannel ATR/FTIR spectrometer specially
designed for on-line examination of microbial biofilms [905] circumvents the
problem of the reproducibility of the biofilm formation (see below).

Bacteria are typically enveloped in an EPS composed of proteins and extracel-
lular polysaccharides, which connects bacterial cells with one another and with
the substrate. This adhesive film imparts a uniform negative charge to the surface,
masking its native properties [906–908]. Ishida and Griffiths [909] studied the
adsorption of proteins (albumin and β-lactoglobulin) and polysaccharides (gum
arabic and alginic acid) onto a Ge IRE by ATR. It was found that the proteins
are more firmly bound to the surface than the polysaccharides. The adsorption
of alginic acid was enhanced by the presence of albumin, β-lactoglobulin, and
myoglobulin, while the neutral polysaccharide dextran was excluded from the
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materials 19, 327 (1998), p. 330, Fig. 1. Copyright  1998 Elsevier Science Ltd.

substrate conditioned by the presence of proteins but adsorbed onto the bare Ge
surface [910]. The influence of divalent cations and pH on the adsorption of a
polysaccharide produced by marina bacteria on germanium oxide was studied by
Bhosle et al. [911]. These authors found no evidence for participation in the adhe-
sion of H bonding to the oxide surface. Baty et al. [912] studied the adsorption
of mussel adhesive proteins (MAPs) from the marine mussel Mytilus edulis on
polystyrene (PS) and poly(octadecyl methacrylate) (POMA) by ATR, XPS, and
AFM. The ATR spectra displayed significant differences in the amide III region
for the protein adsorbed on these substrates, which can be ascribed to different
MAP secondary structures on PS and POMA. The amount of adsorbed polysac-
charide adhesion, which was extracted from the EPS of Hyphomonas, on a Ge
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IRE was found [913] to be larger than that of MAP and an acidic polysaccharide.
The ATR spectra demonstrated that the polysaccharide adsorbed preferentially
out of the EPS. The subsequent conditioning of the Ge substratum with either
albumin or MAP decreased the adsorption of the adhesive polysaccharide signifi-
cantly. Conditioning Ge with these proteins also decreased the adhesion of whale
cells. In the context of biofouling, the adsorption of salivary proteins, albumin,
and milk on six polymers was investigated by Imai and Tamaki [914]. It was
shown that the amounts of proteins adsorbed depend strongly on the polymer.
The increase in the contrast of the ATR solution spectrum as the thickness of the
Cu coating on an IRE decreases was used [915] to study how bacteria cause cop-
per corrosion. The slow removal of the copper film by polysaccharides supported
theories that bacterial glycocalyx is important in this corrosion process [915a].

The time dependence of the area under one of the absorption bands of a bac-
terium allows the kinetics of the colonization of the surface to be monitored.
If the absorbance is measured for the first monolayer of cells, such a depen-
dence is called a “lateral growth curve.” The experimental design and practical
features to obtain a lateral growth curve, to monitor the time dependence of
antimicrobial penetration in (or disappearance from) a biofilm, and to study the
interaction between different reagents and a biofilm are all discussed by Suci
et al. [891, 916]. To compare the effect of two antimicrobial agents, it was sug-
gested to culture biofilms simultaneously under nearly identical conditions on
two IREs directly in the chamber of a double-beam FTIR spectrometer. Math-
ematical analysis of the appearance/disappearance kinetics for an antibiotic in
a biofilm can determine if the agent is bound to the film components. If it is,
by introducing an adsorption/desorption term into Fick’s equation, the density of
the adsorption sites and the rates of adsorption and desorption can be adjusted
to fit the model into the experimental curve. Another method for calculating the
density of sites for the adsorption of an antimicrobial agent onto a biofilm is
described by Nichols et al. [917].

Suci et al. [918] have demonstrated that the possibilities of ATR can be exten-
ded by combining the method with reflected differential interference contrast
spectroscopy. It was shown that such an approach allows the biofilm structure,
distribution, and chemistry at solid–liquid interfaces to be investigated simulta-
neously, the data being obtained in situ, quasi-simultaneously, nondestructively,
and in real time.

Schmitt et al. [904] characterized physiological changes in bacteria (Pseu-
domonas putida) exposed to a biodegradable organic pollutant — toluene. The
ATR spectra were measured in a three-channel FTIR spectrometer designed for
three ATR flow cells. In channel I, the sterile medium was fed as a control.
Channel II contained a biofilm and was used to obtain the signal of the resulting
toluene-free biofilm. In channel III, the procedure was the same as in channel
II but toluene was added in defined concentrations. In channel III, the detection
of bioluminescence was achieved by fiber optics. Sterilization of the system was
carried out with ethylene oxide. Figure 7.57 shows the spectra collected over
100 h for two concentrations (5 and 15 ppm) of toluene. The effect of 5 ppm
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Figure 7.57. In situ ATR spectra of P. putida adsorbed at Ge IRE (50 × 20 × 3 mm, with
19 active reflections inside) after 100 h of adsorption: (1) biofilm without toluene; (2) 5 ppm
toluene; (3) 15 ppm toluene. Arrows: increase of polysaccharide peaks at 5 ppm toluene and of
carboxylic group peak at 15 ppm toluene. Spectra were obtained with multichannel ATR/FTIR
spectrometer constructed on basis of RFX-30 FT IR interferometer (Laser Precision Analytical).
Reprinted, by permission, from J. Schmitt, D. E. Nivens, D. C. White, and H.-C. Flemming,
Water Sci. Tech. 32, 149 (1995), p. 154, Fig. 5. Copyright  1996 International Association on
Water Quality (IAWQ).

toluene is manifested as changes in the polysaccharide region compared to the
toluene-free film. At 15 ppm, significantly more carbonyl groups are formed and
were attributed to the EPS.

Thus, ATR spectra can provide chemical and structural information about the
processes in the biofilm, kinetic data on the biofilm growth, and penetration of
another agent into the biofilm.
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(1991).

590. Z. Sun, W. Forsling, L. Rönngren, S. Sjöberg, and P. W. Schindler, Colloids Surf.
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APPENDIX

As discussed in Section 3.1, IR spectra of ultrathin films of strong oscilla-
tors measured with p-polarization at grazing angles of incidence exhibit the
band(s) that are absent in the spectrum of the absorption coefficient of the par-
ent material. Therefore, the traditional interpretation based on comparison with
the normal-transmission spectra is incorrect in this case. Among other means
to distinguish this effect (Section 3.2.3), one can use Table A.1, in which either
the frequencies (νLO) of the most intensive absorption bands in the metallic
IRRAS spectra of ultrathin films or the parameters of the elementary oscillators
[Eq. (1.46)] are collected for a number of inorganic and organic compounds.
Using the data from this table, it should be kept in mind that the position
of the νLO band in the experimental spectra of ultrathin films is affected by
porosity/inhomogeneity and crystallinity of the film (Section 3.9.3). (In the table
KK refers to the Kramers–Kronig transform and DA to dispersion analysis.)
Table A.2 briefly describes optical and physical properties of some IR transpar-
ent materials employed as immersion media or materials for IREs and substrates
in IR spectroscopic measurements of ultrathin films.
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Abnormal absorption, 219
Absorbance, 36, 433

integral, 20–21, 58, 182, 438, 441, 447
Absorption, 5, 9

optical theory of, see Maxwell theory;
Dispersion model

physical models of, 10–11
Absorption band

broadening of, 205, 225, 256
inhomogeneous, 172

complex, resolution of components, see
Principal component analysis;
Correlation analysis

distortions of, see Spectrum distortions
intensity of, 35, 249. See also Absorption

depth
narrowing of, 187, 596
at νLO, 157, 533
at νTO, 157
shift of, see Band repulsion

blue, 62, 142, 161–163, 178, 181–185,
202–203, 226, 246, 255

red, 15, 62, 107, 163, 185, 192, 195, 202,
205, 206, 220–230, 250

splitting of, 191, 198, 205, 224, 245, 257,
263–265, 278, 559. See also
Berreman effect

Absorption coefficient, see Decay constant
Adsorption density/isotherm, 58–59, 522, 545,

596, 621. See also Quantitative analysis
(linearity range)

Absorption depth, 34
Absorption/extinction cross section, 66, 224
Absorption edge, 12
Absorption factor, 35
Absorption index, see Extinction coefficient
Absorption spectrum, xxv, 7, 22, 41, 65. See

also Absorption

Ac advantage, 376
Acceptor states, 187, 525
Accumulation layer, 187, 206, 497, 574, 582
Acetaldehyde, 532
Acetone, 132, 191, 205, 232, 522, 564, 566,

608, 612
Acetonitrile, 115, 191, 205–209, 522, 528, 532,

610
Acetylcholinesterase, 620–621
Acroleine, 532
Acrylic acid, 532
Acrylic polymer, 605, 606
Acrylonitrile, 532
Active/inactive medium, 148, 149, 151
Adenine, 616
Adhesion, 122, 323, 329, 344, 392, 514, 601,

611, 614, 623. See also Bacterium
adhesion

Adriamycin, 626
Adsorption, 514–515

from gaseous phase, 514–547. See also Cell,
temperature- and
pressure-programmed

from solution, 547–570, 613–616, 621–629.
See also Spectroelectrochemical
(SEC) experiments; Cell, solid–liquid
interface

in pores, see Porous film; Substrate,
particles, porous

Adsorption isotherm, 373, 521, 543, 552, 555
Aerosil, 121, 329
Ag, 19, 86, 113, 122, 123, 126–127, 192, 195,

199, 211, 230–238, 241, 242, 258, 316,
328, 359, 367, 371, 384, 391, 392, 516,
532, 534, 564–565, 588, 602, 612

AgBr, 318
AgCl, 173, 318, 330, 393, 543
AgNO3, 682
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Air–water (AW) interface, see Interface,
air–water

Airy pattern, 350
Al, 18, 19, 30, 34, 35, 52, 53, 85, 86, 95, 106,

108, 118, 142, 155, 156, 159, 163, 176,
199, 229, 231, 244, 270, 479, 480, 482,
483–488, 491, 492, 533–536, 606, 612

alloy, 534
anodic oxidation, 227–229
corrosion at interface, 484–486

Alcohols, 522, 532, 561, 612
Alanine, 615
Albite, 554, 557–558, 561
Albumin, 621, 623, 626–627
Aldehyde, 522
Aldol condensation reaction, 522
Alginic acid, 626
Alkyl acrylamide, 605
Alkyl thiol, 278, 539, 560, 614
Al2MgO4, 679
AlN, 95, 244–245, 459, 460, 676
AlOx /Al2O3, 479, 483, 485, 486, 670
Al2O3, 95, 109, 114, 133, 162, 227–230, 321,

323, 329, 361, 516–525, 533–535,
543–545, 548–550, 670. See also
Sapphire

AlOH groups,516, 518, 529, 546, 549
AlON, 95, 518, 677
AlSb, 674
Alternative prohibition rule, 13
Aluminosilicates, 234, 341, 373. See also

Albite; Bentonite; Feldspar; Mica;
Montmorillinite; Silicates; Zeolite

Amide I band, 218–219, 271, 284, 601, 613,
618–623

Amide II band, 218–219, 284, 618–623
Amide III band, 618, 627
Amide A band, 618
Amine, 126, 532, 554–561
Amino acid, 615–617
γ -Aminopropyltriethoxy-silane, 539
Ammonia, 95, 205, 434, 517, 518, 521, 525,

532, 545
Amplitude, 4, 25–26
AMTIR, 318, 686
Amyl alcohol, 543
Angle of incidence, 24
Angle of reflection, 24
Angle of refraction, 24, 29
Angle-resolved photoelectron spectroscopy

(ARUPS), 252
Angular frequency, xxv, 4
Aniline, 372, 684. See also Polyaniline

Anisotropic film, 3, 8, 44, 49. See also Optical
constants, anisotropic film

measurement optimum conditions, 282–284
spectrum, 31–32, 37–39, 42–45, 49, 50,

165, 167
Annexin, 625
Antiabsorption band, 187
Apatite, 321, 551, 553, 614, 683
Aperture

dual, 352
numerical, 350

Apodization, 382
Apo-α-lactalbumin, 623
Arachidic acid/arachidate (Ar), 251, 253,

270–272, 283. See also Fatty acids
AsS1.5Br2, 110, 686
Asynchronous correlation map, 216–217
Atomic force microscopy (AFM), 252, 547,

553, 577, 596, 606, 609, 613, 627
ATR. See also FTIR micro(spectro)scopy, ATR;

MIR; Kretschmann configuration; Otto
configuration; Penetration depth, ATR;
Quantitative analysis (linearity range);
Surface selection rule (SSR), ATR

coated, 321–322, 369, 370, 460, 543, 614.
See also ATR-SEIRA

definition of, 30, 37
EFA of, 55–57
effect of film thickness, angle of incidence,

and immersion on, optimum
conditions, 100–102, 111–117,
167–169

history of method, 27, 30, 100
horizontal (HATR), 128, 318, 342, 373, 519,

548–549, 553, 567–568, 614, 615
in situ, 359–360, 502–507, 519. See also

Adsorption, from solution; ATR,
horizontal; Spectroelectrochemical
(SEC) experiments

integrated optical waveguide (IOW-ATR),
621

liquid, 324
measurement of optical constants, 243, 273
metal-overlayer, see MOATR
MO measurements, 56, 266, 273, 275–277,

284, 606, 610–613, 622
multichannel, 626, 628–629
multiple reflection, see MIR
of fibers, 343
of powders, 342–343, 373–374, 519,

548–550. See also ATR, horizontal
(HATR); Particle/mineral-bed
electrode
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reactive, 320–321, 369, 432, 502–506, 543.
See also Electrode, semiconductor,
reactive ATR

spectrum representation, 33–35
STIRS, 615
thin-film approximation formulas, 36–38
thin-plate technique, 323, 578–581, 590–595

ATR accessories, 314–316, 318–320
ATR-SEIRA, 189, 192–193, 201, 211, 215,

232, 235, 240, 322, 361, 369, 384,
385–386, 597–598. See also SEIRA
spectroscopy

background absorption, 211, 236–239
Au, 19, 86, 95, 113, 115, 122, 171, 185, 189,

191, 198, 228, 231, 232, 236, 239, 271,
278, 322, 323, 370, 377, 385–386,
391–392, 488, 491, 492, 520, 532, 534,
560, 564–565, 588, 605, 612, 614, 615,
622

Au electrode, 188, 190, 192–193, 199–201,
211, 369, 371, 372, 597–599, 616

Auger electron spectroscopy (AES), 358, 433,
461, 476, 477, 485, 500

Autopeak, 217, 219
Azide, 367
Azole, 540
Azopropane, 532

Background absorption, baseline shift. See also
Drude absorption (DA); Interference;
Lattice defects; Scattering of radiation;
Substrate band; Surface states; Thin-layer
problem

correction of, 131, 195, 205, 207, 212–215,
248–249, 339, 619–621

Bacteriorhodopsin (bR), 271, 273, 276, 622
Bacterium adhesion, 623, 626–629
BaF2, 114, 165, 166, 316, 353, 454, 455, 675,

686
Band gap, 10, 422, 434, 441, 444, 445, 449,

450, 459, 490, 496, 499, 571, 576
Band repulsion, 186–187
Ba(NO3)2, 682
BaO, 670
BaTiO3, 680
Bayerite, 549
a-B:C:N, 450
Behenic acid ester, 265
Bentonite, 519, 683
Benzene, 191, 205, 517, 523
Benzimidazole, 540
Benzoinoxime, 541
Benzotriazole, 540, 609
BeO, 242, 670

Berreman effect, 49, 141–159, 227, 427, 495,
519

Berreman thickness, 161–162
Biaxial film, 3, 257–259, 262, 269, 270, 271,

273, 560–561, 605, 606, 622. See also
Monoclinic packing; Triclinic packing;
Orthorhombic packing

BiCMOS (bipolar and complementary MOS),
492

Biocompatibility, 514, 607, 614, 615, 623. See
also Implants

Biodegradation, 613, 628–629
Biofilm, 325, 613–614, 626–629
Biofouling, 613, 628, 626
Biomer(TM), 609
Bipolar (dispersive) band, 168, 173–174,

203–205, 367, 387, 597, 600
Birefringence, 3
Bleached film, 35, 249
Blocker, 338
Blood, 514, 623
BML-IRRAS, 94, 316, 519, 521, 614

sampling, 393
thick buffer layer, 95–100
ultrathin buffer layer, 95

a-B:N, a-B:H, 449
h,c-BN, 448, 449, 676
Boehmite, 533, 535
Bohr rule, xxv
Bolometer, 355
Bond angle, 419, 500, 501
Bond polarity, 21
Bones, 321, 614
Borosilicate glass (BSG), 484, 486
Bouguer–Lambert–Beer (BLB) law, 9, 21, 67,

130, 169, 545, 600. See also Quantitative
analysis (linearity range)

Boundary conditions, 26, 46, 51, 54, 66, 144,
147, 151

BP, 677
Bravais cell, 259–261
Brewster angle, 27, 88, 108–109, 240, 248,

251, 252, 281, 486. See also External
reflection, at Brewster angle;
Transmission, at Brewster angle

Brewster angle microscopy, 252
Bruggeman model (formula), 62–63, 226–230,

236–238. See also Effective medium
theory

1,3-Butadiene, 532
Butane, 517

Ca minerals, 128, 551–553
Cab-O-Sil, 121, 123–125, 329
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CaCO3 (calcite), 3, 91–92, 321, 534, 551, 553
CaCuO2, 679
CaF2 (fluorite), 80–82, 115, 116, 125, 232,

256, 271, 272, 321, 357, 358, 363–365,
372, 377, 391, 454–456, 543, 551–553,
561, 617, 622, 675, 686

CaHAsO4 · 2H2O, 197
Calcite, see CaCO3

CaMoO4, 679
Ca(NO3)2, 683
CaO, 670
Carbon, 91

fibers, 123, 130
nanotube films, 229

Carbonate, 131, 203, 537, 550, 551, 578, 597,
611, 682

Carbonate green rust, 534
CaSeO4 · 2H2O, 197
CaSO4 · 2H2O (gypsum), 197, 551, 553
Ca0.86Sr0.14CuO2, 681
Cassegrain objective, 344–346
Catalysts, 121, 122, 180, 329, 344, 354,

356–358, 360, 516–532, 571
CaTiO3, 680
Cavity mode, 226
CaWO4, 551, 681
CBrCl3, 110
C2D6, 532
CdIn2S4, 678
CdO, 223–224, 670
CdS, 156, 159, 563, 564, 566
CdTe, 223–224, 311, 318, 571, 686
CdWO4, 681
Cell

diamond, 322, 324, 345
diffusion, 370, 588, 609
flow, 168, 190, 367, 373, 609, 619, 621, 626,

628. See also CIRCLE
liquid ATR, 324
powder–liquid interface, 342–343, 373
remote, 324–325
solid–liquid interface, 360–374
temperature- and pressure-programmed, 344,

356–360, 523
Cellulose, 377, 512, 604, 606, 623
CeO2, 522
Cermet films, 230
CF3, 95
CF3CFCl2, 524
CH2I2, 532
CH3Br, 532
a-C:H, 450
CH4, 520, 532
Chalcocite, see Cu2S

Chalcogenide glass, 56, 103, 105, 108, 110,
323, 325, 351, 578

Chalcopyrite (CuFeS2), 129, 133, 544, 567–568
Charge, effective, 14–15, 21, 183, 419
Chemical bath deposition, 321
Chemomechanical polishing, 506
Chemisorption, 515, 583, 593
Chevreul salt, 537–538
Chiral molecules, 256, 377
Cholesterol, 624
Christiansen frequency, 92
Chromatography (TLC, HPLC), 123, 344, 360,

613, 622
Chromophores, 253, 384
CIRCLE, 319, 320, 343, 373, 548, 626
Cl2, 532
Clausius–Mossotti/Lorentz–Lorenz (CMLL)

model, 15, 61, 63, 64
Cleartran, see ZnS
Clustering, 64, 183, 192, 222, 228, 230, 264,

530, 559. See also Domainlike film
Cluster size, 184
C3N4, CNx , 439
Co, 528
CO, 35, 95, 116–117, 168, 169, 172, 180–187,

201–203, 205, 206, 234, 240, 357,
517–518, 520–523, 525–532, 545, 546,
596, 597, 616, 685

CO2, 95, 121, 360, 518, 520–522, 524, 527,
545, 551, 596, 616

CoFeMnO4, 681
CoFe2O4, 679
Co3O4, 670
CoSi2, 97–98
Coadsorption, 95, 195, 201, 205–206, 520,

521, 528, 561
CoAlO4, 678
CoCr2O4, 678
Coherent absorption, 14, 60, 182. See also

Incoherent absorption
Coke formation, 523
Collector, 335, 336, 346–347, 357
Collision relaxation time, 19
Complex angle, 29, 46
Composite/inhomogeneous film, 60, 140, 219,

225–232, 601. See also Islandlike film;
Domainlike film; Inhomogeneity

Conduction (c-) band, 10, 12, 20, 498, 543, 571
Conduction electrons, 12, 18–19
Conductivity, 3, 6, 8, 10–11, 171, 175, 209,

210, 237, 242
Conductivity, free-carrier concentration, 206,

209
Contact lens, 609
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Continuum models, 67
Correlation analysis, 190, 213. See also

Principal component analysis;
Two-dimensional correlation analysis

Correlation map, 216–219
Corrosion. See also Oxidation

atmospheric/chemical, 358, 484–486,
532–538

biological, 613, 628
electrochemical, 561. See also Oxidation,

anodic
Corrosion inhibitors, 252, 528, 539–542,

611
Cr, 156, 231, 521, 534, 612
[Cr(DMSO)6](ClO4)3, 190, 598–600
CrO3, 518
Cr2O3, 95, 161, 162, 323, 519, 521, 527, 533,

534, 537, 615, 671
Critical angle, 27, 30, 37, 101–104, 115, 117,

128
Critical hemimicelle concentration (CHC), 554
Critical micelle concentration (CMC), 554
Cross peak, 217
Crystal field effect, 255, 278
Crystallographic axes of anisometric particles,

223
Crystallographic orientation of surface, 529,

574, 596
CsBr, 229
CsFe(SO4)2 · 12H2O, 684
CsxH3−xPW12O40, 518
CsI, 330, 373
CsNiF3, 676
CsNO3, 683
Cu, 19, 86, 95, 161, 180, 187, 192, 199, 231,

232, 240, 317, 371, 377, 380, 391–392,
528, 529, 532–534, 536–538, 540–542,
565, 589, 609–612, 615, 623, 628

CuCr2O4, 678
CuO, 671
Cu2O, 161, 523, 534, 537, 671
“Cup-on-saucer”, 327, 338
Cu2S (chalcocite), 87, 116, 173, 544, 563–565,

585–589, 595
Cubic packing, 3, 16, 18, 62, 143, 144, 159,

516. See also Bravais cell
CuGeO3, 682
CuSO4 · H2O, 198
C–V characteristics, 478, 479, 498, 500
CVD/PECVD, 142, 224, 229, 321, 359, 393,

416, 421–426, 434–449, 459–461,
482–486, 502–504, 507, 534

Cyanide, 203, 391, 567, 597, 616
5-Cyano-3, 3-dimethylpentyl-(dimethylamino)-

dimethylsilane, 123
4-Cyanophenol, 852
Cyclohexane, 532
“Cylinder” technique, 339
L-Cystein, 615

Damping constant, 1, 14, 21–23, 44
Debye length, 387
Decay constant, 8–9, 19
Deconvolution, 215, 418, 421, 461, 619. See

also Correlation analysis; Principle
component analysis

Deep level transient spectroscopy (DLTS), 499
Degenerate mode, 190, 222
Degradation, 370. See also Corrosion

inhibitors; Oxidation
biomolecular, 613, 628–629
in vivo, 608
mechanical, 601, 608
oxidative, 601, 608, 610
photo-, 442, 524, 601, 605, 606, 609
thermal, 607

Degree of molecule segregation, 264. See also
Surface filling mode

Dehydroxylation, 516, 543
Density of film, 229
Depletion layer, 187, 208, 210, 573, 582
Depolarization, 183
Depth profiling, 112, 340, 602, 609–612. See

also FTIR micro(spectro)scopy
Desorption, 205, 253, 519, 526, 543, 568, 628
Detector

dc coupled, 386, 388
focal plane array, 354
IR, 496
pyroelectric, 124, 332
time constant, 385

Detector noise, 34, 376
Diacetylene monocarboxylic acid, 611
Diamond, 318, 342, 349, 359, 521, 543, 686.

See also Cell, diamond
Diamond anvil cell, 345
Diamondlike carbon (DLC) film, 446–448
Diamond powder, 123, 125
Dichroic ratio (DR) fitting, 275–280, 543, 545,

560, 605, 622, 623, 626
Dichroism, 3
Dielectric constant, 426, 458. See also

Permittivity
high-frequency, 7, 16, 183, 419, 455
low-frequency, 16, 455

Dielectric continuum theory (DCT), 1–2
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Dielectric function, 5. See also Dielectric
constant

Drude, 19. See also Drude absorption (DA)
effective, 60–64, 68

Dielectric relaxation measurements, 519
Dielectric screening, 183–184
Diene, 280
1,1-Diethyl-2,2-carbocyanide bromide, 543
Diethylenetriamine, 567
Differential interference contrast spectroscopy,

628
Differential IRRAS measurements near ϕB , 90,

381
Differential surface reflection, 246–247, 499,

500
Diffraction, 350, 354
Diffuse layer, 187–190, 600
Diffuse reflection (DR). See also DRIFTS

theory, 65–68
Diffuse transmission (DT). See also DTIFTS

theory, 65–68
Diffusion decoupling, see Thin-layer problem
Diffusion in polymers, 355, 370, 602, 607–609,

611–613, 626, 629
2,5-Dihydroxybenzyl-mercaptan, 372
Dimethylacetamide (DMA), 598, 600
Dimethylaluminium hydride, 95
4-Dimethylamino-benzoic acid, 126
3,3-(Dimethylbutyl)-(dimethylamino)-

dimethyl-silane, 124
Dimethyl 1,4-dihydro-2,6-dimethyl-

4-(2-nitro-phenyl)-3,5-pyridine-
dicarboxylate, 606

Dimethyldioctadecylammonium bromide
(DDOAB), 553

Dimethylsulfoxide (DMSO), 598–600
Dioctylsulfosuccinate (DOSS), 611
1,2-Dipalmitoyl-phosphatidylchlorine (DPPC),

623, 625
Diphenylchlorosilane, 544
Dipole-dipole coupling, 163, 179–187, 190,

203, 205, 515, 529, 530, 566
Dipole moment

dynamic, 13
induced, 3, 15
transitional (TDM), see Transitional dipole

moment (TDM)
Dispersion, 1

spatial, 5
Dispersion analysis, 244
Dispersion curve, 148–149
Dispersion law (relation), 5, 146, 149, 151, 155
Dispersion model

Drude, see Drude dielectric function

Lorentz, 14–15
Maxwell–Helmholtz–Drude, 20, 22, 161,

567
semiquantum four-parameter, 23

Dispersive spectrometry, 307, 309, 311, 331,
376, 383, 387, 527, 543

Dixanthogen, 133, 563, 568–570, 584–585,
591–593

DLTS, see Deep level transient spectroscopy
Dodecylsulfate, dodecyllaurate, 544
Domainlike film, 263–264, 274, 280, 559, 561.

See also Clustering
Donation/backdonation, 184, 192, 202, 204,

205, 366, 387, 529
Donor states, 187
Double layer (DL), 187, 557

structure of, 187–195, 205, 215, 597–600
DRAM (dynamic random access memory), 458,

492
DRIFTS, 122–128, 130–133, 533, 536–543,

550, 556, 580, 595–596. See also Diffuse
reflection (DR), theory; FTIR
micro(spectro)scopy, DRIFTS;
Quantitative analysis (linearity range)

accessories, 327–328, 334–338
artifacts, 127, 131, 133, 337, 358, 551–552,

553–554, 570. See also Fresnel
reflectance

particle size, 125–127, 338
sampling, 338–341. See also Powder

immersion technique
spectrum representation, 341
temperature- and pressure- programmed,

357–358, 516–522
DRIFTS-SEIRA, 232, 257–258, 516
Drude absorption (DA), 20, 206–208,

572–574, 579–580, 582–583, 590, 592
Drude dielectric function, 18–19, 244
Drude formulas, 32, 44
Drude method, 22, 158
DTIFTS, 122–128, 130–133. See also Diffuse

transmission (DT) theory; FTIR
micro(spectro)scopy, DTIFTS

technical aspects, 333–334, 363

Effective medium theory (EMT), 60–64, 68,
128, 225–242. See also Bruggeman
model; Maxwell-Garnett effective
medium expression

Effective thickness, 38–39, 58
Elastic theory of light, 27
Electric displacement, 3, 54
Electric field analysis (EFA), 49–57, 98,

275–276. See also Mean square electric
field (MSEF)
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Electrochemical annealing, 391–392
Electrode. See also Spectroelectrochemical

(SEC) experiments
emersed, 368
liquid, 324
metallic plate, 391–392. See also In situ

IRRAS
micro-, 362–363, 368
microarray, 363, 368
microgrid, 363
optically transparent (OTE), 362–363,

370–371
patterned, 372
reactive ATR, 194, 195, 206–208, 571–576.

See also ATR, reactive
SEIRA, see Substrate, SEIRA
semiconductor

in situ IRRAS, 116, 544, 586–589, 595
powder, see Particle/mineral-bed technique

thin-plate ATR, see ATR, thin-plate technique
Electron cyclotron resonance (ECR), 393
Electron diffraction, 223, 417
Electron emission, 543
Electron paramagnetic resonance (EPR), 498
Electro-optical impedance, 213. See also

Potential modulation
Electro-optical properties of film, 216, 534
Electropolishing, 212, 391, 572
Ellipsometry, 237, 243, 244, 273, 426, 487,

596, 607
Energy band/level, 10
Energy-loss functions (TO/LO), 9, 22, 37, 42,

141, 143, 158, 161, 227, 228, 244,
250–251, 270

Enzyme, 256, 325, 620–621
Epoxy resin, 346, 347, 351, 602, 606, 609, 611
Equations of radiative transfer, 67
Er2O3, 518
Erucamide, 609
Esterification, 360
Etching, 309, 389–392, 504–506, 576
Ethane, 532
Ethanol, 532, 596, 611
Ethene, 528, 532
Ethyl acrylate-methacrylic acid (EA/MAA)

copolymer, 609, 611
Ethylene, 522, 532
Ethylenediaminetetraacetic acid (EDTA), 236,

238, 393, 564
Ethylene glycol, 422, 442
Ethylene-vinyl acetate (EVA), 270, 603–604
Ethylidene, 532
Evanescent wave, 28, 59, 101, 115, 147–148,

150, 211, 326, 354, 363, 602, 622

Evanescent wave absorption spectroscopy
(EWAS), 324. See also Waveguide

Exciton, 12, 18, 148, 206
Ex situ spectra, effect of sample drying on,

553, 569–570. See also Non situ strategy
External reflection, 24. See also IRRAS

at Brewster angle, 31
EFA of, 52–55

Extended X-ray absorption fine structure
(EXAFS), 517, 532, 571

Extinction coefficient, 1, 6, 9–12, 22.
See also Optical constants

anisotropic, 267, 622
Extinction cross section, 63
Extracellular polymeric substance (EPS),

626–628

Fano resonance, 23, 240
Faradaic reactions, 189, 190, 213, 214, 367,

375, 376
Fatty acids, 253, 263, 625
Faujasite, 521
Fe, 114, 159, 160, 163, 172, 199, 371, 534,

537, 539, 602, 604
Feldspar, 548. See also Aluminosilicates
Fe(CO)5, 95
FeCr2O4, 534, 678
α-Fe2O3 (hematite), 114, 128–129, 159–161,

163, 184, 220–223, 534, 536, 550, 671
Fe3O4, 534, 536
Fermi golden rule, 13
Fermi level, 10, 188, 202, 498, 571, 582
Fermi resonance, 198, 201, 254
Ferrierite, 519, 523
Ferri/ferrocyanide redox pair, 190, 214
Fiber-optic probe, 325–326, 351, 360, 362,

606, 607, 608, 628. See also Scanning
near-field optical microscopy (SNOM)

Fiber surface
ATR of, 130, 319, 325, 343, 349
DRIFTS of, 122–123, 127, 130, 328,

339–341, 351, 360, 604
DTIFTS of, 131
µ-FTIR of, 343–344, 349, 351

Fibrinogen, 623
Fibroin, 601
Fick model, 602, 628
Field-effect transistor (FET, MOSFET), 439,

458
Filling factor (fraction), 61–62, 222, 225–230
Flat-band potential, 206, 208, 572–573, 578
Flotation, 514, 551, 554–557, 561, 568–571,

576, 583, 585–587, 593, 613
Flow-through tactics, 190, 367
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Fluorescence spectroscopy, 596, 606, 613
Fluoride, 197
Fluorinated ethoxide, 532
Fluorine, 95
Fluorite, see CaF2

Fluorocarbon ether lubricant (Krytox), 607
Fluorolube, 330
Forensic science, 343, 349
Formate, 522, 532
Formic acid ester, 532
Fourier frequency, 376–377
Fourier transformation, 216
Franz–Keldysh effect, 500
Fraser–Beer model, 280
Fraser equations, 268
Free carrier, 10, 187

absorption, 498. See also Drude absorption
(DA)

plasma frequency, 19
relaxation/scattering, 20, 208, 211, 242

Frequency, xxv
Frequency domain, 212–215, 387–389. See

also Modulation
Fresnel (amplitude) coefficients, 26, 29, 36
Fresnel formulas, 26–27, 29, 60, 65

Drude form, 32
Fresnel reflectance, 121, 328, 335–338, 357
Fröhlich frequency/mode, 61, 62, 121, 220, 242
FxSiOy , 426, 427
(FT)EMIRS, 210, 213, 387–389
FTIR micro(spectro)scopy (µ-FTIR), 343–345,

368, 605, 609, 614
artifacts, 344. See also Diffraction
ATR, 325, 348–350, 352, 612
DRIFTS, 122, 344, 347
DTIFTS, 332, 344, 347, 519
IRRAS, 346–347, 351, 352
spatial resolution and sampling area, 350
transmission, 345–346, 362, 517, 523, 524,

551, 608, 611, 612
Fundamental absorption, 12

GaAs, 87, 95, 113, 130, 162, 190, 194, 202,
211, 247, 318, 321, 322, 369, 390–391,
488, 492, 496, 543, 571, 686

Galena, see PbS
GaN, 460, 677
GaP, 30, 247, 677
Ge electrode, 206–208, 212, 369, 571, 574, 576
Ge−H absorption, 207, 574
Ge−O−H absorption, 574
GeO2, a-GeOx , a-SiOx /a-GeOx , 456, 457, 672
Ge powder, 126, 127, 363
Ge−SiO2 composite film, 190, 225–226

Ge substrate/IRE, 19, 56–57, 80, 82, 87, 101,
102, 108, 111–114, 116, 118–121, 130,
168, 276, 315, 318, 321–323, 348, 349,
352, 353, 359, 369, 374, 505, 543, 544,
566, 567, 585, 589, 601, 602, 605, 613,
614, 622, 623, 626–629, 686

cleaning, 390
Ge surface, 95
Gerischer theory, 593
Gibbs surface excess, 59. See also Adsorption

density
Glass, 87, 251, 280, 281, 283, 390, 553

porous, 361, 515
Glassy carbon, 35, 173
Glucose, 190, 380
Glycerogelatin, 611
Glycine, 615–617
Goos–Hanchen shift, 28–29, 56
Gradient of optical properties, 44, 48–49,

176–180
Grazing-incidence X-ray diffraction (GIXD),

252
Grazing internal reflection (GIR), 461, 479,

480. See also MOATR
Group theory, 13
Gum arabic, 626
Gypsum, see CaSO4 · 2H2O

HATR, see ATR, horizontal (HATR)
H/D exchange, 215, 218–219, 517, 521, 619
H2O2, 194, 200, 422, 519
H3PW12O40, 518
H4SiW12O40, 213–214
Hadamard encoding mask, 354
Hair, 349–350, 353
Halides, 532
Hammaker method, 186–187, 529, 596
Harmonic oscillator, 14
α-Helix, see Secondary structure
Helmholtz layer (HL), 187, 188, 202, 582
Hematite, see α-Fe2O3

Hemimicelle, 555
Hemoglobin, 621–622
1,1,1,2,2,3,3-Heptafluoro-7,7-dimethyl-

4,6-octanedione, 532
Heptylviologen, 384–386
Herringbone packing, see Orthorhombic

packing
Hexadecan-1-ol, 265, 560
Hexadecanoic acid, 255. See also Fatty acids
Hexadecyltrimethylammonium bromide

(CTAB), 130, 370
Hexafluorobenzene, 111
Hexafluoropropylene, 609
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Hexagonal packing, 62, 159, 260–264. See also
Bravais cell

Hexamethyldisilane, 539
Hexamethylene-tetra-amine, 684
1-Hexene, 532
Hg, 192, 200, 392
High-resolution electron energy loss

spectroscopy (HREELS), 146, 252,
528, 543

Ho2O3, 518
Hydration/dehydration, 194–197, 519, 543,

562, 572, 620, 625. See also Water
adsorption

Hydrazine, 95
Hydrocarbon chain absorption, 22–23, 97–98,

253–258, 263–266
Hydrogel, 611
Hydrogen, 13, 95, 187, 518, 521, 532, 545
Hydrogen (H) bond, 191–193, 516, 519, 525,

527, 548, 554, 557, 558, 595, 606, 608,
615, 616, 625, 627

Hydrogen concentration, 438, 441–442,
447–448

Hydronium-ion, 194, 196, 198–201, 203, 595,
597

Hydrophilicity/hydrophobicity, 191–194, 454,
495, 504, 593–595, 615, 624. See also
Flotation

adsorbate-induced, 195
8-Hydroxyquinoline, 540

Ice, 95, 191–193, 195, 197, 198, 200, 201,
546, 595

ICH3, 532, 686
IKS-24, 323, 686
IKS-35, 103, 105, 323
Imaging, 353–354
Imidazole and its derivatives, 192, 380, 541,

542, 610, 611
Immersion-medium technique, 52, 59, 87,

102–117, 163
Immunoglobulin, 622
Implants, 321, 610. See also Biocompatibility
Incoherent absorption, 44, 45, 65. See also

Coherent absorption
Indium tin oxide (ITO), 87, 479, 529
Inhomogeneity, distribution of, 177–178,

461–464. See also Composite/
inhomogeneous film; Depth profiling;
FTIR micro(spectroscopy)

InN, 677
In(OH)3, 490
In2O3, 489–491, 672
InP, 488–492, 677

oxidation
anodic, 489–492
chemical, 488–491
thermal, 488–492

InPO4, 489–491
In2S3, 479, 480
InSb, 235, 325, 355, 488
In situ IRRAS (Otto-ATR), 544, 586–589,

595–596, 598–600, 608, 612, 616–617.
See also Thin-layer problem

optimum conditions, 115–117
technical aspects, 363–368

Integrated circuit, 416, 450, 482, 484, 492, 504,
505

Integrating sphere, 331, 334
Intensity of radiation, see Poynting vector
Intensity transfer, 172, 184–186. See also

Hammaker method
Interface

air–water (AW), 30, 51, 87, 172, 210, 219,
253, 255, 266, 273, 317, 377,
381–383, 544, 611, 612, 614,
620–622, 624, 625. See also
Langmuir (L) monolayer

bulk solid–liquid, 30, 51–53, 57, 113–114,
320, 324. See also Adsorption, from
solution; Spectroelectrochemical
(SEC) experiments

degradation, 370
fiber–matrix, 344
liquid–liquid, 324, 377, 614
polymer–liquid, 326, 612. See also Diffusion

in polymers
polymer–metal, 602–604, 611, 612
polymer–polymer, 370, 611, 612
polymer–transparent solid, 112, 326, 370,

611, 613, 623
powder–liquid, 361. See also ATR, of

powders
solid–gas, 377, 522, 517–523, 526–527,

537. See also Cell, temperature- and
pressure- programmed

solid–solid, 102–113, 493–501. See also
Interface, polymer–solid; Interface,
polymer–polymer; MOS, MIS;
MOATR

solvent structure at, see Water, at interface
Interference, 35, 44, 82–84, 99, 107, 114, 243,

313, 316, 382, 601. See also Fabry–Perot
cavity effect

Interference mode, 151
Internal reflection, 24

total, 27, 82. See also ATR
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Internal reflection element (IRE), 318. See also
MIRE

extended (EIRE), 370
micro-, 349

Inversion layer, 187, 582
Ionic density of diffuse layer, 600
Ion implantation, 393, 493
Ir, 180, 181, 183, 184, 205, 384, 392, 529
IR irradiation heating, reduction of, 331, 340,

381
IR microscope, see FTIR micro(spectro)scopy
IR nonactive species, detection of, 195, 610.

See also Probe molecules
IRRAS, see also BML-IRRAS; External

reflection; FTIR micro(spectro)scopy,
IRRAS; Quantitative analysis (linearity
range); PM-IRRAS

accessories, 313–317
experimental errors, 247–252
metallic. See also Surface selection rule

(SSR), for metals
applications, 419, 433, 435, 436, 459, 461,

462, 476–492, 505–507, 522,
527–542, 564–565, 588–589, 607,
610–612, 614

effect of film thickness, angle of
incidence, and immersion on,
optimum conditions, 84–87,
105–110, 159–164. See also
Immersion-medium technique;
MOS, MIS

effect of metal optical properties, 171–172
effect of nonsharp interface, 176, 179
history of method, 84
MO measurements, 265, 266, 268, 270,

274, 275, 622
multiple reflection, 85–87, 108, 247–248,

315, 528, 533
thin-film approximation formulas, 37, 39

spectrum representation, 33–35
transparent. See also Interface, air–water;

Surface selection rule (SSR), for
dielectrics

at Brewster angle, 88, 248. See also
Differential measurements near ϕB

effect of film thickness, angle of
incidence, and immersion on,
optimum conditions, 87, 90,
110–111, 164–167, 316

effect of optical properties of substrate,
172–175

effect of nonsharp interface, 175–179
MO measurement, 266, 275–280

multiple reflection, 89
tubular, 316

IRRAS-SEIRA, 232, 240, 242, 316
Irtran-2, 103
Irtran-4, see ZnSe
Irtran-6, see CdTe
Islandlike (discontinuous) film, 115, 140, 211,

225, 230–232, 364. See also Clustering;
Composite/inhomogeneous film;
Domainlike film; Substrate, SEIRA;
Electrode, optically transparent

Isotope labeling, 555, 619, 621
Isotopic dilution, see Hammaker method
Isotropic film, 257, 260

optimum conditions, 79–133
spectrum, 32–33, 36–37, 40–42, 45–49

I–V characteristics, 208, 478, 494, 539, 572,
575, 579, 617. See also Voltammogram

Johnson technique, 327–328, 605

K, 612
α-KAl(SO4)2 · 12H2O, 684
KBr, 125–128, 131, 133, 197–199, 221, 222,

328, 330, 332, 334, 339, 358
KBr overlayer technique, 128, 340–341
KCl, 128, 199, 330
KF, 675
KI, 199, 229
Kieserites (MIIRO4 · H2O), 198
Kinetic and dynamic characteristics of process,

see Diffusion in polymers; Frequency
domain; Time-resolved (TR) spectrometry

KMgF3, KMnF3, 676
KNbO3, 680
KNO3, 683
KPF6, 200
Kramers–Krönig (KK) relations, 7, 47, 65,

158, 243, 245, 247, 269, 270, 537, 603
Kretschmann configuration, 112–113, 168, 195,

240
KRS-5, 103, 105, 109–110, 113, 173, 234,

315, 318, 321–323, 391, 543, 602, 686
KM (Kubelka–Munk) reflectance, 67
KM (Kubelka–Munk) theory and

modifications, 67–68

La2CuO4−δ , 679
LaF3, 676
LaFeO3, 679
LaNbO3, 680
La2O3, 519
β-Lactoglobulin, 626
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Langmuir–Blodgett (LB) film, 130, 232, 253,
255, 256, 263, 264, 266, 271–274, 276,
283, 322, 351, 551, 553, 560, 605, 616,
622

Langmuir (L) monolayer, 253, 255, 256,
262–263, 265, 270, 377, 381, 544, 551,
560. See also Interface air–water

Laser spectrometer, 325, 354, 368
LaSrGaO4, 681
La0.5Sr1.5MnO4, 681
Lateral growth curve, 628
Latex, 609, 611, 612
Lattice defects, 211, 581, 590
Lattice sum, 183
Lattice water, 197–198
LiChrosorb, 124–125
LiF, 141, 156, 675
Light-emitting diode (LED), 439, 445, 450
Lignin, 339
Limonite (Fe2O3 · nH2O), 128
LiNbO3, 680
LiNO3, 683
Lipid, 102, 215, 256, 276, 280, 353, 371, 377,

621, 622, 624–626
Liquid crystal, 262, 263, 625
Liquid-phase deposition (LPD), 426, 427
Local field effect, 2, 15, 18, 61. See also

Berreman effect; Clausius–Mossotti/
Lorentz–Lorenz (CMLL) model;
Dipole–dipole coupling

LO (longitudinal optical) mode, 4, 533
damping, 23
frequency, 9, 21, 144

determination of, 157–159
selection rule, 18

Long-wavelength approximation, 231. See also
Quasi-static regime

Lorentz cavity, 63
Lorentz field, see Local field effect
Lorentz model, see Dispersion model, Lorentz
LST (Lyddane–Sachs–Teller) law, 17, 23, 159,

455
Lubrication, 122, 252, 344, 351, 370, 528, 606,

607
Lysine, 615. See also Poly(L-lysine)
Lysozyme, 623

Magic angle, 268
Magnetic induction, 3
Magnetic permeability, 3
Magnetron sputtering, 321, 392, 445, 459
Magnification, 345
Maleic anhydride, 604, 612
Mapping, 327, 352–354, 523

Material equations, 3
Matrix method, 43–48, 68–70, 246
Maxwell theory, 2–6, 151, 219
Maxwell-Garnett effective medium (MGEM)

expression, 60–63, 222, 224, 226,
228–231, 236

Maxwell–Helmholtz–Drude formula, see
Dispersion model

Mean square electric field (MSEF), 8, 9,
68–70, 110, 128, 623. See also Electric
field analysis (EFA)

normalized (NMSEF), 55–56, 98, 99
Membrane, 545, 606, 608, 609, 613, 624–626
2-Mercaptobenzoxazole, 540
3-Mercaptopropyl-trimethoxysilane, 540
4-Mercaptopyridine, 597–599
(Meso)phase transition point, see

Order–disorder transition
Metallic film, 219, 230–232, 244, 486–488.

See also Islandlike film
Metallic particles, 54, 121, 123, 127, 224,

233–258. See also Islandlike film
Metal silicide, 457
Methane, 532
Methanol, 95, 191, 197, 205, 242, 522, 523,

532, 596
Methyl acetate, 532
Methyl acrylate–ethyl acetate copolymer, 351
Mg, 18, 224, 533–534
MgCr2O4, 678
MgF2, 543, 675
MgO, 95, 224, 230, 244–246, 523, 527, 534,

545, 672
Mica, 175, 231
Micellization, 543, 551. See also Critical

micelle concentration (CMC)
Mie condition, 61, 222, 235
Mie theory, 66, 125, 220
MIR (multiple internal reflection), 58, 101, 113,

115, 130, 315, 321, 359, 369–372, 464,
495, 504, 506, 508, 543. See also
CIRCLE

MIRE (multiple internal element), 120, 369,
371, 372, 614

Mixed-potential mechanism, 562
MKPO4 · H2O, 198
MnCr2O4, 678
MnO, 672
Mo, 528
MOATR (metal-overlayer ATR),

MOATR-SEIRA, 49, 114, 171, 240, 266,
323, 369, 519

Mo25Si75, Mo36Si64, 229
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Modulation
double (multiple), 386, 388, 607, 605
of absorption, 376. See also Potential

modulation
of interferogram amplitude, 388
of phase, 386, 388
of polarization (PM), see PM-IRRAS

Modulation frequency, 376–377, 387–388
Molecular beam epitaxy (MBE), 393, 459, 496
Molecular orientation (MO), 266–280, 524,

543, 545, 560–561, 602, 605–606, 610,
611, 622–623

accuracy, 284
measurement optimum conditions, 282–284

Molecular packing and film symmetry,
257–266, 277–280

Molecular recognition, 615
Monoclinic packing, 3, 261, 264, 559. See also

Bravais cell
Monothiocarbonate, 583, 585, 593
Montmorillonite, 121, 517
MoO3, 518, 672
MOS, MIS, 109, 163, 417, 442, 458, 476,

481–492, 497, 498, 501, 504
Mott–Schottky line, 208, 572–573
MSEF, see Mean square electric field
Mucin, 623
Multiplex advantage, 383
Myoglobulin, 218, 219, 619

N2, 13, 518, 520, 521, 532
NaAl(SO4)2 · 12H2O, 198, 684
NaBF4, 200
NaCl, 196, 200, 545–547
NaClO3, 682
NaF, 675
Nafion, 610
NaNbO3, 680
NaNO2, 683
NaNO3, 683
Native oxides, 428, 432, 453, 505, 506. See

also Corrosion, atmospheric; PbS, native
oxides

Nb, 534
Nb2O5, 518, 534
NCO, 527, 532
Nd2CuO4−δ , 679
N -dodecanoylsarcosinate, 540
Near-edge X-ray absorption fine structure

(NEXAFS), 252
Near-field optical microscope (SNOM), see

Photon scanning tunneling microscopy
(PSTM)

Neutron scattering, 159, 519, 527, 571

Ni, 95, 113, 161, 199, 230, 231, 234, 528–530,
532, 534

NiCr2O4, 678
Ni hydroxides, 534
Ni-Mn spinel oxides, 520
NiSO4 · nH2O, 534
Nitric acid/nitrate, 190, 198, 201, 236–238,

521, 532, 536, 596
p-Nitro-benzoic acid (p-NBA), 127, 232, 233,

235, 316, 371
Nitromethane, 523
N -methylpyrrolidone, 608
NMR spectroscopy, 252, 517, 522, 613
NO, 180–181, 183, 184, 186, 205, 357, 521,

526–528, 530, 532, 596
NO2, 521, 532
N2O, 521, 545
N2O2, 532
N2O3, 532
N2O5, 95
N -octadenoyl-L-alanine, 256
Non situ strategy, 201, 205
(Non)radiative mode, 149. See also IR

nonactive species; Selection rule
Normal coordinate, 13, 515
Normal mode, 13, 148, 151–155
Nucleic acid, 353, 596, 627
Nujol, 330
N -vinylcarbazole (NVCz), 359, 602–603, 607

Octadecanol, 270
Octadecathiol, 271
Octadecyltrichlorosilane (OTS), 97
Oleate, 58, 128, 551–554, 561
Oligothiophene, 263
Optical axis, 3
Optical constants, 5–7. See also Dispersion

model; Gradient of optical properties
measurements of. See also Molecular

orientation
anisotropic film, 243–244, 266–274, 614,

622
isotropic film, 243–246
surface states, 246–247

Optical effect, see Background absorption;
Berreman effect; Interference; Vanishing
band; Spectrum distortions; Surface
selection rule (SSR) for dielectrics

Order–disorder transition (ODT), 253,
255–256, 258, 262–263, 268, 280,
555–556, 601, 613, 616, 624–625

Order parameter, 267–268, 280
Orientation distribution function, 268, 275
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Orthorhombic packing, 3, 261, 262, 264–265,
559, 560. See also Bravais cell

Oscillator strength, 20–22, 181, 182, 185, 244,
528, 622

Otto configuration, 85, 130, 169, 171, 231, 323,
363, 527. See also In situ IRRAS

optimum conditions, 111–117
Oxidation, 442, 453

anodic, see Al, anodic oxidation; Corrosion,
electrochemical; Ge electrode; InP,
anodic oxidation; Protein, redox
processes; PbS, anodic oxidation;
Redox processes; Si, anodic oxidation

atmospheric, see Corrosion, atmospheric;
Native oxide

chemical, 369, 506, 507, 520, 522, 561. See
also Degradation; InP, oxidation,
chemical; Photochemical reactions; Si,
chemical oxidation

local, see Si, local oxidation of (LOCOS)
thermal, 108, 384, 437. See also InP,

oxidation, chemical; Si, thermal
oxidation; Si, porous, thermal
oxidation

Oxygen, 95, 142, 189, 242, 521, 522, 527, 532,
562, 597

Ozone, 522, 601

Paper, 122
Parallel-absorption cell, 362
Particle/mineral-bed technique, 373–374,

568–570, 585–586, 595
Particles. See also Substrate, particles

anisometric, 223
anisotropic, 14
coated, 64, 223–225, 235–236
cubic, 223
cylindrical, 64, 222–223
disks, 223
ellipsoidal, 62–64, 222–223
isotropic, 14
metallic, see Metallic particles
ordered, 63, 64
spherical, 62–64, 220–222

Pb, 534
PbF2, 675
PbMoO4, 679
Pb(NO3)2, 683
PbTiO3, 680
PbS (galena), 11, 122, 134, 192, 211, 321, 323,

334, 678
adsorption of xanthate, 563, 566, 587,

590–595
anodic oxidation, 576–585

native oxides, 550–551
PbSO3, PbS2O3, PbSO4, see PbS, native

oxides; PbS, anodic oxidation
PbWO4, 681
Pd, 113, 180, 199, 203, 232, 234, 238, 392,

528, 532, 612
PDIR, 375, 572, 578, 597
PEDR, 335–336
Penetration depth, 9. See also Skin layer

ATR, 37, 50, 55–56, 112, 113, 117, 326,
342, 370, 614

scattering media, 124–128, 330, 339, 342,
553

Pentadecanoic acid, 263. See also Fatty acids
Pentane, 545
Perchlorate, 190, 192, 193, 200, 372, 600
Percolation threshold, 230, 242
Perfluoroalkane, 532
Perfluoropolymer, 606
Permittivity, 2, 3, 266. See also Dielectric

function; Dispersion model; Optical
constants

Permittivity and permeability of free space, 3,
419

Persistence length, 280
Persson–Ryberg model, 182–184, 529
PF3, 532
pH at interface, 190
pH envelopes, 373
Phase rotation technique, 213–214
Phase shift/change, 32, 33
Phase velocity, 4, 5, 8, 28
L-Phenylalanine, 616
Phonon absorption, 11, 60, 91, 121, 125, 131,

171, 172, 175, 544
Phosphate, 188–189, 253, 534, 597, 614, 623,

625
Phosphonic acid, 539
Phosphosilicate glass (PSG), 484–486
Photochemical reactions, 359, 385, 522, 524.

See also Degradation, photo-;
Polymerization, photo-;
Spectro-photo-electrochemical
experiments

Photoelastic modulator (PEM), 377–378, 383
Photoluminescence (PL), 87, 450, 451
Photon scanning tunneling microscopy (PSTM),

see Scanning near-field optical
microscopy (SNOM)

Phthalocyanines, 544
Physical vapor deposition (PVD), 321, 359,

392, 612
Physisorption, 515
Plane of incidence, 24
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Plane of polarization, 4
Plasma cleaning, 389–391, 504, 505
Plasma frequency, 15
Plasmon

surface, 150
volume, 19

Pleochroism, 3
PM-IRRAS, 376–381, 383

applications, 191–192, 273, 359, 605, 612,
613, 620, 624

optimum conditions, 175, 283, 381–382
real-time (RTPM), 192, 380
spectrum representation, 378–380
SSR, 281–282

P2O5, 484–486, 489–492
Polariton, polariton theory, 1, 146, 151, 155,

220
Polarizability, 14–16, 39
Polarization

electric, 3, 14, 16, 143
magnetic, 3

Polarization of electromagnetic wave, 4, 314
s- and p-type, 25

Polarization mode (wave), 145. See also
Normal mode

Polarizer, 308, 310, 314, 320, 337, 359, 377,
378, 381, 533, 605

nonideality of, 176, 247, 250–251
spatial, 27

Polaron, 208
Polishing quality, 242
Poly(acrylic acid), 612, 623
Polyamide, 127, 606
Poly(5-amino-1-naphthol), 606
Poly(5-amino-1,4-naphthoquinone), 612
Polyaniline, 607, 608
Poly(γ -benzyl-L-glutamate) (PBG), 622
Poly(diallyldimethylammonium chloride), 605
Poly(ether sulfone), 609, 613
Polyethylene (PE), 12, 22, 130, 332, 373, 608,

609
Poly(ethylene glycol) (PEG), 610, 611
Poly(ethylene oxide) (PEO), 601, 613
Poly(ethylene terephthalate) (PET), 323, 606,

607, 610, 612
Perfluoropoly-ether, 685
Polyglutamic (PG) acid, 615
Poly(L-glutamate), 607
Poly(2-hydroxy ethyl methacrylate), 607
Polyimide, 605, 612, 685
Polyisobutylene, 606, 608
Polyisoprene, 608
Poly(L-lactide)/poly(D-lactide) complex, 612
Poly(L-lysine), 607, 612. See also Lysine

Polymer film, 113, 218, 232, 234, 244, 280,
352, 602–613. See also Degradation;
Diffusion in polymers; Protein

composite, 230
redox reactions, 208–209, 606, 607, 610, 612
sampling, 313, 321, 326
sorption of water or solvent, 606–608, 610
surface/interface, 112, 602, 605, 609–613
swelling, 360, 611

Polymerization, 523, 608
electro-, 371, 608, 610
photo-, 359, 602–603, 607, 611, 612
plasma-, 230, 607, 608

Poly(methoxy ethylacrylate), 607
Poly(methyl methacrylate) (PMMA), 95, 171,

509, 605, 607, 612, 685
Poly(methyl silane), 610
Poly(2-naphthol), 606
Poly(N -isopropylacrylamide), 612
Poly(octadecyl methacrylate) (POMA), 610,

623, 627
Polypeptide, 596, 607, 615–617, 622–626
Polyphenylene, 608
Poly(o-phenylenediamine), 612
Poly(phenylacetylene), 607
Polypropylene (PP), 607, 608, 610, 612
Polypropylene-polyethylene copolymer, 609
Polypyrrole, 608
Polysaccharides, 619, 626–627
Polystyrene (PS), 215, 352, 605, 608–610, 612,

613, 621–623, 627
Poly(styrene-co-methacrylo-nitrile), 607
Polysulphone, 608
Poly(tetra fluoroethylene) (PTFE), 331, 337,

373, 610
Poly(thienyl pyrrole), 610
Polythiophene, 208–209
Polyurethane, 608, 621, 623
Poly(vinyl acetate) (PVA), 323, 350
Poly(vinyl chloride) (PVC), 606, 607, 611
Poly(vinylidene fluoride), 609, 610
Poly(vinyl methylether) (PVME), 605, 607,

609, 610, 612, 613
Poly(vinyl pyrrolidone) (PVP), 602
Poly(vinyl trimethylsilane-b-dimethylsiloxane)

copolymer, 610
Porosity (fraction, shape and distribution of

pores/inclusions), 227–229, 543–544
Porous films, 2, 140, 225, 227–229, 464,

543–544, 612. See also Porous silicon
(PS)

Porous silicon (PS), 211, 234, 450–454, 519,
571, 572, 574, 575

aging, 452–453
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C−H absorption, 452
OH, water absorption, 452, 454
oxidation, 453
Si−F absorption, 451, 452
Si−H absorption, 450–453
Si−O absorption, 452, 453
Si−OH absorption, 452, 453
Si−Si absorption, 450, 452

Potential modulation, 210, 213–215, 387–389,
574, 598–599. See also (FT)EMIRS

Potential of zero charge (PZC), 192, 596, 616
Powder immersion technique, 121–122,

127–128, 328, 330, 338
Poynting theorem, 9, 50
Poynting vector, 8, 19, 26
Praying Mantis, 336–337, 357
Precipitation, 551–552, 557, 583, 584, 593

two-dimensional, 557–558
Pressed-disk technique, 329, 361, 516
Principal component/factor analysis, 194, 619
Probe molecule, 517–518, 525–526
Progression band, 257–258
Propanol, 454, 517
bi-Propylperylenedimide, 587
Protein, 215, 218, 271, 283, 339, 349, 353

adsorption, 59, 371, 377, 610, 611, 613–628
optical constants, 271, 273
redox processes at electrodes, 616–617
structure, 271, 619. See also Secondary

structure
Pseudomonas putida, 628
Pt, 113, 171–172, 180, 184, 187, 199, 202,

203, 230, 232, 322, 523, 527–531, 534
Pt electrode, 116–117, 168, 189, 190, 191, 192,

195, 200–203, 205, 206, 208, 214, 238,
240, 241, 362–366, 368, 371, 373,
391–392, 596, 612, 616–617

Pt-group electrodes, 184
Pump-probe experiment, 383, 519
Pyrene, 203
Pyridine, 518, 522, 523, 525, 526, 597
Pyrite (FeS2), 544, 564, 567, 569, 570, 585,

589, 590, 593–596, 677
Pyrolysis, 607
Pyrrhotite, 567, 568

QCM (quartz crystal microbalance), 358, 392,
571, 539, 540, 596

Quantitative analysis (linearity range). See also
Bouguer–Lambert–Beer (BLB) law

ATR, 111, 168
DRIFTS, 131, 337, 341, 521, 522
effect of immersion on, 163
metallic IRRAS, 86, 161, 250

SEIRA, 240, 371
transmission, 130, 169
transparent IRRAS, 89, 166–167

Quantum dots and wires, 517–532
Quantum wall, superlattice, 460, 495, 496
Quartz, 3, 56, 87–90, 92–93, 101, 111, 126,

127, 149, 150, 165–166, 276–281, 284,
308, 318, 321, 337, 361, 518, 535,
543–545, 548, 554–561, 601, 607

Quasi-static regime, 13, 147, 151, 155, 220,
230, 235

Quaterthiophene, 532
8-quinolinol, 540

Raman spectroscopy, 159, 252, 477, 489, 519,
523, 571, 577, 595, 606, 607

Rayleigh law, 64, 66, 121
RbBr, 229
RbI, 162, 229
Rb0.3MoO3, 679
RbNO3, 683
Reactive sputtering, 456
Reflectance, 26, 29
Reflection, law of, 24. See also External

reflection; Internal reflection
Reflectivity, 34
Refraction, 24

double, see Birefringence
law of, see Snell law

Refractive index, 5
generalized complex, 29

Refractor, 314
Remote probing, 327. See also Fiber–optic

probe
Renormalization approach, 231
Re2O7, 518
Resonance frequency, 15
Reststrahlen band, 18, 91, 242. See also

Phonon absorption
Rheometry, 613
Rhodamine B, 347
Ribonuclease, 623, 627
Rough surface, 60, 122, 127, 150, 176,

211–212, 219, 220, 225, 234, 241–242,
307, 312, 313, 316, 317, 327, 338, 347,
349, 390, 392, 514, 519, 602, 610

Ru, 183, 192, 199, 203–205, 528, 532, 534
Rutherford backscattering (RBS), 417, 431,

433, 500

Salycilaldoxime, 541
Same-metal oxide A3B5, 488–492
Sampling theorem, 376–377, 388
Sapphire, 173, 318, 321, 686
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Scaling laws, 230, 231
Scanning Kelvin probe (SKP), 539
Scanning near-field optical microscopy

(SNOM), 27, 353–355, 611
Scanning tunneling microscopy (STM), 240,

252, 540, 547, 571, 596, 613
Scattering of radiation, 65–67, 121, 125–126,

211–212
Schopper theory, 31, 64, 274
Schottky contact, 457, 476
Screening factor, see Dielectric constant,

high-frequency
Second harmonic generation (SHG), 198, 252,

381, 596
Secondary electron microscopy (SEM), 222,

227, 540, 541, 609, 611
Secondary ion mass spectrometry (SIMS), 433,

476, 478
Secondary structure (α-helix, β-turn, β-sheet,

coil), 215, 218–219, 271, 276, 283, 605,
607, 612, 618–623, 627

SEIRA spectroscopy, 112, 172, 194. See also
ATR-SEIRA; DRIFTS-SEIRA; MOATR;
IRRAS-SEIRA; Quantitative analysis
(linearity range), SEIRA; Spectrum,
enhancement; Substrate, SEIRA; Surface
selection rule, SEIRA;
Transmission-SEIRA

mechanisms, 234–236
optimum conditions, 240
spectrum distortions, 238, 240

Selection rule, 13, 266–267, 515
intersubband transition, 496
surface modes, 149
ultrathin films, see Surface selection rule

(SSR)
Self-assembled monolayer (SAM), 95, 97, 191,

232, 253, 257, 258, 278, 280, 282, 560,
597–599, 605, 613, 614

Sensors, 87, 232, 252, 324, 346, 454, 494, 613,
624

Serine, 616
Setting angle, 265
Shape (geometric) factor, 62–63, 64, 228, 230
β-Sheet, see Secondary structure
Si, 30, 46, 51, 52, 57, 87–90, 97–99, 105, 109,

111, 112, 115, 119, 126, 127, 130, 141,
142, 143, 155–156, 163–166, 173,
176–178, 190, 194–196, 199, 200,
209–212, 224–226, 229, 231, 236–238,
241, 244, 245, 247, 249, 272, 276,
280–284, 308–311, 314, 315, 318, 321,
343, 349, 359, 369–371, 377, 379,
543–545, 553, 571, 602, 610, 613, 615,

621, 686. See also Porous silicon (PS); Si
wafer

amino-functionalized, 612
amorphous, 111, 229, 439–444, 460, 461,

464
anodic oxidation, 422, 442, 571–576. See

also SiO2, anodic
chemical oxidation, 416, 422, 428
cleaning, 390, 504–506
doped, 91
epitaxially grown, 95
H termination, 506–508, 573–574
local oxidation (LOCOS), 492
Si−Si interface, 111, 351, 493–495
Si−SiO2 interface, 416, 417, 433, 434,

461–463, 497–501
sputtered, 114, 322, 323
thermal oxidation, 416–417. See also SiO2

thermal
SIA (sequential implantation and annealing),

493
a-SiC:H, 445, 446
a-SiGe:H, 444, 445

Ge/Si−H absorption, 444, 445
Ge/Si−O−H absorption, 445
Ge/Si−O absorption, 445, 456

a-Si:H, 439–444, 460, 464, 677
aging, 464
oxidation, 442
Si−H absorption, 440–443

SiC, 7, 10, 22, 224–225, 229, 235, 244–245,
328, 675

Silane, 421, 434, 439, 444, 446, 503
Silanization, 323, 373, 523, 524, 532, 539, 540,

541, 544, 602, 609, 610, 612, 613
Silica/silica gel, 111, 121, 124–125, 184, 229,

328, 329, 331, 361, 373, 516, 517, 523,
524, 612, 623. See also SiO2; Quartz

Silicates, 544, 548, 544–561
Silicon-on-insulator (SOI), 450, 492–494
Siloxene, 450
Singleton frequency, 183, 530
SIMOX (separation by implanted oxygen), 492,

493
Si3N4, SiNx , a-SiNx :H, 164, 229, 323,

434–439, 460, 463, 464, 677
Si−N, N−H, and Si−H absorption, 435–438
Single-wavelength approach, 243
SiO, 101, 142, 176, 309, 673
SiO2, 95, 96, 158, 173, 220–221, 226, 229,

280, 520, 522, 523, 526, 672, 686. See
also Silica/silica gel; Quartz
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SiO2 film, 81, 89, 105, 107–109, 111, 130,
141–143, 157–163, 165–166, 176–178,
225, 351, 370, 533, 543

aging, 424–425, 428
anodic, 211, 416, 430–432, 443, 461,

476–479. See also Si, anodic
oxidation

C−H, C−O, N−H, and Si−N absorption,
424, 503

chemical, 142, 158, 159, 321, 393, 431–433,
544. See also Si, chemical oxidation

liquid–phase deposited (LPD), 426–427
low–temperature deposited, 421–427, 436,

476–483
Si−F absorption, 426, 427
Si−H absorption, 424, 503
Si−OH absorption, 96, 423, 424, 426, 430,

501, 503, 504, 543, 548
Si−O−Si absorption, 417–437, 443,

451–454, 461–464, 477–488,
493–495, 500, 501

structure, 421
thermal, 309, 321, 417–423, 426–433, 437,

438, 451, 461–463, 493, 494,
499–501

ultrathin film, 427–434, 476–481
water absorption, 424, 430, 501, 503

SiOxNy , 434–436, 464
SIPOS (semi-insulating polycrystalline silicon),

493–494
Si wafer, 164, 225–226, 322, 328, 343, 354,

355, 373, 495, 505, 519, 605, 607, 610
C−H absorption, 505, 506
O−H absorption, 495, 506
Si−F absorption, 505
Si−H absorption, 495, 504–506, 574
Si−H−F absorption, 504
Si−O−H absorption, 210, 495, 505, 506,

543, 574
Size effect, 18, 141, 219, 231
Skin depth/layer, 19, 115, 187, 211
Sn, 232
SnO2, 229, 527, 534, 673
Snell law, 24–25, 29, 109
SNIFTIRS, 188–190, 204, 207, 366, 368, 375,

376, 384, 598, 599, 616
SNR, analysis of, 34–35, 56
SO2, 534, 537, 538, 545
S-octyl-3-thiopropionate, 540
Sodium m-bisulfite, 567
Solar cell, 439, 444, 445, 447, 450, 476, 478,

479, 488, 492, 493, 570, 571, 576
Sol-gel films, 130, 322, 373, 518, 519, 534
Space charge layer, 187, 497, 581

SPAIRS, 192, 372, 375, 376, 380, 381, 616
“Spatula” technique, 338
Spectral sensitivity, 35, 42
Spectro-photo-electrochemical experiments, 357
Spectroelectrochemical (SEC) experiments,

570–600. See also Electrode; Cell,
solid–liquid interface; Protein, redox
processes; Polymer film, redox reactions

interpretation, 187–212
measurement protocols, 361, 374–376

Specular reflection, 24
Spectrum

distortions, 107, 169, 173. See also
Background absorption; Bipolar band;
DRIFTS, artifacts; Interference,
Optical effect; TO–LO splitting

dynamic, 212, 383
enhancement, 42, 54, 56, 59, 112–115, 151,

211, 212, 230, 232–241. See also
SEIRA spectroscopy; BML-IRRAS

in-phase, 213
quadrature, 213
simulation, 33, 40, 45–46. See also Matrix

method; Thin-layer formulas
static, 212, 380

Spectrum fitting, 237, 238, 244, 269–274
Sperline relationship, 49, 59, 212, 267, 621
Sphalerite, 544, 562, 563. See also ZnS
SPR, 151, 211, 231, 235–236, 243, 612
SrF2, 454, 455, 675
SrLaAlO4, 681
Sr(NO3)2, 683
SrO, 673
SrTiO3, 458–459
SrZrO3, 681
Standing wave, 51, 96
Stark effect, 184, 190, 195, 202–206, 366, 387,

598
Statistical theory of radiation transfer, 67
Steady-state isotopic transient kinetic analysis,

526–527
Stearate/stearic acid (St), 257–258, 263, 264,

270, 271, 273, 276, 369, 543, 544. See
also Fatty acids

Steel, 122, 323, 341, 371, 534, 536, 539,
603–604, 615

Step-scan (S2) FTIR, 354, 376, 383–389, 524,
611, 614

Stratum corneum, 609
Stroboscopic method, 384–385, 386
Substrate. See also Rough surface

absorbing, 90–94, 172–174
anisotropic, 38, 44, 49, 175
BML-, 94, 155, 156, 393
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Substrate (Continued)
doped semiconductor, 85, 146, 148, 150, 171,

173–174, 322. See also Sphalerite
fiber, see Fiber
metal, see Electrode, metal plate; IRRAS,

metallic; Otto configuration
metal film, see Kretschmann configuration;

Substrate, SEIRA
oversized/recessed, see Remote probe;

Fiber–optic probe
particles. See also ATR, of powders;

DRIFTS; DTIFTS; Particles, coated;
Transmission

coarse, 122, 127, 343. See also FTIR
micro(spectro)scopy

colloidal, 128, 133, 232, 373
porous, 121, 124–125, 339, 515, 520. See

also Zeolite
SEIRA, 232, 236–238, 241, 392–393. See

also SEIRA spectroscopy
transparent, 389–391. See also ATR;

IRRAS, transparent; Transmission
water, see Interface, air–water

Substrate band, 92, 175
Sulfate, 128–129, 189, 190, 194, 195, 197,

198, 200–203, 205, 213–214, 366, 534,
537, 541, 550, 551, 568, 578, 597

Sulfoxides, 539
Sum frequency generation (SFG), 381, 528, 571
Surface acoustic wave (SAW), 459
Surface adsorption sites, conformation, density,

and strength of, 525, 628
Surface of constant phase, 4
Surface electromagnetic waves (SEW), 28, 50,

112, 115, 149, 151, 171, 241, 243
Surface filling mode (segregation/ intermixing),

140, 186, 220–225, 256, 263–265, 281,
561, 610. See also Clustering;
Domainlike film

Surface migration, 609
Surface modes, 18, 147–157
Surface potential, derivative of, 21
Surface reconstruction, 596
Surface selection rule (SSR), 190

ATR, 56
BML-IRRAS, 95, 98–99
for dielectrics (transparent IRRAS), 52, 116,

164, 174, 175, 270, 280–282
for metals, 53–54, 59, 159, 189, 224, 270,

485, 602, 605
normal-incidence transmission, 270, 605
PM-IRRAS, 281–282
SEIRA, 233–234

Surface sites, 191, 516–519, 521, 525–526,
529–530, 532, 547, 548, 554, 561, 574,
589, 596, 613, 615, 616, 628

Surface states, 39, 209–210, 246–247, 416,
478, 479, 497–501, 571, 581, 590

dielectric function, 246–247, 499
density, 478, 479, 498–501

Surface susceptibility, 39, 274, 275
Surface titration by internal reflectance

spectroscopy (STIRS), 615
Surfactants, 102, 128, 544, 547, 551, 554–561,

609, 611, 613, 622
Symmetry of film

biaxial, see Biaxial film
isotropic, see Isotropic film
uniaxial, see Uniaxial film

Synchronous multiple modulation, 386
Synchrotron radiation, 216–217, 317, 352, 353,

368, 385, 605

Ta2O5, 458, 534
Teeth, 321, 614
Tennantite, 567–568
Tetracyanoethylene, 203
Tetradecyltrichlorosilane (TTS), 282
Tetraethoxysilane (TEOS), 421, 426, 482, 483,

502, 503
Tetraethylammonium, 190
Tetraethylorthosilicate, 426, 606
Tetragonal packing, see Bravais cell
Tetrahedrite, 567–568
Tetramethoxysilane (TMOS), 424, 426
Thermal annealing, 391, 418, 426, 430, 437,

438, 441, 451, 457, 458, 463, 479, 480,
483, 485, 486, 490, 491, 493, 494, 501,
533

Thermogravimetry (TG), 518, 521, 523, 608,
609

Thick film, 83, 84, 154, 157, 162–163, 601,
605, 606

Thickness of metal or oxide film, 457, 486–488
Thin-film (linear) approximation formulas,

35–43, 143, 144, 161, 166–168, 170,
182, 245–247, 250, 251, 270, 274, 276,
277

Thin-layer cell/configuration, 361, 363–365,
388, 586, 598, 617. See also Thin-layer
problem

barrier-plunger, 367
flow, 190, 367
OTTLE, 362
temperature-controlled, 363, 368

Thin-layer problem, 189, 361–362, 367
Thiocyanate, 192, 203, 367, 371, 380



INDEX 709

ThO2, 673
Throughput (Jaquinot) advantage, 383
Thymidine, 616
Ti, 85–86, 156, 231, 457, 476–478, 534, 614,

615, 623
Time-resolved (TR) spectrometry, 212,

383–387, 514, 524, 526, 574, 596,
597–598, 602, 605, 614, 621, 628. See
also Pump-probe experiment; Frequency
domain

TiOx , 477, 478
TiO2, 126, 130, 161, 190, 200, 321, 329, 365,

373, 517–522, 534, 571, 602, 615, 673,
686

TlNO3, 683
TO–LO splitting, 21, 159, 164, 165, 255, 271.

See also Berreman effect
Toluene, 523, 532, 608, 609, 628–629
Total internal reflection, see Reflection, internal

total
Trans/gauche conformers, see Order–disorder

transition (ODT)
Transitional dipole moment (TDM), 13, 22,

164, 249, 253–254, 257, 264, 266–269,
277, 278, 280, 281, 545, 558, 561, 565,
588–589, 605, 622

Transmission, 79, 110. See also FTIR
micro(spectroscopy), transmission;
Quantitative analysis (linearity range),
transmission

accessories, 308–313
at Brewster angle, 82, 142, 169, 308, 428
effect of film thickness, angle of incidence,

and immersion on, optimum
conditions, 79–84, 102–105, 169–170

in situ, 361–363
MO measurement, 266, 270–274, 545, 605,

622
multiple, 82, 119–120, 419, 428, 545. See

also Transmission, accessories
multiple internal, 495
normal-incidence, 79–80, 83, 108, 116, 255,

256, 257, 266, 268, 270, 271, 273,
275, 279, 545, 601, 605. See also
Surface selection rule,
normal-incidence transmission

oblique–incidence, 80, 266, 270, 273,
545–546

of powders, 120–122, 130, 220–226,
329–331, 356–358, 515–527. See
also DTIFTS

spectrum representation, 41
Transmission-SEIRA, 232–233, 235

Transmission electron microscopy (TEM), 227,
228, 517, 520

Transmissivity, 41
Transmittance, 26, 29
Transparency region, 11
TO (transverse optical) mode, 4, 9, 22, 17
Triclinic packing, 3, 257. See also Bravais cell
Tricyclohexylphosphine, 532
bis-Triethoxysilyl ethane, 539
Triethylaluminium, 95
Triethylgallium, 95
Triethylsilane (TES), 503
Trimethylamine, 532
Trimethylphosphine (TMP), 503
Tumor cell, 344
β-Turn, see Secondary structure
Tuton salts MIMII(XY4)2 · 6H2O, 197
Two–dimensional correlation analysis (2DIR),

215–219, 514, 537, 596, 601, 605, 607,
614, 619

ULSI, VLSI, 421, 426, 450, 458, 481, 497, 506
Uniaxial film, 44–45, 257, 259–260, 268–277,

279, 606, 610, 616, 622
UO2, 673
Uracil, 239
Urethane acrylate, 611
Uridine, 616
UV illumination, 442, 453, 479
UV/Vis spectroscopy, 252, 324, 331, 519, 523,

596

Valence (v-) band, 10, 209, 498
Vanished band, 281–282. See also Intensity

transfer
Vanishing angle, see Vanished band
Vapor phase epitaxy (VPE), 496
Vinyl ester, 602
Vinyl iodide, 532
Vinyl trimethoxy silane, 541, 611
VO2, 230
V2O5, 322, 518, 521, 523, 674
Voltammogram, 207, 375, 384, 575, 576,

583–586, 588, 597. See also I–V
characteristics

W, 187, 231, 393, 528, 532
Water, absorption of, 12, 131, 172, 195, 196,

240, 672
Water adsorption, 95, 113, 121, 127, 131,

192–195, 205, 240, 308, 516, 518, 519,
528, 532, 545–548, 553, 606–607, 609,
610
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Water at interface, 166, 191–192, 195,
198–201, 210, 273, 593, 595, 597. See
also Interface, solid–water

Water film, 165–166, 177
Water of hydration, 194, 196–198, 619–621.

See also Hydration/dehydration; Lattice
water

Wave equations, 4, 5, 147
Wave vector, 4–5, 25, 28
Wavefront, see Surface of constant phase
Waveguide, 324–325, 338, 349, 605, 614, 624,

621
Waveguide mode, 151
Wavenumber, xxv, 6, 9
Wide-angle X–ray spectroscopy (WAXS), 606
WO3, 142–143, 534, 674
Wood, 123, 328, 604

Xanthate, 129, 133, 544, 561–570, 583–595
Xe, 528, 532
X-ray absorption near-edge structure (XANES),

517, 571
X-ray diffraction (XRD), 417, 539, 595, 606
X-ray photoelectron spectroscopy (XPS), 252,

431, 433, 476, 477, 489, 517, 518, 520,
537, 539–541, 547, 550, 551, 554, 557,
564, 565, 567, 569, 570, 577, 578, 593,
609, 610, 612, 626, 627

X-ray reflection, 607
X-ray scattering, 192, 194

Y3Fe5O12, 679
Y2O3, 518, 674
YPO4 · 2H2O, 197

Zeolite, 123, 234, 328, 517–524
Zeta potential, 555–556
Zn, 534, 540
Zn4CO3(OH)6 · H2O, 534
ZnCr2O4, 678
Zn4SO4(OH)6 · nH2O, 534
ZnO, 159, 224, 520, 523, 527, 545, 571, 674
ZnS, 159, 220, 318, 321, 543, 563, 564, 566,

678, 686. See also Sphalerite
ZnSe, 80, 89, 110, 114–116, 125, 128,

155–156, 159, 164–167, 196, 240, 272,
318, 320–323, 333, 349, 359, 360, 363,
365, 369, 370–373, 377, 380, 544, 587,
589, 613, 615, 686

ZnSO3 · nH2O, ZnSO4 · 4H2O, 197, 534
ZnTe, 159
Zr, 534
Zr(HPO4)2, 534
ZrO2, 318, 518, 520–522, 534, 543, 674, 686
ZrSiO4, 684
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