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Preface

The modern behavioral neuroscience perspective extends directly across the cen-
turies of time from early writings of Hippocrates stating that “From the brain and 
the brain alone arise our pleasures, joys, laughter and jests, as well as our sorrows, 
pains and grief.” This evidenced-based philosophy, unlike some, finds direct sup-
port from science and is foundational for the discussions throughout the book. The 
initial discussions, though, will lend weight to other perspectives ultimately derived 
from one’s belief system.

The subsequent writings are influenced more directly by the teachings of my 
patients, former and current students, and great thinkers within the field, including 
Alexander Luria, Roger Sperry, Kenneth Heilman, and many others. I have had 
many fine teachers over the years. Foremost among these have been the individuals 
that I have met recovering from one or another brain disorder and the caregivers, 
family members, and therapists actively engaged in recovery and the rehabilitation 
process with them. I have seen grace in their eyes and in their demeanor, where life 
is a passion and worth the process even in the struggle for recovery and with loss 
of functions.

There is clearly something in life that is greater than the pieces of us that fall 
subject to injury or disease. Each of these individuals has provided bits of the puzzle 
necessary to better understand the working brain and how to facilitate recovery and 
compensation for residual loss of the fragments of our behavior, emotion, and cog-
nition. Many of the tools in our rehabilitation chest came directly from these teach-
ers. Many individuals contributed to these writings through these teachers. Many 
other individuals contributed to these writings through their own scientific inquiry 
and theoretical developments.

Luria provided a conceptual framework, which is fundamental to modern neu-
ropsychology and neuroscience, through his functional cerebral systems perspec-
tive and the appreciation of his basic functional units of the brain. Roger Sperry 
contributed much to the appreciation of two separate but integrated brains differing 
in their processing specialization, view of the world, and often oppositional take 
on it all. They clearly appear to see, hear, and feel the world differently as might 
two distinct individuals with oppositional bias in perception and expression, one 
against the other, but communicating and seeking balance and harmony through 
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the interfaces or interconnections of the corpus callosum. Kenneth Heilman clearly 
advanced these topics in his theoretical accountings of emotion, spatial analysis, 
movement, memory, and so many other constructs.

Following a discussion of the mind body issue and the issue of localization of 
function, the basic functional units of the brain will be discussed, including the 
arousal systems, sensory perceptual or attentional systems, and the motor or inten-
tional systems. This will be followed by discussion of functional neural systems 
theory. This will be followed by a discussion of the basic brain syndromes common 
to left sided or right sided brain pathology leading up to a brief account of neuro-
psychopathology for the clinician and clinical neuroscientist. The final sections of 
the book provide for specific topics on probable differences in specialization of 
each brain. Some of these topics evolve directly from our laboratory research find-
ings and those of former students in the Behavioral Neuroscience Laboratory who 
each have contributed significantly to our literatures on cerebral lateralization of 
functions.

It has been a great pleasure to work with these fine folks and to come to know 
them a bit. I apologize in advance for any and all of the misconceptions or ill con-
ceived adventures in the book. The errors are entirely mine. But some of the revela-
tions of past and present science are expressed in the book from the perspective of 
the brains involved, I think.

Blacksburg, Virginia David W. Harrison
Date
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Chapter 1
Introduction (Ignotum Per Ignotius: A Motto)

© Springer International Publishing Switzerland 2015
D. W. Harrison, Brain Asymmetry and Neural Systems,  
DOI 10.1007/978-3-319-13069-9_1

For any display or constriction in the range of behavior from among the vast reper-
toire of possibilities available to the human organism and within its many settings 
or environmental contexts, there exists an equally large possibility of attributions 
and language descriptors to explain its origin and its meaning or lack thereof. In 
psychology, for example, the many theoretical positions within this one field have 
lead to a redundancy and exclusivity of languages, which separate our contributions 
and divide our scientific energies. Ultimately, this may hinder our progress in sci-
ence and there is a need for a universal underlying construct and perhaps language 
to integrate and coordinate our accumulation of knowledge and progress toward a 
collective understanding. The fundamental basis for this integration may be found 
in neuroscience, and arguably languages, which are developed without a foundation 
in neuroanatomical bedrock, must ultimately undergo some degree of modification 
or transformation. This is the overriding perspective presented within this book.

We have the functional and anatomical equivalent of two separate brains (Sperry 
1966, 1982; see also Springer and Deutsch 1998) in our head just as we have two 
kidneys, two lungs, and two of each of the nerves that interface with our body 
and with our world. The two brains may function in unison as a concerted system 
through communication, which occurs across the corpus callosum and other com-
missures or tracts (cables henceforth). There are commonalities, which are shared 
by each brain as they each go about analyzing and controlling their side of the world 
and their side of the body. The left and the right side of the body and each side of our 
external world are largely evaluated and controlled by the opposing brain. Thus, the 
left side of the body and the left side of our external sensory world (vision, sound, 
touch, temperature, position senses) are controlled and understood largely by the 
right brain and vice versa.

The physical energies within the environment, which we are capable of 
converting into neural energies, undergo transduction and conversion through our 
sensory receptors and, subsequently, higher-order associative analysis perhaps as 
a function of our previous experiences with these energy bandwidths and patterns. 
This process may ultimately lead to the comprehension or understanding of the 
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event(s). The sensory modalities are representative of our left and right hemibody 
and our left and right hemispace (the external world). Our first task is to under-
stand the aspects of sensation and muscle control that are similar in comparisons of 
the left and right brains. Each cerebral hemisphere shares a fundamental structural 
and functional layout with the other brain with the relative location of the sensory 
and motor representations of our body and our world dispersed to specific regions. 
However, beyond these simpler comparisons the left and right brains become highly 
specialized and differentiated in their view of the world, their methods of commu-
nication, and their emotional identities.

Though researchers and clinicians have often naively expected symmetry of 
function, wherein two brains that look alike should behave and process information 
in a like fashion, instead the evidence exposes two separate but communicating 
brains that often do not agree (Gazzaniga et al. 1962; Sperry 1966, 1982; Gazzaniga 
1998, 2000; see also Springer and Deutsch 1998). Indeed, these two entities are 
perhaps better viewed in the light of their differences. They do not see, hear, or feel 
the world in the same way. They do not process information in the same fashion. 
Rather than being two like structures charged with the left and right sides of things 
(our body and our world), they are much like two distinct representatives of vastly 
different cultures tied together by an interconnecting cable, the corpus callosum, 
wherein each cerebral hemisphere contributes in its own way to aspects of percep-
tion, comprehension, socialization, thought, and our emotional survival.

Each of these brains exists, at once collectively, as part of the overall functional 
entity we identify as self. Yet, they are clearly, at times, oppositional and at odds in 
the battle for a dominant position over the processing, comprehension, and percep-
tion of our world and ultimately in the regulation of our responsive nature or expres-
sion, which others may use too for their own attributions and views toward us. This 
oppositional nature was apparent to early scientist-clinicians, and our knowledge of 
this relationship ultimately evolved toward basic theoretical positions on the func-
tional interactions between the cerebral hemispheres. This was expressed in various 
accounts of the cerebral “balance theory,” where the vastly different processing 
styles and emotional tendencies of each brain were ultimately communicated across 
the corpus callosum with inhibition or downregulation of the homologous region of 
the adjacent brain. The logical, rationale, verbal, and linguistic analysis of the left 
brain might be inadequate to counter the processing bias of its neighbor residing at 
the other side of the skull. This oppositional neighbor residing at the right side of our 
skull is more intently perceptive of threat or spatial arrays conveying altered mean-
ing to that conveyed in logic. A practical example is evident in the demonstration 
that patients with left-sided cerebral vascular accidents or strokes and with diminu-
tion of their speech–language systems are improved in their detection or analysis 
of lying or dissimilation. Patients with left cerebral lesions to Wernicke’s area were 
now more capable in the detection of lying from others (Etcoff et al. 2000).

Intimate to the balance theory is the appreciation of changing metabolic states 
or activation and inactivation of specific functional neural units, which may at one 
time yield mild left frontal stress, for example, with social approach and linguistic 
speech demands and perhaps even with some associated happiness and enjoyment 
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of the communicative person with whom we have interacted. The inhibition may be 
of homologous regions of the brain more prone to socially avoidant behavior, nega-
tive reflection on past social events, and negative emotional expressions, including 
anger, sadness, or social apprehension (fear). One might easily imagine stressors or 
cerebral activation conditions wherein the right hemisphere regions prone to the op-
positional tendency of social avoidance, negative views toward others, and negative 
affective expressions would inhibit brain systems more prone to desire and to intend 
to positive social interactions, linguistic speech, and positive affect.

Thus, the interesting thing about these two oppositional brains attempting to 
achieve balance at any one point in time or another is that the balance is neces-
sarily dynamic rather than static. In a normal brain, we may respond to our envi-
ronmental stressors through metabolic activation of systems specialized to process 
that particular stressor. But, metabolic activation may be costly wherein we achieve 
heightened efficiency through a concurrent decrement in metabolism of the opposi-
tional brain system. An analogy here might be of two antagonistic muscles charged 
with moving the skeleton in opposite directions (e.g., extending or flexing an arm). 
Incremental stress on the flexor muscle will result in increased metabolic rate to 
resist the stretch on that muscle concurrent with inhibition of the extensor muscle. A 
simplified accounting of this has been expressed in “quadrant theory” (Shenal et al. 
2003; Foster et al. 2008; Foster et al. 2008), where inhibition runs not only across 
the cerebral hemispheres via the corpus callosum but also from the anterior to the 
posterior regions of each brain via the longitudinal tracts. Denny-Brown (1956) 
proposed a reciprocally balanced relationship between the frontal lobes and the 
posterior regions of the brain that is characterized by mutual inhibition. The dorsal 
pathways provide associative strength between visual and somatosensory analyses, 
and the ventral pathway provides associative strength between visual and auditory 
analyses. Regulatory control or inhibition over these associations arises from the 
frontal lobes and specifically over affective associations or kindling responses at the 
amygdaloid bodies, via the uncinate tracts.

Science clearly favors the role of the frontal lobe, within each cerebral hemi-
sphere, as one of regulatory control over the regions in the back of the brain where 
sensory information is processed and comprehended. This leaves open the ready in-
terpretation of angry outbursts and/or panic-like states as resultant from inadequate 
regulatory control by the right frontal region, which was expressed in “capacity  
theory” as follows (Carmona et al. 2009; Williamson and Harrison 2003; Foster et al. 
2008; Mitchell and Harrison 2010; see also Klineburger and Harrison 2013). Again 
by inference from analogy, a muscle once stretched, with a corresponding resistance  
to stretch through heightened metabolic activation, may eventually reach an intol-
erable level beyond the capacity of the tissue to resist the stressor demands placed 
upon it. With every effort mounted to throw the resources of this muscle against the 
stressor, alas the capacity to challenge may be exceeded. In such a state of stress, 
one may see an abruptly diminished oppositional response with an immediate re-
lease of tone or regulatory control. In the case of the right frontal lobe’s regulatory 
control over negative emotional dynamics, the response may now appear unexpect-
edly robust or reactively labile and unbridled. Such events might be recorded in 
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the clinical research setting with panic attack and with rage, (for example, Foster 
and Harrison, 2002a; however, see Feinstein et al. 2013), with emotional release 
or “chills” on exposure to an especially provocative musical piece (Klineburger 
and Harrison 2013), and within the language systems with the onset of expressive 
speech deficits or stuttering (Foster and Harrison 2001).

In the following sections, we gain more familiarity with the arrangement and pro-
cessing specializations of each brain region. We begin with a discussion of the three 
basic functional units of the brain (Luria 1973). Understanding these basic divisions 
provides a substantial basis for the understanding of any brain disorder. In addition, they 
provide a conceptual basis for understanding how information flows through the brain 
as with interactive functional cerebral systems contributing to the flow of information 
from the sensation of the event, to the comprehension and cross-modal analysis of our 
previous experiences with similar sensory events, and ultimately to the frontal lobes 
for expression or regulatory control (e.g., Denny-Brown 1956; Tucker and Derryberry 
1992). We follow the visual pathways from the eyes to the occipital lobes and begin to 
appreciate the nature of problems which may develop secondary to dysfunction within 
this system. We discuss the somatosensory projections and ultimately the higher corti-
cal processing or comprehension of our body parts and the basis for gesturing, postural 
changes, and eventually coordinated movement with sequential rule-regulated postur-
ing underlying coordinated and complex movement. Auditory and vestibular systems 
are followed to higher brain regions, as are olfactory and gustatory systems. Through 
each of these accountings, the novice will initially appreciate the likeness or similarities 
between the two brains.

The student is always encouraged to place these seemingly symmetrical biologi-
cal designs into the context of the identities, needs, and realities of the left and the 
right brains. In doing so, it is hoped that the reader may gain a somewhat improved 
understanding of brain pathology and functional change resulting from stroke, 
cancer or neoplasm, and perhaps traumatic brain injuries. And, within this discus-
sion, perhaps, we develop new insights, allowing each of us alternative attributions 
toward our family members or others with brain disorders. This might, for example, 
include the negative attributions many family members or therapists may feel, and 
even express, toward an individual with a left frontal lobe syndrome of the amo-
tivational and apathetic type (see Scott and Schoenberg 2011; see also Grossman 
2002). To understand that activation of these left frontal systems results in increased 
happiness or positive affect, increased energy or “get up and go,” increased social 
approach behavior/desire, and optimistic anticipation of future events and that 
deactivation through stroke, for example, may leave us with diminished desire 
or motivation and energy and decreased optimistic anticipation for future events, 
and may free us from the common but incorrect attributions that this person is 
“not trying” or that this person “wants me to do everything for them.” Once we 
have improved attributions and understandings of brain disorders, we may at least 
hope for improved interventions. For many family members, this may reduce the 
emotional components, which are part of the loss or grieving we experience from  
acquired brain pathology in a previously independent and thriving family member.
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Chapter 2
Mind–Body Issue

© Springer International Publishing Switzerland 2015
D. W. Harrison, Brain Asymmetry and Neural Systems,  
DOI 10.1007/978-3-319-13069-9_2

Neuropsychology and neuroscience, more broadly, is a relatively new area of 
study with no clinical neuropsychology textbooks available until the 1970s, with 
the notable exception of Alexander Romanovich Luria’s initial publication of his 
text in 1966. However, there were many relevant resources even within the earli-
est writings in science. Indeed, the Egyptians described brain lesions some 5000 
years ago and even provided insight into head injuries with a case study of “contra 
coup” damage to the brain. The early Greeks, including Hippocrates (460–379 BC; 
see Fig. 2.1), Aristotle (384–322 BC; see Fig. 2.2), and Galen (130–200 AD; see 
Fig. 2.3) each contributed their own accounting of the functions of the brain, which 
allow for some insights into their philosophical views on the mind–body issue. 
Hippocrates was clearly ahead of his time when he localized movement to the con-
tralateral brain in his study of “the sacred disease” we know as epilepsy. Aristotle, 
having touched a brain without producing “feelings,” related these functions to the 
heart. But Hippocrates stated that “from the brain and the brain alone arise our 
pleasures, joys, laughter and jests, as well as our sorrows, pains and grief.” In this 
prescient publication, he established a basis for scientific inquiry that continues  
with the strongest vigor through the present day, locating the vast territory for  
scientific exploration squarely inside of the skull. 

Notable among the great thinkers was Galen, later known as “the great physi-
cian” who provided an anatomical basis for human functions with his ventricu-
lar theory. Following his in-depth study of human brains, including those of the 
Roman gladiators that he studied, he reached the conclusion that inspired air inter-
acted with the fluids within the ventricles to produce “pneuma.” Intentional actions 
resulted with the flow of pneuma through the nerves out to the muscles resulting in 
volitional acts or behaviors. Thus, intentional action, involving movements of the 
musculoskeletal system, was conveyed from the ventricles within the brain down 
through the nerves and into the muscles, resulting in their enlargement upon exer-
tion. It might even seem reasonable then that a skeletal muscle (e.g., bicep) appears 
to inflate with movement at the limb following in a predictable fashion. This theory 
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was eventually disproven by the selective cutting of a peripheral nerve without 
the predicted flow of pneuma from the nerves and out of the brain’s ventricular 
system. In addition to the brain, little was known of the function of the spinal cord 
prior to Galen’s anatomical studies. Galen carried out dissection and vivisection of 
animals providing details of the structure of the vertebral column, spinal cord, and 
nerve roots (see Pearce 2008). Despite different mechanisms of action, these early 
writers appear to ascribe aspects of personality, thought, and behavioral functions 
exclusively to the human body! Minimal, if any, reference is provided through these 
propositions of entities beyond the body or the need for an interface with a spiritual 
realm or divine entity located outside and beyond the bodily tissues fixed within a 
physical state of existence.

Aristotle 384-322 BC
The Brain as a Radiator

Fig. 2.2  A likeness of 
Aristotle who wrote “mind is 
the form that substance body 
takes.” Originally published 
in History of Regenerative 
Medicine, Steinhoff and 
Gustav 2013, p. 4

 

Hippocrates
“Father of Medicine”

Fig. 2.1  A likeness of 
Hippocrates, the “father of 
medicine.” Originally pub-
lished in Historical Aspects 
of Hydatidosis of the Central 
Nervous System, Turgut and 
Mehmet 2017, p. 7
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Free-Will Construct

The overriding question or concern, which had spurred the mind–body controversy, 
was the issue of “free will” or what was referred to in earlier literatures in science as 
“volition.” When laypeople are asked the question of their belief in free will, many 
endorse the construct. This belief defies much of the scientific perspective that we 
may eventually understand the human brain with the ability to predict behavior, 
thought, and emotions based on the understanding of these anatomical structures 
responding to, and interacting with, environmental events. The belief is that, no 
matter how advanced our scientific understandings, I will always be able to defy 
the predictions by implementing free will. Even as well-educated scientists, we may 
view the science of behavior with derision beyond its more basic and elementary 
efforts to explain intentional actions. For many, this lofty perch allows for a distinct 
individuality or identity, free of any physical or anatomical constraint, consistent 
with the core components of their belief system or philosophical view of the world. 
And for many, this is the fundamental basis for distinguishing human animals from 
the others, that the latter might be viewed as lower in the overall scheme of things.

Philosophical Doctrines

Throughout our history, there have been three primary philosophical doctrines relevant 
to the mind–body issue. The first philosophical doctrine for consideration is that of mo-
nism. The monistic doctrine holds that mind and body are the same thing and that there 
is no basis for attributing human functions to imagined or contrived entities beyond our 
bodies and their interface with the sensory array conveying information from our world 

Galen 130-200 AD
Cerebrum    – Receives Sensory Imprints
Cerebellum – Commands the Muscles
Ventricles    – Holds Fluids

Fig. 2.3  A likeness of Galen, 
referred to during the dark 
ages as “the great physi-
cian.” Originally published 
in Concept of Aging as a 
Result of Slow Programmed 
Poisoning of an Organism 
with Mitochondrial Reactive 
Oxygen Species, Skulachev, 
Vladimir P.; Bogachev et al. 
2013, p. 318
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or environment. La Mettrie, writing about 1750, with the publication of his manuscript 
“L’homme, la machine” provides a classic example of one advocating this perspective 
and also the dangers associated with this viewpoint. La Mettrie held that the machine 
was ripe for inquiry into its workings and the contributions of its parts.

Throughout history, scientists have attempted to understand human brain func-
tion based on the technology prevalent at the time. For example, the cognitive psy-
chologist of the 1980s up until about 1995 developed elaborate theories of brain 
function using computer processing models and analogies. Let me say clearly, at this 
point, that the human brain is not a computer. But, this was viewed as a meaningful 
way to develop scientific language and to derive scientific predictions that might 
be tested experimentally in the laboratory. La Mettrie (Fig. 2.4) was impressed with 
the hydraulic technologies of his day with movement initiated, even in a previously 
fixed statue in the town square, through hydraulic force. It may help the reader to 
appreciate that volition or free will was often thought of specifically as the move-
ments that we engage in or the volitional act of doing things. La Mettrie reasoned 
that if a statue can engage in volitional activities, and if we can understand these 
activities through understanding the machine, then man might be studied directly 
through scientific inquiry. The bottom line for La Mettrie was that the human body 
was a machine and that we could learn of its functions through the understanding of 
its mechanisms. The human body, though, was “the temple of God” and not subject 
to study from the dictates of the church. La Mettrie’s view was insulting to many, 
including the Catholic Church, and to some was considered the view of a heretic.

Add to this the history of the torture of scientists, by the church, and the risks 
become more apparent. Many suffered under the merciless dictates of those repre-
senting the church. It was in 1997 when these actions of torture, imprisonment, and 
sometimes worse were publicly acknowledged through an apology by the pope. 
Many in science felt that it was too little and too late. But, regardless of your view-
point, we can all acknowledge the conflict and the history of political and religious 
influence, which is most intimate to this controversy. We can also acknowledge the 
failings of science and the gradual evolution of ethical standards over time.

La Mettrie  1750
“L’homme, la machine”

Fig. 2.4  Julien Offrey de 
La Mettrie, who argued that 
man could be studied like 
a machine. Copyrighted by 
Springer Science + Business 
Media, LLC
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The second philosophical doctrine is that of the dualist, which acknowledges  
the body and bodily functions but also the “soul” as a determinant of human  
activities. For our purposes here, “mind” is synonymous with “soul” and, as such, the 
mind–body issue is essentially an issue of whether or not our philosophical doctrine 
demands an accounting of a second entity (the soul). In modern times, for example, 
you may hear expressions of human functions either being “psychological” in origin 
or “organic.”There is no basis for this distinction in science. Thus, the distinction is 
specifically identifying that individual’s philosophical viewpoint more publicly as a 
dualist or one with a dualistic philosophy. Those “psychological” functions, then, are 
ascribed to something beyond the organism or involving “mental” activities that we 
cannot see or relate to brain functions. Void of these terms and ill-defined constructs, 
such as “mind,” “mental,” “unconscious,” and the like, we may establish language 
derived specifically from functional aspects of a given brain location and within a 
functional brain system. These more functional terms having a basis in anatomy,  
include the aphasias, aprosodias, agnosias, alexias, agraphias, apraxias, and others.

Rene Descartes (1596–1650; see Fig. 2.5) was a politically astute gentleman. 
One might think him different from the monist La Mettrie for his involvement with 
the Catholic Church, while contributing substantially to the expanding willingness 
of the church to allow for the scientific study or inquiry into human functions. His 
influence, early on with the church, facilitated our movement out of “the dark ages” 
where the church substantially dictated and prevented (via torture when neces-
sary) the activities of those who would do science. Descartes argued that much of 
human behavior is similar to that of “lower animals” wherein automatic or reflexive 
behaviors might be the subject of research without offense to the human body as 
“the temple of God.” He reasoned, though, that other behaviors required conscious 
decision or free will, at which point the soul would interact with the body allowing 
for these high level or distinctly human processes. The church was responsive to 
such reasoning and Descartes cemented his place in science as “the father of physi-
ological psychology.”

Rene Descartes  “Father of Physiological Psychology”

Rene Descartes 1596 –1650
“Father of Physiological Psychology”

Fig. 2.5  The “father of 
physiological psychology,” 
Rene Descartes. Originally 
published in A Short History 
of Mechanics, Allen and 
David H 2013, p. 13
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Descartes also reasoned that the soul would need a perfect place to interact with 
the body. After some inspection, he settled on the head due to its spherical shape 
perhaps. Many did not agree at that time, attributing aspects of personality, and the 
like, to the heart. Descartes also needed a location within the brain for the soul to in-
teract for free-will processes. He selected the pineal body, partly due to its seeming-
ly perfect shape, a sphere, and partly due to its apparent, but not actual, uniqueness 
as a unitary structure in the brain. This same structure is the focus of much research 
in modern neuroscience on the effects of ambient lighting in circadian entrainment, 
and it is known for its rich resources of melatonin associated with serotonin, one of 
our principle neurotransmitters involved in depression and violent-prone behavior. 
Of interest is the finding that levels of serotonin differ significantly in comparisons 
of those successful in committing suicide when compared with those who tried but 
were unsuccessful, with lowered serotonin levels in the former group (e.g., Stanley 
and Mann 1983; Fergusson et al. 2005).

The important thing for the reader is to know your own philosophical viewpoint 
or belief for it will determine what you make of the scientific findings. Indeed, 
research findings indicate that your philosophical view determines that which you 
are able to see. So, in knowing your viewpoint, you may be better able to appreciate 
your perceptual biases, whatever they may be. You will tend to see that which you 
have learned to see. The effect of learning on perceptual bias is well established in 
our literatures. A classical example, within the news media and within psychology, 
was the beating of Rodney King. The nation witnessed much of the same “objective 
evidence” presented within the courtroom where an African American man was 
repeatedly beaten by police officers in California. But, the perception of what was 
being viewed differed as a function of the learning history and perceptual biases of 
the observers. Two people might look at exactly the same evidence and perceive 
with vastly different interpretations, based on their experiences.

One man experienced something somewhat similar as an undergraduate after 
volunteering in a variety of settings, including an adult day care facility with the el-
derly and an inpatient psychiatric ward. In the latter setting, he met many wonderful 
folks dealing with one or another difficulty from a psychiatric perspective. One had 
gelastic lability with auditory hallucination as he carried on elaborate conversations 
with nonexistent people. His speech consisted of fluent but meaningless speech, 
which was often incoherent. He suspected that this man’s “schizophrenic” diagnosis 
more accurately reflected a left temporal lobe or thalamic brain disorder. Another 
was a young woman who had self-admitted to the psychiatric facility with a history 
of suicidal ideation and behavior. After several months, the student was accepted 
into the University of Georgia’s doctoral program. Prior to leaving, he visited the 
ward once more to say goodbye and that he would be moving away from the area.

He had very little money as a student and felt lucky to have a basement apart-
ment in downtown Albuquerque (near “Old Town Albuquerque”) with a partial dirt 
floor. He also had a Volkswagen bus that was a world of fun to drive even though 
he could not afford a battery for it! It required only a small 6-V battery, but that 
was an unnecessary expense at the time. Albuquerque rests on the foothills of the 
Sandia Mountains on a descending slope into the valley below. Thus, he was always 
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parked on a hill, needing only to let the brake off to begin to roll forward, at which 
point he would “pop the clutch” to engage the engine. It was hard to get dates with 
this vehicle, though. At least those were his attributions for his state of affairs! His 
apartment door was something out of an Alfred Hitchcock thriller with glass panes 
defending him from the homeless, alcoholics, and drug users who rested against his 
basement windows.

It was some 2 weeks later when, in the middle of the night, he awoke with per-
vasive apprehension, a sense of urgent desperation, and the stark realization that 
something was terribly wrong. He had been awakened by the sounds of her wooden-
soled “clog” shoes coming down his basement stairs and ultimately as she struggled 
through the glass pane of his door next to the door knob and lock. It was at that very 
moment that he learned something about himself with deep insight and still without 
adequate comprehension. He found himself possibly on death’s doorstep with only 
one objective as she was breaking into his apartment. He was determined to put his 
pants on! Accomplishing this seemingly irrelevant task, he met his assailant and 
struggled with her in self-defense. As her hand went into her bag, he was certain that 
she had a gun. None was ever found. As they struggled still up the stairs, they liter-
ally flopped onto the grounds at the back of the large house above his apartment.

Albuquerque has a long history by American standards, including its role in 
fighting tuberculosis (TB) as many of those afflicted by the disease relocated to 
the southwest for the dry and arid conditions, thought to be good for these patients. 
TB has an affinity for high levels of oxygen and is often found disproportionately 
in the upper lobes of the lungs. Therefore, higher altitudes with reduced oxygen 
was hoped to be beneficial in treating the disease. The city has many small Quon-
set huts, otherwise known as “TB huts” built for some of these patients and now 
used for student housing! I doubt that this information is revealed in the student’s 
lease agreement. Regardless, there were two of these Quonset huts located in the 
backyard of the dwelling, which rested above his basement apartment. He had not 
met the coeds residing there and, as they were aroused by the battle, they saw what 
they had learned to see. One commonly held stereotype applied to the perceptual 
analysis of a man and woman engaged in fisticuffing is that “men do bad things.” 
Indeed, many will stand vigorously behind such stereotypes, until confronted with 
conflicting data. Classic examples might be provided by the Iraq War, where we 
learned of torture and rape of prisoners held under American command (Armed 
Forces Press Release 2006). The woman commanding all Iraq detention facilities, 
Brigadier General Janis Karpinski, was reprimanded for dereliction of duty and 
then later demoted in rank. Specialist Lynndie England (Fig. 2.6) was sentenced to 
a prison term for these acts. In actuality, women are capable of and indeed do harm-
ful things, like men.

The women from the Quonset huts saw what they had learned to see and swiftly 
came to the aid of his assailant, swinging their purses onto him. At this point, he 
clearly had his best stuff out with three women on him and nothing but his physical 
ability and athleticism to overcome these attacks. Actually, he informed them that 
this was a psychiatric patient and asked them to please call for assistance, at which 
point they broke off and assisted him through the point of relief by the officers. For 
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the young man, it was a learning experience. He went with this woman through the 
admission process and tried to assist with the health-care professions for readmis-
sion to the psychiatric ward. She indicated to the young man her anger and despair 
as she felt that he had abandoned her like so many others had done before. But the 
point here is that we see what we have learned to see. The young man saw a gun that 
did not exist. The coeds initially saw a man attacking a woman, instead of a more 
valid perception.

For science, the mind–body issue developed into an entirely new issue of 
localizing behavior, cognition, and emotions to functional brain systems. Specifi-
cally, the methods of science allow only for the study of physical events, which may 
be seen, heard, or felt, but which are ultimately measurable or quantifiable in some 
respect. We have all heard that “a mind is a terrible thing to waste.” But no one has, 
at this point, ever seen a mind. No one has ever held one in their hand. No one has 
ever measured it in its breadth or depth or circumference. No one has ever recorded 
its activity in any meaningful way. This does not mean that the soul or mind does 
not exist. But, it comes down to your belief or philosophy. Many neuroscientists are 
dualists or interactionists and many are monistic in their thinking. One such Nobel 
laureate and neuroscientist had spent his many years in science studying the neuron 
and dendritic fields. Despite these monistic activities derived from the scientific 
method, this gentleman expressed his philosophical views as a dualist. The methods 
of science may be flawed and inadequate in this respect for many of those reading 
this book.

Fig. 2.6  Torture and rape at 
Abu Ghraib prison in Iraq. 
Wikipedia, the Free Encyclo-
pedia. Wikimedia Founda-
tion Inc., Web. 07 Oct. 2011. 
<http://en.wikipedia.org/wiki/
Baghdad_Central_Prison>
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Localization Issue
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For the neuroscientist, what had initially been an issue of mind or body evolved 
into a controversy among those with evidence of the unique contributions of 
each brain area to a given function and those impressed by the function of the 
brain as a whole, where brain mass was often viewed as more important than 
brain location in determining function or functional loss with its removal. This 
became a controversy among the radical viewpoints of the localizationist and the 
equipotentialist. The controversy among these two opposing schools of thought 
hinged on several major historical events, including the discovery of electricity 
with Reverend Abraham Bennett first demonstrating the production of electric 
charges by the contact of two dissimilar metals in 1789 (see Sanford 1915). This 
discovery was followed shortly with the scientific insight that Luigi Galvani 
(1791; see Fig. 3.1) shared in his discovery of the principle of ionic flow, where 
muscle movement resulted from these processes. Moreover, Galvani concluded 
that the muscle contractions resulted from electrical stimulation and that the 
source of the electricity must be in the tissues of the animal’s body, since the 
metal only served for conduction of the current. This seemed even more probable, 
since it was known that certain eels and fish were capable of producing violent 
electrical shocks. Galvani concluded that all animals were capable of producing 
electricity from their body tissues.

By 1849, Emil Du Bois-Reymond (1848; see Fig. 3.2) had used a galvanometer 
to measure the amplitude of a nerve impulse; followed the next year by Hermann 
von Helmholtz’s (1850a, b, c; see Fig. 3.3) measurement of the velocity of a neu-
ral impulse (about 50 m/s.). Emil Du Bois-Reymond and his friend Hermann von 
Helmholtz had been students of Johannes Peter Muller. It was Johannes Muller 
(1838; see Sinclair 1955) who first clearly formulated the bases for the separation 
of the sensory modalities, such that the same stimulus can elicit different sensory 
modalities as a function of the anatomical pathway that it activates. Moreover, he 
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related the anatomical basis for his doctrine of specific nerve energies not only to the 
nerve pathway which was activated but also to the terminal processing at the other 
end of the pathway within the brain. For example, mechanical pressure may acti-
vate visual sensations if applied to nerve pathways or brain areas devoted to visual 
processing. Conversely, he believed that the peripheral terminations of nerves were  
specialized to react preferentially to certain stimuli, a function which he referred to 
as specific irritability. This specificity in the irritability of a sensory pathway identi-
fies the adequate stimulus for each modality where electromagnetic energy or light 
is the adequate stimulus for vision, whereas the retinal receptors may also activate 
to a pressure stimulus (e.g., rubbing the eyes) and again producing a visual response 
(light). These principles are well established in modern neuroscience and remain 
central to the area of psychophysics and the study of sensation and perception.

Measurement would become more and more in vogue with the eventual and 
continuing discoveries of regional maps within the brain. A rough estimate might 
indicate that about 40–60 % of the brain has been mapped at this writing. But, these 
efforts account for much of the modern research in neuroscience using the ever 
more sophisticated imagery equipment (see Raichle 1998). This process of discov-
ery and survey of regional areas began with Woolsey (see Fig. 3.4) and many still 

Fig. 3.1  Luigi Galvani 
discovered the principle of 
ionic flow, and that muscle 
movement resulted from 
these processes
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refer to the functional distributions across the cortex as “Woolsey’s maps.” In his 
initial studies, Woolsey focused on the somatosensory cortex, followed shortly by 
the extension of his work to auditory and visual areas. It was known that regions 
of the cochlea responded selectively to different tone frequencies, but little was 
known about the auditory cortex. Woolsey selectively stimulated localized regions 
in the cochlea with projection fibers exiting the cochlea in the auditory nerve. In 
doing so with great technical savvy, he and his colleagues mapped the patterns of 
evoked responses on the auditory cortex of the cat and monkey. This was the first 
clear demonstration of the tonotopic or cochleotopic organization of the auditory 
cortex. Early in the 1940s, Woolsey discovered the existence of a second somato-
sensory receiving area in the cortex of the cat, dog, and monkey and subsequently 
discovered secondary auditory and visual areas. He continued his cortical mapping 
work with humans and made comparative discoveries where the cortical map of the 
body, for example, would correspond to the relative separation of the functions of 
the face and hand for that species (e.g., Woolsey et al. 1979, 1942; Woolsey 1952).

Fig. 3.2  Emil Du Bois-
Reymond measured the 
amplitude of the neural 
impulse. He and his friend 
Hermann von Helmholtz had 
been students of Johannes 
Peter Muller
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Fig. 3.4  Clinton N. Woolsey 
(1904–1993). He mapped 
cortical responses to stimuli 
across species using barbitu-
rates to depress background 
activity. The mapping 
activities he initiated continue 
today. Originally published in 
The Historical Development 
of Ideas About the Auditory 
Cortex, Winer et al. 2011, 
p. 21

 

Fig. 3.3  Hermann von  
Helmholtz measured 
the velocity of a neural 
impulse. Wikipedia, the Free 
Encyclopedia
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With electrical apparatus available in the laboratory, researchers began to stim-
ulate specific brain regions and by 1870 Fritsch and Hitzig (see Fig. 3.5), using 
galvanic stimulation (direct current, DC), had localized motor functions across the 
motor cortex in the frontal lobe in the dog. Shortly after Fritsch and Hitzig’s initial 
discovery of the motor cortex in the dog brain, Ferrier (1876, 1886) went on to 
study the precentral gyrus in monkeys; establishing the motor map on the cortex in 
the primate brain with the leg located dorsally and the mouth located ventrally. He 
also evoked eye movements and functions over areas that would become known 
as the frontal eye fields (dorsolateral frontal) and the parietal eye fields (lateral 
intraparietal area; e.g., Suzuki and Gottlieb 2013). Importantly, Ferrier used alter-
nating current (AC) rather than DC stimulation, which could be maintained for 
a longer duration allowing for movements to unfold over time. Thus, twitches in 
muscle became seemingly coordinated, purposeful, and intentional movements. For 
example, stimulation of the motor cortex area representing the hand and the mouth 
yielded this account of the actions: “…brings the hand up to the mouth, and at the 
same time the angle of the mouth is retracted and elevated” in a manner resembling 
a feeding movement (1874, p. 418; see Graziano 2009). Dorsal stimulation over the 
cortical representation of the leg had the following effect. “…just such as when a 
monkey scratches its abdomen, with its hind leg.”

The first direct stimulation of the human brain was performed by Bartholow 
(1874; see Fig. 3.6). He applied the techniques used by Fritsch and Hitzig to a 

Fig. 3.5  Hitzig, along with 
Fritsch, used electrical stimu-
lation of the brain to produce 
movement
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30-year-old woman named Mary Rafferty with an open ulcer on her scalp, extend-
ing across the bilateral parietal regions. This opening had been produced from the 
friction of wearing a whale bone in her wig. This provided a 2-in. diameter access 
through which the pulsation of the brain could be clearly viewed and where in-
sulated needles were inserted providing faradic stimulation on closing the circuit. 
This resulted in contralateral movements with “distinct muscular contractions in the 
right arm and leg. The arm was thrown out, the fingers extended, and the leg was 
projected forwards. The muscles of the neck were thrown into action and the head 
was strongly deflected to the right.” Also, the low-voltage electrical current that he 
applied to the brain did not seem to cause her any pain. However, when Bartholow 
applied a larger amount of current she developed convulsions, went into a coma, 
and eventually died 3 days later following a major seizure. Bartholow continued on 
professionally and by 1893 had achieved the title of Professor Emeritus at Jefferson 
Medical College in Philadelphia, despite some criticism of the experiment by the 
American Medical Association.

Application of a low-voltage AC on the order of 3 V at 60 Hz is optimal for 
this purpose. Stimulation at the base of the left frontal lobe will yield movements 
especially of the right hemiface and with speech output more probable. Above this 
area, stimulation will result in the movement of the right arm and/or hand. The 
right leg may be activated by stimulation at the dorsal most part of the motor cortex 
(see Fig. 3.7). Hitzig, working with humans, stimulated the dorsolateral frontal lobe 
region and discovered the “frontal eye fields” where activation of the left frontal eye 

Fig. 3.6  Robert Bartholow 
applied a small electrical 
current to different sections 
of Ms. Rafferty’s exposed 
brain, causing her body parts 
to move
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Fig. 3.7  The topographical representation of the primary sensory and motor projection areas. 
Originally published in Brain Structures, Transmitters, and Analyzing Strategies, Başar and Erol 
2011, p. 56
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field results in rightward directed eye movements and where right frontal eye field 
activation results in leftward directed eye movements. By comparison here, Exner’s 
hand area was found to be close or proximal to the frontal eye field, allowing for the 
contralateral regulatory control of coordinated hand movements. Note that these are 
intentional or volitional acts previously ascribed to “freewill.”

By 1950, Penfield, a student of Sherrington’s (see Fig. 3.8), was working with 
epileptic patients undergoing commissurotomy or section of the corpus callosum, 
which connects the two cerebral hemispheres. High-voltage electrical spikes, as 
may occur with epileptiform activity or seizure, have been found to produce mirror 
lesions at the homologous brain region, with sectioning performed as a preventive 
technique (Van Wagenen and Herren 1940). But the brain has no pain receptors in 
it! Thus, with local anesthetic to the scalp, skull, and meninges, surgery may be 
initiated on the brain with the patient alert and awake. In this setting, the neuropsy-
chologist may evaluate the function of various brain regions (e.g., Gazzaniga et al. 
1962, 1967; see Gazzaniga 2012). Like Fritz and Hitzig before him, Penfield was 
able to make many functional comparisons with stimulation of a specific cortical 
area yielding corresponding sensory or motor functions (Penfield 1967; Penfield 
and Rasmussen 1950). Penfield along with his friend Jasper mapped much of the 

Fig. 3.8  Penfield, along with his friend Jasper, mapped much of the functional locations of the 
cerebral cortex as epileptic patients underwent commissurotomy. Copyright Osler Library, McGill 
University
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functional locations of the cerebral cortex as epileptic patients underwent commis-
surotomy. It should be clear, at this point, that these are localizationist findings with 
unique and specific functions being mapped onto specific cortical regions.

The behaviorist B. F. Skinner defined reinforcement in operant conditioning as a stimu-
lus which follows a behavior in a consequential way so as to alter the probability of the 
behavior and for the establishment of response habits (see Olds 1973). In 1953, James 
Olds and Peter Milner (Olds and Milner 1954; Milner 1991) observed a relationship be-
tween electrical stimulation to the septal area of the brain and the behavioral probability 
of returning to the region of the test apparatus where the stimulation had been received. 
Social psychologist James Olds had just arrived at Donald Hebb’s laboratory for a post-
doctoral fellowship, with little to no experience in brain stimulation techniques in rats. 
He was fortunate to have the help of surgically skilled graduate student Peter Milner, as 
he attempted to arouse a rat by electrically stimulating an area deep in the midbrain, 
known at the time as the “ascending reticular activating system.” Although he failed to 
demonstrate these predicted effects, he did notice that one particular rat kept returning to 
the corner of the table where it had been stimulated before. This “brilliant mistake” was  
followed by Olds’ ingenious design of an apparatus that allowed the rat to press a bar to 
stimulate its own brain. To the amazement of all, the rat pressed the bar over and over, and to 
the exclusion of all other activities. Olds and Milner reported that: “…the control exercised 
over the animal’s behavior is extreme, possibly exceeding that exercised by any other reward 
previously used in animal experimentation” (Olds and Milner 1954; see also Fig. 3.9).

Based on these observations, stimulation of the nucleus accumbens and medial fore-
brain bundle was thought to have exceptional reinforcement value. They would show 
that rats could be trained to execute selected behaviors, including lever pressing re-
sponses, in order to receive the brain stimulation. This research would be fundamental to 
the discovery of the neural bases of reward and reinforcement and the demonstration of 
these effects across species including humans (Heath 1963; Moan and Heath 1972; see 
Knutson and Gibbs 2007; Narcisse et al. 2011). Robert Heath, for example, noted that 
rats would become exhausted and brave significant hardships in order to stimulate the 
nucleus accumbens, a dopaminergic structure most commonly associated with our re-
ward circuits and pleasure. His human subjects likened the stimulation to sexual orgasm 

Electrical Brain Stimulation

Fig. 3.9  Rat configured for 
electrical stimulation of the 
deep brain structures that are 
involved in Parkinson’s dis-
ease and remediation. Image 
provided courtesy of Doctors 
Anja Hiller, Susanne Löfler, 
Andreas Moser, and Ulrich 
Hofmann
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and eventually the structures would be associated with extreme pleasure in response to 
opiate drugs like heroin or morphine (see Moallem et al. 2012). Apparently, his research 
was financed by the Central Intelligence Agency and by the US military as the behav-
ioral control was exceptional and provocative (see Robert Heath at Wireheading: http://
www.wireheading.com/robert-heath.html).

Brain mapping research was then designed to determine the location of reward-
relevant neurons and pathways affected by stimulation with divergent behavioral 
characteristics. Relevant locations included sites along the medial forebrain bundle, 
the lateral and posterior hypothalamus, and the ventral tegmentum (Wise 1989; 
1996). The medial forebrain bundle consists of ascending dopaminergic fibers and 
it was found to relay information from the ventral tegmentum to the nucleus accum-
bens relating reward and addiction to the dopamine system (Wise et al. 1989). Mod-
ern techniques, using noninvasive electrical and magnetic stimulation methodology 
often extend the findings of earlier researcher. These laboratory manipulations were 
often completed through painstaking and deliberate research and often with mor-
ally questionable procedures, including those used by Robert Heath (Heath 1963; 
Moan and Heath 1972). Clinical findings would complement these laboratory stud-
ies where brain pathology or injury would provide much relevant information on 
localization of function within specific brain areas and neuronal systems.

Fig. 3.10  Paul Broca 
donated his own brain to sci-
ence. It has since spent most 
of its time on a shelf in Paris

 

http://www.wireheading.com/robert-heath.html
http://www.wireheading.com/robert-heath.html
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The single most important contribution to our understanding and localization 
of brain function across the cerebral hemispheres may have come not from a large 
study with many participants, but instead from two single case studies by Paul 
Broca (1861: see Fig. 3.10). Broca was working with his patient, Leborgne, who 
was most remarkable for his expressive speech deficits, being severely nonfluent. 
The expressed speech consisted largely of perseverative phonemes or slow, labored, 
effortful speech. Broca followed this unfortunate gentleman to autopsy, where a dis-
tinct lesion from syphilis presented at the inferior posterior frontal lobe within the 
left brain (Fig. 3.11). Another of his patients, Lelong, exhibited reduced productive 
speech largely restricted to five words, “yes,” “no,” “three,” “always,” and “lelo” 
(a mispronunciation of his own name). Following a replication of his findings on 
autopsy of a similar lesion to that of Leborgne, Broca came out with perhaps the 
most remarkable conclusion in the history of our science. He stated, “We speak with 
the left brain.”

By 1864, Broca had become convinced of the importance of the left hemisphere 
in speech, as the loss of speech, which he initially called aphemia (aphasia) was the 
result of pathology in this region. Specifically, he stated:

I have been struck with the fact that in my first aphemics the lesion always lay not only in 
the same part of the brain but always the same side—the left. Since then, from many post-
mortems, the lesion sas always left sided. One has also seen many aphemics alive, most of 
them hemiplegic, and always Hemiplegic on the right side. Furthermore, one has seen at 
autopsy lesions on the right side in patients in patients who had shown no aphemia. It seems 
from all of this that the faculty of articulate language is localized in the left hemisphere, 

Brains of Former  Patients
 With Broca’s Aphasia

Broca’s Area

Fig. 3.11  Two brains of patients with lesions in “Broca’s area”
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or at least that it depends chiefly upon that hemisphere. (Broca1864; see also Springer and 
Deutsch 1998)

Eventually, Paul Broca donated his own brain to science. Despite this gesture and 
potentially the opportunity for science, it has largely spent time on a shelf in Paris.

Subsequent to Broca’s declaration, the German neurologist Carl Wernicke 
(1874; see Fig. 3.12) noted that his patient also had a speech disorder. However, 
the patient’s speech was fluent, while being largely devoid of meaningful content. 
This speech disorder corresponds to a lesion at the posterior, superior temporal gy-
rus within the left hemisphere, a location now referred to as “Wernicke’s area” 
responsible for the production of meaningful, coherent, or comprehensible speech 
(Fig. 3.13). Such a patient may have normal expression or fluency in propositional 
speech, producing something like a “word salad” of content or meaning. Indeed, 
with dysfunction surrounding this area, we may see hyperfluency with heightened 
verbal output. Clinical psychology students might easily spend hours with such pa-
tients with a failure to acquire any meaningful assessment data and with the student 
not aware that they were working with a speech disorder. Others might ascribe high 

Fig. 3.12  The German 
neurologist Carl Wernicke 
recognized the role of the left 
posterior superior temporal 
lobe in meaningful speech
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levels of intelligence to such an individual, being unable to follow the verbiage in 
the face of prolific output. Carl Wernicke recognized the role of the left posterior 
superior temporal lobe in speech comprehension and in the production of meaning-
ful speech.

Later still, researchers (Heilman et al. 1975; Tucker et al. 1977; Ross 1981; Ross 
and Mesulam 1979) would appreciate the role of the right cerebral hemisphere in 
receptive and expressive speech with the description of expressive and receptive 
dysprosodia, corresponding to lesion location in the right frontal and right temporal 
regions, respectively. The processing of the affective or nonpropositional compo-
nents of speech eventually was ascribed primarily to the right brain with logical 
linguistic or propositional speech within the left brain and with the frontal lobes 
involved in the expression of speech and the temporal lobes for the comprehen-
sion of speech components. Later, and on a very modest scale, Brian Shenal and 
Paul Foster (Shenal et al. 2003; Foster et al. 2008a, b) introduced quadrant theory 
(see Fig. 3.14), where expressive as opposed to receptive and affective as opposed 
to literal components would be derived from both a balance between the cerebral 
hemispheres, mediated by the interhemispheric communications across the corpus 
callosum, and an intrahemispheric regulatory role by the frontal lobes via the lon-
gitudinal tracts. This would provide a theoretical foundation, along with capacity 
theory, for some of the fundamental perspectives which will be discussed later in 
these writings.

Many technological and methodological advances developed throughout the 
history of neuroscience through the painstaking research and intellectual craftsman-
ship of the founding fathers of neuroscience and neuropsychology. In more modern 
times, the development of functional magnetic resonance imaging provided for elab-
oration of these earlier discoveries and a broadened appreciation of the interactions 
of disparate brain regions and systems. Functional magnetic resonance imagery, 
which offered temporal resolution on the order of seconds and spatial resolution 
on the order of millimeters, provided sometimes stunning images of brain activa-

Fig. 3.13  Wernicke’s aphasia 
patient with fluent but mean-
ingless speech. Originally 
published in The Neuropa-
thology of Disease, Conn and 
Michael 2008, p. 753
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tion under behavioral, cognitive, and affective challenges. This technology became 
sufficiently available and spurred many to enter the field and ultimately to pro-
vide their own unique contributions and discoveries. The first functional magnetic  
imagery study was published in 1992 (Kwong et al. 1992; see Mather et al. 2013) 
and many others were presented that year at scientific conferences (for review, see 
Frahm et al. 1993).

Initial validation of this instrumentation would come from demonstrating the 
basic localization constructs, including the well-established localization of basic 
sensory and motor regions. Beyond this, much has been accomplished and much re-
mains to be discovered through the beneficial contributions of these newer technol-
ogies and those that have been inspired to pick up the neuroscience studies. Mather 
et al. (2013) note the subsequent accomplishments using functional magnetic reso-
nance imaging, including mapping the human retinotopic cortex (Engel et al. 1994), 
demonstrating the neural correlates of visual motion aftereffects in humans (Tootell 
et al. 1995), and demonstrating attentional modulation of basic perceptual process-
ing (O’Craven et al. 1997). For many in the field, these modern projects, like those 
before them, provide unequivocal evidence for localization of function to specific 
regions of the brain. Moreover, the evidence of activation to functional variants in 
the sensory or motor arrays continues in modern efforts to develop functional maps 
of more complex variants in behavior, cognition, and emotion and the stimulus 
properties to which they respond.

Quadrant Model
Foster, Drago, Ferguson, Harrison, 2008   Clinical Neurophysiology
Shenal & Harrison, Demaree, 2003            Neuropsychology Review

Fig. 3.14  A visual depiction of the predictions of quadrant theory based on the heavily intercon-
nected cerebral hemispheres via the corpus callosum and the extensive interconnections between 
the anterior and posterior cerebral regions via the longitudinal tract
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The derivations of the strict localizationist view were challenged early on and 
from multiple fronts. Hughlings Jackson (1874) is often referred to as “the original 
skeptic.” Jackson noted that complex mental processes are organized and reorga-
nized within different levels of the brain and that they were not localized to one sin-
gle and discrete area! He introduced now a well-established view of the hierarchical 
organization of the brain from brainstem on up to the cortex. This would become 
clearer within the emerging literature on speech processing, for example, where 
thalamic or subcortical dysphasia might present with a waxing and waning of 
symptoms (the arousal component), but where the localized cortical representations 
would remain essentially intact.

Marie-Jean-Pierre Flourens (see Pearce 2009; see Fig. 3.15) used experimental 
ablation techniques to study brain function. He would eventually derive a most 
influential conclusion from his work with pigeons. For this French physiologist, 
it was clear that the brain operates as a “concerted integrated system.” Thus, the 
specific cortical zones identified by Broca and Wernicke could no longer be viewed 
in isolation. Through Jackson’s work we could more readily appreciate the vertical 
and hierarchical organization of the brain, wherein higher levels, and by inference, 

Fig. 3.15  Flourens describes 
the brain as a “concerted 
integrated system”
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more recently evolved brain regions, would process the function with higher-level 
complexity.

Flourens was able to demonstrate convincingly for the first time that the main 
divisions of the brain were specialized for largely different functions. Removal of 
the cerebral hemispheres abolished all perceptions, motricity, and judgment, where-
as the removal of the cerebellum altered equilibrium and motor coordination. In 
contrast, destruction of the brainstem (medulla oblongata) caused death. These ex-
periments led Flourens to the conclusion that the cerebral hemispheres are respon-
sible for higher cognitive functions; that the cerebellum regulates and integrates 
movements; and that the medulla controls vital functions, such as respiration, blood 
pressure, or circulation and related life-preserving activities. Possibly due to the 
relatively primitive brain structures and the small size of his experimental subjects, 
he was unable to localize memory and cognition, supporting his belief in diffusely 
organized brain functions. This view was partially vindicated by the recent appre-
ciation of cellular networking and spreading activation among astrocytes (see Koob 
2009). In Flourens’ theoretical framework, different functions were ascribed to par-
ticular regions of the brain, but a finer appreciation of the localization of functions 
was lacking. Flourens’ understanding of the brain provides for an integration of 
processing across systems in concert with one another and for any given behavior. 
This concept is fundamental to modern functional neural systems theory and seems 

Fig. 3.16  Karl Lashley’s 
search for the engram was 
featured in Brain Mecha-
nisms & Intelligence in 1929. 
Originally published in The 
Birth of a New Science, 
Simpkins et al. 2013, p. 18
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consistent with advances in understanding the role of glial cells in neuronal activity 
and interconnectivity, perhaps.

Notable among those challenging the localizationist viewpoint was the West 
Virginia-born Karl Lashley (see Fig. 3.16). Lashley was a student of the behaviorist 
John B. Watson who had argued that learning was the result of the formation of an 
association between a behavior and its consequences. Lashley set out to find the an-
atomical location of this association, which he referred to as the “engram.” Within 
the laboratory, he trained rats on a variety of maze learning tasks, with acquisition 
followed by a surgical resection or ablation of various brain regions. Following the 
expenditure of substantial effort in this regard, Lashley eventually conceded that he 
was not able to find the engram as memory appeared to be a most elusive construct, 
at least anatomically. Instead, Lashley appreciated that the amount of brain tissue 
was more important than the location of the tissue removed. Lashley proposed his 
mass action principle wherein the brain acts as a whole or concerted unit, his prin-
ciple of equipotentiality wherein brain tissue is equal regardless of its location, and 
his principle of vicarious function wherein one area of the brain may take over the 
function of another.

Lashley’s work was criticized on statistical and methodological grounds. Roger 
Thomas (personal communication) noted, for example, that a rat learning a maze 
through exploration down one and/or another arm of the maze would necessarily be 
using parts of the brain processing olfactory, gustatory, visual, thigmotactic, vestib-
ular, proprioceptive, tactile, pressure, temperature, and auditory events. Said more 
directly, the entire brain would be involved in the acquisition of these memories. 
Thus, the methods were inappropriate or inadequate for differentiating localization 
of brain functions. Modern statistical analyses may not have been performed by 
Lashley as these were not standard in the field until sometime after Lashley had 
reached his conclusions from his research.

One of the many benefits of being a doctoral student at the University of Georgia 
in my time period was the opportunity to take what may have been one of the better 
history of psychology courses in the nation offered by Lelon Peacock, a tall, burly, 
and imposing figure of a man who always seemed to be in a long white labora-
tory coat with a large Cuban cigar in his hand and another, at the ready, in his coat 
pocket. History in this course was learned by the student’s exposure to quotations 
and sayings from the historical figures in the field rather than a presentation of 
names, dates, and events. In this manner, the student might come to know the people 
that established neuroscience through their own thoughts and expressions, perhaps.

Lelon describes his early days working as a young neuroscientist at the renowned 
Yerkes Primate Center in Atlanta, Georgia. Apparently, he had managed to establish 
a rat colony in a back room of this center devoted to primate research and without 
approval or official sanctions. Imagine his astonishment when 1 day Lashley ar-
rived to inspect the laboratory and remarked immediately upon entering the facili-
ties, “I smell rats!” Though it was hard for me to imagine this robust figure of a 
man intimidated and fearful, he was just that. But, all was well when Lashley took 
a deeper breath through his nostrils, savored the experience, and slowly exhaled 
stating “I love rats.”
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Regardless, Lashley’s impact on the field was large and many still express his 
conclusions in their views of functional brain anatomy. More important than the 
accuracy of Lashley’s conclusions was the impact that his derivations had on neuro-
science, where there was now an improved appreciation of the varied and concerted 
role that even diffuse brain areas may play in any given behavior. Karl Lashley’s 
search for the engram was featured in 1929 in Brain Mechanisms & Intelligence.

Indeed, this localization controversy within science was argued from the extreme 
positions of the radical localizationist and the radical equipotentialist. The echoes 
of the extreme viewpoints continue to exist today in various forms. But, as is often 
the case in science when two radically different viewpoints are expressed with such 
enthusiasm, both sides are correct to some extent. Progress was made with the in-
tegration of these two extreme viewpoints into a coherent theory of brain function. 
This essentially was the birth of functional cerebral systems theory and the Russian 
neuropsychologist Alexander Romanovich Luria (1973; see Fig. 3.17) said it best.

Fig. 3.17  Alexander R. 
Luria’s 1973 publication of 
The Working Brain continues 
to influence modern neuro-
psychology and neuroscience
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One of the early advances in communication among scientists in the USA and those 
in the former Soviet Union occurred between the prominent American neuropsy-
chologist Karl Pribram and his Soviet correspondent Alexander Luria. Indeed, dur-
ing the Cold War Luria and Karl were collaborating in California. I understand that 
Luria was a bit enthusiastic with his camera and especially as they travelled near 
some of the California military bases. All the while, these two correspondents and 
scientific colleagues were followed by the Central Intelligence Agency (CIA) and 
Komitet gosudarstvennoy bezopasnosti (KGB) as they travelled within the USA 
(personal communication) stirring up a good bit of excitement. Luria’s work was a 
major influence on the creation of the field of neuropsychology. He published two 
case studies shortly before his death. In one he described a Russian journalist with 
synesthesia and a seemingly unlimited memory. This case was presented in a book 
The Mind of a Mnemonist (1987). In another of Luria’s well-known books, The 
Man with a Shattered World, he presented the insightful account of Zasetsky, a man 
who suffered a traumatic brain injury (1987). These case studies illustrated Luria’s 
methods, which combined with his clinical remediational approaches.

The eminent Russian neuropsychologist Alexander Romanovich Luria (1973) 
provided a most important conceptual advance for the understanding of brain func-
tion as he integrated the radical localizationist view of specialized brain “centers” 
with the radical equipotentialist view of disparate brain areas contributing to all 
aspects of behavior, cognition, and emotion. Luria provided a basis for the integra-
tion of these conceptually disparate views through a functional cerebral systems 
perspective, wherein he proposed three primary functional units specialized for dis-
tinctly different functions, but which are connected such that each functional unit 
contributes to the other and to all behavior, cognition, and emotion. The first unit 
is involved in maintaining tone or arousal level. The second unit is responsible for 
the reception, analysis, and comprehension of sensory input and the third unit for 
the regulatory control of all other units and for higher level “executive functions” 
involving planning, sequencing, and organization of behavioral, cognitive, and 
emotional expressions. Alexander R. Luria’s 1973 publication of The Working 
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Brain and the second edition of his Higher Cortical Functions in Man in 1980, 
continue to influence modern neuropsychology and neuroscience.

First Functional Unit

The first functional unit is responsible for general arousal level or cortical tone and 
consists largely of the brainstem reticular activating system (RAS; see Fig. 4.1). 
Sensory information from each modality projects to the RAS, affecting the overall 
arousal state of each brain. The RAS diffusely projects to each cerebral hemisphere 
recruiting or activating the higher-level brain systems.

Although the brainstem contains much of our sleep–wake system relevant to 
our progression through high arousal (rapid eye movement, REM) and low arousal 
sleep stages (non-REM), damage to brainstem structures is most often associated 
with diminished arousal level or wakefulness of one and/or the other brain. Thus, 
even small strokes or lesions here may, at least initially, appear more devastating as 
the entire brain may be unable to maintain an alert and aroused state sufficient to 
benefit from therapeutic rehabilitation efforts, for example. A general characteristic 
of damage to Luria’s first functional unit includes diminished activation or arousal 
and lethargy and often with the appearance of a “waxing and waning” of abilities 
or performance. So, within session or across time samples the performance being 
evaluated may range from severely impaired, during low arousal states, to essentially 
normal during heightened arousal states.

The prognosis for such a patient is typically derived from the better performances. 
Indeed, brainstem lesions often surprise the team of therapists as the patient may pres-
ent as more severely impaired and with more generalized deficits due to an overriding 
deficiency in arousal. The arousal construct is the most universal function in neuro-
science and psychology, wherein optimal performance of any task is contingent on 
optimal arousal level. Either over arousal or under arousal may lead to performance 
deficits in an inverted-U fashion, where performance varies as a function of arousal 
level. Though this is a basic tenet for arousal theory in general, the phenomenon has 
been referred to as the Yerkes–Dodson law (see Fig. 4.2; Yerkes and Dodson 1908).

Arousal Theory
The 1st Functional Unit

Reticular
Activating
System

Fig. 4.1  Luria’s first 
functional unit or brainstem 
reticular formation receives 
sensory input and, through 
recruitment, alters the arousal 
of the cerebral hemisphere
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Second Functional Unit

Luria’s second functional unit consists of the back half of each cerebral hemisphere. 
Each sensory modality projects to the back of each brain such that the initial re-
ception of the sensory event, irrespective of sensory modality, occurs in this unit. 
Vision, audition, touch, pressure, pain, itch, warm, cold, olfaction, and gustation 
project to this unit charged with the sensory reception, analysis, and comprehension 
of this information. A family member with a stroke or with damage within the pos-
terior brain regions will, by definition, have problems with the reception, analysis, 
and/or comprehension of sensory information. Such a person may be deficient in 
comprehending speech. Since sound projects to the temporal lobe and since the 
left hemisphere is specialized for linguistic or propositional speech processing, the 
critical location for this disturbance lies in the left temporal lobe in an area known 
as the superior temporal gyrus or “Wernicke’s area.” However, the same is true for 
the reception of linguistic speech sounds corresponding with the anterior superior 
temporal gyrus.

Many lay people and again many health care professionals may attribute the 
auditory receptive deficit derived from dysfunction in this area to the patient be-
ing “hard of hearing.” Although the neural transduction and reception of sound is 
initiated in the inner ear, the cable projects to the primary auditory cortex for sound 
recognition. Thus, the attribution, while seemingly valid, is not accurate. This is 
more clearly recognizable with the demonstration that specialized auditory events 
processed by the intact right cerebral hemisphere are detected without the need 
for repetition and/or elevated volume. Moreover, as has been demonstrated for the 
visual projections from the retina to the occipital lobe, peripheral or inner ear dam-
age may yield anatomical alterations at the other end of the cable as the auditory 
nerves and tracts find their way to higher cortical brain systems.

In a subsequent section, we follow the flow of information from the primary 
cortex on to the association areas eventually culminating in the highest level of 
analysis in the tertiary association areas. In these areas, the comprehension of each 
sensory modality is then integrated with other sensory systems and where a cross 

The Yerkes Dodson Law

P
E
R
F
O
R
M
A
N
C
E

A  R  O  U  S  A  L
LOW HIGH

OPTIMAL POINT

Fig. 4.2  The Yerkes Dodson 
Law states that performance 
varies as a function of arousal 
level. The performance of 
any function may be maxi-
mized by the achievement of 
an “optimal point” of arousal

 



38 4 Basic Functional Brain Units

modal comprehension of the sensory event may now occur. So, for example, the 
somatosensory reception of touch, pressure, and warmth at one’s left hand occurs ini-
tially in the primary somatosensory cortex of the right brain, followed by comprehen-
sion of the stimulus form (e.g., Mazzola et al. 2012) and associations with existing 
memories of the feelings experienced with holding this hand in the past. But, as the 
level of comprehension extends further into the tertiary association cortex, there is 
increasing potential to experience the greater depth of feelings, including visual and 
auditory associations of this person (e.g., wife or husband) and, more richly, even the 
emotions previously experienced from holding this precious hand in the past.

The tertiary association cortex is distinguished from the primary projection corti-
ces not only in its cross-modal sensory analysis and integration capabilities but also 
by its abundant access to the corpus callosum and connections to homologous ana-
lytical regions in the opposite brain. This allows for the ultimate comprehension, at 
the human level, of the sensory array and the potential knowledge, associations, and 
previous experiences acquired by both brains, each providing a specialized percep-
tual bias and processing style in the overall analysis. In such a system, the written 
word might be initially converted from visual analyzers in the occipital cortex into 
cross-modal linguistic associations within the left hemisphere and now ultimately 
with an emotional response to the gist or provocative nature of the written word in 
the context of activation within the right cerebral hemisphere.

Despite the emotional processing advantage of the right brain, though, the left 
brain maintains a positive emotional bias. This has been demonstrated across both 
verbal or linguistic content and nonverbal spatial analysis of faces or tone of voice. 
Even the common QWERTY keyboard can be used to demonstrate the emotional 
processing bias as a function of positional location of the keys within the left or 
the right side of the keyboard (Jasmin and Casanto 2012). In this example, the 
researchers investigated whether differences in the way words are spelled, some 
with more letters on the right side of the keyboard and others with more letters on 
the left, influence their evaluations of the emotional valence of the words. Across 
three experiments, the relationship was supported between emotional valence and 
QWERTY key position across English, Spanish, and Dutch languages. Words con-
taining more right-sided letters were rated as more positive in valence than words 
with more left-sided letters.

Third Functional Unit

Information processing may eventually move toward the third functional unit (the 
frontal lobe), via an enormous bundle of cables known collectively as the longitu-
dinal tract. Information flows in a rostral direction toward the frontal lobe(s) and 
this follows the reception, analysis, and comprehension of sensory events and the 
subsequent cross-modal integration and analysis of those events within and across 
the second functional unit(s). It is within the third functional unit that we organize, 
plan, and sequence our own actions and responses to our sensory environmental 
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array. Several robust and mature literatures exist on this unit reflecting the frontal 
lobe involvement in executive functions, regulatory control, effortful control, self-
regulation, intentional behavior and cognition, and many other functions discussed 
elsewhere in this book (see also Stuss and Knight 2013). The activities of the third 
functional unit ultimately may lead to overt or covert actions or behavioral displays 
that allow for modification of our social, emotional, and/or environmental situations.

Ultimately, the activities of this unit culminate in expressive actions involving 
muscles, glandular functions, and organ functions throughout the entirety of the 
body. For example, at the end of the processes involved in the preparation of a 
desire or intent to respond and the organization of the motor sequences necessary 
for completion of the task, information flow moves toward the motor cortex where 
descending fibers of upper motor neurons differentially regulate the reflexive func-
tions of the lower motor neurons which innervate muscle tissue at the motor unit. 
The final motor pathway originating at the primary motor cortex is now ready to 
send signals to distant effectors, including skeletal muscles involved in the move-
ment of our body parts. But beyond this practical role in the regulation of motor 
intent and muscular responses, the descending pathways from the frontal lobe will 
regulate aspects of cardiovascular, cardiopulmonary, hormonal, and glandular func-
tions. The loss or diminution of frontal lobe regulatory control may result in disinhi-
bition or the release of reflexive responses of innervated muscles (e.g., Futagi et al. 
2012) and glands (Cannon and Britton 1925), altering cardiovascular, cardiopulmo-
nary, hormonal, and glandular functions.

The frontal lobes are responsible for those activities, which the clinical neuro-
scientist refers to collectively as “executive functions.” This includes the organi-
zation, planning, sequencing, generativity, and regulatory control over behavior, 
cognition, emotion, and more broadly all bodily functions (see Stuss and Knight 
2013). The left frontal lobe appears to be responsible for executive control over ex-
pressed propositional speech. Expressive speech problems are a common outcome 
of reduced metabolic activity in this region such that in milder cases one’s speech 
output may be sparse and other’s attributions may be that the individual is “shy” 
or just not very talkative. More pathological involvement of these regions might 
be apparent with expressive speech deficits, perhaps generally disorganized with 
tangential and often irrelevant speech expressions. But, the involvement of Broca’s 
area specifically in the inferior, posterior frontal lobe is characterized by phonemic 
paraphasic errors, perseverative phonemic expressions, and may include articula-
tion errors as with stuttering (see Duffau 2012). This system appears to provide 
not only for the inhibition of reflexive responses but also for the smooth transition 
and coordination among synchronized reflexes. From this vantage point, the frontal 
lobes may provide for flexibility within one or the other of these systems rather than 
for rigidity and inflexibility in response to environmental challenge or confronta-
tional demands. Moreover, this construct of flexibility in coordinating responses 
is linked to more adaptive responding and the successful navigation of bodily re-
sponses through rough and demanding waters posed by a demanding ecosystem. 
Friedman and Thayer (1998) provide a relevant discussion of the role of autonomic 
flexibility in cardiovascular viability, for example.
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The right frontal lobe appears to be responsible for executive control over nega-
tive emotional expression with dysfunction here underlying nonpropositional speech 
expression such as the volume or loudness of speech and the prosodic or emotional 
conveyance of speech through tone of voice. Right frontal lobe deficits are pre-
dictive of one or another reactive or exaggerated emotional expression within the 
negative affective valences, including anger, sadness, or fear. For example, damage 
within the right basal ganglia or lentiform bodies is predictive of emotional lability 
with poorly regulated control over crying behavior. This relationship was appreci-
ated early on and demonstrated by Constantini in 1910 (see Oettinger 1913; see also 
Parvizi et al. 2009; see also Woodworth and Sherrington 1904) where lentiform le-
sions accounted for spastic crying and spastic laughter in the majority of cases and 
where redundant lesions accounted for much of the remaining sample. Discussion 
of a sad theme might easily decompensate a person afflicted with this brain disorder 
with the onset of crying behavior and quite out of character for the person by his-
tory. The chief of cardiology from a major medical center was confronted with the 
challenges of altered function in these pathways secondary to a glioma. The family 
noted that the man that they had known would never cry and that now, quite out of 
character, he was remarkably tenderhearted and emotionally fragile.

By extension of this discussion, damage or incapacity within the right orbito-
frontal region may result in reduced regulatory control over negative emotions (e.g., 
Agustín-Pavón et al. 2012) and reactive expression of anger or aggressive behaviors 
(e.g., Fulwiler et al. 2012). Reduced regulatory control from this region may be 
evident in an expressive dysprosodia with an avalanche of speech volume, unchar-
acteristic shouting, or loud abrasive features. Moreover, the loss of regulatory con-
trol over anger and fear, for example, may reflect a concurrent loss of control over 
the cardiovascular system with corresponding reactivity in systolic blood pressure, 
heart rate (Emerson and Harrison 1990; Demaree et al. 2000; Herridge et al. 2004; 
Williamson and Harrison 2003; Everhart et al. 2008; Shenal and Harrison 2004; 
Rhodes et al. 2013; see also Foster et al. 2008), glucose (Walters & Harrison 2013a, 
b), skin conductance (Herridge et al. 1997), facial expression (Rhodes et al. 2013), 
and temporal lobe activation on the quantitative electroencephalogram (Mitchell 
and Harrison 2010).

Interestingly, the orbitofrontal region is seen in a lateral view of the brain prox-
imal to the motor cortex. The motor cortex provides for directed efferent motor 
control with a topographical representation of the body wherein facial motor control 
is located inferior to the other body regions and at the basal region of the brain. 
This topographical anatomy provides for proximal brain areas in control of the 
face and in control of anger (right orbitofrontal). Our language provides the clue 
to this where loosing face occurs with the loss of emotional control or of a stable 
self-regulated state. The functional neural anatomy for the face and for anger con-
trol are likely consistent with Kinsbourne’s (Kinsbourne and Hicks 1978) concept 
of functional cerebral space and where concurrent tasking demands may result in 
interference or a loss of control over the secondary task performed by that brain 
region. The dual-task challenge in this case might be the maintenance of regulatory 
control for anger and sympathetic control of the heart, while concurrently maintain-
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ing a stable, well-regulated facial expression. Herath and colleagues (Herath et al. 
2001) used functional magnetic imagery during the performance of dual reaction 
time tasks. Performance of the dual task was found to activate cortical regions in 
excess of those activated by the performance of component single tasks. Moreover, 
these investigators reported that the dual-task interference was specifically associ-
ated with increased activity in a cortical field located within the right inferior frontal 
gyrus. This area has been previously implicated in emotion regulation and hostility, 
lending to the notion that areas of the brain that regulate emotion in particular, may 
be subject to the burden of dual-task interference effects.

The tasking demands might simply involve contracting facial muscles involved 
in the emotion. Matthew Herridge (Herridge et al. 1997) did investigate this as did 
others (Ekman et al. 1983; Kraft and Pressman 2012). Matthew found that contract-
ing the corrugator muscle elevated sympathetic tone using a skin conductance mea-
sure. Hostile, violence-prone individuals maintained an elevated skin conductance 
at the left hemibody with reduced habituation at the left hemibody to repeated con-
tractions of this muscle. Low hostile individuals evidenced a reduced sympathetic 
tone and a reduced rate of habituation at the right hemibody. Earlier on, George 
Demakis (Demakis et al. 1994) had demonstrated elevated skin conductance re-
sponses at the right hemibody with positive affective displays of spastic laughter. 
Hostiles maintain elevated cardiovascular measures of sympathetic tone as indi-
cated by heart rate, blood pressure, and skin conductance measurements. The results 
support the role of the right orbitofrontal region in the regulatory control over anger 
(see also Agustín-Pavón et al. 2012; see also Fulwiler et al. 2012) and the dual 
concurrent management demands for regulating facial expressions and sympathetic 
drive. Moreover, the results support the conclusion of diminished resources at this 
region in hostile, violence-prone men. The evidence indicates diminished frontal 
capacity in hostile men. Facial dystonia was evident in the electromyogram record-
ings in this group and especially at the left hemiface (i.e., relatively diminished right 
frontal capacity; Rhodes et al. 2013).

The influence of facial postures, depicting one or another affective valence, 
on cardiovascular function and stress responses was also investigated in a project 
where the participants’ positive facial expressions were covertly manipulated. Kraft 
and Pressman (2012) asked the participants to complete two different stressful tasks 
while holding chopsticks in their mouths producing a Duchenne smile, a standard 
smile, or a neutral expression. One group was made aware of the manipulation by 
asking them to smile, while covert manipulation of the comparison group was made 
using the chopsticks. Interestingly, both the covert and the posed facial configura-
tion depicting a smile reliably lowered heart rates during stress recovery in com-
parisons with the neutral facial configuration.

The basis for the next experiment seems obvious. Although this experiment has 
not yet been conducted, our historical language is rich in the use of the warning 
statement to stay out of my face! The sensory approach to the face would seem to be 
proximal to these emotional systems not only through the representation of the face 
in the somatosensory cortex at the postcentral gyrus but also in the processing of the 
visual menace reflex, where an abrupt approach to the face results in a characteristic 
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defensive reaction with an eye blink and potentially contact guard. The experiment 
might monitor negative affective behavioral, cognitive, and physiological responses 
(e.g., skin conductance) resulting from approach or physical manipulation of the 
foot, the leg, the hand, the arm, or the face. This functional anatomy controlling 
the face may indeed have relatively direct access to systems involved in regulating 
anger and cardiovascular/cardiopulmonary functions. Manipulation proximal to the 
face task or challenge the functional capacity of this anatomy to maintain control 
over the secondary functions presumed to be served by this brain region. More 
specifically, intrusion with proximity to the face should yield sympathetic drive 
with increments in blood pressure and defensive posturing. It should concurrently 
task the regulatory control over anger. With an individual lacking adequate capac-
ity at this region, the outcome might be predictable with anger behavior and the 
heightened perception of external threat or provocation. A word to the wise—if you 
do this experiment, you had better stay out of arm’s length or face the predictable 
consequences.

The final motor pathway, emanating from the motor cortex, ultimately expresses 
the desires and intentions established by more rostral (premotor) and subcortical 
(basal ganglia) frontal lobe structures. Directly rostral to the motor cortex we find 
the premotor cortex, which fires before the motor cortex (see Rizzolatti et al. 1996; 
see also Fogassi and Semone 2013) and prepares the motor actions and sequential 
self-regulation of our movements. More rostral still we find brain regions capable of 
processing increasingly abstract concepts and levels of analysis reflective of more 
recent evolutionary accomplishments. This includes the prefrontal cortex and even-
tually the far frontal regions and the frontal poles. The functional anatomy of the 
prefrontal cortex makes it extraordinarily powerful, yet the capacity demands for 
high-level flexibility and regulatory control may leave it vulnerable to the interfer-
ence effects inherent in dual or multiple concurrent task demands. It provides for the 
management and processing of the highest levels of stress. Nonetheless, it suffers 
capacity limitations which, when exceeded, release more primitive brain systems 
(e.g., the limbic system) more evolutionarily adept at reactive responses and less 
well attuned to complex social rules and regulations.

The more complex the processing demands, the more susceptible the brain re-
gion may be to cellular exhaustion due to high metabolic demands. The prefrontal 
cortex is largest in humans where it has shown the greatest expansion in size in the 
most rostral regions approximating the frontal poles (Öngür and Price 2000; Öngür 
et al. 2003). This rostral expansion of the prefrontal cortex underlies the increasing 
capacity for complex and abstract thought as well as the capacity for regulatory 
control underlying complex working memory (Hasher and Zacks 1988), execu-
tive functions, and the challenges of complex social demands. The rostro-caudal 
model (Christoff and Gabrielli 2000) acknowledges that the rostro-caudal axis of 
the prefrontal cortex supports a control hierarchy whereby the posterior-to-anterior 
convexities of this region mediate progressively abstract, higher-order regulatory 
control functions. This implies that relatively complex, flexible, and integrative 
processing computations are subserved by the most anterior prefrontal regions, 
while relatively more fundamental, simple, and fixed processing computations are 
subserved by more posterior regions of the prefrontal cortex.
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Several functional models exist for the role of the prefrontal cortex (e.g., see 
Miller and Cohen 2001; see also Koechlin and Summerfield 2007). But, a common 
proposal offers that the rostral and caudal prefrontal cortex can be distinguished 
on the basis of processing domain-general, versus domain-specific, representations 
(Christoff and Gabrieli 2000; Fuster 2004; Courtney 2004). A hierarchical version 
of this perspective proposes that domain-specific posterior frontal regions can be 
modulated by the more domain-general rules in anterior prefrontal regions (e.g., 
Sakai and Passingham 2001, 2006). Evidence supporting these models suggests that 
the anterior regions handle the most abstract, nebulous, and complex tasks, while 
the posterior regions handle simpler, lesser complex tasks lower in the functional 
hierarchy. This distinction is consistent with Luria’s organization of primary, sec-
ondary, and tertiary cortical divisions and with the frontal lobes progression from 
primary cortical regions eventually to tertiary association cortex associated with 
increasing complexity of executive, regulatory control, and motor processing.
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Primary Projection Areas and Secondary Association 
Areas

Luria further divides functional units 2 and 3 based on the level of reception, 
analysis, and comprehension (functional unit 2) and the level of organization and 
preparation of the motor response (functional unit 3) resulting from higher-order 
anatomical processors and the spread of information across surrounding cortical 
zones. More specifically, sensory information from our eyes and ears and from each 
of the other sensory modalities arrives at its own primary projection cortex in the 
part of the brain specialized for the processing of that type of sensory information. 
Vision projects onto the calcarine or striate cortex located at the medial occipital 
lobe (see Fig.5.1; Brodmann’s area 17). Audition projects onto Heschl’s gyrus at 
the anterior superior temporal lobe represented by Brodmann’s area 41. Somatic 
senses including touch, pressure, cold, warm, pain, and itch project onto the anterior 
parietal lobe at the somatosensory cortex represented by Brodmann’s areas 3, 1, 2. 
The German anatomist Korbinian Brodmann published his anatomical maps of hu-
man and nonhuman primates based on the cytoarchitectural features of the neurons 
he observed in the cerebral cortex using the Nissl stain. These maps are potentially 
very useful for communication purposes and for readily locating a cortical region.

The brain is arranged in a seemingly logical fashion with tracts, bundles, or “cables” 
carrying different types of sensory information to different and specific areas of the 
brain. Thus, there is a topographical representation of each sensory modality within each 
brain. Moreover, the spatial location and intensity of a sensory event is coded logically 
and in a highly topographical fashion, somewhat like the wiring in a computer or in the 
man-made machines with which we are more familiar. The topographical representation 
of the primary projection areas of several of the basic sensory modalities are depicted 
in Fig. 5.1. Neuronal projections carry visual information from the eyes to the primary 
projection area for vision located in the back of the brain (occipital lobe). Neuronal pro-
jections from the inner ear carry acoustic information and vestibular information largely 
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to the temporal lobes. Other cables carry somatosensory information (touch, pressure, 
cold, warm, pain, and itch; see Han et al. 2012; see also Fields and Sutherland 2013) 
from all areas of our body onto the primary projection area in the parietal lobe (somato-
sensory cortex), and so forth.

The reception of sensory information at the primary projection cortex starts a 
process of elaboration and increasingly complex levels of analysis moving onto the 
secondary association cortex and ultimately onto tertiary association cortex. Each 
primary projection area is surrounded by the secondary association area for that 
sensory modality. As information moves from the primary projection cortex to the 
secondary association cortex, it is processed at a more complex and higher level of 
analysis. For example, the reception of tactile stimuli occurs initially at the primary 
projection cortex. However, more complex tactile analysis in the secondary asso-
ciation cortex may allow for the recognition, by touch alone, of a pencil or key or 
other object on the corresponding body part. This somatosensory analysis provides 
for stereognosis or tactile object recognition through three-dimensional touch pro-
cessed through the cutaneous receptors in the skin. Yet, at this level of analysis, it 
does not provide for a visual or auditory representation of the object. Nor does this 
level of processing provide for access to the speech systems sufficient for verbally 
naming the object. These related processes result from the flow of information out 
and onto these other functional neural systems with some levels of analysis being 
proximal and some more distally located from this system.

For audition, the primary projection area would allow for the detection of sound 
largely arriving from the contralateral hemispace. For the left brain, this would be 
the sound originating initially through the right ear with delayed arrival time for the 

Fig. 5.1  Brain shown facing the left side and with a midsagittal section ( midline) viewed on the 
right side of the figure: Pink is Brodmann area 17 (primary visual cortex). Anatomy & Physiology, 
Connexions website. http://cnx.org/content/col11496/1.6/, June 19, 2013
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left ear based on its placement further away from the location of the sound. Once 
detected by the primary projection cortex, the secondary association area for audi-
tion would allow for the analysis of the sound as a linguistic or propositional speech 
sound (left brain) or perhaps as a musical melodic or affective intonation; should 
the processing be performed by the right brain’s auditory analyzer? Yet, this level of 
analysis does not provide for a visual or somatosensory representation of the object. 
The auditory primary projection areas are instead proximal to, or nested within, the 
speech systems. This cortex is near the somatosensory projections for the tongue 
and face providing gestural associations for lingual praxis or oral motor movements 
for the production of speech. Other associations are more distal to this brain region 
where access, like travelling from one town to another town, may require an axonal 
highway. This would certainly be the case if auditory verbal processing within the 
left brain was to produce emotional associations through connections with the right 
brain across the corpus callosum. Again, these related processes result from the 
flow of information out and onto these other functional neural systems with some 
levels of analysis being proximal and some more distally located from this system.

The vestibular projections provide initial detection of vectional force toward the 
left or toward the right as we change body positions. This information originates 
from the semicircular canals in the inner ear, which remind me of a carpenter’s 
level. Any change in position within one of three distinct planes of movement (three 
separate semicircular canals within these planes) will provide the stimulus detected 
at the primary projection cortex. With higher-order analysis by the surrounding sec-
ondary association area, the left temporal region (via activation) may result in the 
perception of the body moving toward the right hemispace. Activation of the ho-
mologous region at the right brain may result in a sensation of spinning or moving 
toward the left hemispace (see Carmona et al. 2009). Again, the level of analysis 
initially within this modality may acquire intermodal associative strength resulting 
from associative activation within the tertiary association cortices.

A lesion within the primary projection area, as might result from a stroke, can 
have a specific impact on a sensory system based on its topographical location. 
For example, diminished activation of the somatosensory projection area may yield 
numbness or a sensation of being cold in the corresponding body area represented 
at the location of the stroke. A more severe loss of function here may result in an 
anesthesia. We might be able, then, to operate or perform what would previously 
have been a painful manipulation of this tissue with the patient unable to feel at that 
body location. Similarly, a stroke within the vestibular analyzer may alter position 
sense and, too often, results in dangerous falls and/or altered postural placement. 
Lesion of the left temporal region may result in a corresponding release or relative 
activation of the right temporal lobe and a sense of spinning toward the left. Any 
effort by the patient to compensate for these previously trustworthy signals might 
be catastrophic and result in additional injury. Indeed, the prognosis for many of 
our patients is shortened needlessly to about a 5–6-year window after a fall result-
ing in a broken hip (Maggi et al. 2010) and/or head injury and the iatrogenic effects 
of general anesthesia and surgical repair. Although the reduction in life expectancy 
was similar for both genders in the Maggi et al., investigation, the proportion of the 
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years of life lost was higher in men, suggesting a worse impact of hip fracture on 
survival in men, even after consideration of the higher mortality rate in the general 
male population.

The third functional unit or frontal lobe is specialized eventually for motor out-
put or the expression of our responses in our bodily movements. The complex orga-
nizational demands of planning and sequencing movement and the development of 
the intention and desire to perform the movement are processed by our secondary 
association areas in this unit. The primary projection area or motor cortex sends 
cables down to all parts of our body to effect movements or to manage the strength 
in the muscles represented topographically at the motor cortex. A lesion or even 
metabolic deactivation of the primary projection area for this unit may immediately 
alter strength in the corresponding musculature. So, with a more severe stroke in 
this area or within the cables projecting down from this area, we may see paresis 
(muscle weakness) or even plegia (paralysis). The reader might recall, though, that 
the overriding function of the frontal lobes has been to regulate or inhibit other 
brain areas and other parts of our body (e.g., Denny-Brown 1956; Tucker and Der-
ryberry 1992). This regulatory control, expressed at the level of the primary motor 
projection cortex, is over muscle reflexes (e.g., Futagi et al. 2012).

With this thought, the brain disorder that initially leaves our family member 
with paresis or plegia of the muscles innervated by these descending pathways of-
ten is expressed, following recovery, as hyperreflexia, increased muscle synergy, 
spasticity, or dystonia. One of the primary goals of rehabilitation therapies is to 
minimize this outcome through intervention efforts designed to range or to extend 
the limb, if there is hyperreflexia of an upper extremity (arm or hand). With abnor-
mal or increased flexor tone, exertional therapies might be implemented, wherein 
the exercise is specifically for the antagonistic muscle group. Extensor exercise 
might be more appropriate with hyperreflexia/synergy of a flexor muscle group. 
Alternatively, frontal lobe lesions or abnormalities often result in lower extremity 
extensor synergy. In milder cases, we might inspect the shoe of a patient for the as-
sociated heightened wear under the toe as suggestive of extensor tone. Here at the 
lower extremities, the oppositional or antagonistic muscle group to be exercised 
might be that promoting flexor synergy. Unchecked these features of upper motor 
neuron (primary motor cortex) pathology progress over time and, all too frequently, 
result in chronic pain syndromes and fixation or dislocation of the skeletal joint or 
pivot point for that limb. Developmental variants exist in the form of individual 
differences, which may also be useful in the analysis of variations in the functional 
capacity of these brain regions.

The secondary motor association cortex (premotor cortex), when activated with 
electrical stimulation techniques by the neuroscientist, yields evidence for activa-
tion of the desire or the intention to perform the movement. Indeed, over the years 
that I have worked teaching our doctoral students in neuropsychology diagnostical-
ly relevant clues, I have shared with them the diagnostic relevance of their own and 
others attributions toward the patient. Particularly relevant here, is the fundamental 
attribution toward others of intent. Indeed, the frontal lobes provide the anatomical 
basis underlying intentional activities or desire to perform. At one level, this might 
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be seen as an aspect of memory, wherein maintaining your intention to the task af-
fects your memory function, but where this system is not basic to the learning or 
consolidation of information, per se. Forgetting what you intended to do might be 
another example of inadequate processing within this system. The memory is there 
for what to do and how to do it—if you could just have a prompt or cue!

Laboratory evidence shows that the secondary association cortex in the fron-
tal lobe activates a few milliseconds prior to activation of the primary motor cor-
tex. The secondary association area functions to organize, plan, and sequence the 
muscle movements, which are subsequently and directly controlled by the primary 
motor cortex (see Joseph 2000). For example, Exner’s writing area overlaps the 
premotor cortex. This area activates prior to and during intentional hand movements 
with the premotor cortex contributing to the organizational planning and program-
ming of hand movements. Relatedly, the frontal eye fields overlap premotor cortex, 
which activates prior to and during directional eye movements (e.g., Suzuki and 
Gottlieb 2013). Broca’s area too provides for the preparatory organizational plan-
ning of oral–laryngeal and lingual movements directly effected by the motor cortex 
(Foerster 1936; Fox 1995). Broca’s area also becomes active prior to vocalization 
and during subvocalization as indicated by functional imaging research. Activation 
of these premotor areas and of their connections with the basal ganglia does not di-
rectly activate movement but instead the “impulse” or desire to initiate the act (e.g., 
Penfield and Boldrey 1937).

Stroke or pathological alteration to the secondary association area may result 
in clumsy or poorly coordinated complex movements of the corresponding body 
part, along with diminished utilization of that body part for purposeful actions. This 
might be apparent in manual dexterity deficits and poorly planned or sequenced 
movements, for example. Imagine, if you will, the level of coordination of finger 
movements achieved by a concert pianist from years of practice. Localized dysfunc-
tion within the premotor cortex may affect the coordinated, integrated, and rapidly 
alternating movements providing for the musical sounds from the piano. When we 
follow someone over time with damage to these brain regions, we often see a pro-
gression of functional pathology resulting from a differential learning history for 
the contralateral limb affected by the stroke and the ipsilateral body parts unaf-
fected by the stroke. With experience, the discoordinated limb is used less, whereas 
the unaffected limb is used more, potentially aggravating the dysfunctional limb 
movements and their utility in contributing to our activities of daily living (Taub 
and Morris 2001).

Therapeutic efforts here focus on requiring the patient to use the affected limb, 
encouraging and promoting experiential learning or response-modified compensa-
tion for improved performance. Constraint-induced movement therapy (see Miltner 
et al. 1999) was initially demonstrated with nonhuman primates resulting in im-
proved outcomes over time (however, see Bowden et al. 2013). In 1998, Liepert 
et al. (1998) were the first to report changes in the brain in response to constraint-
induced movement therapy applied to human stroke patients. Using transcranial 
magnetic stimulation, they found an increase in the number of scalp locations that 
produced a motor-evoked potential in the paretic hand. Physically restricting the 
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unaffected limb is designed to force intentional interactive use of the dysfunctional 
body part. Both the active use and the restricted use of body parts alter the underly-
ing anatomy within the brain systems supporting that function. Also, neuroimaging 
studies show that this therapy promotes increased blood flow to the somatosensory 
and motor cortices (see Wittenburg and Schaechter 2009). Active use or exertional 
activity promotes improved efficiency in the neuronal organization and preparation 
for the response. Moreover, these same regions, along with the underlying basal 
ganglia, have been associated with the “impulse” or the desire to use that body part 
(e.g., Penfield and Boldrey 1937) as with directed intention to initiate a response 
with the body regions represented along the premotor and eventually the motor ho-
munculus. Related and proximal systems provide for the anticipated consequence 
of the action following completion. Interestingly, these systems also contribute to 
“theory-of-mind” components (e.g., Carrington and Bailey 2009; Haxby et al. 2002; 
see Shallice and Cooper 2011; see also Cabeza et al. 2012), allowing for the predic-
tion of other’s behaviors and probable consequences of the act(s).

A more extreme example may be proffered by intervention efforts with chil-
dren suffering from spasticity of the motor systems with unilateral cerebral pal-
sy. Evidence supports the contention that constraint-induced movement therapy 
is beneficial in promoting motor capacity and implementation use of the affected 
upper limb in children with unilateral cerebral palsy (e.g., Sakzewski et al. 2011; 
Geerdink et al. 2013). Much of the current emphasis in this research area relates to 
the developmental constraints and emergence of frontal lobe regulatory control as 
a developmental and age-related process. Differences are found related to interven-
tion characteristics, like duration of treatment, in children of different ages. For 
example, Geerdink et al. (2013) conducted a randomized control trial intervention 
with constraint-induced movement therapy. These authors conclude that their most 
cardinal finding was for the relevance of age on the speed of dexterity gain with the 
affected extremity during the period of intervention. They note that, compared to 
older children, children younger than 5 years of age had a 2.3 times greater chance 
of reaching maximum performance on their measures of motor dexterity within the 
6-week period of intensive training. Moreover, the gains for the younger children 
were more rapid and more robust within the first 3–4 weeks of intervention, after 
which they approached stabilization of progress. They contrast these findings with 
those of the children 5 years of age and older with slower and more extended im-
provement of functional motor control. They note developmental differences in the 
regulatory control of these reflexes (e.g., grasp reflex) as relevant in determining the 
optimal intervention approaches and the optimal duration of treatment.

Tertiary Association Areas

In the discussions above, the basic functional features and anatomical locations for 
the primary projection areas and the secondary association areas were addressed. 
For the second functional unit of the brain charged with the reception, analysis, 
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and comprehension of sensory input, the primary projection area and the secondary 
association area for each sensory modality receive, recognize, and perform elabo-
rative associations within that particular sensory modality. This makes a bit more 
sense as the secondary association area surrounds the primary projection area ana-
tomically and with the understanding that the flow of information is from the simple 
to the more complex association cortices. In and among the brain areas represent-
ing each sensory modality and surrounding the secondary association areas are the 
most complex and intelligent cellular constellations in the brain, which make up 
the tertiary association areas. Glial and neuronal cells in these areas have access to 
dendritic fields or anatomical extensions within and across the various sensory re-
gions. Thus, for the first time in our discussion of functional brain anatomy, we are 
in regions charged with cross-modal analysis and the integration of our sensations.

Perceptually, this is a most important accomplishment as information known 
and recognized within one sensory system (e.g., vision) may be associated with the 
level of understanding and familiarity for this stimulus across the remaining sensory 
modalities. For example, a visual grapheme recognized by the left occipital cortex, 
through the primary and secondary association cortex, may now be converted into 
the corresponding sound via associations with the superior temporal gyrus (Wer-
nicke’s area). By extension, concurrent access onto the somatosensory cortices may 
provide associations or representations for the configuration of the body parts nec-
essary to produce speech sounds in naming the object. In this fashion, the visual 
stimulus, which was initially identified by the visual association cortex (e.g., pen-
cil), may be converted into a somatosensory and gestural event for relevant body 
parts. The tertiary association cortex provides a substantial and higher-order depth 
of understanding as far-field, but relevant, sensory experiences and associations 
may be brought to bear to maximize our comprehension of the event initially pre-
sented only within the visual modality (this example).

The complexity of analysis attributed to the tertiary association cortices is be-
yond that of other brain areas. As described thus far, these areas provide for the in-
tegration of information from multiple sensory modalities. The tertiary association 
areas, though, are also rather unique in their access to the major highways, which 
extend from the back of the brain to the frontal lobe (the longitudinal tract) and to 
those extending to the homologous regions within the opposite brain (the corpus 
callosum). The longitudinal pathways (intrahemispheric) convey the highest level 
of comprehension of the sensory array to the third functional unit (frontal lobe) 
to be acted upon through the acquired rule-regulated organization and preparation 
of our expressions or responses. The crossing (interhemispheric) pathways to the 
other brain provide for integration of processing approaches of the left and the right 
cerebral hemisphere. But, these cables have been shown to involve inhibitory con-
trol. So, communication across the corpus callosum at least provides an anatomical 
basis to achieve balance between the two cerebral hemispheres. However, priming 
or relative activation of either of the tertiary zones of the left or the right brain may 
serve to achieve a dominant perspective toward the information as, for example, 
a positive and optimistic view of the left hemisphere, which might be suppressed 
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by activation of a more negatively valenced or deeply emotional perception by the 
right brain.

Regulatory control, by the frontal lobe of each brain, will partially be achieved 
through inhibition along the longitudinal tract. For example, with activation of the 
tertiary zone within the right hemisphere, we may achieve heightened negative emo-
tionality such as fear or anger. The right frontal lobe would provide for regulatory 
control, in a normal brain, to prevent the emergence of a panic attack through the 
suppression of fear or the emergence of violence-prone behavior, through the sup-
pression of anger. Additional information on these processes is available through 
manuscripts detailing these theoretical and neuroanatomical positions (e.g., see 
Thompson-Schill et al. 2005; see also Carmona et al. 2009; Shenal et al. 2003; Fos-
ter et al. 2008a, b; Walters et al. 2010; Mitchell and Harrison 2010). However, the 
literature on frontal lobe regulatory control is perhaps the more robust derivation 
of psychological science (see Thompson-Schill et al. 2005). Very much in line with 
Flourens’ evidence for a hierarchical organization within the brain, each frontal lobe 
may function in a “top-down fashion” where descending frontal lobe tracts provide 
for regulatory control or inhibition over the first functional unit or the arousal sys-
tems within the brain stem (e.g., the mesencephalic reticular activating system).

For the frontal lobes or the third functional unit, once again the tertiary associa-
tion areas surround the secondary association cortex, providing for the most com-
plex aspects of human behavior, cognition, and emotion. Indeed, these far frontal 
areas have been shown to appreciate, and to provide for, the intention to highly 
abstract social rule-related behaviors conveying social and emotional intelligence. 
For example, damage within the basal or far frontal regions of the right frontal lobe 
often results in some degree of social anarchy or impaired intention to social propri-
eties and pragmatics within that culture (e.g., Anderson et al. 1999; Damasio 1994; 
see also Keenan et al. 2003; Tompkins 2012). By way of example, one distinguished 
business man was brought in to the neuropsychologist’s office by his spouse with 
the complaint “this is not the man that I married.” This corporate CEO and founder 
wore an expensive suit coat and a gold Rolex watch. But, he had fecal material un-
der his nails and was picking his nose across the desk from me. Similarly, one might 
appreciate and be able to state the social rules for entering an office, but fail to carry 
out these rule-regulated behaviors with the self-attribution that “these rules do not 
apply to me.” Another man was referred by the courts for inappropriate heterosocial 
behavior, groping young women at a local high school. He described his trip to the 
office where he yelled expletives at strangers on the road side, while knowing that 
the social and cultural rules dictate more regulated behavior or self-restraint.
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Wernicke–Geschwind Model

The challenge now is to appreciate the concerted interactions of multiple 
brain regions in performing one or another functional activity. The Wernicke–
Geschwind model (see Bear et al. 2007; see also Anderson et al. 1999) is 
intimate to this discussion as the model provides a fundamental framework 
for the flow of information interactively across specialized brain areas. Carl 
Wernicke proposed an early model of language, which was elaborated upon 
and expressed again by Norman Geschwind, with the two now sharing credit 
for its inception. This language-based system might be used to understand the 
underlying processes in reading and, therefore, a reading disability of one or 
of another form.

Initially, the retinal projections of the written word travel via a thalamic relay 
(the lateral geniculate nucleus) to the occipital cortex with specialization within 
the left cerebrum for the recognition of the visual grapheme. For comprehension, 
the visual analysis of the graphical lexical image travels to the angular gyrus 
(tertiary association area) where cross-modal comprehension and conversion into 
the auditory sounds of the symbols are conveyed. A more dorsal pathway, through 
the angular gyrus, provides for the fundamental praxicons or gestural associations 
through integration with the somatosensory association areas within the parietal 
lobe. But, the model focuses on the ventral pathway through Wernicke’s area in the 
superior posterior temporal gyrus, where the acoustic association and comprehen-
sion of the word sound may now be conveyed, via the arcuate fasciculus, toward 
Broca’s area in the inferior premotor frontal cortex. Broca’s area allows for the 
planning, organization, and sequencing of motor movements necessary for reading 
out loud, although activation will occur here to some extent in silent reading or 
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covert speech (e.g., see Hickok and Rogalsky 2011). From Broca’s area, the infor-
mation flows to the final motor pathway within the motor cortex and eventually af-
fecting movement through the contraction of skeletal muscles necessary to produce 
or express the speech sounds. Again, the pathway dorsal to Broca’s area, which 
projects onto Exner’s hand area, allows for the sequencing of hand movements 
necessary for writing what had been read in the form of graphical expressions and 
sequential postures/gestures of the hand. Ultimately, the well-sequenced series of 
movements underlies ideational praxis within the broader context of movement and 
movement disorders.

For listening to and understanding spoken words, linguistic or propositional 
sounds project onto the primary auditory cortex (Heschl’s gyrus). A higher-order 
analysis and comprehension occur within the secondary association area at the 
posterior superior temporal gyrus known as Wernicke’s area. Repetition of speech 
sounds requires the loop through the arcuate fasciculus toward the expressive 
speech region within the left frontal lobe. Although not expressed within the Wer-
nicke–Geschwind model, many additional systems contribute to this basic func-
tional cerebral system, including the frontal eye fields (e.g., Suzuki and Gottlieb 
2013) for directional eye movements across the page of written words and Exner’s 
hand area for the organization of writing movements or graphics, within the pre-
motor cortex. Also relevant are right cerebral systems, where affective intonation 
and the emotional gist of the linguistic material might be understood. The right 
cerebral systems allow for the addition of prosody or melody in the comprehension 
of the text and, if reading aloud, in the expression of the written word. Dorsal path-
ways within the right cerebral hemisphere also allow for appreciation of spatial 
relationships and the conveyance of postural tone, for example. But, again, these 
analyses extend well beyond the early and more specifically targeted Wernicke–
Geschwind account.

The seven components of the Wernicke–Geschwind model are depicted in 
Fig. 6.1. The workings of this model are depicted in Fig. 6.2. The components 
include the primary auditory cortex, the primary visual cortex, Wernicke’s area, 
the angular gyrus, the arcuate fasciculus, Broca’s area, and the motor cortex. The 
workings of the model were reassessed in 1999 (see Anderson et al. 1999). Subse-
quent to its inception, the model found support not only from lesion research but 
also from displays of metabolic activity resulting from various language activi-
ties using positron emission tomography (e.g., Petersen et al. 1988). Moreover, 
the model receives support from electroencephalogram and functional magnetic 
resonance methodologies. For example, one project (Schönwiesner et al. 2007) 
used event-related functional magnetic resonance imaging (MRI) and electro-
encephalography (EEG) in a parametric experimental design to determine the 
cortical areas in individual brains that participate in the detection and process-
ing of acoustic changes. The results suggest that automatic change processing 
consists of at least three stages: initial detection in the primary auditory cortex, 
detailed analysis in the posterior superior temporal gyrus and planum temporal 
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(see also Hugdahl 2012), and judgment of sufficient novelty for the allocation of 
attentional resources in the mid-ventrolateral prefrontal cortex. The scans from 
the Petersen project show metabolic activation during the generation, hearing, 
seeing, and expression of words (see Fig. 6.3).

Fig. 6.1  The seven components of the Wernicke-Geschwind Model

 

Fig. 6.2  How the Wernicke–Geschwind model works?
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Marsel Mesulam (1990, 2000) proposed an alternative model based on the ear-
lier version, wherein a hierarchy of neuronal networks process information by level 
of complexity. Performing simple over rehearsed language processes such as rep-
etition of the days of the week might require activation primarily of the motor and 
premotor areas for language. More demanding linguistic tasks requiring heightened 
semantic and phonological analysis would require initial activation of the associa-
tion areas. Mesulam’s model provides for a spread of activation from unimodal 
language areas onto two additional sites for integration. These systems include the 
temporal region, providing access to remote memory or associations with this infor-
mation, and the brain systems involved in emotional associations or the provision 
of meaning to the material content. Mesulam’s model, in no way, abandons the 
established functional contributions of Wernicke’s and Broca’s area, but it instead 
elaborates on the broader contributions of previous experience with the content and 
the emotional associations that they convey.

These progressive, higher-order analytical epicenters are not unlike what we 
have discussed earlier on within Luria’s functional cerebral systems with a flow of 
information from primary projection area, to the secondary association cortex, on to 
the tertiary association areas for complex and multimodal analysis/comprehension. 
These convergence zones, achieved through the formation of cell assemblies or 
groups of interconnected glial and neuronal cells, are collectively strengthened 
through their concurrent activation as proposed by Donald Olding Hebb in what 
is known as Hebb’s law or, more formally, cell assembly theory. Hebbian theory 
(1949, 1955, 1959) describes a basic mechanism for synaptic plasticity, where syn-
aptic efficacy arises from repeated and persistent stimulation of the cell and states:

Let us assume that the persistence or repetition of a reverberatory activity (or “trace”) tends 
to induce lasting cellular changes that add to its stability.… When an axon of cell A is near 
enough to excite a cell B and repeatedly or persistently takes part in firing it, some growth 
process or metabolic change takes place in one or both cells such that A’s efficiency, as one 
of the cells firing B, is increased.

Generating, Hearing
Seeing, & Speaking Words

Fig. 6.3  From left to right, areas of heightened metabolic activation during the generation, 
hearing, seeing, and expression of words (see actual PET images at Nature, Vol. 331, No. 6157, 
pp. 585–589, 18 February 1988@ Macmillan Magazines Ltd. 1988). PET positron emission 
tomography
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The general idea is an old one, that any two cells or systems of cells that are repeatedly 
active at the same time will tend to become “associated”, so that activity in one facilitates 
activity in the other. (Hebb 1949, p. 70). More succinctly put “cells that fire together, wire 
together.”

Although Hebbian theory focused on neuronal activity and structures, it seems to 
be clear that these cellular assemblies are complex and relate substantially to more 
broadly defined cellular groups or cellular assemblies, including astrocytes, and 
ultimately their import and direction over neuronal pathways. It is most clearly the 
case, that the angular gyrus, also known as the left inferior parietal lobule, compris-
es one of these convergence zones. It is at this tertiary association area or location 
where multiple sensory modalities are integrated. The integration results from the 
expansive astrocytic and dendritic fields of the neurons within, and with access to, 
the frontal lobe, via the longitudinal tract and the opposite cerebral hemisphere, via 
the corpus callosum. This parietal occipital temporal region is, indeed, one of the 
most intelligent regions of our brain providing for the highest complexity of analy-
sis, integration, and directional input for activity eventually conveyed by the frontal 
lobes and final motor pathways.

The associative tendencies for cellular assemblies to fire together more and more 
frequently through their repeated use may also provide at least one theoretical basis 
for creativity as defined here by loose or less common associations. For example, 
Paul Foster (Foster et al. 2012) has demonstrated a capacity relationship for the 
frontal lobe in word generation or verbal fluency. Diminished left frontal capacity 
may be evident in functionally diminished verbal fluency scores. However, it is 
also evident with the generation of words with less associative strength or common 
usage within the population. Redundant capacity may, by necessity, extend the as-
sociative demands to cellular assemblies less commonly activated in normal usage 
of the language.

This theoretical perspective on creativity awaits additional confirmation just as 
multiple pathways or neural and glial mechanisms should ultimately allow for novel 
or creative associative thought. But, some initial confirmation already exists where 
the authors (Foster et al. 2012) extend the conceptual analysis to dementia patients 
treated with acetylcholinesterase inhibitors (AChEI) in comparison with those not 
taking the medications. Patients taking AChEIs, which increase cortical ACh levels, 
differed from those not on these medications, possibly indicating reduced spread-
ing activation with beneficial effects on the neural circuits involved. The effect of 
the drug(s) was to reduce the need for far-field associations found in individuals 
with reduced verbal fluency. The authors propose that the AChEIs reduce spread-
ing activation and hence the activation of fewer associative nodes. Beyond this, the 
argument that although AChEIs enhance attention they also concomitantly reduce 
spreading activation with a potentially deleterious effect on memory is provocative. 
This research provides evidence of relevance to the distinction between frontal sys-
tems contributing to attentional processes and those posterior regions (hippocampal 
and perihippocampal regions) more commonly related to memory processes, per se.

Evidence from neural plasticity research after early deprivation or brain 
injury provides some evidence that language does not have an immutable neural 
architecture (see Blumstein and Amso 2013), but rather that the neural system is 
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flexible and that it can change and reorganize in response to a number of factors. 
Functional magnetic imagery findings on the effects of early deprivation, for ex-
ample, show that congenitally blind individuals recruit occipital areas in processing 
Braille, a language system used for tactile reading. This results in dramatic contrast 
with findings from sighted individuals where deactivation in these areas results 
from the performance of somatosensory tasks (Sadato 2005; Sadato et al. 1996; 
see Blumstein and Amso 2013). Blumstein and Amso (2013) note with interest that 
recruitment of occipital areas occurs in congenitally blind individuals during lan-
guage processing (Bedny et al. 2011; Burton et al. 2002). Specifically, these authors 
argue that the visual cortex in congenitally blind individuals is recruited across a 
number of grammatical language components, including phonological, lexical se-
mantic, and sentence processing. Moreover, the functional neural activation to lan-
guage in this population is outside of the neural areas that are typically involved in 
these functions.
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Arousal disorders involve alterations in the state or activation of the brain. These 
disorders may be generalized, affecting both cerebral hemispheres. But, very of-
ten, the disorder is localized to one or the other brain or to specific areas within 
the brain. In some cases, these may be visualized with functional magnetic reso-
nance imaging (fMRI) or positron emission tomography (PET) scan technologies 
with behavior, affect, and cognition being the more sensitive indicators. We are 
more familiar with the arousal disorders, in the traditional sense, in individuals 
suffering from extreme arousal variants with coma or stupor. However, gener-
alized arousal deficits have frequently been attributed to “mental retardation” 
and to other problems. Moreover, an alteration in arousal may be beneficial as 
Thomas Edison manipulated his sleep states to enhance creativity and to fos-
ter his inventions of such things as the light bulb, perhaps. By popular account 
(Maas et al. 1998), Edison would hold a steel ball or marble in his hand as he 
drifted off to sleep. But with the onset of dream sleep or rapid eye movement 
(REM) sleep, characterized by an abrupt onset of body paralysis, the ball would 
fall out of his hand and the noise, upon striking the floor, would awaken him. In 
this altered state, he would readdress his inventions and critical thinking for new 
inspirations and solutions.

Brain-Stem Sleep Mechanisms and Sleep Disorders

Each cerebral hemisphere sits on top of its brain stem consisting of the thalamic 
and hypothalamic bodies, the midbrain tectum (roof) and tegmentum (floor), the 
cerebellum, and the medulla. Luria’s first functional unit, responsible for arousal or 
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activation, is found here at the midbrain or mesencephalon in the diffusely project-
ing reticular activating system. The overriding commonality of a lesion to the brain 
stem is an arousal disorder ranging from coma, to stuporous behavior, to mildly 
lethargic states. This might be expressed with slurred and sluggish behavior as with 
dysarthric speech. But as we begin to appreciate the complexities of the arousal 
syndromes several disorders emerge. These are anatomically specific, which may 
be useful in understanding the arousal syndromes and their varied features in the 
clinical presentation of the patient. These are expressed as one or another sleep 
disorder with each brain having its own sleep systems, more or less. This was ap-
preciated early on as activation of the brain was found ipsilateral to the side of the 
reticular activating system which was stimulated (Moruzzi and Magoun 1949).

Sleep has traditionally been defined by behavioral and psychophysiological 
indices. Although the clinician and the scientist have been prone to rely on elec-
trophysiological measures, a fairly adequate accounting of sleep may be had by 
carefully observing behavioral indices. One of the better locations to appreciate 
the behavioral indices of the sleep stages on a college campus is in the university 
library. Here, you will find students actively involved in studying (i.e., sleeping) 
with the stages of sleep visible for all to see in their public behaviors. Hopefully, this 
does not include sleepwalking! These behavioral indices include the maintenance of 
postural tone as opposed to body paralysis, myoclonic jerks or twitches, deep regu-
lar respiratory inhalation as opposed to variably irregular and shallow respiration, 
REM, and overt indices of autonomic tone or emotional processing with sweating 
and possibly pulse rate observed over a major artery.

The behavioral indices supporting a pleasant, quiescent, and restful state of low 
arousal and with regular respiration, seemingly normal muscle tone, and normal dry 
skin tone are those of non-REM sleep. Behaviorally, these non-REM sleep stages 
differ largely in the depth of relaxation, lowered arousal level, and in their restor-
ative features. The non-REM stages function as a “metabolic housecleaning.” But, 
the person participating in the deeper non-REM stages (3 and 4) may appreciate a 
deeply restful and wonderfully restorative sleep period. These stages are accessed 
acutely by those deprived and exhausted through the proverbial “power nap.” In 
this brief segue possibly lasting 20–30 min, the individual may awaken restored 
as though they have just returned from a wonderful vacation without a care in the 
world. If this is an exaggeration, then certainly the brief episode will feel restorative 
on the order of a more extended sleep period.

In dramatic contrast, the behavioral features of REM sleep include REM, behav-
ioral evidence in support of an “autonomic nervous system storm” with variable and 
elevated respiratory rate, blood pressure, and heart rate, and with behavioral evidence 
of paralysis accentuated by myoclonic jerks or twitches. The individual deprived of 
REM sleep may have abrupt REM onset with a characteristic loss of motor tone 
acutely signaling the onset of paralysis. I am reminded of students in a large intro-
ductory course with 700 classmates in two sections. These are very considerate folks 
and they do their very best not to let their fatigue and sleep deprivation intrude into 
the classroom setting. They carefully balance their head and trunk as they maintain 
their posture at their desk. But, periodically, it will appear that some of the students 
are pecking corn, like chickens in the field, as their head abruptly falls and they lose 
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control of muscle tone. Fortunately, this abrupt descent of the head is usually strong 
enough to wake them up. Otherwise, they would certainly wilt and fall, like a sack of 
flour, out of their chair and onto the floor if the body paralysis persisted.

Maintaining regularity in the daily schedule and consistency in activities may 
be helpful to establish stable circadian rhythms with a stable alternation across the 
stages of sleep throughout the sleep period. This will characteristically terminate 
in an REM period with awakening and the experience of being essentially “wide 
awake” and ready to get out of bed. This relates to the arousal state of REM sleep 
where the metabolic activity and the electrical activity of the brain are consistent 
with a highly aroused state and most like that of being awake. Indeed, the neural 
activation may be at a higher level than that which is present during wakefulness 
(e.g., see Riemann et al. 2012). College freshmen sometimes set their alarm back a 
few minutes during exams, which may be self destructive as they find themselves 
trying to awaken from deep non-REM sleep. They may be unable to get out of bed 
and be very sluggish if they are able to wake up, possibly missing the examination. 
This deep sluggishness and avid tendency to return to sleep is a feature of stage 4 
sleep, in contrast to the high arousal and readiness to awaken from REM sleep.

The traditional method of determining sleep stage is derived from the electro-
encephalogram (EEG) record. Most clinicians and neuroscientists use the interna-
tional 10–20 system of electrode configuration. This system is a universally agreed 
upon placement configuration for the electrodes across the scalp (see Fig. 7.1). In 
the earlier days, the electrodes were more commonly attached to the scalp with 
conductive cream, which was somewhat like cement after it had hardened. But, the 
majority now uses electrode caps, where the 10–20 system is automatically config-
ured with the cap placement and where conductive electrode gel is inserted through 

Electroencephalography

The International 10 – 20 System

Fig. 7.1  The international 10–20 system of electrode placement. A simple electrode cap is shown 
on the right
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the opening above the electrode and into the electrode cap. This placement system 
allows for communication among clinicians and neuroscientists as it provides stan-
dard locations for each electrode. My first EEG evaluation with a human was of a 
woman referred for a neuropsychological workup. Up to that time, I had performed 
EEG or evoked potential recordings on rats, dogs, cats, and other species. But, the 
first human evaluation was memorable.

This woman was a stripper at a nightclub. She was referred by her employer for 
“doin things I don’t want done in my club.” On additional inquiry, these were lewd 
sexual acts that fail to meet the social propriety standards of even the more shady side of 
this commercial enterprise. The behavioral complex included episodes of pelvic thrust-
ing, which may result from temporal lobe seizures or from direct electrical stimula-
tion of this region. But, the complaint centered on hypersexual behaviors, whereas the 
young woman evidently had no recall of these episodes. Sexual improprieties are more 
common in right frontal patients where rule-regulated behaviors may be appreciated at 
the level of social anarchy (e.g., Anderson et al. 1999; see also Damasio and Anderson 
2003; Damasio et al. 2012; see also Hu and Harrison 2013b; Damasio 1994; see also 
Keenan et al. 2003). But, the amnesia for the event left me tendering an a priori hypoth-
esis of right temporal lobe involvement. Figure 7.2 provides an example of the results 
from this assessment using the international 10–20 system.

In this comparison, the EEG record at electrode sites 6 and 7 featured low-voltage, 
high-frequency activity associated with an alert and aroused state. Similarly, corti-
cal desynchrony was seen in comparisons at electrode sites 7 and 3 and electrode 
sites 8 and 5. In contrast, the activity over electrode sites 7 and 8 consisted of corti-
cal synchrony with high-voltage, low-frequency activity within the delta bandwidth 
(1–4 Hz). Using the 10–20 system, I was able to localize a focal area of abnormal 
slowing over the right temporal lobe. The system allowed for the communication of 

Evaluating a Professional Dancer
The International 10 – 20 System

F8-T4

T4-T6

C4-T4

T6-02

Fig. 7.2  A comparison among electrode sites using the international 10–20 system
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the results to other clinicians and scientists as the locations are standard and repli-
cable should she require a follow-up evaluation in another facility or at a later date.

Interestingly, the focal abnormality and the behavioral features resulted follow-
ing exposure to visual oscillations with a flashing light. Rhythmic stimulation is 
present throughout the environmental surroundings. In a similar fashion, the brain 
consists of neural networks dominated by rhythmic activity (Adrian and Matthews 
1934), measured as local fields potential on the EEG. It has long been theorized 
that these periodicities represent oscillations in neuronal excitability (e.g., Lindsley 
1952) and neural entrainment to extraneous sensory conditions has been established 
(Mathewson et al. 2012). In this context, oscillating sensory events might be pre-
sented to the patient within visual, auditory, or somatosensory modalities based 
on the a priori hypothesis for the location of cerebral pathology derived from the 
interview and history. In this case, flashing lights worked. Of vocational relevance, 
she was dancing in front of a strobe light. Therapeutic interventions included vo-
cational counseling and encouragement to avoid dancing in front of flashing lights. 
Ultimately though, sound oscillation with emotional musical melodies was suffi-
cient in activating these right temporal lobe systems and inducing the event. The 
amnesia, which accompanied the event, was thought to be related to hippocampal 
and perihippocampal involvement and state-dependent learning phenomena (e.g., 
Milner 1965, 1968). Focal seizures of the right temporal lobe and amygdala have 
sometimes been referred to casually as “Madonna seizures” with pelvic thrusting 
and sometimes with penile erections in males with the episode.

In a basic sleep study, it might be reasonable to have some indication of the EEG 
record but without the complexities of a 120-electrode or even a 21-electrode configu-
ration. The minimal configuration might consist of two EEG electrodes referenced to 
relatively neutral recording sites such as linked earlobes or a central electrode location 
over the vertex of the skull (e.g., central zero (CZ)). Alternatively, recordings from 
each of the active electrodes might be averaged, providing a reference voltage for 
each of the EEG bandwidths assessed. The basic sleep study in the laboratory might 
include other psychophysiological measures such as the electrooculogram (EOG) to 
measure muscle action potentials over the extraocular muscles (see Fig. 7.3). This 
might be useful to provide a clearer index of eye movements during sleep and, es-
pecially, during REM sleep or REM. An electromyogram is useful for the recording 
of muscle action potentials over some other skeletal or striate muscle involved in 
moving bone or intentional movement. This provides a unique comparison of muscle 
events controlling eye movement, in contrast to those muscles involved in volitional 
motor control or intention. During REM sleep, substantial activity over the extraocu-
lar muscles is expected but with diminished activity or paralysis over other skeletal 
muscles. These saccadic movements are mediated by the superior colliculus, which, 
in an awakened state, is under the regulatory control of the frontal eye fields (Holmes 
1938; Guitton et al. 1985; Walker et al. 1998; see also Suzuki and Gottlieb 2013).

This configuration is sufficient for the basic sleep study. However, the study might 
include additional psychophysiological indices as appropriate for the specific ques-
tion being answered. Respiration might be followed using a strain gauge or therm-
istor to record respiratory rate and volume during sleep. Skin conductance might 
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provide another index of sympathetic tone through changes in skin conductance with 
sweat. REM is also characterized by a significant increase in gastric contractions 
and acid flow into the stomach relative to non-REM sleep (see Pandi-Perumal et al. 
2007). This might be accessed through the careful placement of a gastric tube into 
the stomach and recording of the electrogastrogram. Definitely, do not try this! The 
tube will end up in the stomach, the patient will aspirate, or other equally disastrous 
events may occur as this requires a good technique and good equipment. But, the 
gastric secretions with REM are recorded with volumetric measures, including a 
calibrated flask. These, and many other events, are all subject to assessment through 
various transducers, psychophysiological recording techniques, and measures.

EEG Pattern & Sleep Stage

Awake

REM

Stage I

Stage II

Stage III

Stage IV

Fig. 7.4  EEG activity varies 
across wakefulness, non-
REM stages 1–4 and REM 
sleep. (Originally published 
in Neurochemistry of Sleep, 
Lajtha, Abel; Blaustein, Jef-
frey D. 2007, p. 871). EEG 
electroencephalogram, REM 
rapid eye movement

 

A Sample Sleep Study:
Psychophysiological Recordings

Electromyogram
EMG

Electrooculogram
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Electrode Locations –

Fig. 7.3  Psychophysiological recordings for a basic sleep study using EEG, EOG, and EMG 
recordings. ( EEG electroencephalogram, EOG electrooculogram, EMG electromyogram)
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Figure 7.4 provides a visual comparison of the analogue signals and events that 
identify and define each sleep state. The primary change in EEG activity as we 
move from light stage 1 sleep to the deepest stage 4 sleep is an increase in volt-
age and a decrease in signal frequency recorded in cycles per second (i.e., hertz). 
This is best described as a shift from cortical desynchrony in the record to cortical 
synchrony as we move from stage 1 to stage 4 sleep or deep sleep. This transition 
to high-voltage, low-frequency cortical synchrony differs in every respect from the 
final stage of REM sleep represented by low-voltage, high-frequency activity or 
cortical desynchrony.

The stages of sleep require roughly a 90-min epoch for completion of a cycle 
in normal individuals. It seems to be relatively certain that this does not include 
university students. These typically sleep-deprived and highly stressed individuals, 
often transition to sleep readily in the laboratory with utter strangers around them 
and in a strange setting with wires attached to several parts of their anatomy. But, 
when they go to sleep, in defiance of the sleep literature on normal participants, 
they abruptly inter-REM sleep or directly interface with stage 4 sleep (anecdotal 
evidence only). And, they thank us when they leave! The stages of sleep and their 
defining features are presented for comparison in Fig. 7.5.

Stage W is actually not a stage of sleep but rather the period of drowsy wake-
fulness prior to transitioning into stage 1. This period is defined by alpha waves, 
a bandwidth ranging from 8 to 12 Hz (see Klimesch 2012 for review). Many have 
seen biofeedback apparatus for sale in magazines where the apparatus signals alpha 
activity. Alpha in adulthood is associated with a pleasant relaxed state of increased 
suggestibility. Alpha activity is found preferentially over the back of the brain and 

Stages of Sleep

ABOUT 90 MINUTES

STAGE W DROWSY WAKEFULNESS
ALPHA WAVES = 8 – 12 HZ

STAGE 1 ”LIGHT SLEEP”
STAGE 2 10 MINUTES 

TRANSITION STAGE
SLEEP SPINDLES & THE MEDIAL THALAMUS

STAGE 3 FIRST DELTA APPEARANCE = 1 – 4 HZ
STAGE 4 GREATER THAN 50 % DELTA
REM RAPID EYE MOVEMENT & DREAMING

“PARADOXICAL SLEEP”

Fig. 7.5  The stages of sleep and their defining features on the EEG record. ( EEG 
electroencephalogram)
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especially over the visual cortex (Niedermeyer 1997; Feshchenko et al. 2001). In-
deed, one validating technique for electroencephalographic recordings involves 
an eyes open, eyes closed or a light on, lights off manipulation, whereby alpha is 
increased with reduced visual activation in dim light and with alpha suppression 
with the onset of increased illumination (i.e., the alpha suppression test). A general 
rule in the industry features increased alpha (i.e., lower baseline cortical arousal) 
in healthier brains. In addition, alpha appears to be related to the availability of at-
tentional resources for allocation with incremental cognitive load.

Stage 1 sleep is the first true sleep stage with a gradual slowing of the record and 
with a gradually incremental voltage. Individuals awakened from stage 1 sleep typi-
cally fail to appreciate that they have been sleeping. This might be grandpa on the 
sofa with the newspaper on his face and snoring. On awakening, he asserts that he 
was “not sleeping.” Rather, he had just closed his eyes for a moment. The point here 
is that this is very light sleep and a stage not associated with restoration or deep re-
laxation, per se. Indeed, transitions into and out of stage 1 sleep may occur without 
awareness and with the continuation of ongoing behaviors and social interactions 
or conversation.

Stage 2 sleep is a critical sleep stage, both for the individual hoping to transition 
into deep restorative sleep stages 3 and 4 and for the diagnostician appreciating 
the sleep-related anatomy, wherein lesion localization may be a critical aspect of 
understanding and treating the various arousal syndromes. This “transition stage” 
of sleep conveys a variation from light sleep into deep sleep stages 3 and 4. It is de-
fined on the EEG record by the occurrence of sleep spindles and these are displayed 
in Fig. 7.4. These high-voltage spindles reflect activation of the dorsomedial thala-
mus secondary to diminished inhibition of this structure by the ascending reticular 
formation (Dempsey and Morison 1942a, b; Dempsey and Morison 1943; see also 
Peter-Derex et al. 2012). Thus, with diminished arousal or activation by the reticular 
formation, inhibition over the dorsomedial thalamus is reduced, driving the corti-
cal regions into high-voltage synchrony and eventually into delta activity with the 
progression into stage 3 and stage 4 sleep. Some of these functional relationships 
are discussed in Niedermeyer’s Electroencephalography: Basic Principles, Clinical 
Applications, and Related Fields (2011).

This thalamic system was discovered in 1942 by Dempsey and Morison 
(Dempsey and Morison 1942a, b, 1943) when low-frequency stimulation of the unit 
evoked widely distributed, high-voltage, cortical waves, characterized by long la-
tencies and an initially progressive voltage increment. These recruitment responses 
produced waveforms which were thought to resemble spindle bursts produced by 
the administration of barbiturate anesthesia. Moreover, the evidence indicated that 
the neural pathways were the same and that the brain stem mediated the arousal 
response evident in the EEG (Lindsley et al. 1949; Moruzzi and Magoun 1949; 
see also Starzl and Magoun 1951). The significance of this neural pathway (re-
ticular formation and the dorsomedial thalamus) was even more dramatic with Jas-
per’s (Jasper and Droogleever-Fortuyn 1946; Jasper 1949; Hunter and Jasper 1949) 
hypothesis that the diffusely projecting thalamic system served as the subcortical 
pacemaker driving high-voltage cortical events with epilepsy. The clinical signifi-
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cance of this hypothesis was enormous and modulation of this system remains a 
primary intervention approach in seizure prophylaxis.

For the caregiver or therapist, a lesion of the dorsomedial thalamus may be evi-
dent with the patient complaining that he/she never sleeps, in contrast to others’ 
accounts of the patient “sleeping all of the time.” Indeed, the patient’s presentation 
may feature a very light sleep disorder, wherein the individual may maintain pos-
ture in the chair and respond to questioning episodically, while transitioning into 
and out of light sleep. These transitions occur seemingly without awareness by the 
patient that they have been sleeping and even finishing a sentence that they had 
initiated prior to the previous bout of sleep. This sleep syndrome may result from 
cerebrovascular accidents or stroke involving the thalamoperforating artery, from 
anatomical or metabolic abnormalities or growths of one form or another or from 
pressure-related effects in proximity to the third ventricle and the flow of cerebro-
spinal fluid through the ventricular system and out to the cisternae.

Sleep stage 3 is traditionally defined by the first overt appearance of delta waves 
in the EEG record. These waveforms are high voltage and low frequency ranging 
from 1 to 4 Hz. Sleep stage 4 is traditionally defined by the preponderance of delta 
magnitude or minimally 50 % of the EEG record consisting of delta activity. From 
this point on, each of the stages 1 through 4 may be referred to as non-REM sleep in 
comparison with the features of REM sleep. Neurons with serotonin receptors are 
active during each stage of sleep until REM, so they appear to act as an REM inhibi-
tor much of the time. When serotonin levels drop, the levels of the neurotransmit-
ter acetylcholine rise in the brain. Serotonergic antidepressants may reduce REM 
(dream sleep); partly because increasing serotonin levels appear to inhibit the rise 
of acetylcholine (see Pagel 2008). Non-REM sleep appears to be potentiated by the 
indolamines, whereas REM sleep is potentiated by the cholinergic influences of the 
mesencephalic and pontine reticular formation and by the noradrenergic influences 
of the locus coeruleus (Jouvet 1972). However, the role of the raphe and serotonin 
is less clear than in the original theoretical accounts, since raphe cells begin to cease 
discharging during non-REM sleep.

When individuals are awakened from REM sleep, they typically confirm that 
they are indeed dreaming (see National Institute of Neurological Disorders and 
Stroke 2007; see also Riemann et al. 2012). This is the case even in many indi-
viduals who are adamant that they do not dream. With training, they may become 
more aware of their dreams and the content of the material processed during these 
episodes. REM sleep conveys the highest level of cortical arousal or desynchrony 
in the EEG and the arousal level in this stage of sleep may exceed that of wakeful-
ness (e.g., see Riemann et al. 2012). This heightened cortical arousal easily flows 
toward the frontal lobes and with activation of the motor cortex for the intentional 
movement of our limbs. This might be the case with dream content where we are 
running or struggling or engaging in one or another physical activity. If we record 
over the motor cortex in the final motor pathway during this activity, we may see 
very remarkable action potential volleys, which would normally produce quite sig-
nificant movements of our limbs.
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Needless to say, this might be a problem for our safety in the bed and for that of 
our sleep partner. But, these action potentials continue down the motor pathways of 
the pyramidal tract and stop dead in the vicinity of the midbrain reticular formation. 
This area functions somewhat like an anatomical or physiological roadblock dur-
ing REM (e.g., see Riemann et al. 2012) with body paralysis and with only the 
occasional action potential breaking through resulting in a spurious muscle twitch 
or myoclonus instead of a robust movement of the body. The resultant sensory and 
motor mismatch may yield illusory movements such as a sensation of falling with 
myoclonus or abrupt jerks perhaps waking us up or, even worse, awakening our 
partner.

This anatomical and physiological roadblock appears to function to restrict sen-
sory input and to prevent overt motor activity during REM sleep as with a volitional 
movement. Some sensory information may make it past the blockade and these 
events may influence dream content. Generally, we only awaken to “significant” or 
relevant events. An example here might be the new mother waking to the sound of 
her baby crying. Men may awaken to these events also. But, there is a universal man 
agreement to never let the spouse know that we do! I am only kidding, of course. 
This stage of sleep leaves us relatively insensitive to environmental events. But 
this reduced sensitivity should not be confused with a diminished state of arousal. 
If the sensory event does provoke awakening from REM, we may be substantially 
aroused and relatively prone to awakening (see Riemann et al. 2012) and not return-
ing directly to sleep. Thus, the overall effect of emotional stress may be to lighten 
sleep and, potentially, this may have survival value. Riemannet al. (2012) have also 
provided an improved understanding of chronic insomnia with evidence for gener-
alized overarousal and the predominance of REM activity during sleep.

This functional disconnection provides some utility to the diagnostician and may 
provoke some confusion for the lay person. For the diagnostician, this is a sleep 
state in which we might evaluate basic reflexes, which would, otherwise, be inhib-
ited to some extent by descending corticofugal fibers from the frontal lobes. One 
man had been poisoned over time by his wife using the chemical element arsenic. 
Arsenic has been called the Poison of Kings and the King of Poisons (Vahidnia et al. 
2007) as it has often been used by the ruling class to murder one another and for 
its potency and ability to be discretely administered and over time. Eventually, this 
gentleman was seen by the neuropsychologist for the evaluation of functional neu-
ral systems with an advanced quadriparesis. Time had passed and he was in a new 
relationship. He indicated his basic concern about his “equipment” (when my sons 
were little they called it their “futures”) and whether it still worked or not.

The assessment of impotency has traditionally involved the major distinction be-
tween primary and secondary impotence. With over-activation of the frontal lobes 
during sexual activities, possibly with perceived pressures to perform or due to 
cognitive stressors with the individual in an “observer role,” the erectile reflexes 
may be inhibited. This is referred to as “secondary impotence” and therapy may 
focus on efforts to minimize the observer role and the cognitive preoccupation or 
performance anxiety. In contrast, primary impotence may imply faulty reflexive 
properties or abnormalities within the sexual apparatus lower down. A simple sleep 
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evaluation will establish the basic issue of the integrity of the erectile functions as 
these are largely reflexive activities and the anatomical disconnect during REM 
sleep promotes hyperreflexia. Every 90 min or so, the individual enters REM sleep 
with the concurrent loss of descending regulatory inhibition. This promotes the in-
creased probability of a reflexive engorgement of the penis. Many women have 
expressed concern that their partner was dreaming about another woman or that he 
was sexually unsatisfied only to discover that the erections during REM sleep were 
a natural and somewhat regular event.

Other disorders convey similarities with both non-REM or REM sleep compo-
nents potentially providing diagnostic and treatment relevant information for the 
therapist or caregiver. Generally speaking, sleep disorders which involve movement 
of skeletal muscles other than the occasional jerk are relevant to the non-REM sleep 
periods, whereas high levels of arousal concurrent with body paralysis or illusory 
sensory and motor events are relevant to REM sleep (e.g., see Riemann et al. 2012). 
Narcolepsy provides a fair example of this with paralysis or “cataplexy” occurring 
with high arousal or excitement. One young woman was working in the elementary 
school system where she was known for her robust sense of humor. Early lesion 
studies provide for localization of pathological laughter and crying to the lenti-
form nuclei within the frontal lobes (Constantini 1910; see Oettinger 1913; Wilson 
1923; McCullagh et al. 1999; Parvizi et al. 2001; Damasio et al. 2012; see also 
Parvizi et al. 2009). Her colleagues, students, and family members would bring her 
jokes as she was sure to find them funny and to laugh. But, the neuropsychologi-
cal evaluation confirmed that she was labile for gelastic content with uncontrolled, 
deregulated, or hyperreflexic laughter. Moreover, these events were disabling as she 
would develop an acute onset of overwhelming sleepiness (“sleep attack”) along 
with paralysis during these high-arousal events with positive affect. By the third 
provocative laughter episode in the office, she was immobilized!

Lesion studies provide for localization of laughter spasticity and crying spastic-
ity in the majority of cases to the subcortical region of the lentiform nuclei within 
the frontal lobes (Wilson 1923). In a review of autopsy findings in 30 patients, 
pathological laughter and crying were never correlated with a single cortical lesion, 
whereas all 30 patients had damage within the internal capsule or lentiform area 
(Poeck 1985). Pathological laughter and crying are likely part of a larger corticobul-
bar system with a release of frontal cortical control over cerebellar pontine reflexes 
(Parvizi et al. 2001).

A case study is provided by a man with a long-standing developmental expres-
sive dysphasia and stuttering. He described his educational experiences as the boy 
who could not read, along with having severe expressive speech deficits. The other 
children would laugh and make fun of him. But, he was physically robust and they 
paid the price for their antics. His gelastic seizures went undiagnosed until his mid-
50s when he was seen for “problems on the job” and disability issues. His work as 
a welder was unfit by his supervisor’s evaluation with “daydreaming” on the job 
next to a 2000- pound metal stamp that might easily amputate his fingers. Explora-
tion of this vocational disability revealed an oscillating metal stamp and oscillating 
lights from his welding, which brought about absence seizures when these events 



7 Arousal Syndromes: First Functional Unit Revisited72

were mimicked in the clinician’s office. But, laughter had always decompensated 
him and he knew to avoid it quickly as he would lose consciousness and fall to the 
ground, again to the delight and pleasure of his classmates in school. Posed laughter 
in the office brought about nystagmus and myoclonus, whereas more provocative 
exposures left him light-headed and precipitously dropped his blood pressure.

Even though many societies and cultures appreciate laughter, it may be the ex-
pression of gelastic lability and brain pathology (Wilson 1923; see also McCullagh 
et al. 1999; Parvizi et al. 2001, 2009; Demakis et al. 1994) or incapacity just as a 
rage episode or recurrent crying spells might be (Wilson 1923; Ross and Rush 1981; 
McCullagh et al. 1999). Another man described his despair in trying to discipline his 
children at the dinner table where he would raise his voice and, in the excitement, 
find himself paralyzed on the floor and the children running back and forth over his 
abdomen. He also tried to explain his compromised role in his marital relationship 
as the sexual excitement was similarly disabling and immobilizing. Still another 
man would become excited at the bowling alley, sometimes collapsing with acute 
onset of paralysis as he approached the lane to discharge his bowling ball. Here 
again we appreciate the heightened arousal state concurrent with body paralysis.

Another man worked at the state penitentiary as a uniformed guard in charge of the 
cellblock and the prisoners residing therein. He was responsible for the security of the 
cellblock which housed convicted violent offenders. The cellmates were quick to ap-
preciate his abrupt onset of sleep and paralysis with excitement, whereas he had been 
seemingly successful in hiding his narcolepsy from his employer. He self-referred for 
his neuropsychological workup after a near-successful attempt to escape from the prison 
under his watch. The goal had been to find him close to the bars so that he would fall 
close enough to the inmates for them to reach the keys and his weapon. This was easily 
implemented by fitful screaming and excitement from within the cellblock. He had been 
fortunate on more than one occasion. However, the culprits were improving their tactics 
and he was able to appreciate the risks involved.

The potential commercialization of animals susceptible to myoclonus or paraly-
sis with high-arousal states includes the genetic propagation of fainting goats. Faint-
ing goats are increasingly available, even on Craigslist, as these emotionally reac-
tive animals evidence tonic immobility and paralysis upon excitement. These goats 
may be especially useful to some ranchers in coyote- or predator-infested areas as 
they will more readily fall victim to the attack with the onset of immobility to an 
abrupt startle stimulus. The abrupt incapacity of the goat would potentially spare the 
more expensive or valued livestock. Their presumptive role is to fall abruptly dur-
ing the predator’s assault with myoclonus providing the opportunity for the other 
valued animals to escape. In essence, the valued farm animals do not need to outrun 
the predator. They only need to outrun the fainting goat!

Generally, over the course of sleeping we may acquire our deepest stage 4 sleep 
early on and with ever-increasing episodes of REM sleep (e.g., see Riemann et al. 
2012) as we progress toward the later part of the overall sleep period. Again, this 
may eventually result in circadian regularities where we may awaken from REM 
sleep and be alert and ready to get out of bed. This transition to ever more lengthy 
REM periods throughout the later part of the sleep period renders us ever more 
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likely to awaken prematurely from an REM period and possibly during the early 
a.m. hours where we may be wide-awake and have difficulty returning to sleep. 
More serious disruptions may be characterized as sleep maintenance insomnia with 
the potent intrusion of high-arousal level REM and awakening with the processing 
of emotional stress. This may be more relevant as REM appears to be more probable 
and more potent following emotional events and where the emotional stress of the 
day may intrude into restful sleep at night (see National Institute of Neurological 
Disorders and Stroke: NINDS 2007).

Regardless, incremental time in REM is associated with awakening and feeling ex-
hausted as though you have been working and solving problems all night rather than 
sleeping. These REM periods appear to be essential to process negative and also intense 
positive emotions and in their contribution to the mood state. One of the better predic-
tors of depression is inadequate or altered sleep (e.g., see Riemann et al. 2012). REM 
may be suppressed through the promotion of serotonergic drive as, for example, with 
the administration of a selective serotonergic reuptake inhibitor (SSRI)antidepressant 
(e.g., Vas et al. 2013; see also Wilson and Argyropoulos 2005) or through increased 
exposure to bright light (see Dozier and Brown 2012), melatonin, and maybe to vita-
min D (e.g., Partonen 1998; Holick 2007; see Parker and Brotchie 2011). Emotional 
processing might be advantageous in other situations where the potentiation of REM is 
achieved through administration of a noradrenergic agonist, cholinergic activation, or 
through arousing sensory input. This may include cholinergic afferents from the stom-
ach with REM promotion following a “bedtime snack.”

Figure 7.6 provides a summary of some of the features differentiating REM from 
non-REM sleep. Non-REM sleep allows for movement and postural support. This 
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Fig. 7.6  Characteristics of non-REM and REM sleep. ( REM rapid eye movement, BP blood pres-
sure, HR heart rate)
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may well include ambulation and even the engagement in complex activities as 
with somnambulism or sleepwalking. Blood pressure, heart rate, skin conductance, 
and related measures are relatively stable and reflect a “metabolic house cleaning” 
or activities which may be restorative and most restful. REM sleep, in contrast, 
is a stage of sleep with REM, body paralysis, and heightened arousal. Here, car-
diovascular and respiratory functions are elevated and irregular. Rather than being 
associated with bodily restoration (non-REM sleep), REM sleep is more related to 
learning and emotional coping or emotional stress. This high-arousal sleep state 
is accompanied by an “autonomic nervous system storm” with many variants and 
stress-related activities (e.g., see Riemann et al. 2012). It is anything but restful! 
Stroke and heart attack may be promoted in this stage along with caloric utilization. 
In contrast, deep sleep is associated with the mobilization of growth hormones and 
may be important for caloric absorption.

Adult humans may expect to spend about 25 % of their sleep time in REM, where-
as infants may spend as much as 50 % of their sleep time at this stage (see Pollak 
et al. 2010). Such developmental comparisons are crude, though, as the EEG re-
cord of an infant is sparse for higher-frequency bandwidths, including beta. Higher-
arousal states in an infant, instead, are associated with alpha waves, a bandwidth in 
the middle of the arousal spectrum for adults (mean of 10 Hz; see Klimesch 2012). 
Students seem to require more REM sleep and, possibly, secondary to the demands 
for the consolidation of learning during this sleep state or, possibly, secondary to the 
heightened stress of this challenging environment and relocation away from family, 
friends, and their support networks. But, REM cycles with clinical disorders includ-
ing the bipolar affect disorder (e.g., Duncan et al. 1979). It differs with schizophrenia 
(Kraepelin 1919; Chouinard et al. 2004) and with changes across the lifespan, where 
the elderly often are engaged in lighter (stage 1 and 2) sleep stages (see Siddiqui and 
D’Ambrosio 2012) and where they may perceive and complain of less sleep (e.g., 
Neikrug and Ancoli-Israel 2010). REM appears to be promoted by cognitive and 
emotional stress, whereas non-REM is promoted by physical exercise and relaxation.

Insufficient or disrupted REM sleep has been predictive of difficulties in carry-
over or learning with impaired consolidation of the events and experiences during 
the day (Diekelmann and Born 2010; Martella et al. 2012). Social embarrassment 
or emotional coping failure may be minimized with consolidation of these events 
over the night and with the integrity of REM processing, whereas the same or simi-
lar coping failure may reoccur or the embarrassment may fail to diminish, with 
inadequate processing at these high levels of activation. REM deprivation has been 
associated with a failure to consolidate information from temporary memory stor-
age into long-term memory (see Stickgold et al. 2001). REM deprivation in nonhu-
man animal research eliminates passive avoidance and spatial learning (Bridoux 
et al. 2012). REM deprivation eliminates active avoidance learning (Archer et al. 
1984) acquired the previous day, whereas the animal is left with escape behaviors 
once exposed to the aversive events. An example here might be an animal in a 
one-way shuttle box (see Fig. 7.7). On day 1, the onset of a tone (CS) will predict 
a subsequent shock or aversive consequence. With the shock onset, the animal will 
escape to the opposite side of the shuttle box, which is safe and without shock. 
Many eutherian mammals learn this readily, such that they avoid the shock entirely 
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by jumping to the safe side with the onset of the CS. But, on return to their housing 
cage and with REM deprivation, the animal may fail the task on day 2 and be left to 
escape the shock after the fact. The end result is reflected in the impaired carryover 
of emotional learning with diminished coping behavior.

Valium or tranquilizers may also have this consequence, where the iatrogenic ef-
fects include REM deprivation while on these medications and where the consolida-
tion of emotion or learning may be disrupted or minimized. Also, Valium (diazepam) 
may yield cumulative effects on REM deprivation and, eventually, with a rebound or 
heightened probability of the recurrence of REM (see Maisto et al. 2008). In the 1970s 
and 1980s, stomach ulcers were commonly ascribed to stress and aggravated by REM 
where stomach contractions and acid secretion into the stomach are prominent. The 
prescription of Valium during this time was of epidemic proportions. Valium might be 
used to minimize these effects by blocking REM sleep. However, with time and with 
cumulative deprivation effects, the patient would inevitably rebound with aggravation 
of the condition once again. On return to the physician, the prescription might be in-
creased with more and more medication and a circular but worsening reliance on this 
medication concurrent with aggravation of the depression or dysphoric affective state.

Figure 7.8 shows an experiment on the effects of REM on anxiety consolidation 
or abatement (author unknown). College men were participants in an experiment 
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to avoid an aversive event by 
crossing over to the safe side 
of the two-way shuttle box
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with exposure to a circumcision film. These macho men almost universally denied 
anxiety or apprehension, whereas the polygraph readings of their skin conductance 
responses and other psychophysiological indices of anxiety supported reliable in-
crements in anxiety on exposure to this film. Subsequently, the men were randomly 
assigned to one of two groups with REM deprivation in one group. The comparison 
group was awakened an equal number of times but on a random sleep schedule. On 
day 2, both groups were again exposed to the circumcision film. The REM-deprived 
group’s measures were comparable to day 1, while those of the group members al-
lowed to dream that night were significantly reduced on the second exposure to the 
provocative film.

Several sleep disorders might be appreciated by the reader at this point. Insomnia 
has been related to a generally heightened state of central nervous system arousal 
(Riemann et al. 2012). Narcolepsy has strongly correlated features of REM sleep 
with high arousal and body paralysis. Somnambulism and enuresis are related to 
deep sleep and more commonly stage 4 sleep. Tricyclic antidepressants are some-
times prescribed for their noradrenergic influences in lightening sleep as these are 
often physically active deep sleepers. Night terrors are featured with deep stage 4 
sleep as the individual is robustly capable of physical activity and may engage in 
overt activities and even aggressive behavior during deep sleep (e.g., Lyon 2009). 
These are more common in childhood and the parent will recognize them as being 
different from a more typical nightmare. With the nightmare, the parent may reas-
sure the child upon awakening wide-awake from the bad dream. But, the apprehen-
sion from a night terror may be profound and often with an agitated and confused 
state. These might be promoted in an individual with mild cognitive impairments 
by the administration of a general anesthetic and where postoperative recovery is 
punctuated by an altered arousal state or encephalopathy.

The child experiencing a night terror, rather than awakening from a state of 
body paralysis, may be standing or mobile in posture or ambulation with negative 
emotional expressions. In our country’s wars, many soldiers have been in com-
bat settings with sleep deprivation and sometimes with amphetamines to promote 
survival. On return to their families or while on “rest and relaxation,” some have 
injured their loved ones and even worse, during the night and with a rule out for the 
investigators of a night terror or stage 4 sleep event. These deep sleep phenomena 
are characterized by amnesia for the events, which may increase the soldier’s vul-
nerability in the courtroom. Of course, these might present as iatrogenic episodes 
for some sleep-altering medications and with potentiation of the serotonergic or 
GABAergic pathways. Evidence indicates that Ambien (zolpidem), for example, 
may result in altered states and sometimes with amnesia for the episodes (Dolder 
and Nelson 2008). The US Congressman Patrick J. Kennedy stated that he was us-
ing Ambien and Phenergan when caught driving erratically at 3 a.m. “I simply do 
not remember getting out of bed, being pulled over by the police, or being cited for 
three driving infractions,” Kennedy said (New York Times, May 5, 2006).

The apprehension experienced by an individual in a night terror is not readily 
resolved by reassurance or efforts to comfort them. Instead, the passage of time may 
be more important for the resolution of the symptoms. The parent may have faulty 
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attributions of the child having a temper tantrum and being “spoiled.” But, the adult 
may be at physical risk as others’ attributions often are not appreciative of a sleep 
state. A Vietnam veteran and former prisoner of war was now residing in Florida. 
He had recurrent sleep terrors where he would be found in his backyard by his 
neighbors with an automatic weapon fully engaged in ambulation and apprehensive 
as he was awaiting dawn with the expectation that the enemy, rather than friendly 
neighbors, would be coming over the fence soon!

One young man suffered from epileptic seizures with altered states of awareness 
but with full mobility. He would elope in a deep sleep state and walk or run some 
distance in an apprehensive state. He was eventually shot by a local police officer 
on a highway, where the policeman noted that he had “resisted arrest.” The man 
with the sleep disorder went to prison after he had recovered from his wounds. On 
release from prison, his mother initiated legal proceedings for what had happened 
to her son. Later, when asked her how her son was doing, she responded that he 
had been found shot to death with his body in a cave not far from her house. But, 
the point to be appreciated here is that the individual may be presumed awake dur-
ing these events and the abilities to engage in motor activities are potentially intact 
through this non-REM and probable stage 4 sleep period.

Sleep apnea is a respiratory disorder, which was once euphemistically referred 
to as “Pickwickian syndrome” after the cartoon character that was always asleep 
on the job. This syndrome is ever more common in our society with obesity and 
obstructive apnea more and more prevalent. This is treated, in some cases, by place-
ment of a continuous positive airway pressure (CPAP) apparatus at night to main-
tain positive pressure on the airway and to promote breathing. It may also be helped 
by postural changes to reduce the weight on the neck and chest areas possibly by 
propping up the head, shoulders, and trunk. This sleep disorder may often go un-
diagnosed with the patient experiencing suffocation like symptoms during sleep as 
there is breathing cessation, followed by a gasp for air. But, sleep apnea may result 
from brain dysfunction. Appreciation of the symptoms may be vital or result in in-
terventions which affect the individual’s health. This is more clearly the case with 
a newborn infant and possibly with an immature nervous system if the baby is suf-
ficiently premature or if there was sufficient anoxia or other cerebral trauma during 
the delivery. The disorder is associated with sudden infant death syndrome where a 
seemingly healthy baby may die unexpectedly. Every now and then, a young couple 
appears in court and on the news with a deceased newborn and accusations that they 
may have suffocated their baby. Inadequate cerebral maturity or integrity, if severe, 
may yield a related respiratory disorder known as Cheyne–Stokes respiration.

This respiratory pattern consists of episodic cessation of respiration, followed by 
a gasp for air as the carbon dioxide receptors in the medulla may be activated trig-
gering this reflexive gasp. This, in turn, is typically followed by a period of height-
ened respiratory rate until the blood is oxygen-saturated and the reflex resolves. 
Subsequently, the episode will reoccur and, if long standing, may promote anoxic 
events and encephalopathy. When identified during the neuropsychological evalu-
ation, the physician and therapists are informed and encouraged to instrument cau-
tions and possibly nocturnal monitors or an alarm apparatus, if appropriate. These 
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events and dyspnea in general may be more common with frontal lobe disorders and 
especially diminished capacity within the right frontal lobe region. Here, dual task 
demands or stressors involving the concurrent tasking of the right frontal lobe may 
yield a cessation or disruption in the regularity and volume of inspiration and exha-
lation. But, Cheyne–Stokes patterns may be seen with brain stem and frontocerebel-
lar involvement (Lee et al. 1976). High cervical lesions might also warrant monitor-
ing for stable respiratory patterns in patients with cervical cord involvement.

It may also be relevant to mention the effects associated with general sleep depri-
vation as it appears to be increasingly common in modern societies (e.g., Finucane 
et al. 2011). Much concern has been expressed for the alarming increase in obesity 
and the metabolic syndrome, for example. Substantial evidence across controlled 
experimental laboratory investigations and large epidemiologic studies has exposed 
a close link between sleep disturbance and the pathogenesis of metabolic syndrome 
(see Tsang et al. 2013). Beccuti and Pannain (2011; see Tsang et al. 2013) reviewed 
this literature and concluded that the majority of studies support a relationship be-
tween short sleep duration and an increased incidence of obesity and metabolic 
diseases. These authors note that the prevalence of the metabolic syndrome has 
been increasing drastically over the past 30–40 years concurrent with evidence for 
diminished quantity and quality of sleep over the same time period (e.g., Finucane 
et al. 2011). Of interest here was a large-scale survey by the American Cancer So-
ciety (Kripke et al. 1979) conducted in the 1960s in the USA and compared with 
a “Sleep in America” poll conducted in 2008 by the National Sleep Foundation 
(National Sleep Foundation 2008). The comparison showed a reduction in average 
sleep duration from 8–9 to 6–7 h during workdays.

Functional Sleep Neuroanatomy

All areas of the brain are potentially relevant to the discussion of any function as the 
brain works as an integrated functional system (Luria 1980). For simplicity here, I 
will focus on the primary brain-stem structures involved in these processes as part 
of an oscillating sleep–wake system (Jouvet 1965; see also Riemann et al. 2012). In 
doing so, sleep or arousal syndromes might be exposed that may be presented by the 
individual with anatomical and pharmacological relevance. It is also hoped that this 
discussion may expose the therapist and caregiver to relevant components of the 
system, which may be altered by stroke or one or another form of brain pathology.

With an aroused and awake state, the mesencephalic reticular activating system 
is active and functions to maintain EEG arousal and cortical desynchrony (see Rie-
mann et al. 2012). Lesions of the medial pontine reticular formation abolish REM 
sleep and injections of cholinergic agonists into this region, potentiating neural 
activity, and induce REM sleep (Jones 1993; cited in Kolb and Whishaw 2014). In 
opposition to the system activating REM sleep, slow-wave sleep characterized by 
cortical synchrony in the EEG record is promoted by activation of the raphe. The ra-
phe is directly inhibitory over the reticular activating system, with raphe activation 
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resulting in reticular formation deactivation and reductions in cortical arousal. The 
reticular formation, in turn, appears to be inhibitory over the medial thalamus. Thus, 
with the activation of the raphe, there is reduced inhibition of the reticular forma-
tion over the medial thalamus, allowing the thalamic structures to drive or recruit 
cortical synchrony in the form of high-voltage sleep spindles, signaling the onset 
of stage 2 sleep (e.g., see Peter-Derex et al. 2012). Moreover, the presence of sleep 
spindles in the EEG record signals a transition from light sleep into the deep sleep 
of stages 3 and 4.

This system promoting non-REM and the transition into the deeper sleep stages 
is directly inhibited by the locus coeruleus located dorsal to the raphe (e.g., see Rie-
mann et al. 2012). As the locus coeruleus becomes active, the activity of the raphe is 
diminished, which lowers the inhibition over the reticular activating system. As the 
reticular activating system becomes active, there is a heightened inhibition over the 
medial thalamus and the development of desynchrony in the EEG associated with a 
highly aroused and possibly an awakened state. But the raphe is generally active to 
some extent. It might be pulling the individual toward relaxation and restful sleep. 
With depletion of the necessary transmitters or with lesions, which might result 
from a stroke or other malady, one or another component of this oscillating system 
might be less adequate in the promotion of its normal functions. Also, continuing 
controversy exists for the role of the raphe, where activation promotes non-REM 
sleep, but where the raphe may begin to decrease activation during non-REM sleep.

The role of the locus coeruleus is to increase or promote REM sleep and the as-
sociated body paralysis, which precludes the acting out of a dream state. Instead of 
overt and complex movements of limbs, only the occasional action potential makes 
its way to skeletal muscles producing the muscles twitches signaling REM activity. 
Interestingly, Jouvet (1972) observed remarkable behavior in cats subsequent to 
lesions of the locus coeruleus (subcoerulear nucleus). Specifically upon entering 
REM sleep, the cats failed to develop the atonia or general paralysis related to this 
sleep state. Instead, they stood up, looked around, and made movements of catch-
ing an imaginary mouse or running from an imaginary threat. Jouvet demonstrated 
that destruction of this critical brain region would release the motor system from 
paralysis, resulting in acting out the content of the dream.

Functional Sleep Psychopharmacology

Acetylcholine

The reticular activating system receives sensory input from each modality and pro-
motes arousal or activation of each brain through a diffusely projecting network. 
The primary neurotransmitter involved in this activation or arousal influence is ace-
tylcholine, a neurotransmitter involved in executive function at the basal forebrain 
(Whitehouse et al. 1982); learning at the hippocampus (e.g., Hasselmo 2006); found 
at all preganglionic fibers of the autonomic nervous system (Chang and Gaddum 
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1933; Feldberg and Gaddum 1934); and released from the postganglionic fibers of 
the parasympathetic branch of the autonomic nervous system. REM sleep is charac-
terized by a unique pattern of neuronal activation involving a circumscribed group 
of cholinergic neurons in the dorsolateral tegmentum and the pontine tegmentum 
which activate thalamic structures triggering cortical desynchronization and a 
heightened state of cortical arousal (see Riemann et al. 2012). It has been unequivo-
cally demonstrated that REM sleep represents the highest level of central nervous 
system arousal present during the sleep cycle (Maquet et al. 1996). Generally, larger 
lesions of the reticular formation promote a deeper and more pervasive “sleep” or 
comatose state. Stimulation here promotes arousal (Moruzzi and Magoun 1949). 
Physostigmine, which blocks acetylcholinesterase resulting in increased acetylcho-
line, awakens an animal if it is injected into the reticular activating system during 
REM sleep. Also, carbachol, a cholinergic mimic promotes the onset of REM sleep 
if injected into the reticular activating system during non-REM sleep (e.g., Yamuy 
et al. 1993).

More recently, Paul Foster (Foster et al. 2011, 2012) demonstrated the role of the 
acetylcholinesterase inhibitors often used to treat dementia, where they were shown 
to reduce spreading activation in frontal systems involved in intentional functions, 
including word fluency or generativity. Dementia patients in the group without 
acetylcholinesterase inhibiting medication showed significantly greater spreading 
activation as demonstrated through the generation of less common words on the 
verbal fluency test. Frontal capacity was improved as evident in reduced spreading 
activation in the acetylcholinesterase inhibitor group. Acetylcholine potentiation 
promoted more typical or common word usage and generation with reduced reli-
ance on words with far-field associative strength.

For the sleep analysis, at this point, cholinergic activation appears to be impor-
tant to REM sleep onset and maintenance, the consolidation of learning or memory, 
and the vagal influences promoting parasympathetic drive. The latter may promote 
acid secretion into the stomach and stomach contractions along with variable heart 
rate and blood pressure during this sleep stage (see National Institute of Neurologi-
cal Disorders and Stroke: NINDS 2007). A stroke or damage to the upper pontine 
region and possibly with involvement of the superior cerebellar artery may diminish 
the arousal system in one or in both brains. But, the arousal disorder presenting as 
coma or stupor ranging to a hypoaroused state with dysarthria and slurred, sloppy 
behavior will be in the brain systems ipsilateral to the damaged reticular activating 
system. The functional lateralization of the sleep systems for each brain and, there-
fore, the potential to differentiate a left or right brain sleep disorder or alteration 
remains largely unappreciated within the neurosciences. But, lateralized lesions of 
the left or the right pontine region may alter the sleep for one or the other brain. 
Also, waxing and waning of symptoms may differentially occur in the processing 
specializations of the left brain with a left brain-stem lesion and in the processing 
specializations of the right brain with a right brain-stem lesion.

For the therapist or caregiver working with this patient, sensory stimulation tech-
niques may be employed to promote heightened arousal. But, the sensory activa-
tionmight better be designed to activate the reticular activating system and not the 
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raphe. The reticular formation may be activated by stimulation, including ranging 
the body, facial massage, illumination, and noise. However, the raphe activates to 
slow rhythmic stimulation like warmth on the face and gentle stroking of the skin. 
Again, these systems are oppositional and the interventions are more effective as 
they are more discretely tailored for one or another purpose. Also, if the arousal 
disorder is severe with coma or stupor, the physician may be maintaining the coma 
through barbiturates or drugs designed to suppress the activation of the reticular 
formation. This may be done for administrative and safety reasons with agitation a 
concomitant of, and predictor of, recovery from coma (Bogner et al. 2001; Bogner 
and Corrigan 1995). But, the reticular formation drives cortical desynchrony and 
recruitment where, with damaged cerebral systems, seizure provocation may be 
of concern and seizure threshold may be pharmacologically manipulated. So, the 
medical management efforts at maintaining coma may be based on concerns for 
seizure prophylaxis.

Two men presented to the neuropsychologist’s office with complaints of episodic 
loss of consciousness that seemed to fall outside of the routine assessment of the 
arousal disorders. The first man was noticeably shorter than his spouse such that, 
when they hugged each other, his neck was compressed between her breasts. The 
couple complained that he would periodically pass out on the dance floor and some-
times when hugging his spouse. The couple provided a demonstration in the office, 
whereupon placement of his head between his wife’s breasts did indeed result in 
altered consciousness and with diminished cerebral blood flow. This demonstration 
resulted in an angiogram with evidence for carotid artery occlusion and cerebral 
vascular disease and eventually an endarterectomy to restore blood flow. The sec-
ond gentleman complained of losing consciousness during personal hygiene activi-
ties as he shaved his neck. Once again, a demonstration in the office confirmed his 
reports and again with occlusive arterial disease.

The Indolamines

The raphe is the principle serotonergic structure in the brain (e.g., see Lall et al. 
2012). If the raphe is damaged with a lower pontine lesion, then the patient may 
experience insomnia for a few days with gradual but incomplete resolution of these 
features. For the therapist or family member, the stroke might be proximal to the 
distribution or branches of the inferior cerebellar artery. Many related functions may 
be altered due to the location of the lesion, including truncal ataxia or a high risk 
for falls if the cerebellum or frontocerebellar pathways are affected. The pontine 
area frequently affects visuomotor functions and several cranial nerves are nearby, 
which may alter some of the functions of the face or head region. The activation of 
the raphe appears to be promoted through agonistic interactions with other indol-
amine structures, including the area postrema at the back of the brain stem.

The area postrema was identified by Borison and Wang (1953; see Young 
2012) as the locus of the chemoreceptor zone responsible for triggering vomiting. 
This structure is critically positioned and arrayed for the detection or sensation of  
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blood-borne and cerebrospinal fluid-borne chemicals, including toxins. It is a high-
ly specialized area of the brain in that it lacks a blood brain barrier and also lacks a 
cerebrospinal fluid brain barrier. It is arrayed with a relatively large complement of 
receptors for multiple neuroactive compounds capable of transducing these events 
into neural activity. The anatomy of this region also appears to promote leakage 
through the walls of the structure, exposing the anatomy to the chemicals carried 
within the blood and within the cerebrospinal fluid. The area postrema is relative-
ly sensitive to circulating levels of Tryptophan and the hormone melatonin in the 
blood. Tryptophan, the precursor of serotonin and an essential amino acid, is only 
available in the diet (see Haleem 2012). With increments in Tryptophan, the area 
postrema activates serotonergic drive through the raphe, promoting deep sleep.

Also, serotonin injected outside of the blood brain barrier may result in incre-
mental sleepiness through this interface just as the turkey dinner may increase cir-
culating tryptophan and promote sleepiness and non-REM sleep. In summary, the 
indolamines appear to inhibit REM sleep and to activate or to promote slow-wave 
sleep. A large body of research, including animal and human studies, has confirmed 
the crucial role of the serotonin (5-HT) system in the regulation of anxiety-related 
behavior and traits (see Maron et al. 2012; see also Haleem 2012) and negative 
emotion more broadly defined. Currently, the most common class of effective anti-
depressants is the SSRIs, which act to selectively block the high-affinity reuptake of 
serotonin. Since tryptophan is only available in the diet, it seems likely that exces-
sive dietary restriction and malnutrition decrease serotonin reserves by depletion of 
the necessary precursor for the production of this neurotransmitter. This raises con-
cerns for sex differences if women are prone to dieting and if women have lowered 
overall levels of serotonin compared with men. Indeed, women are the recipients 
of approximately 78 % of the prescription SSRIs (Kessler 2003). In a review of 
the literature, Haleem (2012) concludes that “diet restriction-induced exaggerated 
feedback control over 5-HT synthesis and the smaller availability of tryptophan de-
creases serotonin neurotransmission at postsynaptic sites, leading to hyperactivity, 
depression, and behavioral impulsivity.”

The Catecholamines

The substantia nigra in the ventral tegmentum consists of densely packed dopami-
nergic fibers and is part of the extrapyramidal motor system. A lesion here appears 
to promote lethargy and hypokinesis, whereas stimulation may yield the opposite 
effects with heightened energy and sometimes hyperkinesis. Much research and 
treatment efforts with the hyperkinetic disorders has been focused on this system 
of dopaminergic neurons. Dopamine is the precursor for the neurotransmitter nor-
epinephrine, which is most densely concentrated in the locus coeruleus. The locus 
coeruleus is directly inhibitory on the raphe or serotonergic system, where activa-
tion results in the inhibition of slow-wave sleep and the promotion of REM or corti-
cal arousal (Jouvet 1972; see also Samuels and Szabadi 2008; Andrews and Lavin 
2006). Thus, the locus coeruleus is indirectly agonistic with the reticular formation 
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through inhibition over the raphe. Norepinephrine is involved in mood and was 
manipulated with some success using the antidepressant medication Wellbutrin 
(bupropion), which promotes the catecholamines norepinephrine and dopamine via 
reuptake inhibition (see Stahl et al. 2004). A lesion to the locus coeruleus promotes 
hypersomnia and cortical synchrony as with deep sleep.

In summary, the proposed system (Hobson et al. 1975; Hobson et al. 1986) con-
sists of an awakened state with the reticular formation active and maintaining EEG 
arousal and cortical desynchrony. Slow-wave sleep develops with activation of the 
raphe and through its inhibitory influences over the reticular activating system. 
Downregulation of the reticular formation provides for disinhibition of the dor-
somedial thalamus. The dorsomedial thalamus becomes active driving the cortical 
neurons into a synchronous pattern with the onset of stage 2 sleep and the appear-
ance of high-voltage sleep spindles (e.g., see Peter-Derex et al. 2012). The locus 
coeruleus is inhibitory over the raphe, resulting in the activation of the reticular 
formation. Thus, slow-wave sleep known as non-REM oscillates with periods of 
fast wave sleep known as REM and with the associated functional aspects, which 
have been discussed. Lu et al. (Lu et al. 2006) have discussed the mechanisms un-
derlying the cyclical patterns of oscillating REM and non-REM sleep, proposing 
a switching “flip-flop” mechanism for REM initiation and for REM termination 
within the midbrain tegmentum. These neuroanatomical components contribute 
to the functional sleep system through their respective neurotransmitters. Among 
these are the indolamines which promote non-REM and the catecholamines which 
promote REM sleep patterns and sympathetic drive. The overall system oscillates 
(e.g., Mathewson et al. 2012) and these oscillations form much of the basis for the 
circadian rhythms and for health more broadly defined.

This was partially evident in a project collecting a large body of clinical data 
over three decades in a subgroup of depressed patients where sleep, temperature, 
hormone, and mood changes were found consistent with disturbances in circadian-
related processes (McClung 2007). Circadian processes regulate daily physiological 
and biological rhythms approximating a 24-h cycle. Circadian-related abnormalities 
are present in virtually all subtypes of depression including seasonal affective dis-
order (SAD), major depressive disorder, and bipolar disorder (see Lall et al. 2012). 
In their review of the depression literature, Bunney and Potkin (2008) provide con-
verging evidence from three areas of clinical research for circadian abnormalities 
in depression. These include physiological and behavioral abnormalities, the rapid 
(within hours) reversal of depression with circadian manipulations and the effects 
of antidepressants (e.g., SSRIs, MAOIs, tricyclics), and mood stabilizers (lithium 
and sodium valproate) on circadian-related mechanisms.

Under various research protocols, it has been revealed that REM sleep propensi-
ty is closely linked to the time of the core body temperature nadir (Dijk and Czeisler 
1995; Czeisler et al. 1980). Based on this evidence, researchers (Kojima et al. 2013) 
have argued that the expression of REM sleep is most likely regulated by circa-
dian processes whereas non-REM sleep characteristics are more dependent on prior 
waking duration (Dijk and Czeisler 1995). Circadian abnormalities are one of the 
prominent factors underlying sleep disturbance with depression. Approximately, 
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70–80 % of depressed patients complain of difficulty in falling asleep, staying 
asleep, or experiencing early morning awakening. A meta-analytic review of the 
literature (Baglioni et al. 2011) revealed a link between depression and insomnia. 
Moreover, recordings of electroencephalographic activity during sleep in depressed 
patients are suggestive of a dysfunction in several sleep parameters, including a 
more rapid onset of REM sleep and a reduction in slow-wave sleep (see Lam 2006). 
These findings support an interpretation of central nervous system overarousal (see 
Riemann et al. 2012) with many individuals suffering from depression.

Research on cerebral lateralization differences in circadian rhythms has not yet 
been completed. Oscillating patterns between the two cerebral hemispheres remain 
largely a topic for future scientific investigations. But, with the processing special-
izations of each brain, and with the evidence for significant cerebral asymmetry for 
the indolamines and the catecholamines (e.g., see Fitzgerald 2012), such research 
promises to shed light on many clinically relevant concerns, including depression 
and emotion more broadly defined. These investigations would be directly relevant 
to the mood disorders and potentially provide improved precision in the understand-
ing and treatment of depression.
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The following sections explore the processes and pathways involved in the recep-
tion and comprehension of sensory information from our environmental surround-
ings eventually culminating in our perceptions, feelings, and emotional associa-
tions for these events. For each sensory modality, this process requires the conver-
sion of physical energies from our world into neural energy and eventually the 
activation of specific functional cerebral systems for their comprehension, storage 
within memory, and operational or intentional activity derived and expressed in 
response to these events. The sense organs are not isolated and passive receptacles 
of energy information. Instead, the sensory systems originating with the receptor 
have been found to actively probe and to search the personal and the extrapersonal 
spaces to update the internal representations of the world and the contents of emo-
tional and cognitive schema (Droogleever-Fortuyn 1979; Gitelman et al. 2002). 
This process involves interactions among the three principle functional units of 
the brain.

The ascending sensory projections begin with the transduction and propagation 
of sensory information originating at the receptor and traveling along specific high-
ways in the central nervous system known as tracts, bundles or funiculi, or “cables” 
for the novice. These cables eventually arrive at their respective destinations within 
the brain, otherwise known as the primary projection area (cortex) for that (specific) 
sensory modality. By analogy, if you were headed from Chicago to Seattle, you 
would need to be on a specific route or highway. A different highway might take 
you to New Orleans. Glial cells are instrumental in the construction and repair of 
these highways, and, in many ways, these pathways provide for communication 
among interconnected clusters of glial cells (see Koob 2009; see also Becker and 
McDonald 2012).

Within your nervous system, visual information travels within the optic nerves to 
the thalamic relay (lateral geniculate nucleus) with second-order fibers forming the 
optic radiations projecting through the temporal lobes and onto the primary visual 
projection cortex. In a like manner, audition travels within the auditory cables to the 
thalamic relay (medial geniculate nucleus) and onto the auditory projection cortex. 
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The visual projection pathway does not mix with the traffic projecting within the 
auditory system. Each system remains largely separate and exclusive in this anat-
omy. This mutually exclusive arrangement of the anatomy and physiology of the 
sensory systems is maintained up until the association cortices, where crossmodal 
integration is possible. Alternative mechanisms are available for the crossmodal 
influence of one sensory system on another sensory system via recruitment, fa-
cilitation, occlusion, and interference. Most notable among these influences is that 
of Luria’s first functional unit discussed elsewhere in these writings under arousal 
theory and the reticular activating system.

Damage to any specific sensory pathway will result in a specific loss within 
that sensory modality. Depending on the location of the lesion within the cable at 
different geographical locations within the nervous system, other effects may be 
expected because of the proximity of other systems at that location. For example, 
damage to the dorsal spinal cord will very likely affect touch and pressure but not 
temperature and pain, which travel up a different cable within the lateral spino-
thalamic tracts. In contrast, at the level of the somatosensory projection cortex, in 
the parietal lobe, a lesion may very well affect the somatic senses more broadly to 
include touch, pressure, temperature, and pain. The geographical configuration of 
the nervous system, and especially of the brain, allows the diagnostician to validate 
a syndrome and, in many cases, to localize the damaged area. For the patient, the 
caregiver, and the therapists, lesion localization provides a basis for education and 
an understanding of the brain disorder and specific indications or contraindications 
for interventions. Ultimately, an improved understanding of the brain processes 
involved in sensation and perception should improve patient care and lighten the 
burden often drawn from misunderstandings of the human system and problems 
arising within it.

Visual Systems

Why does the world look the way that it does? This was a preliminary examination 
question for one woman as she was working toward the completion of her first 
doctoral degree. Part of the answer lies in what each brain is specialized for or 
prepared to see. Each brain, when activated, has a bias to see what it is prepared to 
see, and these preparations are fostered and facilitated through experience across 
the life span. One patient named “Cleopatra” provides an eloquent example, in that 
she had recurrent visual hallucinations or formesthesias at the right side consist-
ing of “cute, funny, little frogs hoping around,” whereas at the left side, she had 
recurrent hallucinations of “snakes” which scared her. She was attracted to those 
happy images at the right side and enjoyed watching them. Instead, at the left side, 
she was preoccupied with avoiding or escaping these provocative and menacing 
visual forms.

It is hard to imagine the interesting little frogs at her right in the absence of 
previous experiences with them through interactions with the environment and in 



87Visual Systems  

a joyful or pleasant way. The preparation was in the architecture of her brain and 
specifically the positive bias and the location at the right visual field. These projec-
tions are connected early in development, and they appear to process what the left 
brain is better able to see, just as the right brain receives its visual projections from 
the left visual field. Similarly, the snakes that were accompanied by fear and avoid-
ance behaviors might not have been seen unless she had learned to see them through 
interactive experiences within the environment. But, the right brain which sees from 
the left visual field was prepared for dealing with these threats and for mounting a 
fear response, which might save her life in some situations.

Another patient with negative associations and experiences with her former 
spouse was now “seeing him” as a devil trying to harm her. He was seen at the left 
with negative affective valence, sympathetic autonomic responses, and behavioral 
features consistent with an activated right brain. So, experience may be fundamen-
tal to the processing advantages of each brain. But, there appear to be limitations 
born from the compartmentalization or specialization of each brain for the content. 
The next challenge here is to begin with the physical energies that are transduced 
into neural events in vision and to follow them through the neural systems which 
process this information. These fundamental features will be useful in the discus-
sion about brain disorders elsewhere in these readings.

Many individuals tend to think that they see all and that they know all that is 
present within their environmental surroundings. But, this is far from the actual 
case. In reality, the human retina is capable of the transduction of only a small frac-
tion of the electromagnetic energy that we are exposed to through contact with our 
receptor cells in the retina. Other species may be able to see parts of the spectrum 
that we do not see, due to the limitations of our receptors and the adequate stimulus. 
The adequate stimulus for vision consists of electromagnetic wavelengths or light 
energy ranging in length from about 780 to about 360 nm (see Hood and Finkelstein 
1986), where the longer visible wavelength is seen as red and where the shorter vis-
ible wavelength is seen as violet. Transduction of the visible spectrum ranging from 
longer to shorter wavelengths yields colors in the following order: red, orange, yel-
low, green, blue, indigo, and violet. Students in introductory courses on the visual 
system recall this arrangement using a mnemonic device like “Roy G. Biv,” where 
the three-part name provides for the first letter of each color across the visible spec-
trum as follows: R for red, O for orange, Y for yellow, and so forth.

Light enters the eye through the cornea, traverses the aqueous humor, and trav-
els through the pupil on its way into the vitreous humor and eventually onto the 
retinal surfaces. Pupil diameter is determined directly by the contractile structure 
of the iris, which consists mainly of smooth muscle. The iris serves to regulate 
the amount of light entering the eyecup. The iris is composed of two oppositional 
muscle groups (intrinsic muscles), a circular group known as the sphincter pupillae 
and a radial group known as the dilator pupillae. Contraction of the sphincter pupil-
lae results in a decrement in the size of the pupil, whereas contraction of the dilator 
pupillae results in dilation of the pupil.

Lowenstein and Lowenfeld (1950a, b) demonstrated that the autonomic ner-
vous system controls the size of the pupils with activation of the cholinergic 
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parasympathetic nervous system constricting the pupil and the adrenergic sympa-
thetic nervous system dilating the pupil. Moreover, the left and right brains dif-
ferentially influence the parasympathetic and sympathetic branches of the auto-
nomic nervous system (Oppenheimer et al. 1992; Oppenheimer and Cechetto 1990; 
Zamrini et al. 1990; Hoffman and Rasmussen 1953; Heilman et al. 1978; Foster 
et al. 2010; Andersson and Finset 1998). The tectoreticular fibers from the superior 
colliculus project to the mesencephalic reticular formation mediating hemispheric 
arousal. Ipsilateral fibers in this pathway are more abundant than contralateral fibers 
(Truex and Carpenter 1964) and stimulation of the colliculus induces a hemispheric 
arousal response (Jefferson 1958). Thus, each superior colliculus, via the tectore-
ticular system, appears to be able to activate or arouse the ipsilateral hemisphere.

Since ambient light entering each eye projects to the contralateral superior col-
liculus via the retinocollicular pathway (Rafal et al. 1990) and since this input alters 
the ipsilateral reticular arousal systems and the corresponding cerebral hemisphere, 
constrained ambient light to one eye may differentially impact sympathetic tone 
(Burtis et al. 2013). Also, activation of the sympathetic nervous system to novelty 
and to preferred sexual stimuli has been assessed using pupillometric recording 
techniques (Garrett et al. 1989), and others (Bar et al. 2005) have provided evidence 
for pupillometrics as a sensitive and reliable means of assessing autonomic nervous 
system functions.

Charles Darwin famously wrote that the eye caused him to doubt that random se-
lection could create the intricacies of nature (see Masland 2012). In a prelude to re-
viewing the complex neural organization of the retina, Masland (2012) remarks that 
“Fortunately, Darwin did not know the structure of the retina: if he had, his slowly 
gestating treatise on evolution might never have been published at all.” Masland 
further notes that although the retina forms a sheet of tissue only about 200 mm 
thick, that the neural networks within carry out image processing feats which were 
not yet imagined even a few years ago (see also Gollisch and Meister 2010).

Perhaps more than 60 distinct types of retinal neurons exist with specific roles 
in processing visual images. Masland (2012) describes three main stages in the ar-
rangement of the mammalian retina. The first is charged with processing the outputs 
of the rod and cone photoreceptors into parallel streams of information. The second 
stage provides for access to retinal ganglion cells conveying the information out of 
the orbit and toward the thalamic relays. The third arrangement combines bipolar 
and amacrine cell activity to create diverse encodings of the visual world, which 
again are transmitted away from the orbit toward the brain. The author notes that 
perhaps 50 % of the ganglion cell response selectivities, which create diverse en-
codings of the visual world, remain to be discovered.

In addition to the bipolar cells and ganglion cells found within the retina are 
the horizontal cells. The role of the horizontal cell appears to be the provision of 
inhibitory feedback to rods and cones and also to bipolar cells (however, see Her-
rmann et al. 2011). Historically, the horizontal cells were thought to improve visual 
contrast via downregulation or inhibition of adjacent rods and cones. In this fashion, 
a darker or blackened surround might make a dim light appear to be brighter, for 
example. Masland (2012) notes that the horizontal cell functions to control gain or 
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amplification of the visual signal. This would serve to hold or to maintain the signal 
input to retinal circuitry within its functional operating range. Thus, in the natural 
world, with great variation in the brightness of visual components within a scene, 
the horizontal cells function to stabilize and to adjust very bright and very dim 
objects for optimal viewing. This function is reminiscent of trying to photograph a 
very bright object in a dim room, where the camera might be saturated by the bright 
light. The inhibitory regulation of the horizontal cells, by analogy, allows for the 
viewing of the bright light at the same time as the dimmer ones.

Light enters the cornea, our first refractive lens, travels through the aqueous 
humor, traverses the lens or zonula, crosses the vitreous humor of the eyecup, and 
“falls” upon the back of the eye. Most engineers can follow this part of the story. 
But, they begin to pull their hair out with what happens next in the design of the 
visual system. If the engineer were to design this system, they might build some-
thing like a camera to produce clear crisp images on the retina. But, our retina is not 
designed in this fashion, nor is the image allowed to fall cleanly on the transducer 
surface. Instead, we have an inverted retina where light must cross several layers of 
tissue and fluids prior to its conversion to neural energy by the transducer.

To understand this, it may help to recount a simple story of a father convinced 
that his young son was infested with the devil or demonic spirits as he was difficult 
to parent and often somewhat high-spirited or oppositional and defiant. The father, 
feeling as though he was inadequate in raising the child, called the Catholic Church 
and, in his desperation, requested that an exorcism be performed on the boy. But, 
the church informed him that it would need proof in order to believe the father and 
certainly before investing in the exorcism. The boy’s father had his proof one day 
when he photographed the child with a Kodak camera using an older-style flash. 
What was the proof? The boy had red eyes! The eyes were of the devil!

The story was fictional, of course. But, the question at this point is why did the 
camera reveal red eyes and what is the red stuff? The answer is blood that is cross-
ing over the retina in addition to the blood vessels and supporting structures. Indeed, 
light now must go through the blood and blood vessels, the ganglion cells, the ama-
crine cells, and the horizontal cells before it finally interfaces with the visual recep-
tors! For the engineer, this architecture defies logic and any hope of developing a 
clear, clean, crisp visual image of high contrast. But, the system works. The trans-
duction of light energy into neural images is now performed by a duplex retina in 
humans, whereas this may not be the case in other species. The eagle, for example, 
has a preponderance of cones. The rat has a preponderance of rods. But, these spe-
cies seem specialized for acuity (eagle) or sensitivity (rat), whereas we are afforded 
some combination of these with cones and rods dispersed disproportionately across 
our central and peripheral retina, respectively.

The rods are located largely in the periphery of the retina with specialization 
for scotopic (dim) lighting levels. The cones are more densely concentrated at the 
fovea or central retina for acuity in photopic (higher intensity) light conditions. 
Functionally, this might offer some advantage when viewing the stars in the night 
sky with your sweetheart under scotopic conditions. Here efforts to focus light on 
the periphery of the retina by looking slightly off center will increase the apparent 
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brightness of the star. Instead, when looking at your beautiful gal across the distance 
in photopic conditions, try to focus the reflected light directly onto the fovea for the 
highest level of acuity. The horizontal cells in the retina work to improve the con-
trast of the visual image via lateral inhibition. Specifically, each cone will announce 
that it “sees something” concurrent with an effort to regulate the adjacent cellular 
activity via lateral inhibition. This process is somewhat like surround inhibition in 
the auditory system. It promotes acuity. It diminishes competing information as 
spurious or artifactual. Once understood, this functional anatomy was manipulated 
by changing the human factors engineering of our television and computer visual 
displays, using a dark background for the light emitter to improve contrast.

Some readers may recall the old cathode ray visual displays on the early televi-
sion sets. My father purchased three of these at the hefty sum of five dollars when I 
was a young fellow. We were in the middle of the west Texas desert in Pecos, Texas 
best known for the historical figure Judge Roy Bean or the “Law West of the Pecos 
River.” We had a substantial historical collection of “shoot-outs” at our old cowboy 
saloon downtown. I later learned that my interest in invertebrates might have been 
fostered by my childhood environment. One professor of invertebrate biology at the 
University of New Mexico described this desert area as the “invertebrate capital of 
the world.” Tarantula migrations would periodically cover the roads in our town and 
also the highways and byways that we traveled. The professor would travel there 
to establish geographical scorpion plots (scorpions per square meter) using a black 
light (they glow a yellowish green). I learned to shoot accurately using the stinging 
scorpions on my bedroom wall and a flashlight held close to my Red Ryder BB gun. 
You cannot rid your home of these critters, and they easily wiggle over thresholds 
and architectural barriers. Whether it is true or not, I do not know, but according to 
legend, these little hellions are not just resilient. One was found alive at “ground 
zero” in White Sands, NM, after the explosion of the atom bomb. Recent engineer-
ing efforts to develop lightweight “skins” for jet aircraft to be resistant to scratching 
or etching of the surface have attempted to model after the scorpions’ seemingly 
smooth exoskeleton, which has been found, instead, to be a multidimensional sur-
face and ideal for surface protection.

I questioned my parents as I wondered who had selected our backyard for test-
ing the atom bomb. This had direct implications for my childhood, since I loved to 
make and to eat snow ice cream. I remember my parents trying to explain to me that 
I could no longer eat snow ice cream as the snow was potentially contaminated with 
the radioactive fallout from “testing” the bomb. As for the five-dollar televisions, I 
was promoted to antennae specialist. My job was to hold the antennae, effectively 
extending the sets reception range and clarity of the picture of our two channels. 
The goal was to see Walter Cronkite on the evening news! It was not long before we 
would see President Kennedy’s assassination on this set. Seeing these events along 
with Cronkite’s dialogue may have influenced our perception of the world and the 
trust that we may have held in our government.

Working in Chester Karwoski’s visual psychophysics laboratory at the Univer-
sity of Georgia recording from single cells within the eyecup, it was apparent that 
the eye is actually an extension of the brain, since complex visual analysis is initi-
ated within the eyecup and prior to gaining access to the ganglion cells and their 



91Visual Systems  

projections on toward the thalamic relays. Chet impressed on his students the varied 
specialization of the cells at this level. But, I was more impressed with the prover-
bial “bug detector,” a cellular arrangement providing for the detection of a moving 
spot across the retina. This might be useful for a reflexive tongue extension in the 
frog. But, I remain concerned of its role in my own eye.

Ultimately, the events detected and processed at the retinal level are projected 
on toward the thalamic relay (lateral geniculate nucleus) and eventually, via the 
optic radiations, onto the primary projection cortex also known as the calcarine or 
striate cortex in the occipital lobe. The pathway is characterized by a lamination 
of the cells or striations. But, normal development of the visual pathway is illu-
mination dependent. Early perceptual researchers (Crair et al. 1998) attempted to 
restrict visual experience through rearing the newborn in dark lighting conditions. 
They quickly discovered that they were not studying perception subsequent to these 
environmental manipulations as some minimal level of ambient lighting is neces-
sary just for normal cell growth throughout the visual system. The absence of light 
shortly after birth resulted in anatomical aberrations consisting of the loss of the 
normal striate or laminated appearance of these projections.

The brains are arranged in a seemingly logical fashion with the functional 
equivalent of “cables” carrying each sensory modality to its primary projection area 
within each cerebral hemisphere (see Figs. 3.7 and 8.2). In this fashion, information 
is carried from the left and the right retina of each eye back to the lateral geniculate 
nucleus in the thalamus, where second-order fibers eventually make up the optic 
radiations as they continue on toward the farthest points in the back of the brain pro-
jecting onto the primary visual cortex in the occipital lobe (Figs. 8.1 and 8.2). In a 
practical sense, then, one may understand the basics of an underlying brain disorder 

Fig. 8.1  Midsagittal view of the left brain showing the cuneus and lingual gyri above and below 
the striate/calcarine fissure. (This image is from Grayʼs Anatomy and is no longer subject to 
copyright)
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based on inspection of the locations of these cables and through appreciation of the 
location of the visual array found within each of these cables. For example, damage 
to the optic nerve of the left eye would likely affect both the left and the right visual 
fields of that eye and largely leave both the left and the right visual field function-
ally intact for both the left and the right brain. Why? Each eye has two retinas 
with one devoted to the left visual field (right retina) and one devoted to the right 
visual field (left retina). The left retina of each eye goes almost exclusively to the 
left brain, whereas the right retina of each eye goes almost exclusively to the right 
brain. This is the case, beyond 2° of visual angle (see Winkler 2012) as foveal vision 
is processed bilaterally at the visual projection cortices. In a similar fashion, upper 
visual quadrants project primarily to the lower occipital region or lingual gyrus, just 
as the lower visual quadrants project more dorsally through this system to the upper 
occipital or cuneus region (see Fig. 8.1).

One important aspect to appreciate, initially, in order to understand these path-
ways is that vision crosses and reverses vertically as the image enters through the 
pupil with left-sided images falling on the right retina of each eye and vice versa. It 
does not cross or reverse again! A stroke or damage within the left temporal lobe or 
left occipital lobe, though, may well cut the cable with a loss of visual images from 

Fig. 8.2  The visual pathways 
originating from two retinas 
within each eye as they  
continue on to the thalamus 
with second-order fibers  
traveling via the optic radia-
tions to the primary visual 
cortex in the occipital lobe 
of each brain. (Originally 
published in The Six Major 
Anatomic Decussations with 
Clinical Correlation, Alpert, 
Jack N., 2012, p. 134)

 



93Visual Systems  

the entire right visual field. As shown in Fig. 8.2, disturbance of the optic radiations 
within the left temporal lobe results in a loss of the right visual field (for each eye). 
Such a loss is referred to as right homonymous hemianopsia or loss of one entire 
visual half-field. A lesion at the homologous region, within the right temporal or 
occipital lobe, might instead result in left visual field blindness referred to as a left 
homonymous hemianopsia.

Four specific locations within the visual projections correspond with either left 
or right eye blindness (optic nerve damage) or left- or right-sided hemianopsia (right 
or left optic radiation damage, respectively). Damage within the lower parts of the 
optic radiations and/or occipital lobes within the left or right brain would yield 
a corresponding loss at the contralateral visual field for the upper quadrant. For 
the right brain, this would be identified as a left upper quadrantanopsia. An upper 
quadrantanopsia within either visual field heralds a lower lesion within the tracts or 
occipital lobe at the contralateral hemisphere. An additional site that is somewhat 
prone to tumor development consists of the pituitary gland located proximal to the 
optic chiasm (Fig. 8.3). Here pressure effects from an enlarging growth may impact 
the visual fibers originating from the nasal side retina of each eye and result in a 
corresponding loss of peripheral vision (i.e., tunnel vision).

Interestingly, a pituitary tumor might be expressed in the syndrome of “gigan-
tism” with facilitation of growth hormones and oversized physical development. At 
the time of these writings, the largest known living man was a little over 8 ft tall and 
residing in Virginia (National Public Radio, August 2010). The awesome height of 
a giant conveys great strength and physical prowess. Instead, individuals with pitu-
itary tumors resulting in gigantism often suffer many physical maladies, including 
joint pain. These problems may eventually be expressed in a shortened life span 
with multiple health-related problems. Arguably, the most famous case of gigantism 
is presented in the Bible where the young David is in the position of challenging 
Goliath, the Philistine champion. By this account, seemingly hopeless little David 
rises to the challenge and, in combat, slays the giant! If Goliathʼs physical size and 
descriptive features are accurate, then he very well may have been the product of a 
pituitary tumor located over the midline at the optic chiasm. Pituitary tumors are no-
torious for the resultant loss of the crossing retinal fibers, which convey peripheral 
vision from each eye. The hallmark of a pituitary tumor is “tunnel vision,” which 
might have been a distinct advantage for young David in his approach to the Philis-
tine (Bear et al. 2007). This would be most beneficial on approach from the giant’s 
periphery rather than midline, as in a flanking maneuver. And, if I were little David, 
that is exactly what I would do.

Descartes (1649) projected a visual image through the eye of a bull and onto a 
wall, with the discovery that the transmission of light through the cornea and the 
lens results in an image on the retina, which is essentially upside down and back-
wards. Vertical components within the visual array are best demonstrated at the 
level of the optic radiations where information high in the visual array is located 
low within the optic radiations on their way through the temporal lobes and onto the 
visual primary projection cortex in the occipital lobe. In contrast, visual informa-
tion within the lower visual quadrants projects through the upper levels of the optic 
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Fig. 8.3  ( Top) Bihemispheric 
reconstructions of the optic 
nerve and tract ( red) as well 
as of the optic radiation 
( yellow). ( Bottom) Dissec-
tion of the optic radiation 
into Meyer’s loop ( yellow), 
central bundle ( green), and 
dorsal bundle ( blue).  
( R right, L left)
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radiations, which approximate the upper extent of the temporal lobe and the transi-
tion into the lower levels of the parietal lobes. Practically speaking, pathology at the 
lower visual quadrants is a functional indication of a dorsal lesion location within 
the optic radiations (parietal proximity) and vice versa. These anatomical locations 
within the vertical visual array may be processed differently. For example, faces 
seen from below may be perceived as more positive and less negative, while faces 
seen from above appear more negative and less positive (Kappas et al. 1994). Also, 
safety issues relate to the location of the lower extremities within the lower visual 
quadrants in a patient at high risk for falls.

David Hunter Hubel and Torsten Nils Wiesel received the Nobel Prize in 1981, 
along with the neuropsychologist Roger Sperry who studied “split-brain” patients 
(see Berlucchi 2006). Hubel and Wiesel were lauded for their work on the visual 
system at the level of the occipital lobes. Hubel and Wiesel (1962) provided for 
detailed study of the visual system of the cat with the discovery of higher-order 
visual processing through these cortical regions culminating in their receipt of the 
Nobel Prize for their contributions. In this research, the catʼs head might be fixed in 
position using a stereotaxic apparatus with visual stimuli of various forms presented 
onto a screen in front of the animal. Concurrent recordings of action potentials 
amplified and played through a speaker system were obtained from cells within the 
visual cortex in order to determine what aspects of the stimulus the occipital cells 
responded to, through the development of action potential volleys. Initially, they 
were frustrated as they seemed to elicit responses to the spot placed on an acetate 
sheet and moved across an overhead projector with the image displayed in front of 
the cat. But, they would discover that it was the edge of the acetate sheet, and not 
the spot, to which this cell was responding. Moreover, the orientation of the line was 
relevant to the elicitation of action potential responses from the cell. The seemingly 
spurious action potential volleys were actually valid responses of that cell to a line 
of a particular orientation!

This technique eventually resulted in the identification of simple cells, complex 
cells, and hypercomplex cells responding to the ever-increasing complexity of the 
visual stimulus (Hubel and Wiesel 1965). More specifically, these cells responded 
differently based on the orientation of a linear stimulus, the length and/or move-
ment of the stimulus, and the angularity of the image. Subsequent to this research, 
concept cells were discovered to participate in the appreciation of concepts across 
sensory modalities and even the concept of familiarity. One concept cell for the 
number six might respond to the visual image “six,” to the auditory sound “six,” and 
to the graphic stimulus presented within the somatosensory modality from writing 
the number “six” on the subject’s hand. Concept cells have been discovered across 
species and even for the concept of “the nest” for a mouse (Lin et al. 2007).

Quiroga et al. (2005) report one case where a unit responded only to three com-
pletely different images of the ex-president Bill Clinton. They report that another 
unit (from a different patient) responded only to images of the The Beatles, another 
one to cartoons from The Simpsons television series, and another one to pictures of 
the basketball player Michael Jordan. Subsequently, these researchers described a 
remarkable subset of medial temporal lobe neurons “that are selectively activated 
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by strikingly different pictures of given individuals, landmarks, or objects and in 
some cases even by letter strings with their names.” Using single-neuron recording 
techniques, Quiroga et al. (2013) describe experiments that led to the discovery 
of a neuron in the hippocampus of one patient who responded very preferentially 
(strongly) to “different photographs of actress Jennifer Aniston but not to dozens of 
other actors, celebrities, places, and animals.” They describe another patient, where 
a neuron in the hippocampus “lit up at the sight of pictures of actress Halle Berry 
and even to her name written on the computer screen but responded to nothing else. 
Another neuron fired selectively to pictures of Oprah Winfrey and to her name writ-
ten on the screen and spoken by a computer-synthesized voice. Yet another fired to 
pictures of Luke Skywalker and to his written and spoken name, and so on.”

Once visual information arrives at the primary visual cortex in the occipital lobe, 
we begin to see our world in ever more complex perceptual ways. Information with-
in each of the major sensory modalities (e.g., vision, audition, touch) moves, at a 
cortical level, from the primary sensory cortex to the secondary association area for 
that modality and then on to the tertiary association cortices. Research has demon-
strated that the complexity of analysis increases in a manner corresponding with the 
flow of information across these regions. The left occipital region appears special-
ized for the processing of visual graphemes representing letters in our alphabet, 
which may be assembled in a serial processing fashion into words, sentences, and 
eventually paragraphs conveying semantic content. In rather stark contrast to this, 
the right occipital region appears specialized for the processing of visual patterns, 
including those patterns that may eventually be recognized as faces or places as 
higher level analysis continues within this modality (Tranel et al. 2009; Benton and 
Tranel 1993; see also Farah and Epstein 2012). Ultimately, the information may be 
integrated across other sensory modalities, providing a crossmodal analytical inte-
gration and maximal depth of understanding and familiarity with the stimulus array.

Damage within the occipital cortices may result in one or another visual agnosia 
or inability to recognize a particular type of image. Common visual agnosias in-
clude letter and number (Park et al. 2012), facial and line orientation (Tranel et al. 
2009), and tool and hand (Bracci et al. 2012) recognition deficits, for example. That 
these problems are attributable to a brain disorder may be most strange and coun-
terintuitive to a layperson comfortable in assigning “vision” to the “eyes” as this is 
what we tell our children, as we were also told. It is simply not true! The specific 
visual agnosia resulting from a brain disorder may be a function of the specific part 
of the visual cortex involved and, more notably, a function of the processing spe-
cializations of the left or the right cerebral hemisphere.

A common example would present with dyslexia from a left brain lesion, where 
visual pattern recognition or aspects of facial recognition remain relatively unaf-
fected. Indeed, many laypeople along with many health-care professionals attribute 
visual agnosias to peripheral visual problems such as glaucoma or macular degen-
eration. Though the neural damage from glaucoma or other “peripheral” visual neu-
ropathies may initially reside within the retina, second-order cell loss and cortical 
changes secondary to diminished activity in these pathways are now commonly 
established within the scientific community. Many of the clues that we have in 
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understanding a brain-related visual disturbance is in the specific type of visual 
image that cannot be processed and, if the lesion is within the projection pathways, 
the location of the visual defect within the visual fields. Interestingly, it appears as 
if the first indications of an evolving retinal defect may come from functional and 
anatomical changes at the occipital cortex (e.g., Van Buren 1963)!

Steeves et al. (2004) describe a woman with prior carbon monoxide poisoning 
14 years earlier. She had developed a profound visual agnosia for objects with bi-
lateral damage to the lateral occipital cortex, despite preservation of her abilities to 
recognize scenes of beaches, forests, deserts, cities, markets, and rooms. Functional 
neuroimaging showed activation with integrity for the parahippocampal regions 
near the ventromedial temporal lobe, suggesting that recognition and integration of 
the broader components of one or another scene does not depend upon recognition 
of the objects located within the scene. This separation of the elemental objects in a 
visual scene from the perception of the scene has supported arguments for the role 
of the parahippocampal regions in visual place recognition and the identity of this 
region within the ventral and medial stream as the parahippocampal place area (see 
Carlson 2013; see also Shinohara et al. 2012). Other relevant visual specializations 
appear at the visual association cortex, including the extrastriate body area for the 
visual recognition of body parts (Downing et al. 2001) and the fusiform face area 
(Cox et al. 2004; see Kanwisher and Dilks in press).

With sufficient damage to the occipital association cortices, the patient may de-
velop a simultanagnosia with an inability to integrate the complexities of a visual 
scene. The patient might be seated next to the large window and marvelous view 
from the medical center overlooking the valley and the city of Salem, VA, for exam-
ple. But among this vast visual array, this person may only be able to see individual 
elements at any given moment. Visually recognizing another aspect of the scene as 
an element within the surroundings will require separate visual analysis. Beyond 
this level of impairment, but not by much, is Antonʼs syndrome (Anton 1899) or 
cortical blindness presenting with an associated disorder of la belle indifference or 
a failure to appreciate the blindness. A Vietnam veteran and former prisoner of war 
had recurrent or episodic complaints identified as visual formesthesias where he 
stated “Gooks are throwing fire on me!” But, aside from these events with fearful 
apprehension or panic, he was cortically blind. He had no appreciation for this and 
neither did his staff. When asked if he could see, he said “of course I can.” Often 
family members sit, initially in dismay, as the neuropsychologist tries to explain this 
to them. Otherwise said, many put much store in the self-assessment of the patient, 
and this is often inaccurate. This would be the fundamental flaw of clinical inquiry, 
where verbal self-report indices rule the day, potentially leaving the clinician as 
blind as the client/patient. By simple analogy here, using self-report, the patient 
might report “I feel cold…I am freezing,” where the clinician might then attempt to 
warm the patient with a high fever, potentiating the fever to the point of damaging 
bodily systems or even with vital implications.

In addition, the percept of color and image is dynamic with rapid adaptation of 
these receptors altering the visual stimulus in the form of aftereffects or the per-
sistence of the iconic trace. Normal function of the receptor is critically dependent 
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on the visual motor apparatus, including the functions of the pons and the superior 
colliculi under the regulatory control of the frontal eye fields (Holmes 1938; Guit-
ton et al. 1985; Walker et al. 1998; see also Suzuki and Gottlieb 2013). Moreover, 
the parietal eye fields appear to be organized in gaze-centered coordinates such that 
goal-related activity (e.g., reaching for an object) is remapped when the eyes move 
(Medendorp et al. 2003).

For example, a patient with a brain stem lesion involving the pons, cerebellum, 
or superior colliculus may have a reading problem without damage in the brain 
regions classically involved in lexical analysis or language processing. One avid 
reader expressed his frustration this way. “Every time I try to move my eyes to the 
next line of text my eyes go to the wrong place.” The diagnosis for this gentleman 
might be descriptively stated as a “dyslexia without dysgraphia atypical” resulting 
from optic ataxia or visuomotor discoordination (dysmetria). This syndrome is also 
known within the neuroscience literature as brain stem dyslexia.

Persistence of the icon or visual trace is a critical issue in ongoing perception, 
and it is altered by arousal state or projections from the mesencephalic reticular ac-
tivating system. But, the ongoing visual sensation and perception of events within 
our surroundings are critically dependent on refresh rate or the elimination of the 
previous image so that the subsequent image might be seen. The eyes are constant-
ly in motion with barely detectable saccades. Researchers (Ditchburn and Gins-
borg 1952; Riggs and Ratliff 1952; Yarbus 1961) asked what the function of these 
normally occurring reflexive eye movements are by using a curare derivative as a 
muscle relaxant to temporarily paralyze the extraocular muscles rendering the posi-
tion of the eyes fixed on the visual stimulus. In doing so, they discovered that these 
movements facilitate the refresh rate and functions necessary to prevent adaptation 
and the sometimes illusory afterimages that they produce.

The frontal eye fields initiate intentional eye movements and inhibit reflexive 
saccades by the superior colliculus (Holmes 1938; Guitton et al. 1985; Walker 
et al. 1998; see also Suzuki and Gottlieb 2013). These intentional and reflexive eye 
movements serve as a mechanism for visual fixation, rapid eye movement, and the 
fast phase of optokinetic nystagmus. Apparently, the term saccade was coined in the 
1880s by French ophthalmologist Émile Javal. He had used a mirror on one side 
of a page to observe eye movement during silent reading with the discovery that it 
involves a succession of discontinuous individual movements (Javal 1878). Visual 
saccades allow for quick movement of the fovea, with its high spatial resolution but 
limited spatial extent, around a large visual field to detect and process key environ-
mental events (Yarbus 1961). Damage to this system at the level of the pons may 
result in visual nystagmus or irregular jerking, beating, or rolling movements of the 
eyes and perhaps nonconvergent gaze. Depending on the irregularity produced by 
the structural lesion, the patient may have a variety of visual complaints and often 
dizziness. If the frontal eye fields are damaged, there may be a diminished ability 
to direct the eye toward the side opposite the lesion and an ipsilesional increase in 
visual distractibility, through inappropriate saccades, to provocative stimuli within 
the setting. This functional anatomy underlies a variety of rapid eye movement 
disorders, whereas a locked or fixed visual gaze and sparse blink rate with masked 
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faces is prominent with lesion of the basal ganglia or extrapyramidal motor system 
(Karson 1983; see also Bologna et al. 2012).

The visual array is rich in diversity and abundant in complexity, consisting of 
natural images and those created by human architecture, engineering, and scholarly 
activity. These include the subtle nuance of a facial expression, the stars at a great 
distance in the night sky, the divergent lines of buildings seeming to converge to-
ward the horizon, and a seemingly infinite array of color, contrast, and perceptual 
delight. The amount of potentially relevant visual information requires perceptual 
selectivity and an equally abundant ability to ignore redundant information. The 
primate brain devotes perhaps 50 % of the neocortex to visual processing regions 
(Van Essen et al. 1992). Yet, the processing must still be selective and narrow and 
especially if the visual information is worthy of a motoric response. Ignoring certain 
aspects of the visual array and selectively responding to other aspects is a funda-
mental attentional ability (Egeth and Yantis 1997; Proulx 2007, 2013). However, 
some researchers have asked questions at the other end of this spectrum, where 
vision is restricted or lost secondary to peripheral blindness.

The World Health Organization provides an estimate that over 39 million people 
suffer from blindness, whereas over 246 million are visually impaired (“Visual im-
pairment and blindness,” 2012; see also Proulx 2013). Many visual problems are 
acquired secondary to diabetes (see Proulx 2013) and others arise as age-related 
disorders, including glaucoma and macular degeneration. Efforts to compensate for 
visual deficits or to augment visual processing are increasingly focusing on the 
other sensory modalities for assistance. With these efforts, discoveries are being 
made on crossmodal influences or augmentation of one sensory modality at the 
cortical level via peripheral stimulation within another modality. The mechanisms 
of action remain unclear and speculative at this point in history. However, it ap-
pears to be established that visual cortical processing varies with input to other mo-
dalities, subsequent to diminished visual input. Multiple possibilities exist for this 
within functional neural systems theory, including the mechanisms of the diffusely 
projecting arousal systems originating within the first functional unit or brain stem 
reticular formation, and the altered regulatory demands placed upon frontal regions 
with the loss of one modality. Regardless, efforts to assist the blind individual or to 
better understand blindness provide the opportunity for scientific inquiry into the 
functional neural systems involved and the influence that single modality depriva-
tion or augmentation may have on the adjacent sensory neural architecture.

The absence of visual acuity appears to enhance processing within the remaining 
sensory modalities (James 1950). Pasqualotto and Proulx (2012) note in their re-
view of this literature that blind persons often have superior perceptual discrimina-
tion and localization within preserved sensory modalities, along with augmentation 
of verbal processing and memory capacity. Proulx (2013) notes that substantial evi-
dence exists for the recruitment of visual cortex to support these enhanced abilities 
(see also Pasqualotto and Proulx 2012). Neuroimaging studies have demonstrated 
occipital activity in blind individuals during auditory, haptic, and olfactory stimu-
lation (Amedi et al. 2003; Kupers and Ptito 2011; Rombaux et al. 2010). Proulx 
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(2013) asserts that “the enhanced abilities of blind individuals arise either by the 
recruitment of the otherwise dormant visual cortex by the remaining modalities or 
perhaps by the unmasking of visual cortical activity that normally supports such 
functions.”

This argument, though, excludes alternative explanations, including the recruit-
ment of the visual cortex by redundant visual pathways. The anatomical foundation 
for these effects is well established as ambient lighting is processed at multiple lev-
els, including the superior colliculi and the pineal body. Moreover, activity within 
these systems responding to ambient light, outside of the visual acuity dimension, 
is influential in the recruitment of diffusely projecting arousal systems (Isaac and 
DeVito 1958) and in the alteration of sensitivity or thresholds within other sensory 
modalities. For example, auditory thresholds have long been known to vary with 
ambient light levels (Delay et al. 1978; Kallman and Isaac 1980). Also, relevant is 
the well-established effect of ambient light on the motor systems affecting locomo-
tor activity (Isaac and Reed 1961; Isaac and Troelstrup 1969; Kallman and Isaac 
1980) and response to psychopharmacological manipulations (Isaac and Troelstrup 
1969; Lowther and Isaac 1976). Regardless, Proulx (2013) aptly points out that 
the brain has traditionally been viewed as a subdivided structure with each domain 
restricted to its separate location within the neural architecture. Instead, each region 
may better be appreciated by the sensory context which may be influential within 
and across these sensory modalities.

Perhaps the most notable redundant pathway for vision is found in the gangli-
onic projections of the retina to the superior colliculus. Perry and Cowey (1984) 
concluded from converging lines of evidence that not more than 10 %, and perhaps 
as few as 7 %, of the retinal ganglion cells project to the superior colliculus. These 
authors also found that the division of the crossed and uncrossed projections is 
asymmetric. They estimate, as did Pollack and Hickey (1979), that about 70 % of 
the retinal projections to the superior colliculus comes from the contralateral eye.

Somatosensory Systems

Imagine for a moment all of your feelings. Some of these are derived from move-
ments of the gut, possibly expressed as a “gut feeling.” Many of our feelings involve 
the detection of subtle reflexive responses throughout our body such as a tensing of 
the brow or contraction of our hand into a grasp posture. Some might involve the 
detection of a reflex posture as with arching of the back. Needless to say, many of us 
relate these “feelings” easily to emotion with some feelings conveying a defensive 
posture, discomfort, and negative emotion. Positive feelings abound as with gentle 
stroking of the skin or relaxation and with the digestion of our food in friendly 
company. The degree to which these feelings convey positive or negative emotion 
provides insight into the cerebral regions activated. Also, the degree to which we 
have access to language systems to describe the feelings provides a clue. Clinical 
and counseling psychologists spend much of their time helping the client verbalize 
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feelings originating from the relatively nonverbal right cerebral hemisphere. More-
over, the brain regions providing feelings may be damaged as with a large right 
parietal lesion, leaving the patient bankrupt of feelings and their emotional associa-
tions. Another example might be provided from research on individuals with con-
genital agenesis of the corpus callosum effectively reducing connections between 
the cerebral hemispheres. Many of these individuals (about 40 %) were identifiable 
as suffering from an autism spectrum disorder (Lau et al. 2013).

The body or somatic senses include the classic modalities of touch, pressure, 
temperature, and pain. Also, we might include aspects of kinesthesia, propriocep-
tion, and sensation from the gut. The psychophysicist would begin this discussion at 
the receptor where natural energy in various forms is converted into neural energy 
via the process of transduction. The one universal property of protoplasm might 
be irritability (Culbertson and Hyndman 1879, p. 305)! And, as such, the receptor 
is specialized for this purpose, being uniquely situated and designed for irritable 
responses to changes in energy within our external world.

Transduction or energy conversion results in a generator potential at the receptor. 
This occurs in response to the adequate stimulus (see Willis and Coggeshall 2004), 
as light might be the adequate stimulus for vision. The inference here is that the 
receptor is specialized for the detection of a specific bandwidth and intensity range 
of one form of energy emanating from our external world. But, the receptor is not 
entirely restricted to this stimulus event, as, for example, the retinal receptor might 
also respond to pressure as we rub our eyes, resulting in the perception of a flash 
of light, where none actually existed. Apparently, “eye-pushers’ in ancient Greece 
argued that “deformation phosphenes” were evidence that the eye itself was gen-
erating light. This may have held sway until Kepler, Newton, and Descartes were 
able to appreciate that the pressure was activating the same tissue that was activated 
by the presence of light on the retina. Also noteworthy here, the morphology of the 
receptor itself is dynamic and undergoing a relatively continuous process of wear 
and tear and of regeneration.

The dynamic aspect of receptor morphology was apparent to early researchers 
who proposed specialized receptors for each cutaneous sensory modality, includ-
ing touch, pressure, cold, warm, and pain. Some have said that progress results in 
science through contact with reality where our beliefs are faced with contradictory 
evidence forcing revision of our theory. This came from the staining of the human 
cornea revealing only one receptor type, the free nerve ending, which had been 
identified as “the pain receptor.” Yet, the cornea, with an array of free nerve endings 
(Lele and Weddell 1959; see also Marfurt et al. 2010), is capable of the transduc-
tion of the energies of multiple sensory modalities, including touch, pressure, cold, 
warm, and pain. These modalities are each conveyed through skin senses with vari-
ous classic receptor types associated with the adequate stimulus for that modality 
(see Willis and Coggeshall 2004).

The stimulus for touch consists of deformation gradients of the skin (Kenshalo 
and Nafe 1960; see also Willis and Coggeshall 2004). The relevant variables for this 
include the rate of stimulation and the presence of motion, with faster deformation 
gradients requiring less intensity to activate the receptor. Once the deforming pro-
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cess involving motion is discontinued, the stimulus for touch is no longer present. 
Hair follicles may function to amplify the mechanical deformation gradient with 
basket ending receptors wrapped around the root of the hair follicle. In hairless 
body areas, the adequate stimulus is, again, mechanical deformation. The deforma-
tion may involve either inward or outward movement of the skin with the direction 
of movement being inadequate as a discriminative stimulus. Instead, the inward or 
the outward gradient corresponds with touch and both movements are perceived as 
just that.

The continued mechanical deformation of the skin in the absence of movement 
is the stimulus for pressure (see Loomis and Lederman 1986). The relevant vari-
able for pressure sensitivity is area. Touch is not pressure. Unlike touch receptors, 
pressure receptors do not stop responding at the maximum intensity of the stimulus, 
although adaptation may occur through a gradual reduction in receptor responses 
with continued or repeated stimulation. The distinction here is among the adequate 
stimulus characteristics and the basic property of all receptors to adapt. I would ap-
preciate adaptation at the pain receptor, first thing in the mornings, when I would 
hop into the shower that my son had left on for me. Initially, I would indeed be in 
pain along with the sensation of the intense heat of my son’s shower. I could not be-
lieve that he could have tolerated such pain. After a few seconds, though, I would be 
left with a very nice warm shower as pain receptors, in this case, adapt more rapidly 
than temperature receptors (see Willis and Coggeshall 2004).

Once the sensory event ( distal stimulus) has been converted to the generator 
potential ( proximal stimulus) in the form of neural energy, the information travels 
up the afferent projections of unipolar neurons, which have their cell bodies located 
within the dorsal root ganglia (see Willis and Coggeshall 2004) adjacent to the spi-
nal cord. Up to this point, the information has been traveling through a peripheral 
nerve, which separates prior to entry at the spinal cord into the dorsal root carrying 
sensory afferents and the ventral root, which conveys the efferent fibers exiting the 
spinal cord on their way out to the nerve. One point here is that somatic nerves are 
mixed and typically carry sensory and motor fibers. Thus, a somatic nerve lesion 
typically results in mixed sensory and motor deficits, which may resolve as long as 
the cell body survives and the glial or Schwann cells are able to support regenera-
tion of the cellular processes (axons and dendrites).

But, on entry into the nerve roots, and within the spinal cord, sensory informa-
tion travels in a dorsal direction into the spinothalamic tracts. This was initially 
expressed as the Bell and Magendie law (Bell 1811; Magendie 1822a,b; Mueller 
1831) as Charles Bell (see Fig. 8.4) and Francois Magendie (see Fig. 8.5) shared 
credit for this discovery. But, the student of neuroscience will do well to appreci-
ate this basic distinction as sensory systems remain essentially at the back of the 
neural tube, with motor systems located at the front of the neural tube. Bell and 
Magendie described this for the spinal cord. But, the relationship holds for the brain 
with specialization of the frontal lobe for expression or intent and for the posterior 
brain regions for sensory reception, analysis, and comprehension, more broadly 
defined. Charles Bell (1774–1842) discovered that sensory roots are located dorsal 
in the cord, whereas motor roots exit the ventral side of the cord. Francois Magendie 
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(1783–1855) shared the discovery with Bell on the location of sensory and motor 
roots at the ventral and dorsal cord, respectively. Bellʼs discoveries laid claim over 
the motor function, whereas the Frenchman Magendieʼs discoveries laid claim over 
the sensory function within the cord. With long-standing conflict between England 
and France, the contributions to the Bell–Magendie law became a matter of national 
pride, contributing in part to this outcome.

Touch and Pressure

Aristotle included touch as one of the five human senses, alongside vision, audi-
tion, olfaction, and gustation. It appears to be the first sensory modality to develop 
(Montagu 1971), and touch sensitivity is present in the human fetus after about 6 
weeks of gestation in the womb and prior to the development of the eyes, ears, or 
any of the other sensory organs (Montagu 1986). Moreover, the organ providing 
for cutaneous touch sensation is the largest (perhaps extending in total area at over 
1.6 m2 in an adult) and the oldest of the sense organs (Field 2001; Montagu 1971; 
see Kosnar 2012). Kosner (2012) aptly points out that “…we are continuously using 
our skin to perceive vast amounts of inputs from our environment, such as informa-

Fig. 8.4  The English 
medicine professor Charles 
Bell
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tion about size, weight, texture, temperature, structure and other characteristics of 
objects that we touch. Moreover, we sense air flow in an environment, and localize 
and recognize objects that we grab. Additionally, we use the skin not only to receive 
information about the objects around us, and environment that we live in but we 
also use skin to socially interact with people around (us); to communicate feelings, 
and emotions.”

In the spinal cord, touch and pressure travel together in the dorsal funiculus, 
whereas temperature and pain travel together in the lateral funiculus. Both the dor-
sal and the lateral funiculi are spinothalamic tracts, with the name reflecting origin 
at the spine and emergence at the thalamus where these fibers will synapse onto the 
ventral posterolateral (VPL) nucleus of the thalamus. From here they will be relayed 
on up to the parietal lobe, projecting onto the somatosensory cortex. The dorsal 
funiculus, carrying touch and pressure, maintains a topographical homunculus or 
body representation, which will eventually be expressed across the somatosensory 
cortex of the parietal lobe. But, the arrangement seems more practical in the spinal 
cord, where the axons first entering the lowest levels arise from nerves innervating 

Fig. 8.5  Francois Magendie, 
a contributor to the Bell–
Magendie law
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the lower extremities (genitals, bladder, toes, foot, leg, and trunk). These fibers 
form the fasciculus gracilis, which remains near the midline of the dorsal funiculus 
all the way up the spinal cord and at the somatosensory cortex.

Eventually emerging alongside this “highway” or traffic lane carrying informa-
tion for the lower part of our body will be fibers coming from higher up in our body, 
including the upper extremities (fingers, hand, and arm). These fibers form the fas-
ciculus cuneatus, which remains laterally placed in the dorsal funiculus on its way 
up the spinal cord. These pathways, for the novice, may as well be named Highway 
95 and Highway 81 as the traffic on each is largely determined by its point of origin 
across the upper or the lower parts of our body and, of course, the left and the right 
hemibody. The messenger, in this case, is simply traveling north, by analogy. But, 
among the more advanced issues relevant to neuroscience and clinical practice are 
the proximal and distal relationships established through this anatomy. These rela-
tionships provide a rich source for inquiry extending the effect of proximal anatomy 
to implications for proximal functions. For example, the right hemiface and the 
right hand are proximal within the cortical architecture and share many functions in 
linguistic and propositional communication.

Upon entering the spinal cord, the projections ascend to the level of the medulla 
at the base of the brain stem (see Fig. 8.6). Here they synapse onto the nucleus 
gracilis (lower body) or the nucleus cuneatus (upper body). The second-order fibers 

Fig. 8.6  The somatosensory 
projections from dorsal 
root, to dorsal funiculus, 
to the nucleus gracilis and 
nucleus cuneatus, up the 
medial lemniscus to the 
VPL (thalamus), to the 
somatosensory cortex. 
( VPL ventral posterolateral. 
Originally published in 
Central Nervous Mechanisms 
of Muscle Pain: Ascending 
Pathways, Central 
Sensitization, and Pain-
Modulating Systems, Mense, 
Seigfried; Gerwin, Robert D., 
2010, p. 118)
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cross the midline joining a few redundant fibers (enough for tickle!) traveling up the 
anterior spinothalamic tract where they will continue their ascent within the medial 
lemniscus up to the thalamic relay nucleus, the VPL. Projections from the VPL 
nucleus of the thalamus continue up to the postcentral gyrus, the primary projection 
area for somesthesis (see Fig. 8.7). The medial lemniscus will see the merging of 
touch and pressure, with temperature and pain, as they travel together now toward 
the thalamus. A lesion in the spinal cord may discretely affect touch and pressure 
or temperature and pain, whereas at the brain stem level, on up to the level of the 
somatosensory cortex, these modalities are likely to be affected, collectively.

The small number of redundant fibers in the anterior spinothalamic tract were 
discovered from working with patients suffering from tabes dorsalis or a wasting 
away of the dorsal funiculus (see Wall 1970). As one might expect, these patients 
lost the somatosensory awareness of their body parts, which is basic to propriocep-
tion at higher levels of the nervous system and specifically within the parietal lobe 
association cortices. These patients might have to look at their legs, using vision to 
compensate for the placement of the limbs, during ambulation. But, tickle remained 
intact! Indeed, there were early concerns that tickle might actually be a separate cu-
taneous sense. But, the relevant variable for tickle was determined to be the number 
of fibers responding. Only a few fibers were necessary for tickle, in contrast to the 
large number necessary for proprioception and so forth. For the family member of 
a patient with altered sensation from a dorsal spinal cord lesion, this redundant ac-
cess to the somatosensory cortex in the brain provides a potential route to activate 
this brain region, and normally, the route is activated by light brushing stimulation 
or “tickle.”

Fig. 8.7  The somatosensory 
and motor strips with the 
location of the body parts 
represented across these 
regions. (Originally published 
in Methods of Assessment of 
Cortical Plasticity in Patients 
Following Amputation, 
Replantation, and Composite 
Tissue Allograft Transplanta-
tion, Siemionow, Maria Z., 
2011, p. 236)
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Although tickle did not turn out to be a separate somatosensory modality, the 
case for an “itch” appears to be quite different. This conclusion was evident with the 
discovery that itching is distinct from pain, touch, and temperature (Han et al. 2012; 
see also Fields and Sutherland 2013). Some sensory neurons with cutaneous recep-
tors were found to have protein receptors on them which were identified as Mrgpr-
A3. Chemicals known to create itching caused these neurons to generate electrical 
signals, whereas painful stimuli, such as hot water or capsaicin, did not. The re-
searchers selectively killed the population of Mrgpr-A3 neurons in mice, resulting 
in animals that no longer scratched upon exposure to itch-producing substances or 
allergens. Instead, they maintained sensitivity to touch- and pain-producing stimuli. 
Subsequently, these investigators selectively engineered capsaicin-responsive re-
ceptors injected into Mrgpr-A3 neurons in a strain of mice lacking the capsaicin 
receptor. Subsequently, the itch-specific cells were found to evoke scratching be-
havior rather than pain behavior by injecting capsaicin into a focal location on the 
rodentʼs skin. Moreover, the authors appreciate that their discovery may allow for 
the development of new techniques that block Mrgpr-A3 receptors to silence the 
raging itch of poison ivy or eczema exclusively and without altering the additional 
cutaneous sensory modalities.

Temperature

The stimulus for temperature is absolute temperature. Threshold or sensitivity to 
temperature is typically relative to physiological zero or the temperature of the hu-
man body at roughly 32 °C. Temperatures above physiological zero will be per-
ceived as warm and those below this reference will be perceived as cold. These 
mechanisms may underlie altered physiologic conditions as with fever, where the 
skin is hot to the touch, but where the patient may complain saying “I am freez-
ing.” The sensation of either cold or warm is relative to baseline temperature as 
was partially demonstrated with Ernst Heinrich Weberʼs (1846) classic three-bowl 
experiment. In this experiment, one hand was placed in a bowl of water at 20 °C 
(cold) and the other hand in a bowl of water at 40 °C (warm). Now if the hand from 
the first bowl is placed in a bowl of water at body temperature, the water will be 
perceived as warm. The hand from the warm bowl when placed in the bowl at body 
temperature will be perceived as cold. Diametrically opposite interpretations of the 
“neutral” temperature may be derived, perceptually, relative to the temperature of 
that part of the body at the time of emersion.

Warmth and cold, though, appear to be two separate sensory modalities (e.g., 
see Sinclair 1955; see also Willis Coggeshall 2004) as demonstrated by the larger 
thresholds for warmth than for cold, differing chronaxie values, and discrete re-
sponses to moderately intense temperature stimuli. The classical receptor types 
include the Ruffini cylinder for warmth and the Krause’s end-bulb for cold. But, 
once again, either may be detected via a free nerve ending or even other recep-
tor configurations. Also, Nafe and Wagoner (1936) emphasized vascular changes 
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with temperature, arguing that temperature is a kinesthetic sensation with warmth 
resulting in dilation of the arterioles and with cold resulting in the constriction of 
the arterioles in the area affected. Since arteries, arterioles, and capillaries are inner-
vated, the contractions and dilation of the arterial wall and lumen may provide for 
discriminative events for the perceptual analysis by the brain. The critical aspect is 
ultimately the anatomical system with a topographical arrangement of the pathways 
conveying each modality. This anatomical arrangement is most clearly distinct from 
the spinal cord projections on up to the thalamic relays and eventually to the pri-
mary cortical projections onto the somatosensory strip.

There appears to be no sensory receptor or modality specific to burning heat. 
Two clues to a better understanding of this were developed in the psychophysicist 
laboratory. One was the phenomenon referred to as paradoxical cold (Long 1977) 
where the exploration of the skin with a very warm stimulus (45–50 °C) would 
periodically be perceived as cold. Also providing insight here was the phenom-
enon of “psychological heat” (Ferrall and Dallenbach 1930), where alternating cold 
(12–15 °C) and warm (40–42 °C) grids simultaneously exposed to the surface of 
the skin would be perceived as “burning heat.” These clues were integrated with 
the firing rate of the cold and warm receptors plotted as a probability distribution 
onto a graph. Here we could see cold receptors firing to cold stimuli and warm re-
ceptors firing to warm stimuli. But, hot stimuli yielded a recovery of the response 
probability of the cold receptors such that both cold and warm receptors responded 
simultaneously to convey burning heat.

Temperature travels along with pain in the lateral spinothalamic tract and eventu-
ally projects onto the VPL along with the other somatosensory modalities (see Wil-
lis and Coggeshall 2004). Temperature subsequently arrives at the primary projec-
tion area for somesthesis in the anterior parietal lobe. Interestingly, the shared path-
way with pain deviates within the functional realm as direct electrical stimulation 
of the cortical projection area within temperature columns can elicit temperature 
sensations. This is not the case for pain (Penfield and Boldrey 1937, 1967; Mazzola 
et al. 2012a, b).

Pain

Pain remains the most elusive sensory modality, though champions exist here for 
each of several theories (see Mollet and Harrison 2006; Mitchell and Harrison 
2010). More than any other modality, pain remains a significant challenge both for 
the neuroscientist and for the clinician. Many, and complex, pain syndromes exist 
well beyond the scope of these writings. And, all too often our understanding and 
our interventions for pain syndromes are inadequate. Indeed, treatment for pain, and 
especially surgical intervention, may be the precipitating event for the aggravation 
of the pain syndrome (e.g., see Perkins and Kehlet 2000). Moreover, much in the 
way of pain disorders within the patient population arise as iatrogenic disorders, 
secondary to other intervention efforts performed with hope that the patient would 
be helped.



109Pain  

The threshold or sensitivity for pain is relatively constant across the population 
but with wide disparity in the tolerance for pain (e.g., Johnson et al. 2012). Frontal 
lobotomies were thought to pacify violent-prone or emotionally reactive individu-
als. This expectation was based on research by Carlyle Jacobsen and John Fulton, at 
Yale in the early and mid-1930s (see Fenton 1999), where tolerance was increased 
for delayed gratification in two chimpanzees (Becky and Lucie) using the Wiscon-
sin General Test Apparatus. Nonhuman primates in the apparatus could view the 
raisin kernel or food reward at which point the screen was lowered, and a delay was 
required, prior to gaining access to the treat. Monkeys generally tolerated this delay 
poorly with agitation and sometimes aggressive behavior. But, after the lobotomy, 
heightened tolerance was displayed and with increased passivity in behavior.

One doctoral student in psychology was working with this apparatus and “nor-
mal monkeys” but with very curious data and atypical delayed response deficits 
(see Malmo 1942). Like any good scientist might do, she looked behind the closed 
curtain. She expressed her dismay when she discovered that her alpha male was 
masturbating and that he was seemingly detached from the experimental contingen-
cies! This might be the only case study to confirm the proverbial account relating 
masturbation to growing hair on the palmer surfaces of the hand, albeit with cor-
relational data. And, as far as the other heralded relationship, the monkey was not 
blind. It was equally certain that he did not receive as many raisin kernels as the 
other, more experimentally compliant, monkeys. This side track was prompted by 
one of my colleagues who alternated with me in teaching a large introductory class 
at the University of Georgia with about 1600 students divided into two sections. 
She was horrified when she mentioned this mythical relationship in class only to 
discover that the man in the first row was visually impaired. Following this prompt, 
he stood up and showed the class the palms of his hands to clear his record, though 
her reputation remained somewhat tarnished, perhaps!

Egas Moniz, formerly the Portuguese foreign minister, received the Nobel Prize 
in 1949. He returned from exposure to these research findings and, within the year, 
implemented these procedures on humans with the frontal lobotomy or lobectomy. 
The first psychosurgery operations were conducted on 12 November 1935 on four 
patients, two with depression and two with schizophrenia, using alcohol injections 
into the depths of the frontal lobes. The technique was transitioned to the leuko-
tome, and further refinements in the technique followed with time and practice. 
Altering the expressive or intentional frontal lobe systems often leads to erroneous 
conclusions or attributions by others toward the frontal lobe patient. This distinc-
tion should resonate with Moniz as a fundamental error in his use of the lobotomy 
procedures to control violent aggression. Moniz provides this, by example, as one 
of his lobotomized patients returned and shot him in the back, rendering him a quad-
riplegic. Many, including the clinical psychologists that I have worked with over the 
years, have mistakenly attributed social and emotional insensitivity to the frontal 
lobe patient who may present with masked faces or bland, flat affective expressions 
(Karson 1983; see also Bologna et al. 2012). But, this again may be a mistake.

Damaged or diminished frontal lobe regulatory control may well disinhibit the 
sensory systems received and comprehended within the posterior brain, the second 
functional unit (e.g., see Thompson-Schill et al. 2005). Indeed, sensitivity may well 
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be increased with lowered thresholds (Woods et al. 2013). Depending on location 
of the lesion, the individual may be hypersensitive to the clothing touching their 
skin. They may be bothered by lights, sounds, smells, or events within other sensory 
modalities. The hostile violent-prone individual often expresses very high tolerance 
for pain. These features overlap with masculine gender role stress in “high macho” 
men. But, this tolerant male suffering pain to demonstrate machismo may be more 
sensitive to the pain than the normal woman, who readily avoids or terminates the 
pain stimulus with little tolerance and possibly better judgment! Hostile men reac-
tively increase their blood pressure to painful events, whereas low hostile individu-
als maintain cardiovascular stability on exposure to the same stressors (e.g., Her-
ridge et al. 2004). Incremental blood pressure provides a potential compensatory 
function as pain sensitivity has been reduced with elevated blood pressure in many 
projects (see Mollet and Harrison 2006).

By extension, pain sensitivity and sensitivity to emotional cues conveying nega-
tive affect appear to be relative specializations of the right cerebral hemisphere (see 
Pauli et al. 1999; see also Mitchell and Harrison 2010). For example, the right in-
ferior frontal gyrus is implicated in pain processing, pain anticipation, and modula-
tion, and abnormal gray matter volume has been identified in this region in chronic 
pain (Symonds et al. 2006; Moayedi et al. 2011; see also Kucyi et al. 2012). Con-
sistent with a larger body of evidence, Kucyi et al. (2012) conclude that a disrup-
tion in the connection between the right temporoparietal junction and the inferior 
frontal gyrus may have a role in chronic pain. Although this conclusion is based 
substantially on intrahemispheric evidence within the right cerebral hemisphere, 
additional evidence further indicates that the right hemisphere may be inhibited via 
activation within left cerebral systems through the interhemispheric fibers of the 
corpus callosum. Processing specialization by the right cerebral hemisphere may 
diminish with attention to the verbiage processed by left cerebral systems. This con-
clusion was suggested, for example, by recent research indicating that, with lesion 
to Wernickeʼs area within the left hemisphere, patients were now more capable of 
detecting lying from others (Etcoff et al. 2000). The interpretation provides for a re-
lease of the right brain secondary to left hemispheric damage, in this case, resulting 
in improved emotional perception derived from the right cerebral systems analysis.

Temperature and pain from each side of the body travel up the lateral funiculus 
(spinothalamic tracts) to the brain. This anatomical distinction of pain and tempera-
ture traveling together and in a separate section of the cord, away from touch and 
pressure, may be diagnostically relevant in distinguishing a spinal cord injury from 
one at the level of the thalamic relays or that at the level of the primary projection 
cortex for somesthesis in the parietal lobe. Brain lesions within these pathways, 
including the thalamus and the parietal projections, will characteristically affect 
multiple body senses, whereas localized lesion of the spinal cord may impact either 
temperature and pain or touch and pressure. But the cable is one in the same, oth-
erwise. Lesion or altered innervation at one end of this cable with loss of the cell 
body and cell death may, indeed, result in cellular loss through the projections and 
beyond the synapses in this pathway (see Chen et al. 2002).

Peripheral nerve lesions are predictive of hyperalgesia or increased sensitivity 
for pain and sometimes phantom pains from the area previously innervated by the 
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nerve fibers (e.g., Perkins and Tracey 2000). A favorite example here comes from a 
visit to the dentist. This professional may work diligently to suppress the activation 
of the peripheral nerves innervating the roots of the teeth. But, infection or loss of 
the dual or cross-innervated dental structures can produce heightened sensitivity 
even in the presence of fewer fibers now carrying pain information to the brain (e.g., 
Djouhri et al. 2012). These findings may partially invalidate claims that pain results 
simply from overstimulation as pain follows denervation in this case. Moreover, 
conclusive evidence exists that neuropathic pain is not simply a symptom of disease 
but, instead, a consequence of disordered functioning of the nervous system (e.g., 
Scholz and Woolf 2002; Tsuda et al. 2012). Central lesions are more associated with 
intractable pain or even thalamic pain syndromes and often with an alteration in 
the quality of the pain with the patient describing excruciating pain complaints and 
even with recruitment into other modalities (e.g., nausea or vectional disturbance, 
auditory hyperacusis, and/or visual disturbances such as photophobia).

Higher Cortical Processing

The somatic senses of touch, pressure, cold, warm, and pain eventually arrive at the 
somatosensory projection cortex (Brodmannʼs areas 3, 1, 2) located at the anterior 
parietal lobe and immediately posterior to the central fissure, which separates them 
from the motor strip. Mountcastle, a graduate of Roanoke College in Virginia, was 
instrumental here for his discovery that the neuronal cells in the somatosensory 
cortex are arranged in vertical columns and that this arrangement directly relates to 
their collective function in processing sensory information. Published in a classic 
1957 paper, this discovery is acclaimed as being foundational in the field of neuro-
science. Subsequently in 1978, he proposed that all parts of the neocortex operate 
based on a common principle, with the cortical column being the fundamental unit 
of computation.

The sensory modalities located here in the somatosensory projection areas are 
arranged in a columnar fashion of cellular ensembles, which play a role in coding 
intensity. Also, there are horizontal associations which may play a role in contrast 
coding and lateral inhibition. The somatosensory cortex is arranged topographically 
from dorsal to ventral in the representation of the form of an oddly shaped upside 
down and backward little man or little woman, referred to as the somatosensory ho-
munculus. Each brain, of course, has its own homunculus charged with the process-
ing of cutaneous sensation from the contralateral hemibody. The odd shape of this 
homunculus is derived largely secondary to the amount of cortex devoted to various 
body parts. For example, the face, fingers, and hand are spaciously represented here 
related to the relative sensitivity of these body parts in contrast to the legs and the 
trunk or back. The proportion of fibers crossing to the contralateral body varies with 
the location for proximal and distal body parts and somewhat like that discussed for 
the motor cortex elsewhere in these writings.

Deactivation of the primary projection cortex through metabolic reduction or 
damage, as might result from a stroke, characteristically results in numbness or 
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anesthesia for that part of the body represented on the homunculus. Interestingly, 
the patient with a lesion in this projection pathway onto the somatosensory cortex 
may complain of temperature dysesthesia, being cold at the affected body region. 
This, in and of itself, might not be so surprising, as we have many similar examples 
of lesion location and functional features located within the brain regions which 
have been lost. For example, a lesion to Wernickeʼs area results in impaired speech 
comprehension on the input side of things. But just as the speech output from the 
Wernickeʼs patient is altered to match the receptive deficits, the output of the patient 
with a somatosensory lesion is altered to match the receptive deficit. More specifi-
cally, the patient may express a sensation originating from the contralateral body of 
coldness concurrent with the actual reduction in temperature of that body part. The 
patient with a right parietal lobe lesion in the somatosensory cortex often complains 
of cold at the left hemibody. When the examiner holds the patient’s left and right 
hand, the left hand is cold, relative to the homologous body part at the right side of 
the body.

It would be easy to miss the potential significance of this as the lesion originates 
in the second functional unit charged with the reception, analysis, and comprehen-
sion of sensory information. Yet, by inference, activation or deactivation of this 
tissue provides for alterations in blood flow or vasodynamic responses specific to 
that part of the body represented within the homunculus. Deactivation of the so-
matosensory cortex may reduce blood flow or engorgement of that part of the body 
and may be associated with edema or a buildup of fluid in that area. One might ask 
if therapies or interventions may be developed with activation of somatic cortex 
to improve blood flow to an extremity (e.g., with diabetes and peripheral neuropa-
thies). It would not be surprising if these effects are state dependent as patients are 
often restricted to a wheelchair and somewhat inactive. But, the effects are often 
robust and lateralized in a contralesional fashion to the cerebral hemisphere affected 
by the pathology. It is well established that anesthesia in the surgical setting is ac-
companied by cold sensations and shivering (Abdelrahman 2012). But, the central 
basis for this at the level of the somatosensory cortex and its projections is not yet 
fully appreciated.

Blood flow throughout the body varies with brain activation during cognitive 
processing and also with habituation to the environmental context. If a person is 
carefully balanced on a tiltboard during a relaxed state and, subsequently, asked 
to engage in cognitive activities, blood will flow to the brain resulting in tilt of 
the board downward as the head becomes heavier from the dynamic shift in blood 
flow. Habituation also affects blood flow in an oppositional manner to the previous 
example, with a relative redistribution of the blood from the cephalic region to the 
distal extremities. But the habituation of the two brains affecting blood redistribu-
tion is not symmetrical (Harrison et al. 1989; Harrison 1990). Indeed, there appear 
to be asymmetries in the habituation process with a relative increase of blood flow 
to the distal left upper extremity in comparison with that at the distal right upper 
extremity. These findings indicate that habituation to one or another context is lat-
eralized to the processing demands of that brain and that diametrically opposite 
laterality effects, with temperature changes at the cephalic and distal extremities, 
might be produced under contextual settings where one or the other brain is active 
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(e.g., light or dark, linguistic or prosodic speech processing, and positive or nega-
tive affective events).

Manipulations performed to increase hand temperature through placement in 
warm water have sometimes been successful in treating pain from migraine, per-
haps secondary to shifting blood flow away from the head to the distal extremity 
or reduced vasospasm (Harrison et al. 1989; see also Shaw 2012). These remain 
potential variants for diagnostic purposes and for interventions in individuals suf-
fering from brain disorders with somatosensory involvement. But, to date, the ef-
forts here have been minimal. Paul Foster (Foster et al. 2010) provided a creative 
approach to activation of the left and the right somatosensory cortices, while testing 
the theoretical proposition of the relatively prominent role of the left brain in para-
sympathetic drive, in contrast to the role of the right brain in sympathetic drive in 
his efforts to extend the autonomic nervous system to cerebral systems and frontal 
lobe regulatory control. Paul simply placed a vibrator in the subjectʼs left or right 
hand to differentially activate the left or the right somatosensory cortex. Vibrotactile 
stimulation at the left hand elevated sympathetic tone as evidenced by increased 
heart rate and systolic blood pressure, whereas vibrotactile stimulation at the right 
hand lowered heart rate and systolic blood pressure.

Mathew Herridge had explored this relationship earlier (Herridge et al. 1997; see 
also Ekman et al. 1983) using posed facial contractions of the corrugator muscle 
(anger expression) and posed facial contractions of the zygomatic muscle (smile). 
Simply contracting the corrugator muscle resulted in increments in sympathetic tone 
recorded using skin conductance measures. In contrast, the contraction of the op-
positional zygomatic muscle lowered skin conductance or sympathetic tone. More-
over, when these responses were compared in hostile violent-prone individuals and 
those low on hostility indices, the hostiles were slow to habituate skin conductance 
responses recorded from the left hand (right brain), whereas the low hostiles were 
slow to habituate skin conductance responses at the right hand (left brain). These 
and other projects (e.g., Rhodes et al. 2013) provide an initial indication that the 
somatosensory activation of the left or right brain may alter autonomic function, 
including that recorded using cardiovascular indices and that recorded using the 
more elegant skin conductance response measure.

Historically, the primary somatosensory cortices have been assessed using 
threshold measurement for light touch stimuli. This might be assessed more for-
mally with von Frey hairs (1896). This assessment instrument consists of calibrated 
horse hairs varying in thickness and in the intensity of touch prior to the point of 
bending when applied to the surface of the skin. The hairs are typically attached to a 
wooden handle for administration purposes. But, these procedures are costly in time 
requirements and in the instrumentation as this is a precisely calibrated apparatus. 
So, the clinician commonly uses light touch or vibrotactile stimulation at the left or 
the right hemibody and then evaluates for relative cerebral weakness using extinc-
tion procedures. In this modality, the stimuli are dichaptic presentations, usually 
across homologous body parts (e.g., left and right index finger). But, the sensitivity 
of the dichaptic extinction procedure might be increased on concurrent face and 
finger stimulation from opposite sides of the body.
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The role of primary somatosensory cortex in pain perception remains controver-
sial, and this modality provides the great challenge for neuropsychological analysis 
and assessment. In the early twentieth century, Head and Holmes (1911) observed 
that patients with long-standing cortical lesions did not show deficits in pain per-
ception. Similarly, Penfield and Boldrey (1937), in their work using electrical stim-
ulation of patients’ exposed cerebral cortices during epilepsy surgery, concluded 
that pain probably has little or no cortical representation. Pain stimuli activates the 
somatosensory cortex as seen with metabolic and with electrical measures. Meta-
bolic changes might be recorded using positron emission tomography or functional 
magnetic resonance imagery (fMRI), whereas electrical changes are commonly 
evaluated in the laboratory using evoked potentials.

Although pain activates this region (e.g., Mazzola et al. 2012a), pain has not 
been elicited by direct stimulation of the somatosensory cortex. However, Mazzola 
et al. (2012b) reassessed this peculiar state of affairs by analyzing 4160 subjective 
and videotaped behavioral responses subsequent to cortical stimulation using intra-
cerebral electrodes across all cortical regions. These were conducted over a 12-year 
period during presurgical evaluations of epilepsy in 164 consecutive patients. The 
authors report scarce pain responses to cortical stimulation (1.4 %). These largely 
resulted from deep cortical stimulation concentrated in the medial parietal opercu-
lum and neighboring posterior insula, with pain thresholds showing a rostrocaudal 
decrement. Further, they note that this deep cortical region was largely inaccessible 
in Penfield’s work (Penfield and Boldrey 1937) with intraoperative stimulation of 
the cortical surface after resection of the parietal operculum.

Importantly, no pain response was elicited to stimulation within any other corti-
cal region, including the regions which are consistently activated by pain in the 
majority of functional imaging studies (i.e., the somatosensory projection and as-
sociations cortices, the cingulate gyri, the supplementary motor areas, and anterior 
frontal regions). This is in direct contrast to the other somatosensory events elicited 
by stimulating this cortex, where touch and pressure are perceived across the re-
spective parts of the somatosensory homunculus.

Pain is often the more relevant consideration clinically with a lesion in the pro-
jection pathways. Most notorious among these pain disorders is the thalamic pain 
syndrome or intractable pain. The thalamic pain patient may be poorly understood 
with the pain fluctuating or variably presented over time (waxing and waning) and 
variably presented over location, sometimes appearing to the patient to be moving 
over their body parts from one period to the next. All of this is frequently evident to 
the caregiver, therapist, or diagnostician against a background of vague and cross-
modal sensory complaints. Even the more informed caregiver or therapist may find 
that they are a bit suspicious of dissimulation or feigned symptoms.

Subsequent to the arrival of the somatosensory fibers onto the primary projection 
cortices for the reception or sensation of bodily events, the information moves to 
a higher level of somatic analysis onto the secondary association cortex. The sec-
ondary association cortex surrounds the primary projection area which, in turn, is 
surrounded by the tertiary association cortex. Information arriving at the secondary 
association cortex remains largely restricted to the somatic modalities. But, now 
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there is increasing awareness of what the event represents in the form of a somato-
topic map. This allows for stereognosis or the recognition of objects on the skin 
such as a pencil placed on the palmar surface of the hand or a pair of scissors, for 
example. This relates by comparison or by analogy to stereoscopic vision, provid-
ing for depth perception in the visual modality. Stereognosis provides this same 
depth of three-dimensional analyses through the somatosensory modalities. The in-
ability to recognize an object through touch alone is identified by the diagnostician 
as tactile astereognosis. Tactile recognition is basic to gestural praxis or ideomotor 
praxis derived from proximal brain regions within the parietal lobes (e.g., Vinger-
hoets et al. 2012). Within this modality, an object is appreciated by its form through 
tactile stereognosis and the postural positioning necessary to manage the implement 
for fundamental tool use. This process is essential and foundational to the expres-
sion of basic postures necessary for combing our hair, brushing our teeth, walking, 
or any of the multiple activities of daily living and of tool or implement utilization.

As the therapist or caregiver may appreciate, the failure to produce the appro-
priate gesture or body posturing is fundamentally a safety issue. But, the deficit is 
somewhat analogous to the more ventral lesion in Wernickeʼs area, where speech 
comprehension is impaired. The failure to comprehend the somatic event, though, 
is a bit removed from the comprehension of the body posturing or gestures appro-
priate to use the object. It is also fundamental to gestures at each part of our body 
depending on the location of the parietal lesion higher (lower extremity confusion) 
or lower (facial, lingual, and upper extremity confusion) in its proximity to the 
somatosensory homunculus. So, object utilization may be affected and/or postural 
placements and gestures. This might include facial configurations expressing one or 
another emotional valence or tongue placements during swallowing or speaking. In 
the left parietal lobe, this may also present as body confusion and/or left–right con-
fusion and ultimately the broader deficit complex which we identify as Gerstmannʼs 
syndrome (Gerstmann 1940, 1957; see also Cabeza et al. 2012).

The secondary association cortices are capable of further analyses within the so-
matic sensory modalities, as, for example, with graphesthesia or the recognition of 
a letter or tactile grapheme or a pattern drawn on the hand. The cerebral specializa-
tion is similar to that discussed elsewhere in these writings with lexical graphemes 
processed with some advantage by the left brain and with spatial patterns showing 
a right brain advantage. This may present also in gestural praxis with sign language 
derived from left cerebral systems (e.g., Damasio et al. 1986; Leonard et al. 2012; 
however, see Newman et al. 2002) in contrast to spatial directional and inferential 
gesturing derived from right cerebral systems. It is also notable that the detection of 
somatic sensations can be facilitated or inhibited by observing visual stimuli (e.g., 
Vandenbroucke et al. 2012) consistent with the interactive influences across sensory 
modalities at the level of the association cortex.

For example, Leonard et al. (2012) used magnetoencephalography restricted by 
individual cortical anatomy derived from magnetic resonance imaging to examine 
sensory processing and lexico-semantic integration in deaf individuals and speech 
in hearing individuals. These processes were found to activate a highly similar 
left frontotemporal network, which included association areas within the superior 
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temporal region. Activation was found in deaf individuals during lexico-semantic 
processing and during speech in hearing individuals. The authors conclude that neu-
ral systems dedicated to processing high-level linguistic information are utilized for 
processing language regardless of modality or hearing status. Moreover, they assert 
that there was no evidence for rewiring of afferent connections from visual systems 
to auditory cortex.

Beyond the primary and secondary association cortex for each sensory modality, 
the information moves on to the highest level of perceptual analysis within the ter-
tiary association cortex. Here the somatic event is subjected to crossmodal analysis 
and a deep level of comprehension associating the tactile event with the auditory 
and visual relationships occurring both in the present analysis and in previous expe-
riences with this stimulus. A letter written on the right hand can be identified with 
its visual and auditory associations and with the posturing needed to produce the 
sound in speech or the image on paper through graphics. The high complexity of 
analysis and comprehension provides for access to the homologous brain region via 
the corpus callosum for oppositional analysis as, for example, with logical linguistic 
left cerebral analysis as opposed to right cerebral emotional associations.

With deep comprehension, the information may access the longitudinal tract on 
its way to the frontal lobe for intentional associations, desire or motivation, regula-
tory control or downregulation (e.g., see Barbas et al. 2013), and executive func-
tions culminating in our expressions. But, oppositional activities are prominent in 
this pathway as well and where frontal lobe regulatory control might suppress either 
the spreading activation of fearful associations or linguistic associations and espe-
cially if we should act on the processed information via rule-regulated behaviors. 
For the right frontal lobe, this might be rule regulation based on social proprieties 
and social pragmatics (e.g., Bechara et al. 1994; Anderson et al. 1999; Damasio 
et al. 1994; see also Damasio and Anderson 2003; Damasio et al. 2012; Eslinger 
et al. 2004; see also Yeates et al. 2012; see also Hu and Harrison 2013b; see also 
Keenan et al. 2003; also Tompkins 2012). Similar social rules underlie the regula-
tory control over the frontal regions. Here, for example, talking a little may be ap-
propriate, whereas talking too much may not be appropriate. For the right frontal 
lobe, some laughter might be appropriate, whereas too much laughter or laughter 
that is, in one dimension, too loud may convey an impropriety or insult within the 
social setting.

The right parietal region appears to be more important in the complex analysis of 
emotion as occurs through variants of a facial expression, tone of voice, or control 
issues relevant to spatial analyzers in these brain regions. But, the right posterior 
brain region is more clearly specialized for emotion with the perceptual analysis 
and comprehension of negative affect as with an angry or fearful facial configura-
tion (e.g., Harrison et al. 1990; Harrison and Gorelczenko 1990; Indersmitten and 
Gur 2003; see also Gauthier et al. 2000). Gina Mitchell (Mollet and Harrison 2006) 
appreciated the shared functional cerebral systems involved in negative affect and 
pain. Gina proposed that much of these anatomical systems are shared with those 
processing pain and, therefore, the lateralization of pain was proposed to be a spe-
cialization of the right brain. Tolerance for pain, though, has been found altered 
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with frontal lobotomized patients, whereas diminished sympathetic activation and 
diminished emotionality have been appreciated with right parietal lesions (Heilman 
and Bowers 1990; Heilman et al. 1978).

Pain exposure elicits an oppositional response system through the mobilization 
of endorphins or endogenous opioid polypeptides (see Willis and Coggeshall 2004). 
People suffering from chronic pain may have elevated levels of these substances, 
which function much like neurotransmitters. These are essentially endogenous opi-
ates with structural properties resembling that of morphine or heroin (Moallem 
et al. 2012). Indeed, our affinity for these “painkillers” and tendency to develop ad-
dictions may be due to their structural similarity to our endogenous opiates. These 
compounds are mobilized in response to painful stress, including exercise, where 
the pain is often followed by oppositional analgesia and a feeling of well-being. 
This may be described by those engaging in regular exercise as a “runner’s high,” 
reflecting something of the high experienced from the exogenous opioid com-
pounds (Boecker et al. 2008). Endogenous opiates work to some extent as “natural 
pain relievers” (Moallem et al. 2012) with stimulation of the central and periven-
tricular gray matter.

Many have witnessed this system in action by viewing the predator chase scenes 
frequently recorded for television, where the predator initiates the attack and the 
prey engages in evasive and ever more strenuous exertion to elude capture. The run 
continues until, if captured, the prey awaits the final kill. As the camera zooms in 
for a close-up of the kill, we might expect a look of horror or extreme apprehension 
on the face of the prey. Instead, what we will see may be a rather placid, glassy-eyed 
victim with facial features conveying calm or resolution. If these features are valid 
indicators of pain, then the function of the chase may well be to induce analgesia 
through the mobilization of endorphins. This interpretation, if valid, would provide 
a mechanism to significantly modify the pain of a cold-blooded kill without the 
fight. It might also remind us that we may benefit from the hard fight if we find 
ourselves in peril at the hands of a predator.

W. David Crews III (Crews and Bonaventura 1992; Crews et al. 1999) manip-
ulated this system with a young woman who had been maintained within an in-
stitutional setting using multiple point physical restraints. Physical restraint, even 
with consent, is generally frowned upon in an institutional setting. Moreover, the 
implementation of restraint is often used as a measure for evaluating the quality of 
the care setting and compliance with ethical and legal standards. The family, physi-
cians, and administrators were faced with some difficulty in these decisions second-
ary to self-abusive behavior on freeing her limbs or even her head and neck from 
the restraints. If her head was freed, she would slam it against the table or wall to 
induce injury. If an arm was freed, she would beat herself and inflict injury. Follow-
ing a review of her case, David decided to accentuate the pain that others had tried 
to manage through physical restraints. Naltrexone hydrochloride (Revia) was used 
to promote exquisite pain as an opioid antagonist. More specifically, naltrexone 
is purported to block opiate receptors (see Moallem et al. 2012). A heroin addict, 
for example, might go into an acute withdrawal with onset of exquisite pain upon 
administration of naltrexone.
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David used an ABAB single-subject experimental design to evaluate the treat-
ment (B phase) in comparison with the baseline, no treatment condition (A phase). 
As difficult as it was, those involved and especially the family consented to free-
ing a restraint with the recording of baseline self-abusive behavior, followed by 
that recorded during treatment with naltrexone. Across each reversal, she showed a 
reliable reduction and eventually cessation of the self-injurious behavior. David fol-
lowed this woman for an extended period with good outcome. Despite the success 
in this case, he continued to consider this a fortunate, if not a fortuitous, outcome 
as it might not have worked so well by any logical reason and due to the chronicity 
of the disorder.

These discussions of the somesthetic senses, including touch, pressure, cold, 
warm, and pain, would be incomplete without mention of the sensations arising 
from the gut. Although these projections contribute in small part to those conveyed 
through the somatosensory projections, they are largely processed at the insular 
cortex and especially the insular cortex within the temporal and parietal lobes (see 
Fig. 8.8). Contemporary neuroscience has identified the insula as the main cortical 
target for signals from the interoceptive system (e.g., Mesulam and Mufson 1982; 
Craig 2009; see also Damasio and Carvalho 2013) and functional neuroimaging 
studies consistently implicate the human insula in both interoceptive and emotional 
feelings (e.g., Stephan et al. 2003; see also Damasio and Carvalho 2013). Stimula-
tion of the right temporal lobe and insular cortices has produced uterine and lower 
abdominal contractions (Penfield and Faulk 1955). Electrical stimulation of the 
right insular cortex can produce an increase in heart rate and blood pressure, impli-
cating a role for the right insula in sympathetic cardiac arousal (Oppenheimer and 
Cechetto 1990; Oppenheimer et al. 1992; see also James et al. 2013). Moreover, 
there are direct sensory pathways from the bowel via the vagus nerve to the solitary 
nucleus of the medulla (see Paxinos et al. 2012), which is heavily connected to the 
amygdala. These can be activated during intestinal contractions and with hypermo-
tility (Peppercorn and Herzog 1989, p. 1296).

Fig. 8.8  Coronal section 
depicting the insular cortex. 
(Originally published in 
Consciousness in the Brain, 
Seager, William, 2012, p. 58)
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Temporal lobe epilepsy may produce abdominal symptoms similar to those of 
irritable bowel syndrome. These might be distinguished from the latter condition by 
the presence of altered consciousness during some of the attacks, a tendency toward 
tiredness after an attack, and by an abnormal electroencephalogram (Zarling 1984, 
p. 687). Right posterior cerebral stroke patients are often present with constipation 
and eventually with these symptoms alternating with diarrhea. Although these brain 
regions are primarily involved in perception and sensory analysis, disturbance here 
may present as incomprehensible or meaningless stomach contractions, peristalsis, 
and/or abdominal contractions. In this context, like that with Wernickeʼs aphasia 
for meaningless speech, the disruption of meaningful perceptual analysis and im-
paired comprehension of gut movements appears to alter the meaningfulness of the 
expressions. By analogy, the word salad speech from a Wernickeʼs patient might be 
expressed as a gut or gastric mobility “salad.”

One young woman had presented to a regional hospital to deliver her baby. She 
developed complications. A “code blue” was called in the postoperative recovery 
setting and with some anoxia as she was revived. She had left visual field deficits 
and deviation of the mandible toward the left along with a pervasive, agitated, and 
apprehensive state. With her recovery, many of her symptoms resolved. But, she 
continued to have recurrent panic episodes or fearful states and especially related 
to control issues. The episodes were characterized by abdominal contractions, sym-
pathetic drive, apprehensive facial configurations, left-sided hyperreflexia, along 
with the emotional state of panic. The evaluation showed evidence for right frontal 
lobe regulatory control deficits with elevated activation over the right temporal lobe 
during the episode. The dramatic shift at the right frontal lobe in delta magnitude, 
depicting deactivation of this region, can be seen in Fig. 8.9 as she entered the panic 
state.

These results support the limited capacity interpretation discussed elsewhere (see 
Carmona et al. 2009; see also Klineburger and Harrison 2013), where this woman 
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can be easily decompensated with a loss of regulatory control from the right frontal 
lobe secondary to control issues. The shift in regulatory capacity going into the 
panic state is much like abandoning the front line in military combat, where once 
turned the resources resisting the emotional panic are abandoned by this analogy. 
Upon provocation, this frontal region is shown to deactivate or abandon the resis-
tance, leaving the arousal and fear systems within the right temporal and temporal 
parietal regions unbridled, unregulated, or uninhibited. The right frontal lobe pro-
vides inhibitory regulation over the right temporal lobe via longitudinal pathways, 
including the uncinate and the arcuate fasciculi. The uncinate provides for direct 
regulatory control over the amygdaloid bodies from the orbitofrontal region and 
the cingulate gyrus. The former is proximal to facial processing, where this woman 
would lose facial motor control presenting extreme facial apprehension. The loss of 
this regulation resulted in marked and clinically significant activation of the right 
temporal lobe as reflected in beta magnitude recorded over this region and also in 
comparison with that at the left temporal lobe (see Fig. 8.10).

With unbridled activation of the right temporal lobe, she presented a facial ex-
pression which conveyed horror along with strong abdominal contractions, profuse 
sweating, and rapid pulse rate. She was in a panic state. With these results in hand, 
efforts were made to inform her psychiatrist thinking that this would likely be jus-
tification for canceling the planned electroconvulsive shock treatments (ECT or 
“Edison’s medicine”) that had been scheduled for this young woman. With a back-
ground in psychoanalytic thinking, he responded “No it will be fine. I have seen this 
many times. She is simply reliving the birth experience.” His interpretation was that 
the abdominal contractions resulted from “reliving the birth experience,” discount-
ing the findings of the evaluation that the right temporal lobe activation was un-
bridled with her brain disorder. But, when her condition worsened, precipitated by 
the additional insult of electroconvulsive shock placed directly over/across the right 
frontal region, the jury understood and summarily increased her award 200 % above 
what her attorney had requested. Relatedly, abdominal contractions with nausea and 
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cardiovascular activity may be altered by activation of proximal parietal and tempo-
ral brain regions via vestibular stimulation (Penfield and Faulk 1955; see Carmona 
et al. 2008, 2009; see also Paxinos et al. 2012).

In the broader discussion of the somatic senses, there is substantial evidence that 
the right parietal area is dominant in regard to the processing of bodily sensations. 
Functional neuronal systems within the right cerebral hemisphere appear to be more 
sensitive or more responsive and to more effectively monitor events occurring on 
either half of the body, but particularly those events occurring at the left hemibody. 
In fact, this relationship was noted over 150 years ago by Weber. According to We-
ber (1834; see Joseph 2000), detection at the left half of the body exceeds that at the 
right in regard to most forms of tactual sensitivity. The left hand and the soles of the 
left foot, as well as the left shoulder, are more accurate in judging weight, have a 
more delicate sense of touch and temperature, such that “a greater sense of cold or 
of heat is aroused in the left hand” (p. 322). That is, the left hand judges warm sub-
stances to be warmer and cold material to be colder as compared to the right hand, 
even when both hands are simultaneously stimulated. Heightened cardiovascular 
responsivity was also found to vibrotactile stimulation at the left hand in compari-
son to that resulting from stimulation at the right hand (Foster et al. 2012).

Auditory Systems

The stimulus for audition consists of the compression and rarefaction of some con-
ducting medium. This might be initiated through a hand clap with the hands coming 
rapidly together compressing air and with the rarefaction resulting as the hands 
disjoin and separate. Air is a reasonable conduction medium. But, it is not neces-
sarily the better conductor as some species, like the whale, may communicate over 
a hundred miles using water as the medium. Many folks have anguished over the 
loss of whale and dolphin as they varied from their migratory pathways seemingly 
confused and disoriented and possibly even out of their element on the beach. It 
was the 1990s, perhaps, when we began to understand that these events might be 
related to experimentation with ultralow frequency sound by the navy and possibly 
from large engines or machinery emitting sound within this bandwidth (e.g., see 
Cox et al. 2006).

A general rule of thumb here is that higher frequencies require additional en-
ergy for the sound to cross a given distance (see Heller 2012). The bat, engaged 
in high-frequency echolocation, must expend sufficient energy to cross these near 
distances with sound emissions. But, the energy requirements for low-frequency 
sound transmission are reduced in comparison with higher frequencies. A pure tone 
consists of a stable or fixed sinusoidal waveform of a given frequency. Instead, most 
sounds are complex with multiple and overlapping frequencies and with variable 
durations. Humans are capable of sound transduction for frequencies ranging up 
to about 22 kHz. Similar to vision, the range of sound energy which humans are 
responsive to is small in comparison to the broad spectrum of sound energy within 
our environment. Once again, many species may be able to transduce and process 
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higher-frequency sounds beyond the range for humans. Canines certainly may re-
spond to a dog whistle that is of no relevance to people as it exceeds the human 
frequency range. These differences are also age related with children capable of 
hearing higher frequencies than detected by older age groups.

Needing a new set of earphones for the laboratory, the director approached a 
local sound system merchant for a comparison of their standard stock. The sales-
man was knowledgeable and showed her three basic apparati, which varied in price 
consistent with their specifications. The specifications on “the cheap one” were 
“not too good” as they accurately conveyed sound only up to 25 kHz. The “middle 
of the road” device was accurate to about 50 kHz, whereas the “the best one” was 
good to 250 kHz, an impressive engineering accomplishment, no doubt. The sales-
man seemed a bit confused that the customer purchased “the cheap one,” as he was 
knowledgeable in the sales of these products to audiophiles. The laboratory director 
tried to explain to the salesman that she appreciated the specifications of the equip-
ment, but that no human ear would be able to hear the difference as the frequency 
range is beyond 22 kHz! Indeed, much is spent on sound equipment for specifica-
tions exceeding those of the human sound transducers (receptors) and our auditory 
system more broadly defined. However, these relationships are complex and vary 
with the sound fields, oscillating frequencies, obstructions, and many other factors 
(e.g., see Heller 2012).

Sound frequencies are represented as oscillating waveforms, which eventually 
may be collected by the pinna or external ear. The canine pinna (variation noted) 
may be large in comparison to humans. This size difference is important for sen-
sitivity as the Welsh corgi, for example, is substantially more sensitive to environ-
mental noise, and in a college town, these are numerous throughout the night. An 
interactive science display that I took my children to provided the human equivalent 
of a bat’s pinna. By placing your head into this apparatus, you might appreciate an 
acute improvement in your ability to hear the conversations of others within the 
building. Hunters have spent moderate sums of money on apparatus to improve 
their hearing in the forest to detect game. I suspect that large pinna might work as 
well as the electronic gear. But, this might look very strange in the forest! Native 
Americans would wear fox earlobes or pinna, which were thought to be decora-
tive clothing by many European Americans. But, these were primarily for hunting 
purposes to improve sensitivity or sound collection as these stimuli were channeled 
into the middle ear.

The Eustachian tube extends upward close to the eardrum, allowing for the 
equalization of air pressures by swallowing or yawning or other techniques. This is 
important with acute change in altitude, traveling up and down the mountain ranges 
or possibly ascent and descent within a jet as we travel. This is often a problem with 
an infant or child in the plane where, with takeoff or landing, the child may become 
highly distressed with the pain and in need of pressure equalization between the 
inner ear and the ambient atmospheric pressure. But, Mom will relieve this with 
chewing gum or nursing opportunities dependent upon the age and capabilities of 
the child and the mother. Members of the Navajo tribe in New Mexico purportedly 
experience significantly more ear infections in early childhood development, sec-
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ondary to the shape of the skull and a more horizontal placement of the Eustachian 
tube, allowing for infectious material to access the ear canals (Jaffe 1969). The typi-
cal anatomy of the auditory apparatus is shown in Fig. 8.11. Figure 8.12 shows the 
auditory pathways up to the primary projection cortex.

Sound intensity is quantified on a decibel scale, with the decibel being a unit of 
energy measurement somewhat like a meter is a measurement unit for distance. The 
human ear supports a broad range of sound intensities. Stevens and Davis (1938) 

Fig. 8.12  Anatomy of the auditory system from periphery to the auditory projection cortex. (Orig-
inally published in Auditory and Vestibular Systems, Strominger, Norman L.; Demarest, Robert J.; 
Laemle, Lois B.; 2012, p. 285)
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calculated that the amplitude of vibration of the air molecules at the threshold of 
best human hearing (2000 Hz) was less than the diameter of a hydrogen molecule. 
Moreover, this system is capable of supporting sounds 1 million-million times more 
intense than the least intense stimulus that it is able to detect (see Heller 2012). With 
such a broad range, a log scale is used in the formula for the decibel. The formula 
requires a reference pressure against which the observed sound pressure may be 
measured. Since humans have their highest sensitivity (lowest threshold) for sound 
within the range of human speech sounds, and specifically at 2000 Hz (Stevens 
and Davis 1938; see also Heller 2012), this is often used as the fixed value in the 
computation. Based on this criterion, the reference pressure would be 0.002 dyn/
cm2, where a dyne refers to the force required to move 1 g in 1 cm/s. The dyne is 
a measure something like the erg, which is used in human factors research focus-
ing on ergonomics or, for example, the force available at each of our major muscle 
groups for operating equipment or opening lids on a jar of peanut butter, perhaps.

The scientist or clinician might select another reference pressure for these pur-
poses based upon one or another rationale. For example, in work with nonhuman 
primates, the neuropsychologist might consider an alternate reference based on that 
particular species’ sound thresholds, which may be shifted a bit toward higher-fre-
quency sounds (e.g., 8000 Hz in squirrel monkeys; see Harrison and Isaac 1984). 
Given this information, the researcher is able to measure sound intensity and the 
formula for this is as follows:

The intensity of sound measured in the clinical or scientific use of a decibel meter 
is then represented by its numerical value at a given sound pressure level. These 
are selectable on the decibel meter with the provision of alternate scales (e.g., A, B, 
or C scales). The human ear supports sound to about 120 dB. In other words, there 
are only about 120 levels of loudness that can be detected, ranging from the lowest 
intensity level to the loudest. Smith (1997) describes this system as “…amazing; 
when listening to very weak sounds, the eardrum vibrates less than the diameter of 
a single molecule!”

In the human auditory system, pain and tissue destruction occur at about 120 dB 
and, yes, some folks install equipment in their cars to accomplish exactly this! But, 
more recently, it has become apparent that even moderate levels of sound (e.g., 
80 dB) may damage the auditory system. This occurs on a college campus as many 
students, staff, and faculty wear sound systems as they move about the grounds. 
But, the user may think that she is listening to modest intensity sound, whereas the 
equipment may deliver spurious sounds well beyond the intensity range necessary 
for damage and without the user being aware of the variation in the volume second-
ary to the brevity of exposure.

According to a classical definition, the term loudness describes the “magnitude 
of an auditory sensation” (Fletcher and Munson 1933; see Röhl and Uppenkamp 
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2012). Röhl and Uppenkamp (2012) point out that the subjective rating of loudness 
is the perceptual correlate of sound intensity, which is known to depend on a num-
ber of other acoustical variables, such as frequency, spectral bandwidth, stimulus 
duration, temporal fluctuations, or monaural versus binaural stimulus presentation 
(Fletcher and Munson 1933; see also Heller 2012). Also relevant are nonauditory 
factors like context effects and personality traits like anxiety which can affect loud-
ness (Stephens 1970). Röhl and Uppenkamp (2012) used fMRI to investigate the 
relationship of subjective loudness to activity within the auditory pathways. The 
authors conclude that the neural activity in the auditory cortex as measured by the 
blood oxygen level-dependent effect (fMRI) appears to be more a linear reflection 
of subjective loudness sensation rather than a display of physical sound pressure 
level, as measured using a sound-level meter.

The anatomy of the ear is traditionally divided into three units consisting of the 
external ear or pinna; the middle ear consisting of the tympanic membrane (ear-
drum) and three small bones known as the malleus, incus, and stapes (hammer, 
anvil, and stirrup) due to their shape or appearance; and the inner ear consisting 
of the auditory portion or cochlea (derived from the Greek word for snail) and the 
vestibular portion or vestibules, which have three semicircular canals designed for 
detecting positional movement. Collectively, this is the statoacoustic organ with 
vestibular and auditory portions within this anatomy. But, for simplicity, the discus-
sion here will focus on the auditory component.

The sound oscillations collected by the external ear or pinna are channeled in 
toward the tympanic membrane or eardrum. This vibrating drum performs as a stiff 
diaphragm only up to about 8000 Hz, at which point it takes on the characteristics 
of a complex vibrator and often with overlapping frequencies of sound concurrently 
present across the drum. Rutherford’s sound theory (1886) was partially based on 
the early telephones, where a speaker or diaphragm was able to replicate sounds 
via oscillations or vibration. But, again this works only up to about 8000 Hz, with 
speech frequencies generally below 4000 Hz (e.g., Lauter et al. 1985; Talavage 
et al. 2004).

The eardrum has an area of about 60 mm2. This oscillating drum is connected 
via three small bones to the oval window of the inner ear. The oval window has an 
area of roughly 4 mm2. Since pressure is equal to force divided by area, this differ-
ence in area increases the sound wave pressure by about 15 times as the oscillations 
are conveyed from the eardrum into the oval window (see Smith 1997). The three 
small bones of the middle ear (see Fig. 8.13) function to increase the force of the 
oscillations supported by the tympanic membrane, while decreasing the distance 
necessary for the oscillations (e.g., see Heller 2012). Thrust going into the oval 
window of the cochlea is roughly 25 times that at the tympanic membrane. This 
functions to increase the intensity of the stimulus, with the concurrent reduction in 
space requirements on moving into and up through the cochlea.

By World War II, the hazard of explosively intense sound was most apparent 
along with the hearing loss of our soldiers. This was appreciated in the artillery and 
tank divisions where the concussive force of a canon discharge was deafening and 
where permanent hearing loss was a hazard of combat requiring combat prepara-
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tions and military calculations. The efficiency of a soldier was lost with the onset 
of deafness and research was needed to reduce these effects. Damage to the olivo-
cochlear reflex mechanisms following acoustic insult might render the soldier more 
susceptible to loud noise. Others tried to dampen the impact of intense sounds, and 
this might be partially accomplished through the manipulation of the olivocochlear 
reflex.

The olivocochlear reflex may prevent acoustic injury (Galambos 1956; Wie-
derhold 1970; Maison and Liberman 2000) and chronic cochlear deefferentation 
may increase the vulnerability to permanent acoustic injury (Kujawa and Liberman 
1997). The reflex allows the three small bones of the middle ear to shift out of phase 
as the result of an acoustic precipitant, such as a loud click. The malleus, incus, and 
stapes are arranged in series with one end at the tympanic membrane and the other 
end of the chain at the oval window. The phase shift now allows for the dissipation 
of energy at the middle ear rather than directly amplifying the intensity with transfer 
of the energy into the inner ear and onto the delicate basilar membrane containing 
our auditory receptors or hair cells. So, a tank driver might first hear a loud click 
prior to the discharge of the canon and now with less devastating impact on the 
receptive apparatus.

The inner ear consists of the auditory portion or cochlea. The cochlea is a dense 
structure arranged in a 2.5-turn spiral, looking much like the housing for a snail. The 
cochlea sits deep into the temporal bone, resulting in a structure that has, histori-
cally, been difficult to access or to visualize its inner chambers and contents. The 
basilar membrane is arranged throughout this 2.5-turn spiral with the area of the 
membrane actually increasing as it ascends up into the upper part of the cochlea. 
Note the inversion here as space is becoming increasingly restricted in the upper 

Fig. 8.13  The malleus, 
incus, and stapes bones of 
the middle ear amplify force 
and decrease distance for 
sound oscillations going into 
the oval window. (Originally 
published in Encyclopedia of 
Otolaryngology, Head and 
Neck Surgery, Kountakis, 
Stilianos E., 2013)
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part of the cochlea, whereas the basilar membrane area is increasing in width (see 
Fig. 8.11; right lower corner). The anatomy looks like a fortress and conveys the 
appearance that sound must be very important to our survival to protect it this well 
and with such anatomical architectural feats. The receptors for sound transduction 
consist of hair cells. The basilar membrane at the base of the cochlea supports high-
frequency sounds with the lower frequencies, including the speech range, located 
upward and into the apex of the cochlea (see Fig. 8.14). This also seems to defy 
engineering logic, as the size of the receptor hair cells supporting lower-frequency 
sounds are longer (see Fig. 8.11), whereas the size of the hair cells supporting high-
er-frequency sounds are shorter. To summarize here, as we move up into the apex of 
the cochlea, the basilar membrane becomes wider and the hair cells become longer!

Hermann von Helmholtz (1885) had posited early on that the hair cells would 
resonate at specific locations along the basilar membrane to specific frequencies, 
much like the strings on a harp or piano might do in response to resonant frequen-
cies of sound. This theory became known as the “place–resonance theory of Helm-
holtz.” The place part of this theory received some support with greater validity sup-
ported for high-frequency sounds. But, the resonance component fell into dispute 
and was ultimately untenable as the hair cells are attached only at one end to the 
membrane with the hair extending into the endolymph or fluid-filled cochlea. Even-
tually, Georg von Bekesy (1960), a member of the American Psychological Associ-
ation, would receive the Nobel Prize in 1961 for uncovering the mechanisms of this 
apparatus, which had long been held a secret largely due to the protective anatomy 
surrounding the system. Von Bekesy used an elephant cochlea and found that spe-
cific frequencies of sound would produce an area of maximum deflection, much as 
Helmholtz had thought. This focal point for a pure sound frequency would result 
in traveling waves spreading across the adjacent basilar membrane, which function 
for surround inhibition. This is somewhat like the lateral inhibition discussed for 
vision as a function of the horizontal cells, and where inhibition improved contrast 
or clarity of the image.

Fig. 8.14  Frequency map of 
the cochlear membranes from 
the base to the apex. (Origi-
nally published in Physiol-
ogy of Cochlea, Kountakis, 
Stilianos E., 2013, p. 2156)
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The cochlea and the vestibules of the inner ear are innervated by one common 
nerve, the statoacoustic nerve. The dual features of the nerve are conveyed in the 
title with the acoustic part innervating the cochlea and with the static part innervat-
ing the vestibules or semicircular canals. This is the eighth cranial nerve and is 
more commonly known as the auditory nerve. The nerve exits the cochlea on its 
way to the brain stem, where the axonal fibers synapse on the cochlear nuclei and 
superior olivary bodies (auditory portion). From here, there are multiple auditory 
pathways with most traveling up the lateral lemniscus (recall that touch, pressure, 
temperature, and pain are found ascending together in the medial lemniscus) to the 
thalamus. Collectively, these are the auditory projections, and the information that 
they convey is ultimately analyzed for perceptual detail and acuity by the higher 
cortical systems.

But, there is a more primitive pathway, similar to that discussed for vision, which 
projects onto the inferior colliculus at the back or dorsal part of the brain stem (the 
tectum). Some fibers will travel to the tectum and synapse in the inferior colliculus 
(audition), whereas vision, outside of visual acuity or visual perception, projects to 
the superior colliculus of the tectum (e.g., Sedda and Scarpina 2012: see Fig. 8.15). 

Fig. 8.15  The superior and inferior colliculi (corpora quadrigemina) viewed at the dorsal brain 
stem. (Originally published in Gray’s Anatomy of the Human Body)
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The inferior and superior colliculi appear as four bumps on the back (“the roof”) of 
the brain stem (two at each side) with the general reference to these structures being 
the corpora quadrigemina. In this case, the terms inferior and superior are simply 
anatomical and not functional comparisons.

Within the cochlea, and throughout the auditory system, there exists a topo-
graphic representation of the frequencies of sounds (Lauter et al. 1985). This is 
found as proposed by the place component in the Helmholtz theory, in the cochlea, 
with low frequencies processed at the apex and with high frequencies at the base of 
the cochlea on the basilar membrane. This topographic relationship is found again 
at the medial geniculate nucleus of the thalamus and the inferior colliculus at the 
tectum. Eventually, the projections arise at the superior temporal gyrus and with 
ever more complex higher-level processing up these pathways. Topographical rep-
resentation of sound exists again at the primary projection cortex in the temporal 
lobe, where a tonotopic map may be found (e.g., Talavage et al. 2004). But, a focal 
lesion does not produce a pure tone hearing loss as the projections overlay with 
divergent representations, at the cortical level, of the sounds processed at the base, 
middle, and apex of the cochlea.

Subthalamic auditory processing in mammals is mediated by bilaterally orga-
nized pathways that originate with the entry of the auditory nerves into the cochlear 
nuclei and culminate in the inferior colliculi (for review, see Oliver and Huerta 
1992; Malmierca and Hackett 2010). Although inputs from both the left and right 
ears contribute to the pathway on each side, the representation in each inferior col-
liculus is dominated by the information about the contralateral sound field (Jenkins 
and Masterton 1982; Kelly and Kavanagh 1994; Delgutte et al. 1999; see Orton 
et al. 2012). Regions within the inferior colliculi at each side interact across the 
commissure of the inferior colliculus, a bundle of fibers that connects the two infe-
rior colliculi and which provides both inhibitory and excitatory activation between 
these homologous structures at the tectum (Moore 1988; see Orton et al. 2012).

Individuals exposed to high-intensity or high-frequency sounds may suffer with 
“boiler room deafness” with the audiogram showing a notch with a loss of hearing 
at that bandwidth but often for the higher frequencies transduced near the base of 
the cochlea at the oval window. Many older patients complain of presbycusis or tin-
nitus with a constant high-frequency ringing sound from damage or loss of the hair 
cells along the basilar membrane (e.g., see Heller 2012). But, the laterality of this 
persistent noise is relevant as the reticular activating system of each brain stem, and 
the regulatory influences of each frontal lobe, may affect the perceived loudness, 
the laterality of origin, and the persistence of the sound. Moreover, the affect or 
emotional tolerance may vary with the brain involved in processing the sound from 
each ear. Ultimately, this may be detectable in anatomical alterations at the cortical 
level and, most commonly, attributions by the layperson, and even health profes-
sionals, that the patient is “hard of hearing.”

The attribution that the patient is “hard of hearing” has traditionally been as-
cribed to loss or damage within the receptor apparatus or hair cells along the basilar 
membrane in the cochlea. Occasionally, the attributions might be that there is au-
ditory nerve damage at the periphery. Once again the attribution that a peripheral 
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cochlear defect in this system remains restricted to the peripheral end of the neural 
pathway appears to be incorrect. The loss of auditory receptors, the hair cells, may 
result in profound changes in the structure and function of the central auditory sys-
tem. This has been demonstrated by a reorganization of the projection maps in the 
auditory cortex (see Sharma and Dorman 2012). These plastic changes higher up in 
the brain occur not only as a consequence of mechanical lesions at the cochlea or 
biochemical lesions of the hair cells by ototoxic drugs but also as a consequence of 
the loss of hair cells in connection with aging or noise exposure (see Syka 2002). 
The lesion or loss here may ultimately be conveyed throughout the pathway across 
the synapses and onto the cortical systems. So, a receptive hearing loss is a neuro-
psychological loss and eventually localizable at the other end of the system at the 
primary auditory projection cortex of the superior temporal gyrus (Heschl’s gyrus) 
and the surrounding secondary and tertiary association cortices (see Sharma and 
Dorman 2012).

For some individuals suffering hearing loss, sensory prostheses are available 
in the form of electromechanical devices (see Cosetti and Waltzman 2011) that in-
terface with the brain areas that normally process sensory information. The most 
extensively developed technology of this sort, which is available today, is the co-
chlear implant (see Gluck et al. 2014), though higher cortical implant technology 
is under development (e.g., Smith et al. 2013). The cochlear implant apparatus is 
designed to stimulate auditory nerves to produce auditory sensations in deaf indi-
viduals and typically to facilitate speech or auditory language processing demands. 
By using multiple electrodes or electrode configuration arrays (however, see Shar-
ma and Dorman 2012) implanted in the cochlea, response patterns in the auditory 
nerve may be modified in ways that simulate naturally occurring sound patterns. 
Gluck et al. (2014) note in their review that the effectiveness of the intervention is 
improved in young children and in those adults having recently lost their hearing. 
Blamey et al. (2013) investigated the factors affecting the auditory performance of 
2251 postlinguistically deaf adults using cochlear implants in a follow-up study and 
concluded again that patients with longer durations of severe to profound hearing 
loss were less likely to improve with cochlear implants than those with shorter dura-
tion experience.

Gluck et al. (2014) further note that the virtual speech sounds generated by co-
chlear implants do not replicate normal speech. Instead, it appears evident that the 
auditory patterns may provide for discriminative abilities for analytical interpreta-
tion to augment receptive communication efforts. Rapid learning or improvement 
in perceptual processing with the device may occur in the early months with more 
gradual improvement over the subsequent years with experience (Tajudeen et al. 
2010). Neuroanatomical evidence relates these functional gains to neuroplasticity 
with cortical changes evident over time. For example, cochlear implantation in deaf 
cats produced substantial changes in the auditory cortex (e.g., Klinke et al. 1999; 
see Sharma and Dorman 2012; see also Gluck et al. 2014). Moreover, the investiga-
tion of neuroplasticity with sensory deprivation or augmentation has uncovered a 
remarkable capacity of the brain to be shaped by environmental input. In particular, 
a wealth of studies has documented striking effects of sensory deprivation in one 
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modality on the neural arrangement and responsivity of the remaining modalities. 
These studies indicate that the brain remains substantially amenable to sensory 
alterations through a dynamic reorganization of cortical functions. It is generally 
agreed that multimodal brain areas show enhanced processing and recruitment of 
input to the remaining modalities in unimodally deprived animals and in blind and 
deaf humans (see Bavelier and Neville 2002), though the exact mechanisms for 
these changes remain unclear.

Gilley et al. (2006) examined cortical reorganization after congenital deafness 
by recording 64-channel electroencephalogram in normal-hearing, early-implanted, 
and late-implanted children while they listened passively to a phonemic speech 
sound “ba.” Current density reconstructions using standardized low-resolution 
brain electromagnetic tomography (sLORETA) and dipole source analyses were 
performed using temporal components of the evoked response. In this project, audi-
tory stimulation activated the superior temporal sulcus bilaterally and the right in-
ferior temporal gyrus in normal-hearing children. Normal activation was observed 
in children implanted before age 3.5 years (i.e., within the sensitive period), along 
the contralateral superior temporal sulcus to the implanted ear and along the right 
inferior temporal gyrus, irregardless of the ear stimulated. In contrast to this en-
couraging finding for early developmental implants, children implanted after the 
end of the sensitive period (i.e., after age 7 years) produced more diffuse activity 
and lower-amplitude signals. Late-implanted children showed activation primarily 
of multimodal cortical processing regions and areas of visual cortex contralateral to 
the stimulated ear. The authors conclude (Gilley et al. 2006) that auditory stimula-
tion activates similar neural networks in early-implanted children to that shown in 
normal-hearing children, a finding consistent with the improved prognosis for these 
implant patients. In contrast, primarily, multimodal cortical areas are activated in 
late-implanted children with a distributed network of brain areas and lower-am-
plitude responses, which occur along with reduced optimism for the intervention 
outcome (see Sharma and Dorman 2012).

Important features in the assessment of the auditory system are the sound fre-
quencies lost, where an acute cortical lesion will, characteristically, not induce a 
pure tone hearing loss. Second, the lateralization of the sound loss is relevant as 
might be assessed using a dichotic listening test (see Pollmann 2010; Hugdahl et al. 
2009; Hugdahl 2003, 2012) or electrophysiological recordings (e.g., Gilley et al. 
2006). With dichotic presentations, the concurrent arrival of suprathreshold sound 
at each of the auditory cortices will yield extinction of the weaker cortical region. 
For example, the patient might detect sound and accurately locate the origin of the 
stimulus within left or right hemispace. But, with the concurrent arrival of sound to 
the left and the right ear, the sound might only be detected at the left ear, an indica-
tion of relative weakness or lesion of the left auditory cortex through contralateral 
inhibition by the dominant cortical system. Third, the nature or content of the audi-
tory events not processed well, in comparison with those that are, will contribute to 
the confirmation of the lesion or dysfunctional brain region. For the receptive audi-
tory cortices, a hearing loss for logical linguistic speech sounds with preservation 
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for intonation, pitch, prosody, or melody is directive for further investigation of the 
left temporal lobe and diagnostic checks for a receptive dysphasia.

Once the receptive analysis at the primary auditory cortex is complete, the neural 
processing continues at the secondary association area for sound. Within the left 
temporal region, this overlays Wernicke’s speech area, where the sequence of pho-
nemic sounds is associated with meaningful memories of these sequentially ana-
lyzed sounds over time as with verbal language analysis and comprehension. The 
homologous region of the secondary auditory association cortex of the right hemi-
sphere appears to provide comparative analysis and comprehension of the prosody, 
melody, or affective nuance of the sound (e.g., Bourguignon et al. 2012).

If incongruent linguistic speech sounds (e.g., pa, ba, ca, da, and so forth) are 
provided to each ear concurrently, there will typically be a right ear advantage, 
whereas auditory affect perception will more typically present with a left ear advan-
tage (Kimura 1967; Ley and Bryden 1982; Hugdahl and Anderson 1987; Hugdahl 
1988, 2012; Bryden and MacCrae 1989; Snyder et al. 1996; Demaree and Harrison 
1997b; Mitchell and Harrison 2010; see also Pollmann 2010). Moreover, imaging 
data indicate that emotional dichotic listening tasks produce bilateral activation in 
the frontal, temporal, and parietal lobes (Jancke et al. 2001, 2003; Jancke and Shah 
2002; see also Hugdahl 2012). Frontal lobe activation may result from vigilance to 
the stimuli (Jancke and Shah 2002), while temporal lobe activation results from the 
auditory events (e.g., Hugdahl 1995, 2012). Bilateral activation may result from 
callosal transfer of verbal information to the left hemisphere and emotional infor-
mation to the right hemisphere (Jancke et al. 2001). Alternatively, bilateral activa-
tion may be a result of presentation of both positive and negative emotional tone. 
Perhaps consistent with this interpretation, Gadea et al. (2005) found that negative 
emotional induction produced an increase in identification of dichotic stimuli at the 
left ear and a decrease in identification of dichotic stimuli at the right ear.

Moreover, sound frequencies have long been related to emotional valence within 
an evolutionary context. The concept is based on empirical data, first pointed out 
by Collias (1960, p. 382; see Morton 1977), showing that natural selection has re-
sulted in the structural convergence of many animal sounds used in “hostile” and 
“friendly” contexts. Morton (1977) states simply, “birds and mammals use harsh, 
relatively low-frequency sounds when hostile and higher-frequency, more pure 
tonelike sounds when frightened, appeasing, or approaching in a friendly manner. 
Thus, there appears to be a general relationship between the physical structures 
of sounds and the motivation underlying their use.” Morton argues that proximity 
lessens the difficulties of communicating. However, in close proximity, the con-
sequences of communication are more immediate, producing selective pressures 
favoring their existence.

The specialization of one or the other homologous auditory cortical regions is 
well established across species. This appears to be the case even though the anatom-
ical redundancy is comparatively large for this modality with a relatively greater 
percentage of bilateral projections than what we find for vision and for the somato-
sensory modalities. Suffice it to say that the auditory modality has sufficient redun-
dancy within each cerebral hemisphere and within the brain stem lateral lemniscus 
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pathway to provide some resistance to a complete hemispatial loss of this modality. 
This may have evolutionary significance as the role of sound for defense and self-
preservation is certainly large. But, for the diagnostician, this difference provides 
some utility in the evaluation of functional neural systems. An example might hold 
for the evaluation of neglect disorders where a homonymous hemianopsia and/or 
a hemianesthesia are/is more probable and with the utility of investigating sensory 
extinction for dichotic presentations of sound. Dichotic listening is one of the most 
frequently used auditory tests, and many (Hugdahl 1988, 2003, 2012; Pollmann 
2010; Hugdahl et al. 2009) provide evidence in support for routine use of the dich-
otic method in the assessment of cerebral function and, specifically, at the superior 
temporal lobe and the planum temporale. The planum temporale is defined ana-
tomically by the triangular surface on the supratemporal plane posterior to Heschl’s 
gyrus (see Hickok and Saberi 2012).

For the family member or therapist working with the patient, the temporal lobe 
auditory defect usually is noticed, but may be poorly understood and with attri-
butions which range to psychopathy, rather than to a distinct variety of auditory 
processing deficit. For example, dysfunction at the right temporal lobe may result 
in an auditory affect agnosia or inability to derive the emotion conveyed in others 
speech. This patient may be differentially sensitive to the literal speech conveyed 
and understood by the left brain. This has been demonstrated by Ley and Bryden 
(1982) and Bryden and MacRae (1989) with emotionally intoned verbal content and 
Blonder et al. (1991) with the use of incongruent literal and affective auditory con-
tent. For the normal brain, this incongruence may be “funny” and provoke laughter. 
Many comedians manipulate affect in this way to provoke similar reactions.

But, for the therapist or caregiver, there may be minimal appreciation of the 
amount of communication that is actually conveyed nonverbally through tone of 
voice. When this system is not working properly and when the patient must rely on 
the literal passage in the statement, it is critical that others attend to just that! This is 
indeed an emotional disorder wherein the auditory spatial analysis of the right tem-
poral and parietal region is defunct. By homology, the caregiver or therapist may 
accentuate the prosodic and melodic aspects of sound for advantage in communica-
tion with a patient suffering from a left temporal auditory verbal processing deficit 
where the comprehension and the conveyance of logical, literal content is in disar-
ray. Also, facial expressions and pantomime might make for a new and improved 
communication style. Agenesis of the corpus callosum connecting the two cere-
bral hemispheres accounts for additional varieties of speech processing pathology. 
For example, in one project using the Child Behavior Checklist, Badaruddin et al. 
(2007) accessed a data set ( n = 733) of individuals with a community diagnosis of 
agenesis of the corpus callosum. Evaluating a subset of high-functioning children, 
ages 6–11 years, they found that 39 % produced clinically significant scores for 
social problems and that 48 % produced clinically significant scores for attentional 
difficulties.

In training a new technician to administer a standardized memory battery, the 
technician was frustrated at the extended time required for the administration, 
which exceeded the typical guidelines. But, the clue was to come from the patient’s 
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right-sided gaze preference and preoccupation with right hemispace. This preoccu-
pation presented with occasional smiles and friendly facial expressions toward the 
right hemispace, and the occasional chuckle. Upon sitting down with the patient, 
the neuropsychologist inquired as to what was over there and, since they were at the 
right, if he could hear their voices as in conversational speech. To the technician’s 
chagrin, he replied that his deceased father, brother, and uncle were at his right and 
that he very much enjoyed listening to them as they talked. He considered them to 
be most positive as they were his “guardian angels.” This was his priority in the 
setting, rather than the standardized testing presented to him by the technician. Any 
normative interpretation of the test results would be skewed by the focal point of 
the patient’s intention and the concurrent overlay for auditory processing demands 
on the patient’s overly active left cerebral hemisphere.

These are features of heightened or spurious activation of the association cortex 
within the left temporal lobe, whereas acute damage to the left temporal region may 
result in a receptive or Wernicke’s aphasia and where damage at the right temporal 
region might convey auditory affect agnosia, dysmusia, and/or receptive dysproso-
dia. With these events, the patient may decompensate with the promotion of the au-
ditory paracusia from the oscillating stimuli that this tissue is selectively responsive 
to and, more specifically, auditory linguistic speech sounds for the left superior tem-
poral gyrus. Oscillating auditory spatial, melodic, and/or emotional sounds might 
be more provocative for the right superior temporal gyrus. So, the very nature of the 
testing materials appears to disable the patient and the technician invalidating the 
normative comparisons from the memory battery.

Another man referred for neuropsychological evaluation with a long-standing 
diagnosis of schizophrenia was undergoing quantitative encephalography in the 
neuropsychologist’s office. He complained to the technician that the auditory hal-
lucinations were very intrusive and that he listens to rock music to “make them go 
away.” The technician asked him up front “what do they say?” He replied “I can’t 
tell you because you will have me arrested.” In fact, he provided more than one ac-
count of his history where he had been involuntarily confined with concerns about 
the content of the paracusia. He located the voices to the left side but acknowledged 
that they were trying to make him do very bad things. During the quiet recordings of 
the electroencephalogram, he abruptly stated “could you see it…I just heard them?” 
Indeed, we had recorded concurrent activation over the right temporal lobe with the 
hallucinated event. When the technician showed him the data and explained that it 
was his own voice that he had heard and that it related to the abnormal electrical 
activation in his brain, he said “it doesn’t sound like me.” The technician responded 
that “it would not sound like you even if it were a recording of your voice played 
over a speaker.” He agreed, and this seemed to help him put the voices aside, to 
some extent, acknowledging the evidence of his right temporal lobe epilepsy rather 
than externally located devils at his left side attempting to control him.
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Vestibular Systems: Dizziness and Falling

The vestibular system originates in the inner ear with five distinct end organs: three 
semicircular canals that are sensitive to angular acceleration of the head and two 
otolith organs that are sensitive to linear accelerations (e.g., see Carmona et al. 
2009). The semicircular canals are arranged as a set of three mutually orthogonal 
sensors with each canal positioned at a right angle to the other two. This arrange-
ment is similar to that at the corner of a room, where three sides are at right angles 
to one another. The relative position of each canal to that of the others provides 
sensory information necessary to determine the direction and amplitude of any head 
rotation. The canals are organized into functional pairs wherein both members of 
the pair lie in the same plane. Any rotation in that plane is excitatory to one of 
the members of the pair and inhibitory to the other. The otolith organs include the 
utricle and the saccule, which sense motion in the horizontal plane (utricle) and in 
the sagittal plane (saccule), where horizontal movements might include movements 
toward the front and the back or from the left to the right and where sagittal move-
ments might be from supine to stand, and so forth.

The statoacoustic nerve leaves the vestibules and synapses at the brain stem ves-
tibular nuclei and the superior olivary nucleus. Second-order fibers travel toward 
the thalamic relays onto the ventrolateral nucleus and the VPL. Third-order fibers 
then continue to the vestibular projection cortex at the temporal lobe and insular 
cortex and with projections to the somatosensory cortex via the radiations from the 
VPL. To a large extent, the vestibular reflex is a function of cerebellar, pontocer-
ebellar, and frontocerebellar interactions, while the projection pathways continue to 
the temporal and parietal regions for reception and comprehension.

Aristotle set the stage for much of our modern perspective on the sensory mo-
dalities. Although he was aware of vestibular phenomena and recorded experiences 
involving dizziness, the vestibular modality was excluded from discussion of the 
classic sensory systems detailed in De Anima (Wade 1994, 2003). The vestibular 
modality has been difficult to localize, was the last of the basic sensory modalities 
to be discovered, and relatively little exists in our science to extend the analysis of 
this system to shared functional cerebral systems in psychology or in neuroscience 
more broadly defined. Progress was made with the verification of the vestibular 
end organs in the temporal bone by Prosper Meniere in 1861 (Baloh 2001). But, the 
effects of Aristotle’s omission were long term and the contributions of this system 
to emotional processing, hemispatial neglect, and higher cerebral functions, in gen-
eral, have only recently been explored (Carmona et al. 2009).

The vestibular system may be better known to many during childhood subsequent 
to activation of the apparatus through rotational behavior. Often several rotations 
toward the right will yield an aftereffect sensation of spinning in the oppositional 
direction and a tendency to fall in the direction of the spin as we can no longer trust 
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the sensations in judging our position. This may be an exhilarating experience and 
profitable too for the carnival owner selling tickets to activate the vestibular appara-
tus along with the other modalities and beyond rationale comprehension. This came 
home to haunt me and my wonderful wife when my youngest child, then in middle 
school, was considering his options for the science fair. It might either be a project 
on one or the other fungus that he was constantly growing in every corner of the 
house or, perhaps, an inquiry into the vestibular system.

He broached the question in the following fashion with the clarity and reason of 
the young scientist. He asked boldly “Pop! What makes folks barf?” The rest is his-
tory. After spinning Mom 30 rotations in a chair, he found that the photographs of 
his mother were not admissible for public display in his science poster, since Mom 
was literally green and clearly nauseated. The picture was all but flattering, in this 
respect. But, his quantitative electroencephalogram results were spectacular, even 
to his father, as his mother’s frontal lobe deactivated with delta activity prevalent 
in the record and especially at the oppositional frontal lobe. This loss of regulatory 
control by the frontal region (functional unit 3) over the vestibular projections in 
functional unit 2, if asymmetrical, may literally destabilize our position sense and 
result in illusory aftereffects. But, the phenomenon is again not restricted to the sen-
sory modality, but rather with lateral asymmetry in activation of the temporal and 
parietal regions, activation of the autonomic nervous system, and emotional valence 
may co-occur within this modality (Carmona et al. 2009).

Joseph Carmona demonstrated that right temporal activation, negative affective 
valence, and dominate vectional complaints of spinning to the left result along with 
differential activation of sympathetic tone using skin conductance responses with 
increased sweating (Carmona et al. 2008). The carnival owner might well produce a 
vectional bias with oppositional activation of one or the other cerebral hemisphere 
through the direction of the spin. But, this system appears to be asymmetrically 
positioned with a right cerebral dominance for vestibular processing, sympathetic 
tone, and intense emotions. This asymmetry is potentially consistent with the spe-
cialization of the left brain for personal space and the right brain for peripersonal or 
extrapersonal space, wherein this system provides for analysis and comprehension 
of our body position in extrapersonal space. Also, this system includes projections 
to the temporal lobe and the insular cortex. This is relevant as electrical stimulation 
of the insular cortex or vestibular stress may yield movement of the gut and maybe 
to the point of precipitating emetic responses along with nausea.

In these respects, the vestibular system appears to be critical to survival in that 
over activation yields emetic responses to purge our digestive tract of potential tox-
ins. But, this system also provides a distinct and usually trustworthy foundation to 
our sense of where we are in space. This is critical for our balance in ambulation 
and our ability to avoid falls. Indeed, with stroke or metabolic disturbances in the 
right vestibular projection cortex and the insular region, spatial delusions are to be 
expected. The primary clue for this is often risk for falls. Fall risk is a primary safety 
issue and a critical determinant for return to home or to a nursing facility (e.g., 
Ashburn et al. 2001). This can be demoralizing for the patient and for the family 
after spending a stressful stay in the medical center recovering from a stroke only 



137Vestibular Systems: Dizziness and Falling  

to be discharged with a fall precipitating readmission to the hospital. Patients with 
vestibular dysfunction who report dizziness have a much greater risk of falling, 
and balance-related falls account for more than one half of accidental deaths in the 
elderly (Agrawal et al. 2009). If the fall involves a broken hip or fractured limb and 
the patient requires general anesthesia for fixation or repair of the fracture, then the 
overall prognosis is more guarded. Moreover, the patient’s expected longevity may 
be diminished possibly to a 5- or 6-year window (Maggi et al. 2010).

Disturbance of this system within the right brain is predictive of more elabo-
rate spatial delusions well beyond those of a vectional disturbance or dizziness. 
In stoke patients with delusion, the ischemic lesion is most often localized to the 
right temporal lobe and especially in the inferior distribution of the right middle 
cerebral artery (e.g., see Piechowski-Jozwiak and Bogousslavsky 2012). With ex-
tension of the damage into the right temporal parietal area, many may perceive 
very real relocation or movement of their body to other geographical locations. 
For the caregiver, this may seem delusional as in our historical view of being “cra-
zy or mentally disturbed.” But, these may be the attributions of the uninformed. 
The patient may very well appreciate movement through external space and even 
to another location. With right temporal lobe pathology and especially within the 
distribution of the right posterior cerebral artery, the patient may express negative 
attributions of external control or threat and often with the emotional overlay of 
great fear or apprehension along with an agitated state (e.g., Perez et al. 2011). 
The agitated state, as a safety management issue on a hospital or nursing care unit, 
may be managed pharmacologically through prescription haloperidol (Haldol) or 
lorazepam (Ativan). These interventions are not without cost to the patient as dam-
age to the extrapyramidal motor or dopaminergic systems and tardive dyskinesia 
have been demonstrated with chronic use (e.g., Casey 1991). These brain regions 
play a role in panic states with recent evidence suggesting heightened sensitivity to 
carbon dioxide (CO2) and aggravation of the fear or apprehension with respiratory 
irregularities or dyspnea.

The caregiver or therapist may play a role here in providing gentle reassurance 
and possibly an anchor for the patient within external space through reality thera-
pies for location or place, providing frequent reminders and prompting. For the 
spatial reference, the patient may benefit from contact comfort therapies possibly 
through the provision of a comforting shawl, blanket, or familiar items from home. 
Something to cuddle might be helpful and especially if this a familiar spouse, sig-
nificant others, or a family pet associated with safety and security. Olfactory stimuli 
consisting of positive and pleasant odors might be useful and even improve the at-
tributions and treatment by the nursing staff working with the family member (e.g., 
see Applebaum et al. 2010) by activating positive emotional brain systems. Gentle 
reassurance does not include highly prosodic speech and loud speech volume. Al-
though the patient may elicit this from the caregiver or staff, this may be a function 
of mirroring of the fearful or angry affect state of the patient. These interactions are 
known to activate the right temporal lobe and may precipitate agitation or decom-
pensate the patient with dysfunction in this system. Motherese may be effective in 
some situations, though. Specifically, beneficial effects have been found when the 
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fragile individual is within their own secure setting (e.g., their home) and when the 
motherese is reassuring and gently conveyed to this person (Bunce and Harrison 
1991).

The vestibular system appears to be differentially lateralized to the right cerebral 
hemisphere (see Carmona et al. 2009; see also Chakor and Eklare 2012) specialized 
for extrapersonal spatial analysis by these functional anatomical systems. It may, 
therefore, differentially contribute to brain systems involved in negative emotion or 
in more intense affective perception and comprehension (see Carmona 2009, 2008). 
Like Wernicke’s area for speech sound comprehension and the somatosensory as-
sociation cortex for the comprehension of somesthetic events, dysfunction may not 
only alter comprehension but also it appears to yield meaningless expressions. Like 
the word “salad” speech in receptive dysphasia, the expressions in postural balance 
and control may be a “salad” of compensatory motor movements ill-conceived and 
without coherence for maintaining balance or postural control. Vestibular therapies 
may be useful in some cases not only for improved comprehension of balance but 
also for improved analysis and comprehension of extrapersonal space, including 
the spatial neglect disorders, which accompany lateralized brain lesions in the right 
temporal and parietal regions (see Heilman et al. 2003, 2012; Heilman and Gonza-
lez Rothi 2012b). These therapies might involve rotation or movement within and 
through one or more specific planes of section represented within the vestibules or 
semicircular canals of the inner ear.

A distinction might be useful here specifically in the location of the vectional dis-
turbance arising from brain pathology. From functional neural systems theory, the 
frontal lobe plays a regulatory role over vestibular activation at the ipsilateral tem-
poral and insular regions of the brain. A right frontal stroke may deregulate the right 
temporal and cerebellar regions, resulting in a perception of leftward vection. A left 
frontal stroke, in contrast, might disinhibit or release the left temporal and cerebellar 
region with activation here perceived as rightward vection. The direction of per-
ceived vection has been supported by quantitative electroencephalogram analysis 
(see Carmona et al. 2008), whereas the direction of falls in patients with lateralized 
temporal or parietal activation did not reach statistical significance in the project. 
But, the sample size was small and additional participants are needed. In contrast to 
these lateralizing effects are ipsilesional vectional complaints with posterior lesions, 
where right cerebellar strokes may increase rightward vection complaints and be-
haviors and where left cerebellar strokes may increase leftward vection complaints 
and behaviors (e.g., see Troost 1980; see also Chakor and Eklare 2012).

The discussion thus far has addressed the oppositional systems of the left and 
right cerebral hemisphere and brain stem regions with a prevalent tendency of the 
left hemisphere to initiate activities toward and within right hemispace and a right 
hemispheric affinity for movement toward and within left hemispace. Quadrant 
theory (Foster et al. 2008a, b; Shenal et al. 2003; Walters and Harrison 2013a) 
and traditional functional systems theory (Luria 1973, 1980) provide for regulatory 
control by the frontal lobes for lateral movement. But, the frontocerebellar systems 
appear oppositional for vertical spatial analysis and vectional disturbance with an-
terior or posterior falls resulting from frontal or cerebellar pathology, respectively. 
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Frontal lesions were appreciated early on with the prevalent tendency of the Par-
kinson’s patient to fall forward somewhat like a missile and with otherwise down 
going postures of the face, head, and trunk (e.g., Ashburn et al. 2001). Cerebellar 
patients with midline lesions may be prone to posterior falls and retropulsion (e.g., 
Heilman et al. 2012) and sometimes with an arching of the back or truncal regions. 
With these considerations, one may gain heightened respect for our typically auto-
matic navigation systems that control the dimensional rotations of our body much 
like an airplane must adjust for yaw, pitch, and linear acceleration. Although these 
general considerations may be useful to the therapist or caregiver, careful analysis 
of the directional tendency for a risk of falls may be useful and ultimately promote 
safety. Physical and occupational therapists routinely provide such assessments and 
competent safety recommendations for others.

Three Chemical Senses?

Common Chemical Sense

The human body is capable of processing at least three chemical senses with the 
transduction of the adequate stimulus into neural energy. These include the “com-
mon chemical sense,” which appears to be processed by free nerve endings within 
the oral membrane (e.g. Krasteva and Kummer 2012). These nerve endings are sen-
sitive to mildly irritating vapors (e.g., pepper). The afferent pathway is through the 
fifth cranial nerve, the trigeminal nerve (see Willis and Coggeshall 2004). That this 
nerve is processing irritating vapors may make more sense in the broader scheme of 
things as this is one of the largest cranial nerves and it is loaded with pain fibers as 
reflected in the clinical pain syndrome “trigeminal neuralgia.” Many are unaware of 
the 13th cranial nerve (Brookover 1913: Fuller and Burger 1990; see also Vilensky 
2012; however, see Wyatt 2003), the “nervus terminalis” (also referred to as cra-
nial nerve zero), as it was discovered after the other 12 cranial nerves and primary 
references beget additional references. The 13th cranial nerve (also called cranial 
nerve zero), in humans, is located anterior and medial to the first cranial nerve (the 
olfactory nerve). The fibers project from the nasal septum. Although the function of 
this nerve remains controversial, it appears to play a role in vasomotor control of the 
nasal septum and in processing aspects of taste and smell originating from this re-
gion. This nerve is purported to play a role in chemical communication in humans, 
including the detection of pheromones (see Meredith 2001).

This 13th cranial nerve (see Vilensky 2012) may be involved in these processes 
as was appreciated earlier on with work on the pit viper and Jacobson’s organ. 
Venomous snakes appear in two primary configurations known as the front-fanged 
snake or “pit viper” and the back-fanged snake, such as the coral snake. I grew up 
with the former and would marvel, after a rattlesnake hunt, at how many steaks 
might be rendered from one very large diamondback rattler! The diamondback 
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rattler is a most impressive creature in size and skill. The sidewinder rattlers are not-
ed for their speed. But, do not underestimate the mobility and agility of an agitated 
diamondback rattler. Pit vipers essentially slap you with their jaw extended flat. The 
cartilaginous head allows for remarkable flexibility extending the mandible into a 
flat continuous plane with the maxillary region of the head. The slap will insert the 
needlelike fangs and collapse the venom sack filling the opening with a mixture of 
meat tenderizer, cardiovascular agents, and/or poison. The coral snake, in contrast, 
must grind the poison in with the aid of small teethlike protrusions.

The pit viper flicks the tongue out collecting vapors to be applied to Jacobson’s 
organ. This serves the predator well after a hunt with the prey, injected but not de-
ceased, finding its way across the landscape. The pit viper may track its prey using 
the chemical trail provided by the animal. If Jacobson’s organ is removed, the snake 
may no longer be able to track the prey, supporting the notion that this organ is 
responding to vaporous chemical stimuli. The analogy here is that vaporous chemi-
cals entering the nasal septum may provide information relevant to taste and smell 
originating from this region.

Olfaction

The remaining chemical senses include smell or olfaction and taste or gustation. In 
their manuscript entitled “The Color of Odor,” Morrot et al. (2001) describe smell 
as a “peculiar sensory modality, the main function of which remains to be speci-
fied.” They note that the peripheral components of the system have low substrate 
specificity, with a single receptor recognizing multiple odorants and with a single 
odorant recognized by multiple receptors (Malnic et al. 1999). The olfactory projec-
tions are largely ipsilateral (Powell et al. 1965; Price 1973) with fibers from the left 
olfactory mucosa and olfactory bulb conveying their information to the left cerebral 
hemisphere and vice versa. This may be aptly appreciated in that the left nostril dif-
ferentially exposes the left brain to smell, whereas the right cerebrum draws largely 
from the olfactory experiences at the right nostril and its sensory array. In contrast, 
the retina of each eye contains the receptive fields for both cerebral hemispheres, 
where damage to the left occipital region will affect the vision in both eyes within 
the right visual half-field. Also by way of comparative contrast, the somatic projec-
tions arise predominantly from contralateral sensory arrays.

Moreover, the olfactory projections are distinct in that they avoid the thalamic 
relay structures common to the remaining sensory modalities. This neuroanatomical 
substrate in which olfaction reaches the olfactory cortex without a thalamic relay 
suggests to some (Sela et al. 2009) that the more typical or characteristic role of the 
thalamus in processing and relaying sensory information is performed instead at 
the olfactory bulb or olfactory cortex. Olfaction is the only sensory modality that 
projects directly into cortical regions without preliminary processing at the thalamic 
level (Powell et al. 1965; Price 1973). Morrot et al. note further that sensory trans-
duction at olfactory receptors and the conduction of olfactory information along 
unmyelinated axons are the slowest within the nervous system. Olfactory receptor 
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transduction and neuronal conduction allow for the detection of the odorant stimu-
lus by about 400 ms, approximately ten times slower than visual detection (Herz 
and Engen 1996). Beyond these distinctions among the sensory modalities, it is well 
established that odors can modify behavior outside of language processing systems 
or “conscious awareness” (e.g., Epple and Herz 1999), evoke emotions (e.g., de 
Groot et al. 2012), and evoke past memories (e.g., Chu and Downes 2000).

Considerable interest exists on the laterality of olfactory processing relevant to 
positive and negative emotional valences and to approach and withdrawal models. 
Using fMRI, Bensafi et al. (2012) found left insula activation to an unpleasant odor-
ant mixture, whereas the pleasant mixture induced activation of the right insula. 
Support for cerebral asymmetry in olfactory processing with a right hemispheric 
processing specialization for pleasant stimuli and a left hemispheric specialization 
for unpleasant stimuli has been proposed by others (Anderson et al. 2003). Also, 
Sela et al.(2009) found that right thalamic lesions altered olfactory hedonics by 
reducing the pleasantness of pleasant odors.

However, the findings of Sela et al. are apt to be relevant to the intensity and 
arousal dimensions of the emotional perception rather than specifically to valence. 
The former is well established within the literature as a function of right cerebral 
regions and especially those involving projections to the right temporal and parietal 
regions (e.g., Heilman et al. 1978; see also Heilman and Valenstein 2012). Also rel-
evant here is that the project by Anderson et al. failed to control for sex differences 
in laterality with the majority of the participants (20 of 26) being female. Differen-
tial laterality is also well established as a function of sex or gender. However, sex 
differences in emotional responding confound the interpretation as well, with evi-
dence of left amygdale activation in women, for example, on exposure to negatively 
valenced emotional provocation. Women are also reported to display higher com-
plexity and differentiation in their articulation of emotional experiences (Barrett 
et al. 2000) and to score higher than men on self-report measures of empathy (e.g., 
Davis 1996; Baron-Cohen and Wheelwright 2004). These differences and others 
may be foundational for a better understanding of response differences, including 
nurturance and open verbal linguistic processing advantages for women, perhaps.

Olfactory stimuli must be soluble in water or fat and have a vapor pressure suf-
ficient to arrive at the olfactory mucosa, a small patch found in the upper nasal 
cavity. For substances entering either nostril, the pathway continues on toward the 
throat where the oral cavity and the nasal cavities merge on their way toward the 
pharynx, uvula, and epiglottis. For the present discussion, the anatomy at the upper 
nasal cavity region is most relevant. Here we will find an extension of the nervous 
system with hair cells and bipolar neuronal cells extending from the olfactory bulbs 
at the base of the brain, down through the cribriform plate and into a mucous-
covered patch collectively known as the olfactory mucosa. The unpleasant insight at 
this juncture is that the odors we smell are molecules that we are in direct physical 
contact with at the olfactory mucosa.

Olfactory dysfunction from head injury was described early on by Jackson 
(1864) in a case of posttraumatic anosmia in a middle-aged man after a fall from a 
horse. The relationship between head trauma and olfactory disturbance is well es-
tablished. Moreover, converging evidence relates head trauma to olfactory deficits 
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and to emotional processing deficits within the domain of sociopathy with reduced 
empathy. Nonetheless, olfactory sensitivity is likely the most neglected component 
in the assessment of head injury, whereas anosmia and/or olfactory agnosia are sen-
sitive indicators of neural dysfunction or damage from such trauma (Deems et al. 
1991; Neumann et al. 2012).

The anatomy of the olfactory apparatus is of considerable relevance to the as-
sessment and diagnosis of closed head injury or traumatic brain injury. The soft 
delicate neuronal fibers emanating from the olfactory bulb at the base of the brain 
travel through a thin boney cribriform plate at the floor of the anterior cranial fossa. 
This apparatus is configured somewhat like a guillotine where physical forces of 
torsion and shear, with abrupt movement of the brain within the skull chamber, may 
cut the fibers descending into the olfactory mucosa.

Neumann et al. (2012) hypothesized a relationship between damage to this 
anatomy and emotional pathology because these neural substrates overlap with the 
ventral circuitry of the orbitofrontal cortex, which plays a critical role in anger regu-
lation and affective responses, such as empathy. They provide a comparative study 
between participants with traumatic brain injury with dysosmia and those with nor-
mal olfaction (normosmia). The authors used a convenience sample of participants 
( N = 106) of adults with moderate to severe traumatic brain injuries who were tested 
for olfactory function. Participants averaged 11.5 years post injury. Using multiple 
self-report measures, they provide support for the hypothesized relationship, with 
olfactory deficits from traumatic brain injury predictive of emotional impairments 
and reduced empathy.

The olfactory apparatus is at risk with a head injury, as described above, and 
from other forms of pathology. Within the clinical setting, the assessment of smell 
can be performed with a collection of commonly available and familiar items often 
readily available in a hospital room and at the patient’s bedside. A kit might be 
assembled from commercially available oils, including oil of peppermint, cinna-
mon, wintergreen, and many others. The “scratch and sniff” test may also be used 
and efforts have been extended to provide normative data on this instrument with 
some success (Doty 1995; Doty et al. 1984, 1989). Another variant used in the as-
sessment of odor identification is the “Sniffin’ sticks” test, which has been used to 
assess olfactory performance by the combined testing of odor identification, odor 
discrimination, and olfactory threshold (Hummel et al. 1997).

The detection of odor, though, is regularly confounded by the measurement tech-
nique and not insignificant among these is the requirement to sniff, which may 
announce the presence of an odor. This confound was present in the early efforts to 
quantify olfactory stimuli using the Zwaardemaker olfactometer (see Wenzel 1948) 
consisting of a metal or glass tube inserted at variable depths into a porous clay 
tube, which might be saturated with an odorous stimulus. The quantity or amount of 
exposure to the odor stimulus was purported to be a function of the depth of inser-
tion into the tube (see Fig. 8.16). Shallow insertion would leave more of the surface 
area of the odor-saturated porous clay tube exposed, allowing the conveyance of 
increased intensity of the odor stimulus.
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Alternatively, Elsberg’s blast injection apparatus (Elsberg et al. 1936) might be 
used in an attempt to quantify the odor by the injection of air from a syringe through 
a flask containing the odorous stimulus and up to a stopper placed below the nos-
tril. This apparatus eliminates the requirement that the subject or patient sniff the 
odor. But instead, this apparatus provides a blast of air which might be detected 
either through tactile cues or through sound to announce the presence of the odor 
stimulus (see Fig. 8.16). Although much progress has been made since the develop-
ment of these early approaches to the quantification of smell in the laboratory using 
computerized administration and scoring techniques, the modern approaches are 
elaborations on these early themes with the sniff or injection potentially confound-
ing the assessment. A modern olfactometer may be viewed in Fig. 8.17, where a bit 
of reminiscence may reveal remnants of Elsberg’s blast injection apparatus.

Olfactory receptors consist of hair cells and bipolar cells covered by mucous 
located in a small patch in the upper nasal cavity. Receptors in each nostril are 
separated by the nasal septum. Stimulation of one olfactory bulb elicits activation 
in the other tract. However, this activation is relative and of smaller magnitude. 
This apparatus is a positive feedback system with tufted cells projecting back onto 
the glomeruli in the form of reverberatory neural circuits. Figure 8.18 and Fig. 8.19 
provide for a visual inspection of this anatomy.

These glomeruli are important way stations for the transduction of olfactory 
stimuli with neural information headed toward the olfactory bulb. As such the glom-

ZWAARDEMAKER OLFACTOMETER

ELSBURG’S BLAST INJECTION

Fig. 8.16  The Zwaardemaker 
olfactometer and the 
Elsberg’s blast injection 
apparatus for quantifying 
the exposure to an odorous 
stimulus
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Fig. 8.18  A drawing of the 
glomeruli showing the tufted 
cells projecting back onto this 
apparatus

 

Fig. 8.17  A modern laboratory olfactometer. (Originally published by Walter, Abigail J., Walking 
Response of the Mediterranean Pine Engraver, Orthotomicus erosus, to Novel Plant Odors in a 
Laboratory Olfactometer, Journal of Insect Behavior, Volume 23, Issue 4, p. 255)
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eruli may form the basic unit of the olfactory map of the olfactory bulb. The rever-
beratory circuits with tufted cells projecting back onto this apparatus provide for 
high absolute sensitivity. Substantial resources have been expended to elaborate on 
olfactory information to promote positive moods and attraction within the perfume 
industry. Similarly, much has been invested to minimize negative affective odors as, 
for example, with room deodorants and such. A long running advertisement for a 
room deodorant claimed that the product “killed germs.” Two women were depicted 
in a room with a nasty yellow film in the air (germs). Each woman was spraying 
a room deodorant into the air. But, only the product used by one of the women 
removed the nasty yellow film in the air effectively killing the germs. I remem-
ber questioning what the active ingredient might be in the competitor’s product. 
I was amazed to discover that the competitor’s product contained formaldehyde, 
a known carcinogen. Formaldehyde is a gas, which is sold as a 40 % solution and 
often “thinned” down even more for commercial use. It is used to treat furniture 
fabrics and in the construction industry. But, many will recall its use as an embalm-
ing agent in the morgue or at the funeral home. The use of this product might be less 
costly and more effective, if the consumer would simply spray a bit near the nose 
of each guest as they arrive for the party, rather than spraying it all over the house! 
But, of course, the hazard remains.

The Roman philosopher Lucretius (first century BCE) speculated that different 
odors may result from different shapes and sizes of the odor stimuli that activate 
the olfactory organ. Modern demonstrations of this theory include the cloning of 
olfactory receptor proteins by Linda B. Buck and Richard Axel and the subsequent 
pairing of odor molecules to specific receptor proteins. Each odor receptor appears 
to recognize only a particular molecular feature or class of odor molecules. Earlier 
on, the differential sensitivity of the system was poorly appreciated as the anatomy 
seemed more appropriate for sensitivity in the detection of odor than for discrimina-
tion among odors. This viewpoint was challenged with newer information support-
ing high differential sensitivity and substantially beyond the imagination of many 

Fig. 8.19  The glomeruli 
and olfactory projections. 
(Originally published in 
Gray’s Anatomy of the 
Human Body)

 



146 8 Sensation and Perception: Second Functional Unit Revisited

neuroscientists within the field. Linda Buck and Richard Axel received the 2004 
Nobel Prize for the discovery of an entire gene family (about 1000 genes) which 
codes for these olfactory receptors (Buck and Axel 1991). The genes were described 
as blueprints for a family of smell receptor proteins in the nose that work in differ-
ent combinations so that the brain can identify a large array of odors—much like 
the letters of the alphabet are combined to form different words. These researchers 
provided evidence indicating that each odor-sensing cell in the nose possesses one 
type of odorant receptor and each receptor can detect a limited number of odorant 
substances. The identities of different odors are discretely recognized by the brain 
through sensory maps beyond the receptor level in parts of the brain known as the 
olfactory bulb and olfactory cortex.

Each odor that we perceive maps onto a pattern of activation across these recep-
tors with pattern analysis and recognition capabilities further up the projection path-
ways in the olfactory bulb and olfactory projection and association cortices. Much 
of the earlier thinking on smell was based on a simple analogy to the rods in our 
retina, where sensitivity was high, but where differential sensitivity was low. With 
the improved appreciation of pattern analysis capabilities within the olfactory sys-
tem, it became increasingly clear that we are indeed capable of distinguishing large 
numbers of olfactory stimuli and affording them unique aspects in memory. Indeed, 
olfactory processing may be one of our more powerful sensory modalities activat-
ing not only memories, which were seemingly long forgotten, but also strong emo-
tional responses. The responses have been shown to be instrumental in the choice of 
our mate and even the continuity of our relationships with other people. Moreover, 
recent evidence (Crisinel and Spence 2012) relates specific aspects and qualities of 
music to the cortical representations of olfactory stimuli, potentially extending the 
associative analysis of this sensory modality to other brain regions.

Human olfactory capabilities may be miniscule in comparisons with other mam-
malian eukaryotes. This might be grossly apparent in the relative allocation of brain 
mass to the olfactory apparatus in humans in comparisons to other species. Fig-
ure 8.20 provides for a visual comparison of the relative size of the olfactory bulb 
at the base of the frontal lobe in the dog ( Canis familiaris) and in the human brain. 
The canine olfactory bulb is roughly 40 times larger than that of humans, and the 
average canine possesses hundreds of millions of receptors for odors, compared 
with a few million for humans (see Dog Wikipedia 2005). Although this apparatus 
is robustly visible on gross inspection of the dog, careful inspection of the area at 
the base of the frontal lobe is required to visualize the olfactory bulb in the human 
brain.

The olfactory pathways are entirely central nervous system and very complex 
with substantial access to the limbic system structures which also project diffuse-
ly throughout the brain. Every traditional sensory modality, with the exception of 
olfaction, projects onto the thalamic relays prior to projecting on to the primary 
projection cortices. The primary olfactory projection cortices are identified with 
locations at the inferior medial temporal lobe and at the lateral olfactory gyrus of the 
insular cortex (Powell et al. 1965; Price 1973). Moreover, redundancy exists within 
this system at every level with other pathways providing olfactory information. If 
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a dog is conditioned to lift its leg to the presence of an odor and the olfactory tract 
is then severed, the dog will still respond to subsequent presentations of the odor 
with the leg lift response. Now if the trigeminal nerve is severed, the response may 
be eliminated. Thus, the trigeminal nerve is able to convey olfactory information at 
some level. Redundancy may also exist within higher brain regions in the combined 
processing of olfaction and other sensory systems, including music.

For example, Crisinel and Spence (2012) provide evidence that musical senses 
may be employed to help with the assessment of a smell. Subjects were asked to 
inhale 20 odors ranging from apple to violet and woodsmoke, which came from a 
wine-tasting instructional kit. Following a good sniff, the subjects were asked to 
process their way through 52 sounds of varying pitches, played by string or brass, 
by woodwind, or by piano to identify the best match for the odor. Sweet and sour 
smells were rated as higher pitched, smoky and woody ones as lower pitched. Vanil-
la too had elements of both piano and woodwind, whereas musk was strongly brass 
by association. Taste may also be linked through cortical associations as the authors 
have previously established that sweet and sour tastes, like odors, are linked to high 
pitch, while bitter tastes are associated with lower-pitched sounds. For example, 
pieces of toffee consumed concurrent with listening to musical sounds varied in 

Fig. 8.20  The olfactory bulbs of the dog ( Canis familiaris) and human. (The image at the right is 
adapted with permission from http://www.brains.rad.msu.edu, and http://brainmuseum.org, sup-
ported by the US National Science Foundation. The image at the left is modified from one copy-
righted by Springer Science+Business Media, LLC)
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flavor as a function of this relationship. Toffee eaten during low-pitched music was 
rated as bitterer than that consumed during the high-pitched rendition. By this ma-
nipulation and by others, perceptual processing in one sensory modality may be 
influenced by the ongoing processing demands within another.

Pheromones

Olfactory thresholds are relatively constant in men, with heightened variability in 
women (e.g., Dalton et al. 2002). Women may be less sensitive to odors during the 
menses, for example. Reduced sensitivity may result during pregnancy, but qualita-
tive changes may outweigh the measureable differences in threshold or sensitivity. 
For example, Doty (1976) reviewed the initial studies on olfactory sensitivity dur-
ing pregnancy. Although the results are often contradictory, he concluded that sensi-
tivity during late pregnancy is lower than normal. He also concluded that anecdotal 
reports of pregnancy-related hypersensitivity, although they cannot be ruled out, 
have received little support in the literature (Doty 1986; see Gilbert and Wysocki 
1991). Moreover, the less sensitive person may be more likely to be bothered or 
intolerant of the odor. This diminished tolerance is easily and often confused with 
sensitivity, whereas sensitivity is a measure of threshold.

This relationship has been disrupted in recent years through the widespread use 
of birth control pills, creating artificially elevated levels of estrogen throughout the 
cycle, rather than just at ovulation, when estrogen would normally peak. Research 
has indicated that women are attracted to men with pheromones, indicating a maxi-
mally dissimilar immune system when they are ovulating (Wedekind et al. 1995; 
Wedekind and Furi 1997; Elder 2001). The pill simulates pregnancy, potentially 
causing women to be attracted to men with similar immune systems. Divorce rates 
may indeed be elevated due to the artificial elevation of estrogen early on in the 
relationship and the subsequent cessation of estrogen supplements during the child-
bearing years. Following from this discussion, it might be argued that coming off of 
the pill during serious dating relationships might reduce the probability of divorce 
further down the road. But, this implication currently awaits confirmation through 
scientific investigation.

Derntl et al. (2013) investigated the impact of cycle phase and oral contraception 
using 20 women taking oral contraceptives and 40 women without oral contracep-
tion. Participants were healthy Caucasians who were further divided into follicular 
and luteal phase. These researchers assessed olfactory performance twice using the 
“Sniffin’ sticks” battery along with intensity and pleasantness ratings of n-butanol. 
Women outperformed men in odor discrimination and odor identification. Dur-
ing the luteal phase, higher thresholds (reduced sensitivity) were found along with 
higher intensity ratings for the n-butanol. Also, improved olfactory performance 
correlated positively to duration of oral contraception. The authors conclude that 
odor performance is altered by menstrual phase and also the duration of use for oral 
contraception. These conclusions, of course, support the interpretation that olfac-
tory processing can be modulated by hormonal changes.
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Pheromones are subject to olfactory processing through multiple pathways, in-
cluding the 13th cranial nerve (also called cranial nerve zero). Both men and wom-
en significantly increase their oxytocin blood levels in relation to birth or mothering 
pheromones. Oxytocin is generally considered to be the “parenting hormone” or 
“the cuddling hormone” essential for bonding at birth and eventually the develop-
ment of close and trusting relationships. Current research avenues include the ac-
tive and ongoing investigation of oxytocin in autism (Modahl et al. 1998; see also 
MacDonald and MacDonald 2010) and, with the development of the fusiform gyrus 
(Shultz 2005; Shultz et al. 2000), a brain region located within the temporal lobe 
important for facial recognition and familiarity (e.g., Kanwisher et al. 1997; see also 
Kanwisher and Dilks in press).

Dysfunction at the fusiform gyrus has been related to gaze aversion and dimin-
ished eye contact. Moreover, over activation of the posterior right temporal region 
and the ventral longitudinal pathways to the orbitofrontal region appears to promote 
fearful states and even left-sided formesthesias of devils or evildoers trying to co-
erce or to inflict harm upon this person. One possible variant of this neuroanatomi-
cal relationship has been recently expressed in the proposition that autism is a neural 
systems disorder with underconnectivity within the frontal–posterior pathways as-
sociated with the longitudinal tract (e.g., Just et al. in press). This might be reflected 
in poor downregulation over the posterior facial processing systems with altered or 
pathological activation and facial processing deficits. Within the right hemisphere, 
these systems appear specialized not only for faces but also negative emotion and 
primarily fearful apprehension. Also evident in research on orbitofrontal damage is 
the consequential loss of good decision making, including the selection of friends 
and the ability to establish strong relationships (e.g., see Bechara 2004).

Prolactin (PRL) or luteotropic hormone (LTH) appears to be the hormone re-
sponsible for milk letdown after the birth of the baby and one way by which babies 
recognize their mothers. A new mother might consider the benefits of leaving her 
nursing shirts out, when going out for the evening, so that the babysitter might 
swaddle the child in them to calm the child should it become upset in her absence. 
Plug-in air fresheners are now on the market containing the pheromones of lactating 
dogs or lactating cats to calm nervous pets during their owner’s absence. We made 
use of these when our corgi became snappish as my sons would bring home the 
football or track-and-field team after a big event. These pheromones appear to help 
calm the dog and to offset some of the male hormones and smell of these players. 
Mothers can recognize their infant’s blanket from among piles of identical wraps 
by smell alone! McClintock (McClintock 1971, 1998; Jacob and McClintock 2000) 
has demonstrated that pheromones, which we are generally unaware of, influence 
us in many ways, affecting our mood, our liking or disliking of even our mate, 
our sense of trust with another, and even the synchrony of the menstrual cycle of 
women sharing close quarters.

Chemosignals play a role in human communication, although the extent of these 
influences remains unknown. Research indicates, for example, that the exposure to 
sweat excreted by donors experiencing fear results in enhanced vigilance and cau-
tion in comparison with exposure to controls (e.g., donor sweat from playing sports; 
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Albrecht et al. 2011; Chen et al. 2006; Haegler et al. 2010; Zernecke et al. 2011). 
Moreover, these influential effects have been shown to occur largely outside of con-
scious awareness (Sobel et al. 1999; Lundström et al. 2008). The communication 
mechanisms have been clearly documented to include emotional mechanisms and 
neural systems potentially vital to survival and which were likely to have been op-
erational prior to the establishment of higher cortical systems involved in verbal or 
linguistic communication, for example. The specifics of the chemosignal communi-
cation patterns or neural imprints which convey different emotions, though, appear 
to be less well established in our science than are the arguably newer linguistic 
patterns underlying language. Nevertheless, the evidence acquired using chemical 
analyses of stress-related odors reveals that male signals conveying fear are stron-
ger than female signals, an effect complemented by the display of increased sensi-
tivity to these signals in females (Wysocki et al. 2009; see also de Groot et al. 2012).

In one project, de Groot et al. (2012) investigated the role of chemosignals in 
the communication of emotions. Sweat was collected from men while they watched 
either a fear-inducing or a disgust-inducing movie. Subsequently, women were ex-
posed to sweat samples during the performance of a visual search task. Exposure to 
the sweat obtained under differing emotional conditions was sufficient to induce a 
similar emotional response in the women. “Fear sweat” resulted in the production 
of fearful facial expressions in the women, whereas “disgust sweat” resulted in the 
production of disgusted facial expressions. Not only was the chemosignal sufficient 
in yielding a mirror emotional display in the women participants, it was also suf-
ficient to alter the women’s perceptions during the visual search task and to alter 
eye-scanning behaviors. These findings support the potential role of chemosignals 
in the communication and alteration of emotion in the recipient.

Gustation

The appreciation of basic taste modalities can be traced back at least to Aristotle 
who wrote of sweet, bitter, salt, and sour as succulent or harsh. Umami or savoriness 
was first described in 1908. Only recently was it recognized as the fifth basic taste 
as it might be evoked by some free amino acids such as monosodium glutamate (see 
Kawamura and Kare 1987). The stimulus for taste or gustation generally consists 
of water-soluble chemicals. The receptors are specialized epithelial cells located on 
the surface of the tongue, the pharynx, and the larynx. In children, the receptors may 
be dispersed over the inside surface of the cheek. The taste receptor may respond to 
more than one stimulus. The adequate stimulus consists of five primary taste quali-
ties generally referred to as salt, sweet, sour, bitter, and umami. But, fat receptors 
may also be found on the surface of the tongue. The distribution of the taste mo-
dalities over the surface of the tongue has been a subject for some controversy. The 
surfaces of the tongue consist of a topographical arrangement with heighted prob-
ability of sweet receptors at the anterior or tip of the tongue. Sour receptors may be 
somewhat more prominent along the sides of the tongue and away from midline. 
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Bitter receptors may be more densely located at the back of the tongue. Salt recep-
tors are prominently distributed across all but the center of the tongue. This leaves 
the center of the tongue relatively devoid of taste receptors (see Fig. 8.21). But the 
controversy has exposed a relative allocation for the tip and sides of the tongue, ir-
respective of flavor modality.

Although the adequate stimulus for taste consists of the chemicals corresponding 
with the respective taste modalities, taste may be elicited by electrical stimulation 
of the tongue. Electric taste was discovered by Sulzer in 1752 (see Bujas 1971), 
and this event was related to the discovery of the battery cell by Volta (see Sanford 
1915). Electric taste has been widely used in gustatory testing and recordings from 
the surface of the tongue. This may be accomplished using the psychophysiological 
techniques of electrogustometry. With direct current (DC) stimulation at the tip of 
the tongue, the anode will taste sour whereas the cathode will taste soapy or alkaline 
(e.g., Grant et al. 1987).

This appears to be partially mediated by the chorda tympani nerve, since dissec-
tion of the chorda tympani during middle ear surgery may result in ageusia of the 
ipsilateral anterior tongue and an associated loss of “electric taste” at least within 
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the intensity range typically used for inducing taste sensations (Pfaffman 1941; see 
Robins 1967). Alternating current (AC) may elicit bitter flavor at about 1000 Hz, 
whereas 50 Hz may correspond with sour. It is reasonable to expect that someday 
virtual reality devices will exist for the richness of various cuisines from around the 
globe! Taste augmentation research is well underway too, where electrical activa-
tion of the gustatory surfaces might be used to facilitate the intensity of taste like 
carbonation might promote the enjoyment of a soda pop. Facilitation or alteration 
of taste has been demonstrated with concurrent musical processing and flavors have 
been shown to correspond with musical stimulation (Crisinel and Spence 2012). 
Moreover, it is reasonable to expect the enjoyment or dislike of the food bolus to 
vary with multimodal processing activation and with relative activation of the left 
or of the right brain.

The basic taste modalities may eventually interact at the cortical level with other 
factors, including smell, texture, and temperature. Adaptation at the receptor level 
does occur for the taste modalities. The rates of adaptation differ among different 
salts and among different sugars. Any acid will adapt the tongue for all other acids. 
And, adaptation on one side of the tongue appears to affect sensory thresholds for 
taste on the other side of the tongue. Aftereffects are common with adaptation in 
other sensory modalities such as vision. These aftereffects provide a physiological 
basis for illusions of one form or another. One favorite visual illusion is presented 
below, where focused gaze on the green and yellow flag for 30 s results in adapta-
tion and aftereffects on the color images (see Fig. 8.22). Aftereffects for taste may 
occur as aftertastes. For example, if a strong salt solution is applied to the surface 
of the tongue, water will now taste sour (e.g., Bartoshuk 1968). Variations in the 
concentration of salt on the tongue may yield the aftertastes of sweet, sour, salt, or 
tastelessness!

Developmental changes are remarkable for gustation with the threshold doubling 
roughly every 20 years (Cooper et al. 1959; see also Pavlidis et al. 2013). This 
made sense to one father as his assigned parenting responsibility (by the mother) 

Fig. 8.22  Focus for 30 s 
on the dot in the green flag. 
Then shift your gaze to the 
center of the white flag
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was to feed his boys “baby food.” It was something like loading a mortar round. 
Upon insertion of the spoon with the bitter vegetable into the constantly mobile 
oral motor apparatus, the boy would spit it out as far as he could make it go! With 
age-related sensitivity differences, the bitter vegetables must have tasted something 
like battery acid might taste to an adult. He could not help but notice that Mom was 
happy to feed the desserts and that she never had this projectile problem! Along 
with decreased sensitivity over time, development ushers in a shift in preference 
from sweet to bitter foods (e.g., see Mennella and Ventura 2011). One young man 
tried to impress his young friends by serving them beer at about age 14. These were 
“real men” no doubt. But, everyone was glad that there was a lemon meringue pie 
to chase away the terribly bitter beer after each sip.

Pavlidis et al. (2013) evaluated fungiform papillae at the tip of the human tongue 
in 156 nonsmokers ranging in age from 10 to 80 years. Thresholds were found to 
be significantly elevated in older individuals, along with reduced and worsening 
vascular density at the tip of the tongue. Interestingly, significant differences were 
found in electrogustometry thresholds between the left and right side of the tongue 
and between men and women.

The psychophysicist studies the conversion of environmental energies into neural 
energies within the nervous system via transduction. Light presents in the form of 
electromagnetic energy and sound in the form of oscillation from the compression 
and rarefaction of some conducting medium such as air. If the energy within the en-
vironment cannot be converted into neural energy through the process of transduc-
tion, then it effectively does not exist perceptually. The nervous system is designed 
to process only the neural energies derived originally from these environmental 
interactions and, as such, it is arguably naïve as other species may be sensitive to 
energies and, therefore, knowledgeable of worldly aspects with which humans have 
no clue. The sensitivity or threshold for converting these energies is dynamic and 
may be altered by variations in the intensity or even the presence versus the absence 
of stimulus energies within another sensory modality.

The topographical areas initially responding to the various sensory events may 
well process and analyze the event independent of the language areas. Thus, indi-
viduals may be perceptually responsive to many events that they are unable to dis-
cuss or to talk about as the processing is underway outside of the speech or language 
regions. Prior to the development of neural systems theory, some might have as-
cribed these as “unconscious” events. But, alas, the term “unconscious” is no more 
a scientifically derived term than the word “soul.” It is mystical and largely outside 
of scientific study. In contrast, we can demonstrate activation in neural circuits and 
systems that are outside of, and away from, language. This is better demonstrated 
with far-field processing at primary and secondary cortical areas and in right cere-
bral systems disconnected from the left brain’s language areas.

For taste, the psychophysical property of sensitivity may be altered using tem-
perature (Bartoshuk et al. 1982; Talavera et al. 2005) ranging from cold (about 
17 °C) to warm (about 42 °C). The psychophysical properties of taste sensitivity 
vary with temperature. A young man was horrified to discover that, in his first hand-
crafted love note, he had misspelled the salutation identifying his sweetheart to be 



154 8 Sensation and Perception: Second Functional Unit Revisited

as “Dear Sweaty!” He never fully recovered from this embarrassment and neither 
was the relationship able to survive. Eventually, he was off to college and living in 
a basement apartment with a partially dirt floor. It did have a small stove and he 
had made a proposal for a date, where he would cook. He did know how to make 
chili at that time, so he was set or at least he thought so, until he considered the 
beverage. He had wanted to serve wine but, alas, he could not afford a good wine 
and certainly not until he had a 6-V battery for his old 1961 Volkswagen bus. He 
had been pushing it down the road, jumping in, and “popping the clutch” to get it 
started. Albuquerque, NM, seemed to be a hospitable location for all of this as the 
basement was dry (between rains) and there were foothills of the Sandia Mountains 
to insure that gravity was on his side to start the bus. Honestly, he was living off of 
19-cent boxes of macaroni and cheese cooked on a Bunsen burner.

After ruminating a bit over the wine issue, it became clear that he could either 
purchase a cheap bitter wine or a cheap sweet wine. But, he took heart in his read-
ing of psychophysics where it was clear that, if he could not change the wine, he 
could change his sweetheart’s sensitivity to the bitter or sweet taste. And, he could 
do this by serving the wine chilled to kill the bitter or at room temperature to kill the 
sweet. When sensitivity within a biological system is affected by temperature, it is 
tempting to infer that a metabolic process is represented by the functional change. 
Temperature has a strong influence on how we taste. For example, the perceived 
sweetness of diluted sugar solutions increases strongly with temperature (Bartoshuk 
et al. 1982). In addition, cooling or heating of the tongue by itself is sufficient to 
cause sensations of taste in about 50 % of humans (Cruz and Green 2000).

Taste signals are conveyed toward the central nervous system through multiple 
cranial nerves. The posterior one third of the tongue is innervated by the ninth cra-
nial nerve, the glossopharyngeal nerve. The anterior two thirds of the tongue are 
innervated by the seventh cranial nerve, the facial nerve. The larynx and pharynx 
are innervated by the tenth cranial nerve, the vagus nerve. Afferent fibers project to 
the nucleus solitarius, with the second-order fibers traveling via the medial lemnis-
cus in the brain stem to the arcuate nucleus of the thalamus. From here the pathway 
extends to the cortical projections within the temporal lobe and the insular region.
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Muscle Control: Strength, Coordination, and Endurance

The frontocerebellar systems and the dopaminergic contributions of the basal gan-
glia and substantia nigra are most directly under investigation with clinical and 
neuroscience inquiries involving strength, balance, coordination, and endurance. 
A classical distinction has been drawn between these two interactive neural sys-
tems providing the basis for normal movement and, when dysfunctional, the basis 
for many movement disorders. These two distinct, dynamically interactive, neural 
pathways are referred to as the pyramidal and the extrapyramidal motor systems. 
They overlap anatomically at the striate bodies, where the descending and myelin-
ated pyramidal tract lays distinctly against the gray field of the basal ganglia (the 
caudate, putamen, and globus pallidus). The reference to the “striate bodies” origi-
nates from visual inspection of this brain region, where white stripes (myelinated 
pyramidal cell axons) lie against a gray field (the basal ganglia).

Pyramidal Motor System

We might easily take for granted the effortless ability we possess to move or to in-
teract with objects using our body parts and appendages. If thirsty, we might reach 
for a glass of water and quench thirst. However, disruption of the motor pathways 
carrying our intentions out to the effector muscles in our arms and hands, for ex-
ample, might result in this becoming a monumental or even impossible task. This is 
often the case with a spinal cord injury, with potentially devastating consequences 
for that person’s quality of life accompanied by paralysis of the body regions distal 
to the cut. Technological advances have been made which may soon allow the brain 
to bypass some of these injuries using neural-interface systems.
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These brain–machine interfaces detect activation of neural systems at the motor 
cortex, for example, and provide for some degree of discriminative control over the 
muscles via direct stimulation techniques or over robotic arms, adaptive instrumen-
tation, and assistive devices. In a clinical trial of “BrainGate,” a neural interface 
enabled a patient with paralysis secondary to a spinal cord injury to use a computer 
cursor (Hochberg et al. 2006; see Jackson 2012). Hochberg and colleagues (2012) 
more recently reported that two patients suffering long-standing paralysis were able 
to reach and grasp with a robotic arm controlled using BrainGate. One of these indi-
viduals, paralyzed from a stroke 15 years prior, was reported to have been success-
ful in drinking from a bottle using the robotic arm. Brain signals are accessed using 
thin silicon electrodes surgically inserted proximal to the motor cortex. Neurons in 
this area were responsive to the patient’s efforts to imagine the use or movement of 
the robotic arm. Translational efforts had been performed earlier to convert these 
intentions, recorded via the electrodes, into three-dimensional movements of the 
robotic arm and hand.

There are two basic systems for the present discussion, which are generally re-
ferred to as the pyramidal and extrapyramidal motor systems. The first represents 
the motor projections from the primary motor cortex. This is the same area that Al-
exandria Luria (1973, 1980) referred to as the primary projection area from the third 
functional unit (the frontal lobe). This system is most notable for the giant pyrami-
dal cells or Betz cells forming the pyramidal tract via the corticospinal projections 
from the motor cortex or precentral gyrus (see Fig. 9.1 and 9.2). These cells repre-
sent the final motor pathway exiting the frontal lobe to indirectly control striate or 
skeletal muscles located throughout the body. These descending cells, originating 
from the motor cortex, are also known as the upper motor neurons as distinguished 
from the lower motor neurons (alpha motor neurons) exiting the spinal cord and 
directly innervating skeletal muscle. This descending motor pathway is part of the 
frontocerebellar system (frontodentatorubrothalamic tract) involved in the produc-
tion of intentional and coordinated movement.

The motor cortex consists of six layers with the pyramidal or Betz cell bodies 
located in layer 5 and with their dendrites extending up toward the surface and 
spreading primarily across layer 1 of the motor cortex. The overlapping dendritic 
field in layer 1 will yield activation of a complex muscle group through surface 
electrical stimulation, whereas deeper stimulation is associated with more specific 
activation of distinct muscle groups (see Rothwell et al. 1991). This arrangement of 
the motor cortex and the descending projections of the pyramidal cells are depicted 
in Fig. 9.3.

The upper motor neurons, descending from the motor cortex, form the pyrami-
dal tract or final motor pathway. Fritz and Hitzig (1890) mapped the motor cortex 
with the facial region located ventrolateral and with the lower extremities located 
dorsomedial along this strip corresponding to a motor homunculus. John Hughlings 
Jackson (1958) appreciated the topography here even earlier, as his wife’s epileptic 
seizure spread across this strip creating a march of muscle contraction across her 
body. These topographical changes, reflecting spreading activation, are now com-
monly referred to as a Jacksonian march. This topographical arrangement continues 
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on down through the descending projections and eventually onto the specific alpha 
motor neurons exiting the spinal cord at the ventral root and out the peripheral so-
matic nerve to effect muscular contractions at the neuromuscular junction (synapse).

Lesion of the upper motor neuron may result in paresis or even plegia, initially. 
Muscle strength may be recorded using dynamometers designed for discrete muscle 
groups. The typical measurement is restricted to use of the hand dynamometer to 
measure strength and fatigue across repetitive trials (Dodrill 1978; Harrison and 
Pauly 1990; Crews et al. 1995). Loss of motor precision may be present, but this is 
due to weakness rather than discoordination or dysmetria. But, the loss of frontal 
lobe regulatory control with this lesion may result in a loss of inhibition over the 
lower motor neuron (e.g., Futagi et al. 2012). The upper motor neuronal lesion 

Fig. 9.2  Giant pyramidal 
cells like the corticospinal 
projections forming the pyra-
midal tract

 

Fig. 9.1  Giant pyramidal cells like the corticospinal projections forming the pyramidal tract. 
(Originally published by Jia, He, Dendritic morphology of neurons in medial prefrontal cortexand 
hippocampusin 2VO rats, Neurological Sciences, Volume 33 Issue 5, p. 1065)
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characteristically results in hyperreflexia or dystonia with antigravity synergy being 
prominent. In contrast, lesion of the lower motor neuron, the alpha motor neuron 
within the peripheral nerve, may result in denervation of the muscle and, if the alpha 
motor neuron cell body dies, muscle atrophy.

In advanced pathology, one might see fasciculations where muscle groups and 
the overlying skin may appear to crawl. History might associate these events with 
demons under the skin or possessions, perhaps. When the lower motor neuron is 
lesioned, but the cell body survives, then a slow and gradual regeneration of the 
axons may occur with reinnervation of the muscle. This process is thought to be 
largely under the control of astrocytes. Thus, glial cells (including astrocytes) are 
very much involved in this process and in control of regeneration more broadly 
defined; the development of scar tissues; and the removal of waste materials, 
including the process of phagocytosis. Glial cells, known to many as “mother cells,” 
play an ongoing role in the construction and development of the neuronal highways 
throughout the nervous system and a neural protective role in the management of 
neurotoxins (see Koob 2009).

The final motor pathway descends from the motor cortex, initially forming one 
part of the corona radiate. Subsequently, it descends through the external capsule 
and travels through the basal ganglia, forming part of the striate bodies (white stripes 
from the myelinated axons travelling through the gray field of the basal ganglia). It 
emerges, densely configured now, into the internal capsule, continuing its descent 
through the brain-stem tegmentum, until it reaches the pyramidal decussation at 
the level of the medulla (see Fig. 9.4). The tract is easily visible at the brain-stem 
tegmentum as the cerebral peduncle, which occupies much of the tegmental space. 
Functional asymmetry exists in the decussation, which some have tried to relate to 
handedness or precision of motor control at the right hemibody.

At the level of the medulla, the descending fiber bundles, collectively known as 
the cerebral peduncles, cross abruptly at the pyramidal decussation. About 90 % of 
the fibers cross (Brodal 1981), whereas about 10 % of the fibers remain uncrossed 
and ipsilateral to the side of origin. The decussation of the pyramids is depicted in 
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Fig. 9.4. This nonhomotypic crossover differs from a homotypic crossover such as 
that formed by the corpus callosum. A homotypic crossover provides for input to 
homologous brain regions in the opposite hemisphere. This is integral to the balance 
theory discussed elsewhere in this document, where activation of one brain region 
inhibits the corresponding location in the opposite hemisphere. With the nonho-
motypic crossover or decussation, cells are impacting other body regions and, in 
this case, muscles located on the opposite side of the body. A lesion in this path-
way, above the medulla, may result in contralateral weakness and/or hyperreflexia, 
whereas below the medulla the lesion will have predominantly ipsilateral effects.

Although the majority of these fibers cross at the level of the medulla with the 
decussation of the pyramids, it remains relevant that roughly 10 % do not cross 
(Brodal 1981; see Harrison 1991). This provides an anatomical basis for some re-
dundancy in the motor system. This is more clearly the case for the proximal body 
regions, including the shoulder and face. These proximal body regions receive a dis-
proportionate share of the ipsilateral projections. The descending corticospinal pro-
jections are known to have greater input to distal cervical motor neurons compared 
to proximal cervical motor neurons (Palmer and Ashby 1992; Porter and Lemon 
1993; McKiernan et al. 1998; Turton and Lemon 1999). Quantitative data have 
shown the existence of greater strength deficits in the more distal versus the more 
proximal upper extremity regions in people with chronic hemiparesis (Colebatch 
and Gandevia 1989). This may play out during the recovery process after a stroke or 
lesion of the upper motor neurons, where the prognosis for recovery is substantially 
improved for the proximal or axial body regions (see review by Coupar et al. 2012). 
Moreover, the recovery of movement in the proximal body regions occurs first in 
this process and with more distal aspects of the extremities recovering later, if this 
is to be the case.

Lesion of the upper motor neuron, descending from the motor cortex, is char-
acterized initially by weakness or paresis of the muscle group often followed by 
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some spasticity or dystonia. These features are useful in the diagnosis of the brain 
disorder in the form of hard neurological signs corresponding to the lesion location. 
But, more often than not these present in milder versions within individuals present-
ing as essentially normal but with relevant motor features that are “soft signs” for 
mild brain dysfunction. Included here might be the stress-related disorders like that 
with social anxiety and depression (Everhart et al. 2002; Crews et al. 1995) or with 
affective disorders like hostility or the posttraumatic disorders (Rhodes et al. 2013; 
Demaree et al. 2002) or even with childhood learning disability (Huntzinger and 
Harrison 1992) and childhood depression (Emerson et al. 2005). For example, with 
diminished right frontal capacity in hostile, violence-prone individuals, increased 
left-hand flexor strength was found in comparison with other right-handed men. 
Moreover, facial dystonia was predicted in high hostile, violence-prone individuals 
based on this theoretical position. When electromyographic recordings were taken 
over the masseter muscle, facial dystonia was confirmed, which was significantly 
greater over the left hemiface (Rhodes et al. 2013; Herridge et al. 1997). However, 
bilateral facial dystonia was significant in these comparisons (see Fig. 9.5).

Extrapyramidal Motor System

The second system appreciated here is the extrapyramidal motor system, which 
consists of the basal ganglia, the substantia nigra, and the gamma motor neurons. 
The gamma motor neurons eventually exit the spinal cord in the peripheral so-
matic nerve. The extrapyramidal system is largely dopaminergic and pathology 
here is commonly associated with Parkinson’s syndrome in clinical neuroscience 
research. There exists cerebral asymmetry for dopamine with lateralization to the 
left hemisphere (e.g., Glick et al. 1982). Onset of Parkinson’s syndrome with rest-
ing tremor at the right hemibody is more strongly associated with the apathetic, 
amotivational features with behavioral slowing and diminished positive emotion 
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or low self-esteem. David Gilley (Gilley et al. 1995) found depression to be more 
severe in Parkinson’s dementia in comparison with cortical and subcortical vascular 
dementias. Depression is more strongly linked to dysfunction or deactivation at the 
head of the caudate within the left frontal lobe.

Other neurocognitive and emotional relationships have been described for ac-
tivity within these systems, including relatively diminished size of the left medial 
frontal lobe at the cingulate gyrus (decreased capacity inferred), where pervasive 
worry, fearfulness in the face of uncertainty, shyness with strangers, and pervasive 
fatigue have been reported (Pujol et al. 2002). Also, Somerville et al. (2013) found 
these brain systems to be differentially involved in preoccupation with social evalu-
ation. Child, adolescent, and adult participants viewed cues indicating that a record-
ing camera was either off, warming up, or projecting their image to a peer during 
the acquisition of behavioral, autonomic, and neural-response (functional magnetic 
resonance imaging; fMRI) data. The belief that a peer was watching was sufficient 
to induce “self-conscious emotion” that was heightened in the adolescent group. 
fMRI findings supported the engagement of the medial prefrontal cortex (MPFC) 
and the striatum within the left hemisphere. The researchers conclude that these 
brain systems are critical to socioaffective processes in which social-evaluation 
contexts influence arousal. Regardless, the task at this point is to focus on the motor 
components of these extrapyramidal and largely dopaminergic structures.

My first experiment as an undergraduate under the tutelage of Gordon Hodge, 
involved the placement of a unilateral radiofrequency lesion in the pars compacta of 
the substantia nigra in rats (also see Hodge and Butcher 1980). This lesion resulted 
in unilateral hyperkinesis with rotational activity counts in the rats. Subsequently, 
I administered one or another of the dopaminergic agonists d-amphetamine (dex-
troamphetamine), Cylert (pemoline), or Ritalin (methylphenidate), resulting in an 
amelioration of the rotational behavior and rats that ran more normally rather than 
in a rotational fashion. Lesion within the extrapyramidal motor system, though, is 
more commonly associated with resting tremor and perhaps tardive dyskinesia in 
a more advanced state (e.g., Casey 1991). Choreiform movements, torticollis, tics, 
and oddly formed sequential movements are common with problems in this system. 
These appear, even to the patient, to be “intentional.” And, they are, as intention or 
desire appears to be the overriding function of these frontal lobe, executive brain 
systems (see Damasio et al. 2012).

Just as the upper motor neurons of the pyramidal motor system eventually syn-
apse onto the lower motor neurons or alpha motor neurons, the extrapyramidal mo-
tor system exerts its regulatory control through the lower gamma motor neuron. 
The gamma motor neuron regulates the tone or contraction of the intrafusal muscle 
fibers (see Willis and Coggeshall 2004), which run in parallel with the extrafusal 
muscle fibers. The extrafusal muscle fibers are innervated by the alpha motor neu-
ron. It may help the reader now to know a bit more about these muscle types in order 
to appreciate the differential influences of these interdependent systems.

Three basic categories or muscle types include striate or skeletal muscle, cardiac 
muscle, and syncytial or smooth muscle. Cardiac and smooth muscle fibers do not 
require neural innervations to contract, the only thing that a muscle can do. Striate 
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muscles are arranged in an oppositional system in order to move bones. These op-
positional muscles are antagonists, whereas muscles that work synergistically to 
move the skeleton in one direction are agonists. Extrafusal striate muscle fibers are 
connected at each end to bone. This arrangement allows for movement of the bone 
in one direction with contraction, whereas the antagonistic muscles move the bone 
in the opposite direction with contraction. This allows for flexion and extension of 
that body part or limb. In a normal system, there is a proportional balance between 
these muscle groups. Lesion of upper motor neurons alter this balance resulting 
in antigravity posturing with flexor synergy in the upper extremities and extensor 
synergy in the lower extremities.

Intrafusal muscle fibers function as stretch detectors for skeletal muscles. The 
anatomy of these muscle fibers differs from the extrafusal fibers, in that they are ar-
ranged in parallel with the skeletal muscle fibers via attachment at one end to bone 
and at the other end to the extrafusal muscle fibers. This arrangement is ideal for the 
detection of stretch in the skeletal muscles and for adjusting muscle tone through 
the extrapyramidal motor system. The extrapyramidal motor system allows for the 
adjustment or fine-tuning of the stretch receptors via contraction of the intrafusal fi-
bers. The tighter the intrafusal muscle fiber, the more sensitive it is to stretch within 
the skeletal muscle. In a normal person, there is an alternation among the extensor 
and flexor muscles. The gamma motor neurons and the intrafusal muscle fibers 
provide for regulation of this alternating tone. If the system is sloppy or poorly regu-
lated as may occur with damage to the extrapyramidal motor system, then tremor 
or the oscillating contractions of the flexor and extensor muscles may become more 
apparent. This, by definition, is a resting tremor, where the limb moves further in 
one direction or the other before the stretch receptors activate and trigger the oppo-
sitional muscle group. We might visualize this system in the lower extremities with 
excessive alcohol consumption, where the inebriated person leans too far forward 
prior to detecting and responding to the stretch with contraction of the oppositional 
muscle group, for example.

Figure 9.6 shows the basic anatomy of a nuclear bag-type intrafusal muscle fiber. 
Slight stretch appears to be detected first at the myotube ending with activation of 

Fig. 9.6  The nuclear bag-
type intrafusal muscle fiber 
attached to bone at one end 
and to the extrafusal muscle 
fiber at the other end
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the flower spray receptors. Stronger stretch will be detected by activation or irrita-
tion of the 1A annulospiral endings wrapped around the nuclear bag. But in condi-
tions of extreme stretch, the Golgi tendon organ (GTO) located in the muscle tendon 
may activate to prevent the muscle from being torn from the bone. The response to 
activation of the flower-spray endings in the myotube and to activation of the 1A 
annulospiral endings in the nuclear bag is to trigger reflex contraction of that skel-
etal muscle to oppose the stretch. This occurs with reflex relaxation or inhibition of 
the antagonistic muscle group (see Willis and Coggeshall 2004). In contrast to this 
system, activation of the GTO normally signals an end to the attempt to increase 
resistance to mild or moderate stretch. Instead, with extreme stretch and with the 
muscle now at risk of tearing from the bone, the GTO results in reflex relaxation of 
the muscle giving way to the stressor and saving the muscle and tendon from dam-
age. This is accomplished through synaptic contact onto Renshaw or internuncial 
neurons providing for reflex inhibition with gamma-aminobutyric acid (GABA).

These reflexes are largely under the involuntary control of the extrapyramidal 
motor system. With the exception of situations where this system has been damaged 
(e.g., Parkinson’s disease) or perhaps deactivated through drugs or alcohol con-
sumption, the extrapyramidal motor system provides for stable muscular responses 
to fine stretch. With lesion or deactivation, the extent of stretch required for activa-
tion is increased resulting in sloppy responses or tremor at rest. But, the reflexes 
protecting the muscle and tendon from strong injurious stretching and tearing may 
be overridden by intentional activation of efferent fiber pathways from the motor 
cortex. One all-American college athlete overrode these protective reflexes with his 
enormous bicep muscle now sitting unattached at one end and curled up on top of 
his shoulder. Fortunately, the team had access to an excellent sports injury physi-
cian, surgeon, and trainer. He was well enough to return to the field shortly with the 
insertion of a nylon screw to anchor the tendon back into the bone. Later, he would 
succeed in his dream to play professional football and to play it well.

The extrapyramidal motor system provides for variable sensitivity to muscle 
stretch, allowing for reflexive control over much of our posture. But, this variable 
sensitivity to muscle stretch is broad based as a component of all of our skeletal 
muscles. This means that variation in sensitivity may underlie a resting tremor in 
the hand, the face, or even the vocal motor apparatus. One less reflective graduate 
student failed to appreciate her neuroscience background and training after speak-
ing with one of her faculty members. Her attributions toward this gentleman were 
that he was intimidated by her and that he was “anxious” in her presence. Instead, 
this gentleman had gracefully managed an essential resting tremor for several years. 
Regardless, her attributions provide a reasonable platform for a research investiga-
tion on components of anxiety or anxiety-related behaviors involving the extrapy-
ramidal motor system, including the substantia nigra and the basal ganglia (caudate, 
putamen, and globus pallidus). The expression of facial affect and affective intona-
tion in speech, as with a subcortical expressive dysprosodia or dysphasia, would 
be altered and unreliable without smooth transitions from one motor praxicon or 
postural position to another. Moreover, since these systems moderate the expres-
sion of the intentional motor system, the intent would appear to be more stilted or 
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less dynamically responsive (e.g., masked faces in Parkinson’s disease) and to lack 
flexibility from one affective transition to another.

A faulty basal ganglia and especially dysfunction within the head of the caudate 
nucleus, is reminiscent of a faulty transmission in an old car. Instead of making a 
smooth transition from one gear to the next, this transmission jerks with erratic 
movements that rendered the occupants of the car subject to the humor of any on-
lookers! This is part of the neuropsychological evaluation of the extrapyramidal and 
the pyramidal motor systems using passive range of motion techniques. By holding 
the patient’s bicep muscle or hamstring for the lower extremity, and carefully rang-
ing the limb to and fro while the patient attempts to relax the limb, the examiner 
may be able to detect antigravity synergy from an upper motor neuron lesion with 
antigravity dystonia. With extrapyramidal motor dysfunction, though, the transition 
in smooth ranging of the extremity may be interrupted with notching or intermittent 
jerks.

In contrast, dysfunction of the frontocerebellar system may result in tremor of 
intent or dysmetria in the volitional movement of one or another extremity. This is 
more common with the cerebellar lesion, which may be accompanied by truncal 
ataxia and alterations in the processing of one or more cranial nerves due to the 
proximity of these brain-stem structures. The patient with cerebellar or frontocer-
ebellar dysfunction may present as clumsy or discoordinated and this may become 
the primary rehabilitation goal as the discoordination may be a safety issue and 
increase the risk for falls. Cerebellar lesions at either the left or the right brain 
stem often mimic dysfunction within the ipsilateral frontal lobe (e.g., Heilman et al. 
2012). This more commonly presents with organizational sequencing deficits and 
perseverative errors typically resulting from deactivation or lesion to the ipsilateral 
frontal lobe.

Jackson (1874, 1958) appreciated this relationship early on in his discussion of 
the organization and reorganization of function across each level of the nervous 
system. Schmahmann (2004) also appreciated this relationship in discussion of dis-
orders of the cerebellum including ataxia, dysmetria of thought, and the “cerebellar 
cognitive affective syndrome.” But, these systems are also involved in more basic 
functions, including the regulation of respiration and such. A patient with damage 
to the right frontocerebellar system may evidence dyspnea on exertion secondary 
to poorly organized respiratory reflexes and poorly regulated sympathetic nervous 
system activation. This patient may develop dyspnea secondary to a right frontal 
stressor as might be implemented through a negative affective challenge or even 
constructional or visuospatial challenges. Under more significant stress, the affec-
tive display may be unbridled or more substantially deregulated producing a vital 
state as with a panic or rage episode.

One example may be provided by a young man under his parents’ care following 
two right frontal cerebrovascular accidents and a right frontal mass accompanied 
by dyspnea on exertion and/or on negative emotional stress. The physician had 
prescribed a continuous positive airway pressure (CPAP) apparatus, which seemed 
to aggravate the man with control issues and an inability to sleep with the machine 
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over his face. The young man experienced panic symptoms, where this device 
might be helpful to many but where it appeared to be a bit beyond his ability to 
benefit from the intervention. The parents advocated for their son’s right to a choice 
in the matter, whereas the physician referenced concerns for abuse and neglect with 
potential legal ramifications. These differing perspectives led ultimately to a con-
flict of action between the physician and the family, whereas they shared the same 
goals at a broader level.
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Thalamic Syndromes

Each sensory modality, with the exception of olfaction, travels from its receptors 
via tracts to the thalamic nuclei within each brain (Powell et al. 1965; Price 1973). 
From here, information is relayed on to the primary cortical projection area for each 
modality via the thalamic radiations. It follows that a thalamic stroke may present 
with vague, ill-defined sensory complaints that are initially somewhat hard to nail 
down and which may fluctuate or wax and wane over time. But the hallucinations 
derived from altered activation of the thalamic nuclei may be multimodal, corre-
sponding with the very close proximity across systems with vision at the lateral ge-
niculate (LG) nucleus, audition at the medial geniculate (MG) nucleus, somesthesis 
at the ventral posterior lateral (VPL) nucleus, and with motor fibers from the motor 
cortex projecting to the ventral lateral (VL) nucleus of the thalamus (see Fig. 10.1).

Olfactory information reaches the olfactory cortex without a thalamic relay. 
However, the thalamus may still play a significant role in olfaction. Sela and col-
leagues (Sela et al. 2009), for example, tested olfactory function in patients with 
unilateral focal thalamic lesions and in age-matched healthy controls. Thalamic le-
sions did not significantly influence olfactory detection but did significantly impair 
olfactory identification evident in perceptual measures, as well as in their sniffing 
patterns. Healthy participants modulated their sniffs in accordance with the content 
of the odor, whereas thalamic patients did not. Also, right thalamic lesions altered 
olfactory hedonics by reducing the intensity of pleasant odors. Of interest here was 
that this shift in pleasantness was apparent in the auditory control. The authors con-
clude that the thalamus plays a significant role in human olfaction even though it is 
outside of the projection pathways from the olfactory bulb to the cortex.

One patient with thalamic lesions (see Fig. 10.2) presented with a waxing and 
waning of symptoms with extreme pain (thalamic pain syndrome) and disturbance 
across sensory modalities at the left hemibody and left hemispace. The waxing and 
waning of her symptoms occurred daily, and often on an hourly basis. Following 
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her thalamic stroke, she began experiencing cross-modal hallucinations, which dif-
fered in the emotional content at the left and right hemibody and hemispace. She 
provided vivid and consistent reports of the right-sided hallucinations as consisting 
of “college age boys in colorful Hawaiian shirts” who “are too happy and talk too 
much.” She reported that these interesting and enjoyable boys are very “energetic.” 
She called them “the he-haw boys,” and reported that she could hear them talking 
and that she enjoyed listening to their conversations. She remarked on their funny 
hairstyles, describing them as “sort of kinky.”

The left-sided hallucinations were described as “men in black religious clothing 
that make no noises.” She called them “the eye drillers” and stated that “they look 
a hole right through you!” She provided vivid drawings of the hallucinations that 
accentuated the positive and negative associations she had with each hallucination 
(Fig. 10.3). Within the somatosensory modality, she reported pain and numbness at 
the left hemibody, especially the left hand and foot. She reported a cold dysesthesia 

Fig. 10.2  Images depicting 
thalamic infarct in a patient 
with bilateral and multimodal 
formesthesias. (Reprinted by 
permission from Cognitive 
Neuropsychiatry, 12 (5), 
422–436 (2007). http://www.
tandfonline.com)
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at the left hemibody, and this was accompanied by altered circulation at that extrem-
ity with her left-sided body temperature colder in comparison with that at the right 
(Mollet et al. 2007).

It is important to note that the term hallucination may no longer be a valid label 
as it was derived from an era substantially devoid of the scientific understanding of 
functional nervous systems. These events are commonly viewed by the layperson 
as reflecting “craziness” or “feeble mindedness” or “mental problems” or, even 
worse, a “nervous breakdown.” With improved understanding of brain function, we 
can now appreciate the localization value of these events and the optimism that they 
provide us in demonstrating that the cells critical for processing forms within one or 
another sensory modality in the brain are alive. Indeed, they are likely overly active 
or disinhibited with recovery yielding improved dampening or inhibition of the ac-
tivation and more regular oscillation patterns within these neural and glial networks.

It may be useful for the reader to appreciate that the primary technique used 
within neuroscience and neuropsychology to decompensate these brain regions and 
to elicit/induce the formesthesia (hallucination) is to activate that sensory system 
through oscillation. Rhythmic stimulation is present in many forms within the en-
vironment. In a similar fashion, the brain consists of neural networks dominated by 
rhythmic electrical activity (Adrian and Matthews 1934) recorded using an elec-
troencephalogram. These periodicities represent oscillations in neuronal excitabil-
ity (e.g., Lindsley 1952), and neural entrainment to extraneous sensory conditions 
has been established in normal brains (e.g., Mathewson et al. 2012). In the case of 
neuropathology, the neural networks may acquire altered sensitivity to oscillating 
events, and these may convey in the form of overactivation with hallucinations. For 
example, for a somatosensory formesthesia originating at the left hemibody (e.g., 
“snakes are biting my leg”) oscillation of that body part might increase the probabil-
ity of the occurrence of the perceptual event. For an auditory paracusia that consists 
of hearing voices within the right hemispace, rapid oscillation of auditory speech 
sounds stress the tissue proximal to Wernicke’s area in the left brain. For the evoca-

Fig. 10.3  The patient’s own 
drawings of her formesthe-
sias within the left and right 
hemispace. (Reprinted by 
permission from Cognitive 
Neuropsychiatry, 12(5), 
422–436 (2007). http://www.
tandfonline.com)
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tion of visual formesthesia, a flashing light or strobe at the contralateral visual field 
may be sufficient. Vestibular disturbances may be overtly activated by visuomotor 
and/or postural oscillations, for example.

One thalamic patient would decompensate with affective episodes where sad 
thoughts were followed by the sensation of the sounds of snakes at the left side and 
the sensation of snakes on his left hemibody. He would then see the snakes at the 
left and feel them biting with substantial fear or panic behavior and sympathetic 
nervous system tone. With environmental or contextual therapies concurrent with 
nutritional management and medication, he eventually made it a full year without 
an episode. At that point, he went for a follow-up medical evaluation out of town 
and stayed in a motel with a swimming pool. His wife described his decompensa-
tion with exposure to the oscillating shimmer of the water in the pool and her horror 
as he sank to the bottom of the pool. Fortunately, she was an athlete and a strong 
swimmer and was able to pull him back up to the surface where she restored his 
respiratory function and calmed his heart.

Another man with left temporal lobe seizure activity would decompensate to 
the therapist’s oscillating logical linguistic or propositional speech during conver-
sation. Entering the rehabilitation center’s therapy rooms, from his quiet hospital 
room in the morning, would precipitate a receptive dysphasia with word salad and 
meaningless content or jargon concurrent with the onset of hearing voices within 
the right hemispace (auditory paracusia). Treatment was initiated to use minimal 
speech when possible, longer interspeech intervals, a quiet environment, and non-
verbal methods of communication. The environmental context was relevant in his 
room with contraindications for auditory stressors emanating from the television 
and the hallway. Interestingly, individuals diagnosed with schizophrenia originat-
ing from left cerebral pathology may be recurrent visitors to social settings, which 
may decompensate them, as visible to others, through their conversations with indi-
viduals who are not present and perhaps with gelastic content or responses. Those 
experiencing hallucinations originating within right posterior cerebral systems may 
avoid people, if possible, and be somewhat more guarded or paranoid in their social 
responses, perhaps.

Thalamic Pain Syndrome

Individuals with thalamic lesions or pathology proximal to the thalamus and deeper 
limbic structures may present with vague and multimodal sensory complaints along 
with intolerable pain. Behavioral and clinical data indicate that pain is differentially 
perceived across the two sides of the body, and several neuroimaging studies have 
provided evidence for lateralization of pain to the right hemisphere (Symonds et al. 
2006). Evidence for the lateralization of pain exists despite neuroimaging evidence 
for a widespread “pain matrix” distributed across the bilateral cerebral hemispheres. 
Thalamic pain syndrome appears more common with right thalamic involvement, 
possibly related to the general specialization of the right brain for pain and for nega-
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tive emotion (see Mollet and Harrison 2006). The individual with this syndrome 
may experience exquisite or intractable pain precipitated by range of the left-sided 
extremity or from light brushing stimuli at the left hemibody. Thalamic features are 
generally confusing for the therapist and for the caregiver as they frequently will 
vary over time and even within session with a waxing and waning feature. The fluc-
tuating course relates to brain-stem disorders more broadly defined where arousal 
systems may be dysfunctional with lowered-arousal and heightened-arousal fluctu-
ations yielding less-than-optimal performance. The reticular formation projections 
through the intralaminar nuclei of the thalamus are part of this arousal system.

Research on thalamic pain syndromes has recently been extended to migraine 
with evidence for retinal projections to the pulvinar and centromedian nuclei of the 
thalamus (Noseda et al. 2010). Brain-mapping evidence was found for direct optic 
nerve pulvinar connections using diffusion magnetic resonance (MR) tractography 
(Maleki et al. 2012). The presence of this pathway has implications for photophobia, 
a somewhat common multimodal phenomena linking pain with ambient lighting 
level. The pulvinar receives trigeminal pain-sensitive neurons innervating vascular 
and dural structures, providing a link between sensory modalities critical for whole-
body allodynia (Burstein et al. 2010). This term is relevant here in the cross-modal 
joining of pain to a stimulus which does not normally provoke or exacerbate pain 
(see Merskey and Bogduk 1994) and, in this example, potentially excruciating pain 
subsequent to incremental activation of the visual system with bright light. This 
visual pathway is not one that is directly involved in perceptual acuity, in contrast 
with the perceptual projections from the retina to the lateral geniculate nucleus of 
the thalamus and on to the occipital cortex.

For the therapist or caregiver, the symptoms of thalamic pain may occur against 
a background of vague multimodal complaints that vary over time. It may help to 
recall that the topographic arrangements of the sensory and motor projections are 
maintained as they traverse through the thalamic nuclei. This arrangement, with 
diverse sensory and motor systems in very close proximity, may result in confusing 
symptoms where the pain or other sensory complaint seems to move or to appear 
at different parts of the body over time. Moreover, the sensory system involved in 
the complaint may fluctuate from session to session or even within session. This 
inconsistency or uncertainty of location, along with the fluctuating intensity and 
modality of the complaint, may lead to erroneous conclusions that the disorder is 
feigned or “psychological.”

Negative affective formesthesia and dysesthesia appear to be common with tha-
lamic involvement within the right hemisphere and brain-stem systems. Qualitative 
complaints and extreme negative affect may present with thalamic pain, and these 
may occur without the presence of a peripheral pain origin. Treatment may defy 
the traditional approaches to pain management. The therapist or caregiver might 
appreciate the shared functional features of these right brain systems and work to 
manage them more broadly to promote improved adjustment in this person. This 
might include efforts to minimize exposure to those events which activate the right 
thalamic region and posterior cerebral systems. The patient may benefit from efforts 
to minimize exposure to provocative negative affect events. Efforts to minimize 
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perceived external control within the setting may be helpful, along with the provi-
sion of options and choices in activities and in their care management.

The brain is sensitive to oscillating events, which are influential within the 
arousal systems and at higher cortical levels. Thus, the therapist and caregiver might 
implement cautions for oscillating events within each sensory modality and espe-
cially at the left hemibody/hemispace. This may include ranging the left hemibody 
or exertional therapies at the left side. The distinction among therapeutic interven-
tions and effort to maximize the patient’s functions are important here as therapy 
would involve developing improved tolerance to these activities. One woman with 
thalamic pain syndrome after a large right middle cerebral artery distribution cere-
brovascular accident had episodic left-sided visceral pain and an expressed urgency 
for a bowel movement. The pain was also perceived to be emanating from the left 
upper extremity concurrent with her left hemiplegia. Therapists implemented a 
transcutaneous electrical nerve stimulation (TENS) unit for electrical activation of 
these muscles. However, the stimulation produced oscillating left upper extremity 
movements along with a profound upper gastrointestinal pain, which was perceived 
as an impending bowel movement. Subsequent to replicating this phenomenon, the 
therapists came to appreciate that the oscillating stimulation at the left hemibody re-
quired caution for seizure activation and potentially within the insular region receiv-
ing gastrointestinal projections. Perhaps relevant to this clinical case is evidence of 
right amygdala activation seen in an functional magnetic resonance imaging (fMRI) 
study in response to painful visceral (gastric) stimulation (Lu et al. 2004).

Thalamic pain more commonly presents at the left hemibody and sometimes 
with a qualitative description by the patient as sickening or intolerable. The emo-
tional overlay may be dramatic and typically is consistent with the affective va-
lences processed by the right brain, with anger, fear, and sadness depending on 
the functional systems affected (see Heilman and Valenstein 2012). The clinical 
features of the thalamic pain patient appear primitive. The tendency for the pain to 
travel or float across body regions combined with vague multimodal sensory com-
plaints make this disorder difficult to diagnose and to treat. Common attributions to-
ward these individuals, even by otherwise well-informed health-care professionals, 
include impressions that the disorder is “psychological” or hysterical in nature as 
with a conversion reaction or somatoform disorder. Appreciation of the anatomical 
proximity of pain to the other somatic senses may help as we appreciate that a light 
brushing stimulus on the body or efforts to range an extremity or the application of 
even mild temperature variance may yield recruitment in this system and aggravate 
or even decompensate the patient with a thalamic pain syndrome. This may be more 
pronounced if the dysfunction extends to the right amygdala, specialized for kin-
dling and recruitment or the perpetual activation of the negative stimulus trace (e.g., 
Goddard and Douglas 1975).

It may be important to understand that the right brain is neither logical nor verbal 
in its fundamental mechanisms of perception and expression. To ask the question 
verbally or linguistically is to talk to the left brain, which may have no real clue to 
the disturbance (e.g., with lesion to the corpus callosum). Thus, the clues originat-
ing from the patient afflicted with these events are more characteristically nonverbal 
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and may be expressed in directional gaze and through facial expressions as might 
denote fear or apprehension. Behavioral features, including agitation or psychiatric 
interventions with the administration of Haldol or Ativan, may be the initial clue to 
initiate a more thorough evaluation and to develop an improved approach with the 
individual suffering from these disorders.

Thalamic Sleep Syndrome: Stage 2 Sleep Disorder

Thalamic sleep disorder appears to be more commonly associated with the patient 
presenting, initially after stroke or injury, as hypoaroused and seemingly unable to 
awaken fully within the therapy or rehabilitation setting. The therapist and caregiv-
ers may describe the patient as “always sleeping,” whereas the patient may fail to 
appreciate their sleep in the sense that it has been inadequate in providing the ful-
fillment of their needs or demands for rest and restoration. Thalamic sleep disorder 
may result from any injury or metabolic alteration, including changes within the 
dorsomedial thalamus. This might result from a stroke within the thalamoperfo-
rating artery, for example. The role of the dorsomedial thalamic region includes 
the promotion or generation of high-voltage sleep spindles (see Peter-Derex et al. 
2012) within the electroencephalographic record. This defines stage 2 sleep, which 
provides for a transition from cortical desynchrony in high states of arousal to one 
eventually consisting of cortical synchrony with the occurrence and prominence of 
delta waves within the sleep record.

The individual with an acute/subacute thalamic syndrome may be unable to tran-
sition from light stage 1 sleep to the deeper and restorative episodes of sleep stages 
3 and 4. An individual awakened from stage 1 sleep will typically deny that they 
had been asleep as this stage varies only somewhat from a state of drowsy wakeful-
ness (stage W; see NINDS 2007; Niedermeyer 2011). The inference to be drawn 
here may be that the patient does not appreciate their sleep and that they are un-
able to process deep and restorative sleep stages necessary for a feeling of rest and 
well-being. One consideration here for the physician involved with this patient’s 
care might be to avoid the demands that the patient be more awake or aroused for 
participation in therapies, which might involve consideration of central nervous 
system stimulants. Instead, this thalamic region is under the inhibitory control of 
the reticular activating system, which is regulated by the raphe. Promotion of the 
indolamines as with facilitation of the serotonergic systems through the raphe may 
promote inhibition of the reticular formation allowing the thalamic systems to drive 
cortical synchrony for deep sleep transition. This may seem a bit contraindicated 
with a chronically sleepy patient, whereas there are multiple approaches available 
in this oscillating sleep system. For the caregiver, the system might be promoted 
through tryptophan within the bloodstream from consumption of turkey, if this is 
appropriate from your discussions with your health-care professional. Regardless, 
additional research is needed to provide clarity to this area.
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Hypothalamic Syndromes

The hypothalamus is a region of the brain involved in the mediation of an immense 
number of bodily functions. It is located at the base of the brain below the thalamic 
nuclei and proximal to the third ventricle. Lemaire et al. (2011) used in vivo dif-
fusion tensor imaging tractography to explore the macroscopic white matter con-
nectivity of the human hypothalamus. The researchers mapped the connectivity of 
six hypothalamic compartments in human participants according to hemisphere and 
region and concluded that the analyses, by subject, revealed tangible evidence for 
lateralization of the connections and a rightward hemispheric frontal connectivity 
of the preoptic, anteroventral, and lateral compartments. The authors report exten-
sive white matter connectivity of the preoptic, anteroventral, lateral, and posterior 
compartments of the hypothalamus with the cortex and, in particular, with the right 
frontal lobe. Notably, the anteroventral compartment connects particularly with the 
prefrontal cortex, implicating this region for regulatory control over hypothalamic 
responses.

The pituitary gland or hypophysis extends out and down from the hypothalamus 
into the sella turcica (Turkish saddle)—a basal skull depression. The pituitary is 
richly vascularized providing for a most unique interface between the brain and the 
blood supply, where the blood–brain barrier is minimal allowing for communica-
tion to and from distal organs. In essence, the hypothalamus is a visceral effer-
ent structure for distal influences across the body. Visceral regulatory control over 
this structure is largely derived from the medial prefrontal cortex (Öngür and Price 
2000; Lemaire et al. 2011). It receives afferent information essential for temperature 
regulation and control of blood concentrations affected by diet with food and water 
intake. This system provides for the primary regulatory control of the hormone 
system regulated by descending fibers from the medial orbitofrontal region. Fig-
ure 10.4 provides a look at the location of the hypothalamus at the base of the brain.

The complexity of this system and the many hypothalamic syndromes are well 
beyond the scope of these writings (e.g., see Lemaire et al. 2011). But a few select 

Fig. 10.4  An image of the 
diencephalon showing the 
location of the hypothalamus 
on the midline
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features are worth discussing here and foremost among these are the ventromedial 
hypothalamic ( VMH) syndrome and the lateral hypothalamic syndrome. One of the 
primary areas of interest for eating or food consumption is the VMH region. Deac-
tivation or lesion herein may result in the classic VMH syndrome featuring altera-
tion of food intake and a loss of dietary regulatory control. VMH lesion may result 
in hyperphagia (Anand and Brobeck 1951; Anand et al. 1955) and the subsequent 
development of obesity. Students’ reactions to rats that had undergone VMH lesions 
were remarkable. The level of obesity was most significant as the housing cage was 
now inadequate for these animals! From the localizationist perspective, the VMH 
was identified early on as the “satiety center” as the lesion seemed to render the 
animal insatiable. But, in humans with an insatiable eating syndrome where a VMH 
lesion was suspected, behavioral alterations may result which might, otherwise, be 
attributed to right frontal lobe dysfunction, including perseverative eating behavior. 
Frustrated nursing staff may attempt to implement behavioral therapy interventions 
more commonly using “response prevention techniques.” These techniques have 
not been effective with the patients that I have served thus far. Figure 10.5 provides 
a look at the pituitary gland extending directly below the hypothalamus and its in-
terface with the rich vascular supply surrounding the pituitary stalk.

In some cases, the staff member is adjacent to the patient at mealtime physically 
restricting the upper extremities and, if necessary, the head long enough for the pa-
tient to swallow their food, followed again by release and eating initiation. The eat-
ing behavior may convey left frontal release features with rapid, ballistic, eating be-
havior without termination (e.g., Ruch and Shenkin 1943). These are characteristics 
of inertia disorders resulting from right frontal lobe damage (e.g., Drewe 1975; see 
also Stuss and Benson 1986; see also Damasio et al. 2012). The need for additional 
research on the laterality of this midline structure or of its lateralized regulatory 
control by descending medial prefrontal cortical efferent projections appears obvi-
ous (Öngür and Price 2000). It is also of interest that these patients may be more re-
sponsive to external stimuli or events originating within extrapersonal space, which 
signal to initiate feeding behavior. This includes an apparent increase in response 
to food odors, the site of food, the sound of food being prepared or consumed, and 

Fig. 10.5  The pituitary gland 
provides a rich vascular 
interface with distant organs. 
( Wikipedia, the Free Ency-
clopedia. This work is in the 
public domain in the USA 
because it is a work of the US 
Federal Government under 
the terms of Title 17, Chap. 1, 
Sect. 105 of the US Code)
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even the time expressed by the clock on the wall. Classic research on obesity in 
social psychology revealed a heightened response to external cues (Schacter 1968; 
Wansink et al. 2007), which clearly warrants more research on these systems and 
the potential for lateralized frontal regulatory control for eating.

The medial prefrontal region effects regulatory control over visceral efferents, 
including the hypothalamic regions (Öngür and Price 2000). It is reasonable to pre-
dict that the regions within the right hemisphere activate to threatening stimuli and 
to those events requiring aggressive or predatory behaviors. The need for food and 
the activation of sympathetic responses to promote successful food gathering may 
be relevant here. In contrast, the left brain regions appear specialized for pleasant 
socialization, the consumption and digestion of food (e.g., Holland et al. 2011d), 
and quiescent states. From these existing lines of evidence, one might predict the 
right frontal mediation of food consumption, where diminished capacity would lead 
to ballistic, poorly regulated consumption behaviors, and perseverative eating well 
beyond the point of satiety in that setting. But, we have not yet conducted this 
research in my laboratory. David Cox and Kate Holland have provided initial con-
firmation of the digestive and quiescent processes after food consumption with evi-
dence of left frontal lobe stress and activation using quantitative electroencephalog-
raphy (Cox et al. 2008; Holland et al. 2011b), neuropsychological test performance 
(verbal fluency), and cardiovascular measures (Holland et al. 2011a, d, 2012).

The localizationist may appreciate the role of the lateral hypothalamic region in 
the initiation of feeding and drinking with the early attribution that this is the “feed-
ing center.” Lesion of the lateral hypothalamic nucleus may result in the cessation 
of food intake. The animal with a focal lesion here may present with adipsia (no 
drinking) and aphagia (no eating; Anand and Brobeck 1951; Anand et al. 1955), 
followed by a gradual recovery of water intake or the animal will not survive. The 
patient with dysfunction in this system may be identified initially with elevated 
sodium levels or hypernatremia. For the therapist or caregiver, appreciation of the 
depletion of water intake, and water intake behaviors, may very well be vital for this 
individual. In many health-care settings, the water or beverage is made available for 
consumption, whereas this may well be inadequate care for the maintenance and 
survival of the adipsic and/or anorexic patient.

One severely adipsic patient was closely followed up for over a year within a 
highly supportive head injury facility. Not only did the director and staff of this 
facility appreciate the need for managing the associated frontal lobe disorder in this 
gentleman with a high level of care needs but they also appreciated the requirement 
for monitoring fluid intake and fluid management. This severely adipsic patient 
was fitted with a water pack and solenoid device to deliver a small water bolus, on 
schedule, to his lips. The bolus was quantified by the length of the shaft from the 
solenoid, thus preventing aspiration or choking. Hypovolemia secondary to dehy-
dration may be a right frontal stressor to elevate sympathetic drive for survival and 
to increase activity level along with consumption behaviors. Foundational support 
for this position is established with dehydration elevating angiotensin II, an index 
of sympathetic tone (e.g., Nazarali et al. 1987).
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One of the more exciting areas for research on hypothalamic syndromes is the 
investigation of oxytocin, a neuropeptide produced by the hypothalamus. Oxytocin 
has been implicated in love, empathy, and trust. Psychologists were implement-
ing developmental research techniques in the 1970s, where oxytocin was used to 
promote milk letdown for rat pups. The lactating dam might have milk letdown 
or not within the operant contingencies under investigation. With the additional 
decades of research behind us, researchers are now investigating oxytocin for its 
role in broader constructs that were not easily addressed in the past. Some cursory 
evidence exists in using commercial products available to pacify the family dog. 
Many have used oxytocin successfully, perhaps, as the family dawg was somewhat 
aggressive around the house, for example, with many adolescent males around. But, 
with oxytocin administered through a wall outlet, the dog may be more pleasant to 
be around and appear to be less defensive. Rather than defending the nest, he may 
seem to be absorbed in it and comfortable that all is well at his house. Of course, 
these are anthropomorphic musings at best and based on anecdotal evidence. In-
deed, some evidence exists for oxytocin increasing defensive or aggressive behav-
ior (Hahn-Holbrook et al. 2011).

Oxytocin is more commonly known for its role in childbirth, as its release allows 
for uterine contractions facilitating delivery. I remember the birth of my sons. They 
were clearly ugly and covered with stuff that I prefer not to describe here. But after 
many hours of labor and eventually nursing, these babies were beautiful! Oxytocin 
plays an important role in breast-feeding with milk letdown from the mammary 
glands (see Longo et al. 2012). Oxytocin release may be triggered by sounds of the 
baby’s cry or even of other’s babies. These reflexes again appear to be under frontal 
lobe regulatory control with elevations in anxiety or stress disrupting the nursing 
process and aggravating the mother’s efforts often in a circular fashion. This initial 
socialization with contact comfort has a long history in psychology in the develop-
ment of trust and the establishment of love or emotional bonds (e.g., Harlow 1962).

In a recent review of the effects of oxytocin on social interactions, the authors 
described it as “the peptide that binds,” referring to its powerful role in the forma-
tion of relationships (MacDonald and MacDonald 2010). Not only does oxytocin 
increase trust in humans (Kosfeld et al. 2005) but it has also been linked to autism 
with lowered levels in autistic individuals (Modahl et al. 1998). Others (Hollander 
et al. 2003) have found reductions in repetitive behaviors in adults with autistic and 
Asperger’s disorders with oxytocin infusion.

Moreover, Naber et al. (2012) provide a double-blind, placebo-controlled, with-
in-subject experiment on the effects of parenting styles and hostility with intranasal 
administration of oxytocin to fathers of children with autism spectrum disorders. 
Fathers with their typically developing toddler ( n = 18), and fathers of toddlers diag-
nosed with autism spectrum disorder ( n = 14), were observed in two play sessions of 
15 min each with an intervening period of 1 week. The authors conclude that, in all 
fathers, oxytocin elevated the quality of paternal sensitive play. They found that the 
fathers stimulated their child in a more optimal way, and they showed less hostility, 
with incremental gains in paternal sensitive play irrespective of the clinical status 
of their child. Still others have found reliable effects of oxytocin levels in moles, 
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where monogamy was predicted by elevated numbers of oxytocin receptors and 
where sexual promiscuity was found with lowered levels (Inset and Shapiro 1992).

The hypothalamus plays an important role in sexual preferences. For example, 
Savic et al. (2005, 2006) used positron emission tomography to evaluate the hypo-
thalamic response to common odors or pheromones. The scent of testosterone in 
male sweat and the scent of estrogen in female urine were differentially responded 
to as a function of sexual preference. Heterosexual men and homosexual women 
showed hypothalamic responses to estrogen, whereas the hypothalamus of homo-
sexual men and heterosexual women both responded to testosterone. The hypo-
thalamus of all four groups did not respond to the common odors, which instead 
produced a normal olfactory response in the brain.

Although sex differences are frequently ignored in neuroimaging and lesional 
studies, there is ample evidence for their existence and for their importance in neu-
ropsychological research. For example, testosterone is another hormone involved in 
aggressive behavior. The hypothalamus stimulates testosterone production through 
gonadotropin-releasing hormone. This hormone, in turn, causes the production of 
two other hormones—follicle-stimulating hormone and luteinizing hormone—col-
lectively known as gonadotropins. Luteinizing hormone is released into the blood-
stream where it travels to the male testes and triggers the production of testosterone 
from cholesterol. High testosterone levels enhance attention to aggressive stimuli, 
downregulate the interaction between cognitive and emotional brain systems, and 
are associated with dominant aggressive behavior (Dabbs et al. 1995; Dabbs and 
Hargrove 1997). During moral decision making, individuals having high testoster-
one levels are more likely to make utilitarian decisions, especially when doing so 
implies acts of aggression and social cost (Carney and Mason 2010). Testosterone 
is also associated with diminished sensitivity to the affective signals that facilitate 
pursuit of empathic behaviors and choices (van Honk et al. 2005, 2010).
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Dysphasia

One of my favorite activities in April and May each spring is to stand between the 
hives in my apiary and to watch the complex “dance of the honeybee.” Although 
many ascribe “language” strictly to humans, this appears to be a generalization far 
outstretching the data. The 1973 Nobel laureate, Carl von Frisch, described this 
dance in his language hypothesis for this seemingly simple creature. This commu-
nication system, one bee to the others, appears to be effective in the shared localiza-
tion of the nectar source. Also, the navigational and orienting skills of the relatively 
simple honeybee are apparent on exiting the hive where variable size flight loops 
and flight angles through the sunshine seem sufficient to ensure the accuracy of 
their path to the nectar source and their return home to the hive. In humans, we at-
tribute similar functions in the first case to the left hemisphere, whereas navigation 
and orienting in extrapersonal space appear more clearly to be a capability of the 
right cerebral hemisphere (e.g., Heilman et al. 1995; Guariglia and Antonucci 1992; 
Foster et al. 2008; Committeri et al. 2007). “Ape language” is also a term used to 
describe the demonstrations of Washoe, the chimpanzee, and the bonobo Kanzi, to 
access human language through communication devices like signing and lexigrams 
(Gardner and Gardner 1969; Savage-Rumbaugh et al. 1993; see also Gannon 2010).

In humans, we have evidence of at least logical communication sequences be-
ing a function of the left cerebral hemisphere. Indeed, the most commonly used 
indication for a left-brain disorder is consistent with Broca’s assertion (1861) that 
“We speak with the left brain.” Speech disorders of left-brain origin commonly 
involve logical linguistic speech deficits. The basic distinction has been among the 
disorders derived from frontal lobe dysfunction and those derived from temporal 
lobe dysfunction. The distinction has focused on the fundamental constructs of flu-
ency in expression and the comprehension of speech, where left frontal dysfunction 
is related to nonfluent or expressive dysphasia also referred to as Broca’s aphasia. 
A disorder in the comprehension of speech is related to receptive dysphasia also 
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referred to as Wernicke’s aphasia. Broca’s area and Wernicke’s area in the left hemi-
sphere are depicted in Fig. 11.1.

Broca’s area (the inferior frontal operculum) is largely premotor cortex involved 
in the organization, planning, and sequencing of motor movements that will then 
be effected by the motor cortex, the final motor pathway. In this inferior posterior 
frontal region, the upper motor neurons will effect movement with the oral motor 
apparatus involving the tongue, lips, mandible, and other functionally related mus-
cle groups. Broca’s dysphasia presents with nonfluency in expression often with 
articulation errors and phonemic paraphasic errors (e.g., see Hickok and Bellugi 
2000; see Duffau 2012). Dysfunction in this area relates to a diminished intention 
or desire to speak and especially during confrontation conditions under the direct 
observation of another or with imposed time constraints to produce word output.

This reduction in speech initiation or intent to talk appears to be a function of the 
strong interactions of the premotor cortex with the underlying dopaminergic structures 
of the basal ganglia and especially the head of the caudate nucleus (Brunner et al. 1982; 
Draganski et al. 2008; Ford et al. 2013). In contrast, disorganization in the production of 
speech sounds (phonemic and perseverative paraphasic errors) corresponds more with 
dysfunction in processing at the premotor cortical region. President George W. Bush 
provided multiple public examples of halting, hesitant speech with perseverative and 
phonemic paraphasic errors and several videos are readily available online (e.g., George 
W. Bush Stutters Over and Over—YouTube 2011).

The typical speech evaluation addresses the basic constructs as identified in 
Fig. 11.2. The evaluation includes the assessment of speech fluency or generativ-
ity, the reception of speech sounds, the comprehension of speech, consolidation 
of verbal information or memory for speech passages, and speech repetition. The 
evaluation allows for a diagnosis of the frontal lobe speech deficits, which include 
the expressive and the subcortical expressive dysphasias. It allows for the identi-
fication of the temporal lobe speech deficits, which include the receptive and the 
subcortical receptive dysphasias. In addition, the transcortical speech disorders may 
be identified, including the transcortical expressive and the transcortical receptive 

Fig. 11.1  Broca’s and 
Wernicke’s area within the 
left cerebral hemisphere. 
Originally published in Neu-
roanatomical Atlas of Key 
Presurgical and Cognitive 
Eloquent Cortex Regions, 
Faro et al. 2012, p. 970
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dysphasias. Subcortical dysphasia may result following damage to the underlying 
left hemisphere structures, including the basal ganglia, hippocampus, and thalamic 
regions (e.g., Cox and Heilman 2011). The following paragraphs elucidate on the 
characteristic features of these propositional speech disorders.

An expressive dysphasia or nonfluent speech disorder with restricted word 
production under confrontation, with diminished desire or intent to speak or with 
sparse expression, and/or with articulation or stuttering errors may be indicative of 
dysfunction within Broca’s area at the inferior-posterior frontal lobe. But, a subcor-
tical lesion here in Broca’s area may leave simple, over-rehearsed, casual conversa-
tional speech somewhat unaffected. The speech deficit may be more apparent under 
confrontation with demands to produce words under time constraints. This is per-
formed using one or another verbal fluency test, such as the Controlled Oral Word 
Association Test (COWAT; Spreen and Benton 1977; see also Lezak et al. 2012). 
Moreover, the associative strength of the words produced provides evidence for the 
capacity of these brain regions with decreased capacity yielding spreading activa-
tion and less common word production and cognitive associations with expressive 
dysphasia (Foster et al. 2011).

Speech expression is typically effortful with halting, hesitant features and with 
meaningful content consisting of nouns and verbs. The subcortical expressive dys-
phasia results from a lesion impacting the left basal ganglia and especially the head 
of the caudate nucleus, whereas thalamic expressive dysphasia has been reported 
(Cox and Heilman 2011). These systems are intimate to initiation and, when dam-
aged, the patient may require substantial prompts for speech initiation. These sub-
cortical systems are critical to initiation, energy level, and desire to respond, and 
amotivational syndromes may result with the demise, deactivation, or decreased 
metabolic rate of this brain region (see Granacher 2008; Grossman 2002; Hu and 
Harrison 2013b). This is especially the case with medial frontal syndrome with 
damage proximal to the supplementary motor cortex. Greater pathology within this 
later region results in akinetic mutism (e.g., Freemon 1971; Fontaine et al. 2002; 

Fig. 11.2  Basic behavioral 
and anatomical components 
in the evaluation of dysphasia 
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see also Duffau 2012). The patient recovering from akinetic mutism or with milder 
syndromes shows hypokinesis and perhaps low volume, hoarse, whispered speech 
characteristics.

A somewhat atypical variant of pathology within this system might be appreciat-
ed in the history provided by a young man recently graduated from a university’s fi-
nance program with employment opportunities at a major financial institution. Even 
though he had been remarkably successful in managing large capital investment 
funds and in his degree program, he had been painfully aware of an episodic inabil-
ity to express his speech. This problem was evident to him, extending back at least 
to his early middle school years. Even in his sporting activities, he would have these 
episodes along with an inability to throw a ball with his right arm on the baseball 
field. One clue, which might signal an episode, was the onset of difficulties in car-
rying out movements of the face on demand (a buccofacial apraxia) and sometimes 
numbness and immobility of his tongue. He recalls much frustration and embarrass-
ment with these episodes, which went undiagnosed for several years. Eventually, one 
of the doctoral students on the neuropsychology practicum team appreciated that the 
events might be reliably produced on the administration of verbal fluency tests under 
confrontation (e.g., the COWAT). The episodic nature of the events and the neural 
circuitry involved provided for a diagnosis of left temporal lobe seizure disorder with 
supporting evidence from the electroencephalogram record.

Some of the rough clinical guidelines from conversational speech, which may 
indicate fluency deficits, are depicted in Fig. 11.3. The left-sided column provides 
some potential indications for a nonfluent expressive dysphasia, whereas the right-
sided column provides some indications for a fluent receptive or transcortical re-
ceptive dysphasia. Expressive dysphasia features phonemic paraphasic errors (e.g., 
see Duffau 2012) where the wrong phoneme is expressed but where the meaning 
of the statement remains intact. This would be the case by way of example, when 
the statement “I drove the car to the store” is expressed as “I dove the tar to the 
fore.” The meaning remains intact and is conveyed to the listener despite the phone-
mic error(s). The expressive dysphasia may present with perseverative phonemes, 

Fig. 11.3  The fluency  
construct in the evaluation of 
dysphasia
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words, or phrases. Broca’s patient might state his name as “tan, tan, tan, tan, tan” 
with more severe perseverative features reflecting the extensive lesion identified at 
autopsy, which would impact these systems. One patient provides for an example 
as she perseverated on the statement “May I have this dance?” With each statement, 
she would generate increased sympathetic tone, blushing, and facial expressions of 
embarrassment. With increasing frustration, the perseverative statements seemed 
more common or probable, and to her dismay! Broca’s patient Tan, perhaps with 
right hemispheric release, would appear frustrated, with the production of profane 
and vulgar expletives.

Another man injured his left frontal region with a midsagittal commercial bandsaw 
transection, followed immediately by a perpendicular transection proximal to Broca’s 
area. He was expressionless in propositional speech and seemingly quite frustrated by 
his efforts to talk. He became fluent, though, only with anger where he would emit 
fitful and foul language with loud volume. His therapists likened his behavior to that 
of the historical figure Phineas Gage (see Damasio 1994). This man spent much of 
his time alone in a dimly lit room, whereas his family noted his prior appreciation for 
social activities, natural sunlight, and out-of-doors recreational activities.

One hallmark of left frontal dysfunction and an expressive dysphasia may be 
the patients’ apparent awareness of and frustration with their disorder. This may 
relate to self-esteem and to subsequent word production in a negative fashion with 
social interactions providing for more negative encounters and decreasing both 
the enjoyment of the interaction and the probability for seeking additional social 
opportunities. For example, if normal individuals are brought into the laboratory 
and provided a series of failure experiences, the metabolic rate in these left frontal 
brain systems may diminish (see Davidson 2003), with heightened probability of 
the behavioral, emotional, and cognitive deficits previously discussed, including re-
ductions in verbal fluency and negative self appraisal or self-depreciating remarks. 
Other common features which may be identified with an expressive dysphasia are 
depicted in Fig. 11.4. Of course, the extent and severity of dysfunction may vary 
over time both between individuals and within an individual.

Fig. 11.4  Common features 
which may be identified with 
an expressive dysphasia
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Conceptually, the expressive dysphasia is an ideational dyspraxia if the dysfunc-
tional regions involve the premotor cortex and its rich interconnections with the 
basal ganglia. Ideational dyspraxia of the oral motor facial regions is a disorder of 
Luria’s third functional unit essential for the organization, planning, and sequenc-
ing of movement. Impairment in these systems may alter the normal expression of 
speech as an executive function with variation in the smooth transitions from one 
phoneme to the next and from one gestural posture of the oral motor unit to the 
next. Impaired cognitive fluency presents with poor transitions in the verbal basis 
of thought and with inflexibility or rigidity in these processes (e.g., see Gläscher 
et al. 2012). These same systems have been found to be essential in rule-regulated 
speech production underlying grammar, where agrammatical statements might be 
presented but where the meaning remains intact.

Just dorsal to Broca’s area is Exner’s hand area, consisting of the premotor re-
gion regulating, planning, and sequencing right hand movement or ideational praxis 
for the expression of graphics. A lesion in Exner’s area may result in a motor or 
expressive dysgraphia (e.g., see Ardila 2012) and is often concurrent with an ex-
pressive dysphasia. This correlation may result from the anatomical proximity of 
Exner’s area to Broca’s area. Moreover, these areas jointly fall within the distribu-
tion of the left middle cerebral artery, where a stroke within the pre-Rolandic branch 
of this artery may impact both areas, as would a dam on a river affect the flow of 
the river down the stream. The specialization of Exner’s area, within the left brain, 
for graphics and feeding movements at the right hand, is reminiscent of the fiddler 
crab with its tiny right-sided claw used for feeding and with the dramatic and pow-
erful left-sided claw used for fighting and personal defense. Additional research on 
the laterality of Exner’s area in motor graphics as opposed to support of a sheet of 
paper for writing purposes might be useful. These areas differ in laterality indices 
of emotion, including sign language or defensive and aggressive postural gestures 
and displays.

Receptive dysphasia involves impairments in the reception and comprehension 
of speech sounds. This disorder commonly results from dysfunction within the au-
ditory projection area and Wernicke’s area at the superior-posterior temporal region 
in the left hemisphere (e.g., see Hugdahl 2012). But, with more profound impair-
ment such as the larger lesion or its extension more intrusively into Wernicke’s area, 
the patients may be unaware of their speech deficits. They might even attribute any 
perceptual difficulty in communicating to others to flaws in the other person, rather 
than to a substantive deficit within their own language systems.

The diagnostician might initiate a word salad conversation with this person, pro-
viding jargon and incoherent meaningless speech to him or her in an interactive 
discourse. Therapists, family members, and health-care professionals are often sur-
prised to see a patient who can handle very simple over-learned conversations re-
spond in a like manner to totally nonsensical word salad productions as though they 
were meaningful. This word salad conversation might continue unabated other than 
for the time constraints on the assessment. Common features, which may be identi-
fied with a receptive dysphasia, are depicted in Fig. 11.5a. A lesion extending into 
the pathway dorsal to Wernicke’s area may impact the parietal hand region, yielding 
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a receptive dysgraphia and/or ideomotor dyspraxia of the hand (e.g., Hermsdörfer 
et al. 2012; Vingerhoets et al. 2012; see Ardila 2012).

Figure 11.5b shows the effects of a stroke within the posterior branch of the left 
middle cerebral artery in a 72-year-old social activist. She has many visitors to her 
room and actively engages others in social interactions with fluent to hyperfluent 
speech, largely lacking meaning. She responds to “word salad” speech from others 
in a seemingly identical fashion to her response to meaningful speech. She initially 
has many visitors and eventually there is evidence of these and similar verbal stress-
ors resulting in seizures accompanied by verbal hallucinations or paracusia. The 
evaluation reveals associated deficits consistent with Gerstmann’s syndrome. She 
has receptive dysphasia, dyslexia with dysgraphia, dyscalculia, and finger agnosia. 
Her speech consists of anomia with circumlocution errors. The sensory examination 
reveals somatic deficits with tactile finger agnosia and astereognosis. Eventually, 
she had to be shielded from heavy social interactions with a maximum of one per-
son in her room. She was able to benefit from the provision of minimal speech and 

a

b

Fig. 11.5  a Common 
features which may be 
identified with a receptive 
dysphasia. b A social leader 
in her community with “word 
salad” speech and receptive 
dysphasia
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increased interspeech intervals to promote improved comprehension and to mini-
mize seizure inductions. The hallucinations gradually resolved.

Just as the expressive dysphasia originates proximal to Exner’s hand area and 
may convey with a motor dysgraphia, the anatomical basis for a receptive dyspha-
sia may overlay the parietal face and/or hand area. At the parietal facial region, 
the effect may be an ideomotor lingual or facial dyspraxia with poor posturing or 
placement within the oral motor apparatus and/or at the hand. The receptive dys-
graphia in this scenario might convey impoverished content or meaning in the script 
secondary to the temporal lobe disorder and gestural problems in holding the pen 
properly with a parietal lobe dyspraxia. By analogy from the auditory systems of the 
temporal lobe, the parietal dysgraphia might provide a “word salad” of postural or 
gestural arrays with confusion for body parts and positions (e.g., see Ardila 2012).

The subcortical speech disorders allow for functional integrity of the cortical 
speech regions, whereas these regions may fluctuate with variation in arousal or 
activation level. Arousal mediation for these areas is affected with the subcortical 
lesion as might occur with disruption of the thalamic projections of the reticular 
activating system from the brainstem. Such a speech disorder (subcortical) may 
fluctuate over time with a waxing and waning of the symptoms derived from the 
cortical brain regions. A subcortical expressive dysphasia may vary over time with 
integrity of the cortical region, such that one therapist may appreciate nonfluency 
and another therapist might not see it. Alternatively, the dysphasia might be appar-
ent at one moment and not be apparent at the next moment within the session.

Subcortical receptive dysphasia may follow from damage to the hippocampal 
or perihippocampal regions of the left hemisphere. Such a lesion may impact the 
primary memory system essential for the acquisition and consolidation of verbal 
information, as with learning (e.g., Kelley et al. 1998; Fernaeus et al. 2013). These 
subcortical systems, when lesioned, may result in a verbal learning disability or a 
failure to consolidate speech. The therapist will appreciate this as the patient may 
fail to show carryover of the verbally presented instructions and directions from one 
therapy session to the next. These deficits may be confirmed through the assessment 
of verbal learning and memory as with logical memory tests, auditory verbal learn-
ing tests, and related procedures. Performance on these tests might be compared 
with nonverbal learning and memory tests. These assessments would best compare 
the sensory systems and spatial processing advantages over auditory verbal pro-
cessing skills. Although it may be difficult to rely on other than verbally mediated 
therapeutic interventions, this patient may benefit more from the presentation of 
information through the learning systems of the intact right brain.

Therapeutic recommendations might encourage lowered social confrontation 
and verbal linguistic interactions and demands, along with more time involvement 
in preferred independent activities. For some, this might be in the form of animal-
assisted interventions. For others, it might involve caring for a plant or participation 
in independent music therapy interventions accompanied by fewer social demands. 
Social and verbal stress may be elevated at the patient’s level during the recovery 
process. Routine levels of verbally interactive socialization may overwhelm this 
individual early on in the recovery process. This discrepancy may be appreciated in 
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comparison with both their baseline exposure prior to hospitalization and baseline 
speech-processing abilities, which are now diminished.

The person suffering from a subcortical receptive dysphasia, if severe, may lack 
sufficient persistence of the auditory memory trace for the consolidation of verbal 
information. With verbal speech discourse in the normal brain, the hippocampal 
system provides for persistence (Bliss and Lomo 1973; Wang 2001) of the sounds 
for a duration sufficient to allow a response and sufficient to allow for learning or 
consolidation of the information. With impersistence of the verbal trace, the person 
may lack even the ability to recall what speech sounds were just received or even 
what speech sounds they had just produced. This is a significant disability and one 
which may be most disabling to the best intentions of therapists and institutional 
staff who have learned to rely on speech and maybe too much! The subcortical 
receptive dysphasia is essentially a learning disability with impaired carryover or 
acquisition for logical, linguistic speech.

A good exercise for any therapist in the making would be to function with the 
client or patient as though there were no speech or language tools available. The 
clinical psychologist might be asked to assess and treat behavioral and emotional 
disorders in nonhumans prior to being allowed to work with humans, as this would 
provide at least some exposure to nonlinguistic approaches and interactions. Clini-
cal psychological science would clearly benefit from revisiting contextual therapies 
other than an increasing reliance on verbal therapies (e.g., acceptance and com-
mitment therapy (ACT), rational emotive therapy (RET), and cognitive behavioral 
therapy more broadly defined). Along these lines, a clinical graduate student ex-
plained that bulimia was “caused by a parental overemphasis on food.” A case study 
of a pet cat named “Bun Bun” was provided to the student as these verbally based 
attributions seemed somewhat less tenable and even a bit ridiculous. Bun Bun had 
developed an eating disorder due to which she would gorge herself followed by em-
esis, and this was recurrent and disturbing for her family. The doctoral student was 
asked, as a clinician, what she might do to help Bun Bun and what alternative causal 
attributions might be viable within a broadened diagnostic framework. At this point, 
this student was speechless!

Transcortical dysphasias result following lesion or deactivation of the brain re-
gions proximal or adjacent to the primary cortical speech regions traditionally re-
ferred to as Broca’s area and Wernicke’s area (e.g., Joinlambert et al. 2012). The 
transcortical dysphasias are characterized by intact repetition with anatomical in-
tegrity of the arcuate fasciculus, which connects auditory receptive cortex and parts 
of Wernicke’s area to Broca’s area and eventually to the motor cortex. In general, 
the arcuate fasciculus, a large association tract connecting perisylvian areas of the 
frontal, parietal, and temporal lobes is larger at the ventral basal (frontotemporal) 
regions in the left brain (Good et al. 2001; Herve et al. 2006), possibly relevant to 
language functions. For comparative purposes, the uncinate fasciculus connecting 
the basal frontal and temporal regions is larger in the right brain, possibly related 
to emotional functions. These cortical areas, connected by a cable (the arcuate fas-
ciculus), allow for echoes of received speech and the diagnostic speech indicator 
of echolalia. The novice might explain away an echolalia with attributions that the 
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patient is merely seeking confirmation of another’s speech or that they are “just 
hard of hearing.” But, the neuropsychologist is not afforded the luxury of explaining 
away such behavior as this is a major diagnostic clue to the existence of a trans-
cortical expressive, transcortical receptive, or mixed transcortical speech disorder. 
Common features of a transcortical motor dysphasia are presented in Fig. 11.6a.

Figure 11.6b provides a case study of a 76-year-old man’s status post a left fron-
tal hemorrhage associated with a metastatic melanoma deposit. He presents the 
behavioral manifestations of a premotor lesion for his upper right extremity with 
a right-sided motor neglect and right-sided motor extinction during concurrent left-
hand use. He initiates movement with a preference for his nonpreferred left hand. 
He is dysgraphic with perseverative and poorly organized writing. His laughter and 
verbal phrases are perseverative with multiple phonemic paraphasic errors. His 
rightward-directed gaze requires prompting and is impersistent, returning rapidly 
to midline. Regardless, his speech is meaningful and others can understand what 
he is saying.

a

b

Fig. 11.6  a Basic features 
of a transcortical expres-
sive dysphasia. b A patient 
with transcortical dysphasia 
following a hemorrhage 
associated with a metastatic 
deposit
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The transcortical motor speech disorder may present as with the expressive dys-
phasia described above, but with integrity for repetition. Repetition may be quanti-
fied by the level of repetition that the patient is capable of, as with words, phrases, 
or sentence-level repetition. Similarly, the transcortical receptive dysphasia may 
look like receptive dysphasia, but with integrity for repetition. Mixed transcortical 
dysphasia may present with isolation of the speech loop allowing for echolalia, but 
with combined features of an expressive and a receptive dysphasia (e.g., Joinlam-
bert et al. 2012). In contrast to the echolalia and intact repetition that present in the 
transcortical dysphasias, a lesion within the arcuate fasciculus may disconnect the 
temporal and frontal speech regions with a subsequent loss of speech repetition and 
a diagnosis of conduction aphasia (e.g., Anderson et al. 1999).

The production of speech by the individual with a receptive speech disorder is 
fluent, although a more posterior lesion surrounding Wernicke’s area may result in 
hyperfluent speech. The later speech disorder is a transcortical receptive dysphasia, 
where the speech is often irrelevant. Many of these individuals might be described 
by the layperson as “ratchet jaws” to use more common language, where they show 
a tendency to “talk your ears off.” The examiner may need to be intrusive and may 
invade the verbosity emanating from the patient in order to complete the assessment. 
Indeed, doctoral level students may easily spend an hour or more with such a patient 
and retreat from the session with very little in the way of meaningful case-related 
interview information. This is more common if the student is somewhat nonfluent, 
providing an unfortunate interaction in this social setting. The patient may be asked 
if he or she is talking more than usual after a left-sided far posterior stroke. Often, 
a far posterior lesion will allow the patient to appreciate this outcome and share 
dismay over the social implications. Common features of transcortical receptive 
dysphasia are depicted in Fig. 11.7. Interestingly, dysfunction of the homologous 
right cerebral region may result in a transcortical dysprosodia. This speech disor-
der is characterized by hyperfluency but not for logical linguistic speech. Instead, 
this disorder may result in hyperprosodia ranging from milder cases with too much 

Fig. 11.7  Common features 
of a transcortical receptive 
dysphasia
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emotional tone in their speech to severe disorders with vocalizations, including 
moaning, grunting, and/or wailing behaviors (e.g., Harrison et al. 1990).

Mixed transcortical dysphasia may be, in essence, a functional and/or structural 
isolation and encroachment of the speech areas (see Fig. 11.8). This patient may 
feature an echolalia with impairments in both the expression and the reception of 
speech. The intact anatomy that is isolated may be a minute cortical slab from the 
anterior temporal and the inferior posterior frontal region in addition to the cable 
connecting them, the arcuate fasciculus. It is via the arcuate fasciculus that the 
speech trace moves from receptive speech areas to the expressive speech areas, 
providing for echolalia in speech.

Mixed transcortical dysphasia shows the combined features of expressive and 
receptive dysphasia. However, repetition remains intact with preservation of the 
arcuate fasciculus interfacing the proximal left frontal and temporal cortices. The 
nonfluent patient with impaired comprehension may echo the speech passages of 
others. Moreover, this person may be positively received by others as what goes in, 
may be what comes out. One man with mixed transcortical dysphasia was main-
tained near the nursing station for monitoring purposes and to ensure quality of 
care. The nurses would say to him “How are you today?” The patient would respond 
“How are you today?” The nurses would say “Fine and you?” The patient would 
respond “Fine and you?” Features of mixed transcortical dysphasia are presented in 
Figs. 11.9 and 11.10.

In one study of left-sided cortical border-zone infarcts, researchers (Joinlambert 
et al. 2012; see also Duffau 2012) found that the speech-related difficulties of their 
right-handed patients was initially that of a transcortical-mixed dysphasia; noting 
expressive speech disturbances and altered lexical and syntactic comprehension, 
while repetition was preserved. This initial presentation evolved over time toward a 
transcortical motor dysphasia, with reduced speech fluency, short sentence length, 
and phonemic paraphasia, with preservation of speech comprehension and repeti-
tion in patients with left anterior cortical border-zone infarcts within the middle 

Fig. 11.8  Isolation of the 
speech areas with integrity 
of the arcuate fasciculus 
with a mixed transcortical 
dysphasia. Adapted with 
permission from http://www.
brains.rad.msu.edu and http://
brainmuseum.org, supported 
by the US National Science 
Foundation
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cerebral artery distribution. Instead, the speech of the patients with left posterior 
cortical border-zone infarcts within the distribution of the middle cerebral artery 
evolved toward a transcortical sensory dysphasia with altered lexical and syntactic 
comprehension, preserved naming, and repetition.

Global dysphasia: If the dysphasia is severe, conveying deficits in reception, 
comprehension, repetition, and expression, then the diagnostic impression con-
veyed by the examiner might be a global dysphasia. The global dysphasic patient 
typically shows a broad spectrum of severe verbal linguistic deficits as depicted in 
Fig. 11.11. Nonetheless, the integrity of the patient’s right brain may be a substantial 
resource for implementing caution in functional activities for safety. Moreover, this 
patient may well be capable of navigating through the geographical coordinates of 
the hospital grounds and eventually the home or neighborhood environment. Many 
of these individuals are eventually able to care for themselves at some level and 

Fig. 11.9  Common features 
of a mixed transcortical 
dysphasia

 

Fig. 11.10  Common features 
of a mixed transcortical 
dysphasia. (continued)
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to obtain some significant degree of independence. This may not be the case with 
a large lesion within the homologous regions of the right hemisphere. Following 
the right-sided brain lesion, the basis for return to activities rests more upon the 
patient’s poor insight to deficits with anosagnosia and anosodiaphoria (e.g., Gerafi 
2011; see Prigatano 2010; see also Pia et al. 2004). The left brain may be less able to 
care for itself, maintain safety in daily functional activities, and find its way around 
through extrapersonal space, just as the right brain may be less capable of social 
engagement with verbal linguistic demands.

A local musician suffered a massive stroke within the distribution of the left 
middle cerebral artery. With family permission and encouragement, his music was 
played over the speaker system in the rehabilitation unit. He would sometimes join 
in the melody and hum along. His first “speech” came from efforts to implement 
melodic therapies and possibly the resources of the intact right cerebrum as he could 
eventually sing a few words and especially if the words of the song actually were 
useful in the communication of his likes or dislikes and his needs or wants to others.

Disorders of propositional speech may be accompanied by anomic features and 
frequently with circumlocution in an effort to compensate for this disability. With 
circumlocution, the person may be attempting to name a fork, for example, but 
the expression might be “You know the thing you eat with.” One man was in the 
US Special Forces. He was unfortunate enough to be the only known survivor of 
a helicopter unit, which had been shot down over a country where the president 
had repeatedly stated that “We have no troops there!” Interestingly, the evidence 
suggested that he had been married to a native woman while in a comatose state 
with the woman subsequently signing his discharge papers to remove him from the 
military (thus confirming the president’s statement).

On his recovery, his record included completion of a standardized intelligence 
test which severely penalized him for circumlocution errors with his anomia or 
word-finding problems. The intelligence quotient was so low that there was active 
discussion among his case managers of having him declared legally “incompetent” 
(again), using the intelligence test measures as the basis for this action. However, 

Fig. 11.11  Common features 
of global aphasia
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the test was readministered but with the provision of credit for circumlocution er-
rors in speech that were, otherwise, correct in conveying the answer to the test 
items. With this procedural adjustment, his scores were clearly within the superior 
range. This was enough to eventually recover his losses and his mother was very 
instrumental in recovering his benefits. As for his new wife, he had many pictures of 
lovely ladies from the country in question, but no pictures of the woman that he had 
married, presumably while in the comatose state. She confessed on inquiry that she 
had been rewarded with citizenship for her actions! Remarkably, the couple grew 
ever closer together and the marriage prospered. She was with him through thick 
and thin, and he with her! When I left him after receiving a job offer in Virginia, he 
was busy writing his book or training manual for the Special Forces and still with 
circumlocution errors in the text. As for standardized test administration with brain-
damaged individuals, many other problems exist (for examples see Satz 1993; see 
also Loring and Bauer 2010).

The cortical dysphasias are more frequently the result of a cerebrovascular ac-
cident or stroke involving the middle cerebral artery (e.g., Joinlambert et al. 2012). 
Occlusion or hemorrhage within the anterior branches of the middle cerebral artery 
may result in an expressive dysphasia, whereas occlusion or hemorrhage within the 
posterior branches of the middle cerebral artery may result in a receptive dyspha-
sia. The subcortical expressive dysphasia may be derived from occlusion or hem-
orrhage within the distribution of the anterior cerebral artery and especially the 
arterial branches perforating the basal ganglia within the subcortical frontal lobe 
regions (Cox and Heilman 2011). Thalamic dysphasias more commonly result from 
occlusion or hemorrhage of the branches of the thalamoperforating artery within 
the left brain. Subcortical receptive dysphasia may involve the distribution of the 
posterior cerebral artery of the left brain, a distribution which supplies much of the 
hippocampal and perihippocampal regions essential for the consolidation, learning, 
or carryover of verbal information (e.g., Fernaeus et al. 2013).

The majority of these strokes produce infarction of the tissue with a loss of cells 
in the region secondary to cell death from inadequate perfusion of oxygen and nu-
trients supplied through the arterial blood supply and transfused across capillary 
beds. However, hemorrhagic infarctions occur with some frequency. With blood 
loss, there may be neural tissue loss directly on contact with the iron from the blood. 
The formation of a hematoma may result in potentially reversible brain dysfunction 
secondary to the space occupying features of this bolus. This may, in some cases, 
be extracted through neurosurgery or in others with resolution through natural pro-
cesses. Regardless, some relative optimism for an improved prognosis may be de-
rived from a hemorrhagic event if the bleeding stops, if there is natural resolution of 
the clot, and if the pressure effects and surrounding edema resolve with the resolute 
integrity of the adjacent brain tissue. Increased caution is advisable for the therapist 
and the caregiver in this situation as the patient may appear to be more severely 
afflicted than is actually the case. Time will tell the story along with the medical 
monitoring of the mass and careful decision making for intervention. Of course, 
pathology of multiple etiologies may affect these brain areas, and vascular etiology 
is only one among these.



196 11 Syndromes of the Left Brain

One young woman had a severe expressive dysphasia after a hemorrhage and 
surgical evacuation of the hematoma over Broca’s area. The severity of her speech 
disorder was overestimated though, as eventually the surgical sponges, which had 
been accidentally left by the neurosurgeon, were discovered and subsequently re-
moved. Once discovered, the neurosurgeon was effectively able to correct the prob-
lem and the surgical team was able to scrutinize the surgical protocol and staffing 
needs. Seeing her again after the corrective surgery to remove the foreign material 
revealed a fluent young lady, proud of her recovery and with plans for marriage. 
This outcome was a far sight better than the original discharge plans to continue 
her recovery within a brain injury facility. She had received counseling to carefully 
consider the wedding plans and this had not been well received.

Dyslexia

Many literatures exist on the origins and subtypes of dyslexia. Some of these litera-
tures are complex in their language and are deduced from theories other than brain 
theory. For simplicity in this respect, dyslexia will be discussed from two primary 
points of view, clearly based within the established architecture of functional neural 
systems theory. The first is the position of Hughlings-Jackson (1879) and A. R. Luria  
(1966, 1973, 1980) on the location of the lesion. If the reading problem resulted 
essentially from a visual deficit, then the diagnosis and treatment would be for one 
or another of the visual agnosias or anopsias. This might include visual letter rec-
ognition deficits subsequent to a left occipital lesion. In contrast, lesions within the 
language processing areas would result in one or another of the aphasic alexias. 
The second diagnostic system involves the basic distinction between dyslexia of 
subcortical origin and dyslexia of cortical origin. This second diagnostic system 
(e.g., Imtiaz et al. 2001; see also Ardila 2012) distinguishes among dyslexia with 
dysgraphia (cortical lesion) and dyslexia without dysgraphia (subcortical lesion). 
These two diagnostic systems are discussed below.

Luria’s approach is parsimonious as the functions of the frontal lobe regions and 
the temporal lobe regions, involved in speech expression and reception, are con-
veyed with consistency in the nature of the reading disability. Expressive dyslexia 
conveys nonfluency with slow and effortful reading both out loud and in silent 
reading situations. Reading might involve sparse and/or effortful output, phonemic 
paraphasic errors, perseverative errors, and related frontal lobe impairments (see 
Duffau 2012). Lexicon is conveyed in a meaningful fashion by this patient and 
remembered (recognition) with carryover intact, but with deficits in output. Expres-
sive dyslexia might be more frustrating for the patient and promotes diminished 
self-esteem on demands for lexical production under confrontational conditions. 
One example here might be the aggravation of expressive deficits when confronted 
with demands to read aloud in front of an audience or maybe in front of classmates. 
The expressive deficit may be aggravated with frustration, embarrassment, and low-
ered self-esteem with the additional social stress or confrontational demands.
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Receptive dyslexia presents with fluent reading but with impaired comprehen-
sion. The conversion of the visual grapheme in the written text to the auditory as-
sociation within Wernicke’s area in the superior temporal gyrus would be faulty 
with semantic paraphasic errors, neologisms, and sometimes meaningless or word 
salad expressions. The lexical expressions would be fluent but meaningless and 
relatively empty of content. In contrast to the expressive dyslexic with frustration 
and embarrassment conveyed with the individual aware of their errors, the receptive 
dyslexics might not appreciate their deficit in reading or possibly consider the text 
to be problematic rather than their reading of it.

Subcortical expressive dyslexia might be appreciated with heightened initiation 
deficits or inertia, whereas the individual with subcortical receptive dyslexia might 
be more problematic in the area of learning or consolidation of the written word 
where lexical carryover might be impaired secondary to hippocampal and perihip-
pocampal dysfunction. Transcortical dyslexia might be either transcortical expres-
sive or transcortical receptive with the diagnosis hinging on the speech evaluation 
(e.g., Joinlambert et al. 2012). Auditory repetition or echolalia is intact and there 
are features otherwise suggestive of Broca’s or Wernicke’s type speech deficits. 
Transcortical expressive dyslexia frequently involves dysfunction within the left 
frontal eye field. This would be conveyed in a patient having difficulty with visual 
pursuit toward and within the right hemispace (e.g., Guitton et al. 1985; see also 
Suzuki and Gottlieb 2013).

One young boy had this problem and the teacher was trying an often-used ap-
proach, but one which was potentially inappropriate for this type of dyslexia. The 
teacher tried to improve reading by making the text larger. This required heightened 
integrity of the frontal eye fields as the visual pursuit demands were now exagger-
ated. Instead, the child benefitted from smaller text to maximize reading fluency 
and to minimize the demands for visual motor integrity and rightward gaze and 
pursuit. Therapy, though, is very often the opposite in the requirements for interven-
tion techniques to that employed to maximize functional activities of daily living. 
Therapeutic interventions include visual motor exercises with the requirement to 
pursue a visual stimulus such as a pendulum from left to right without head move-
ments. Intervention efforts with the boy were implemented away from the scrutiny 
of his peers and free of confrontation and negative evaluation by others.

Transcortical receptive dyslexia may arise from disconnection of the ventral 
pathways from the occipital lobe toward Wernicke’s area. This directly impacts 
the conversion of the visual grapheme into the component sounds in transition to 
the auditory association cortex. The alternative diagnostic scheme may be useful 
to the extent that the lesion impacts the angular gyrus at the tertiary association 
cortex (parietal occipital temporal region). This syndrome is commonly diagnosed 
as dyslexia with dysgraphia, whereas the alternative subcortical lesion presents as 
dyslexia without dysgraphia (e.g., see Ardila 2012). More specifically, the distinc-
tion is between dyslexia of cortical and of subcortical origins. The latter reflects a 
classic disconnection syndrome. More specifically, the angular gyrus, essential for 
the conversion of a visually presented grapheme into auditory and somatosensory 
associations, is disconnected from the occipital cortex of each cerebral hemisphere. 



198 11 Syndromes of the Left Brain

These individuals might be able to write but unable to read written text and even 
their own writing samples. So, graphical repetition of the lexical image is impaired 
in contrast to integrity in writing to dictation through the auditory modality. This 
disconnect is, instead, between the visual lexicon projecting to the bilateral occipital 
lobes and the left angular gyrus providing for crossmodal conversion of the visual 
lexicon into graphical praxicons.

Vogel and colleagues (Vogel et al. 2012) further note that studies using function-
al neuroimaging methods have generally converged on a set of left hemisphere re-
gions used for single-word reading (Jobard et al. 2003; Turkeltaub et al. 2002; Bol-
ger et al. 2005; Vigneau et al. 2006), including a region near the fusiform cortex in 
the left occipitotemporal border. Indeed, some have referred to this region in the left 
hemisphere as the visual word form area (see McCandliss et al. 2003). Regions near 
the left supramarginal gyrus and angular gyrus have been functionally described 
as phonologic and/or semantic processors (Binder et al. 2005; Church et al. 2010; 
Graves et al. 2010). The frontal end of this neural architecture at the left inferior 
frontal gyrus has instead been related to phonological and/or articulatory processes 
with its direct proximity and influence over the motor cortex for the production of 
word sounds (e.g., Mechelli et al. 2003; Fiez et al. 1999; Booth et al. 2007). Vogel 
et al. (2012) also point out that many studies that do not require reading aloud (e.g., 
Cohen et al. 2003; Polk et al. 2002) show activity in these same regions.

Dysgraphia

Five years before Broca’s influential paper, Marcé (1856) had described a number 
of cases, where spoken and written language disorders were derived from separable 
and not parallel systems. Similar observations were published by Ogle (1867), in-
cluding one case of aphasia without agraphia. This case was taken by Ogle as evi-
dence “that the faculty of speech and the faculty of writing are not subserved by one 
and the same portion of cerebral substance”(1867, p. 106). By similar convention 
and rationale as that used to identify and understand dyslexia, the theory and ana-
tomical specificity applied to the speech systems involved in aphasia and dyslexia 
may provide a useful and theoretically consistent basis for understanding the com-
mon disorders of writing, the dysgraphias (e.g., see Ardila 2012).

Expressive dysgraphia may result from left frontal lobe disorders and espe-
cially of the premotor region. Prominent here is Exner’s hand area (Exner 1881; 
Franck-Emmanuel et al. 2009) essential for the regulatory control, planning, and 
sequencing of right-hand movements resulting in written text. This area located 
in the  middle frontal gyrus was identified as the “graphic motor image center.” 
Problems here might be conveyed in nonfluent graphics with perseverative and/or 
phonemic errors in the writing sample. Though nonfluent, the writing would poten-
tially be meaningful in content, which might be understood by the reader. Receptive 
or transcortical receptive dysgraphia, in contrast, might be fluent to the point of 
hypergraphia and sometimes with burgeoning volumes of meaningless ramblings 
and word salad content. Often, the patients express their misperception that this 
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meaningless text, by any standard, is actually a very important expression of their 
thoughts and beliefs. Mixed dysgraphia based on this system might be conveyed 
with expressive organizational-sequencing deficits or inertia in addition to mean-
ingless word salad content. Figs. 11.12 and 11.13 provide samples of two patients 
with aphasic agraphia.

The severity of dysfunction does vary from individual to individual and with 
variations in the pathology. This may present with odd features in some patients. 
Loss of the functional integrity of one or the other cerebral hemisphere may result in 
the release of the other cerebral hemisphere with its own efforts to complete activi-
ties normally processed by the damaged brain. Two examples are provided below. 
The first (see Fig. 11.14) provides a sample of the right brain’s efforts to perform a 
graphical task, wherein the instructions are given with multiple prompts to “Write a 
sentence about a man and a car.” This brain writes a picture of a man and a picture 

Fig. 11.13  A writing sample 
from a patient with aphasic 
agraphia

 

Fig. 11.12  A writing sample 
from a patient with mixed 
agraphia, including features 
of hypergraphia and multiple 
perseverative errors
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of a car. The second example (see Fig. 11.15) provides a sample of a left brain’s at-
tempt to “Draw a picture of a clock.” With the initial graphics depicting the “clock”, 
the patient is instructed “No, draw a picture of a clock.” Upon these directions, the 
left brain draws its picture in the way that it is accustomed to doing things! It simply 
draws the word “picture,” “pic,” “ture,” and “picture.”

Dyslexia with Dysgraphia and Dyslexia Without 
Dysgraphia

Wernicke (1874) and Kleist (1934) spoke of cortical alexia or alexia with agraphia 
and subcortical alexia or alexia without agraphia. This diagnostic framework was 
intimately connected to the anatomical regions involved and is most consistent with 

Fig. 11.15  An intact left 
brain attempting to perform a 
typically left brain task as it 
writes a sentence about a man 
and a car

 

Fig. 11.14  An intact right 
brain attempting to perform a 
typically left brain task as it 
writes a sentence about a man 
and a car
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the framework of the present writings. This framework, along with Luria’s desig-
nation of the aphasic alexias, is useful as it forms the common basis for the ma-
jority of clinical and research accounts of these problems. Although the disorders 
are acquired with brain damage subsequent to the establishment of these language-
processing skills, the same systems are thought to be involved in many develop-
mental language disorders. One younger man with a long-standing diagnosis of 
developmental dyslexia with dysgraphia was eventually seen for a stroke at age 20. 
The location of the cerebrovascular accident identified it as subcortical dyslexia 
with dysgraphia with visual access to the angular gyrus intact for both hemispheres. 
Interestingly, his school-related deficits were apparent by the first grade of public 
education with his MRI providing some evidence of a remote cerebrovascular acci-
dent with an acute event overlaid on that anatomical region. Relevant findings from 
the evaluation are included in Fig. 11.16, including grip strength, speech deficits, 
and sensory findings.

The classic lexical pathways from the Wernicke–Geschwind Model are depicted 
in Fig. 11.17. Wernicke’s model was revived by Norman Geschwind (1982) with 
reading requiring initial processing of the visual grapheme at the occipital cortex. 
From here, the visual grapheme would be processed by the angular gyrus consisting 
of tertiary association cortex. The ventral pathway converts the visual grapheme 
into associated sounds and comprehension within Wernicke’s area. The dorsal path-
way provides for conversion into somatosensory associations, including postures 
necessary for the graphical depiction of the text. Regardless, Wernicke’s area pro-
vides access to the arcuate fasciculus to carry information to Broca’s area for the 
organization of motor sequences or ideational praxis necessary for oral production 
in speech (reading out loud) or for motor graphics with sequential movements of the 
hand in writing (Exner’s hand area).

From this model, the angular gyrus at the parietal-occipital-temporal region is 
essential for reading and for writing. Dejerine (1891) identified the anatomy of 
dyslexia with dysgraphia as a cortical lesion of the angular gyrus within the left 
cerebral hemisphere. Anything in the way of a structural defect or lesion in this 

Fig. 11.16  Test results from 
a young man with a history of 
developmental dyslexia with 
dysgraphia since the first 
grade with a remote undiag-
nosed CVA and an acute CVA 
at age 20. CVA cerebrovascu-
lar accident
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region may result in dyslexia with dysgraphia, whereas disconnection of the access 
of the visual analyzers to this region results in dyslexia without dysgraphia. The 
former has sometimes been called “parietal alexia,” although this is somewhat off 
base as the region is tertiary association cortex with multimodal sensory analysis 
and comprehension capabilities interfacing or juxtaposing the capabilities of the 
parietal, occipital, and temporal regions in the angular gyrus. The latter disorder of 
visual access to the angular gyrus is by definition a disconnection syndrome, though 
many others exist.

The clinical syndrome of dyslexia with dysgraphia is depicted in Fig. 11.18 be-
low. This region (the angular gyrus) has a long history as the hotbed location for 
research on learning disabilities. This is exemplified in Josef Gerstmann’s (Gerst-
mann 1940, 1957; see also Cabeza et al. 2012) work, identifying the features of a 
complex syndrome, which accompanies a lesion in the angular gyrus. Gerstmann’s 
syndrome (Gerstmann 1940, 1957; see also Cabeza et al. 2012) includes a variety 
of learning disabilities or school-related deficits, but most commonly it is associated 
with dyslexia, dysgraphia, dyscalculia, ideomotor or gestural dyspraxia, anomia, 
left–right confusion, and finger agnosia. Fig. 11.19 shows the location of the angu-
lar gyrus where cortical dysfunction may result in the syndrome of dyslexia with 
dysgraphia.

Subcortical Gerstmann’s syndrome with subcortical dyslexic dysgraphia often 
provide for variable or fluctuating features secondary to the functional integrity of 
the overlying cortical processors, elements of stimulus persistent in the oscillating 
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circuits for vision and audition, and acquisition or carryover issues with involve-
ment of hippocampal and perihippocampal regions. Figure 11.20 provides a writing 
sample from a 45-year- old man with subcortical dysgraphia and Gerstmann’s syn-
drome. The sample provides examples of the semantic difficulties associated with 
this lesion, which is also displayed in the figure.

History provides provocative accounts of the disconnection syndrome we know 
as dyslexia without dysgraphia. Valerius Maximus (30 AD) described a man who 
was struck on his head with an axe and lost his memory for letters, but had no 
other cognitive problems. Geronimo (Gerolimo) Mercuriale (1588) noted in aston-
ishment “This man (after a seizure) would write but could not read what he had 
written.” Subcortical dyslexia, otherwise referred to as dyslexia without dysgraphia 
is better thought of as a disconnection syndrome with severing of the access from 
the bilateral occipital lobes’ visual analyzers to the angular gyrus. With this lesion, 
the cortical language systems remain intact and are sufficient for written language 

Fig. 11.18  Features 
associated with alexia with 
agraphia

 

Fig. 11.19  The anatomy of 
dyslexia with dysgraphia 
with cortical dysfunction at 
the angular gyrus. Modi-
fied image: Adapted with 
permission from http://www.
brains.rad.msu.edu and http://
brainmuseum.org, supported 
by the US National Science 
Foundation
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production, though lexical processing is impaired. Typically, this involves a single 
lesion, which simultaneously produces a loss of the right visual field with lesion of 
the left occipital region or of the optic radiations projecting to this area and with 
concurrent lesion of the splenium of the corpus callosum, such that the informa-
tion from the left visual field can no longer directly access the left angular gyrus. 
Somatic and auditory access to language-processing areas may be intact and these 
pathways may provide for improved therapeutic intervention approaches. The le-
sion which was sufficient to produce dyslexia without dysgraphia in one 44-year-
old man is depicted in Fig. 11.21.

Dyslexia without dysgraphia most commonly results from cerebrovascular in-
farct within the distribution of the left posterior cerebral artery (see Jacobson and 
Marcus 2011), whereas dyslexia with dysgraphia typically results following cere-
brovascular infarct within the distribution of the posterior branches of the left mid-
dle cerebral artery. Both result from dysfunction within the left cerebral hemisphere 
and both reflect posterior brain disorders. However, dyslexia without dysgraphia, in 

Fig. 11.21  MRI showing 
cerebrovascular accident 
within the distribution of 
the left posterior cerebral 
artery with damage to the 
left occipital region and to 
the splenium of the corpus 
callosum. MRI magnetic 
resonance imaging

 

Fig. 11.20  A writing 
sample and MRI section 
from a 45-year-old man with 
subcortical Gerstmann’s and 
agraphic alexia. MRI mag-
netic resonance imaging
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the classic literature, results from a subcortical lesion. This lesion effectively elimi-
nates direct access of vision to the angular gyrus. It may lesion the optic radiations 
of the left temporal region travelling adjacent to the hippocampus and related struc-
tures. This lesion commonly will impact the hippocampus and perihippocampal 
regions, resulting in impaired learning or carryover (see Squire 1992, 2004; see also 
Iijima et al. 1996; Fernaeus et al. 2013) of verbally presented information within the 
auditory or visual systems.

The dorsal pathway with access to the somatosensory processors may or may not 
be affected. It is more probable that the dorsal pathway will be affected and this may 
show up behaviorally in features of a subcortical ideomotor or gestural dyspraxia. 
But the therapist and caregiver may appreciate that the posterior cerebral artery has 
primary access to brain regions involved in the somatosensory and proprioceptive 
awareness of the lower extremities, the bladder, and the genitalia. With a left poste-
rior cerebral artery cerebrovascular accident, the right leg may well be unsafe and 
unreliable with the patient placing the limb in inappropriate postures for the task at 
hand. This may be apparent in a waxing and waning of safety in ambulation. The 
prognosis worsens secondary to the right visual field defect.

This lesion distribution characteristically results in a right homonymous hemi-
anopsia or visual field defect within the right visual field. This finding is a staple 
or basic validating feature of the lesion distribution and its absence may bring into 
question the diagnostic impression. The lesion is subcortical to the angular gyrus 
and, as such, it may yield a subcortical Gerstmann’s syndrome. This may wax and 
wane with intermittent deficits in left–right awareness, ideomotor praxis, and even 
in graphics. However, with the integrity of the cortical language systems, the thera-
pists and the examiner may be able to demonstrate integrity of graphics relative to 
the reading impairment.

Atypical syndromes mimic these classic neuropsychological disorders. These may 
present with various locations or distributions of pathology. For example, dyslexia 
without dysgraphia-atypical might result from damage elsewhere in the brain and 
outside of the distribution of the posterior cerebral artery. A lesion within the pons 
or cerebellar region might result in optic ataxia where lexical processing is impaired 
with graphics intact, secondary to poorly coordinated eye movements or visual scan-
ning. One gentleman was frustrated as he observed the input from his visual gaze and 
pursuit movements to be unreliable, where his gaze would fall from line to line and 
even within a line of graphical text. Also, bilateral optic nerve damage might alter 
lexical processing secondary to blindness with preservation of graphics, perhaps.

Dyspraxia

Within the functional neural system’s theoretical framework, the movement dis-
orders identified as one or another of the dyspraxias originate more broadly from 
dysfunction within Luria’s second and third functional units. Damage to the  second 
functional unit, consisting of the regions located toward the back of the brain which 

Dyspraxia  



206 11 Syndromes of the Left Brain

receive, analyze, and comprehend sensory information, may be sufficient to pro-
duce an ideomotor or gestural dyspraxia (e.g., Hermsdörfer et al. 2012; Vinger-
hoets et al. 2012). The third functional unit consists largely of the frontal lobe and 
regions of the brain responsible for the organizational sequencing and intentional 
basis for movement (see Duffau 2012). Damage within this unit may be sufficient 
to produce an ideational dyspraxia (Marcuse 1904; Pick 1905; Heilman 1973; see 
Heilman and Gonzales Rothi 2012).

The location of one or another form of the dyspraxias corresponds with the topo-
graphical representations of the body distributed along the homunculi across the so-
matosensory, motor, and premotor regions. Dorsal lesions more commonly impact 
the functional integrity of the lower body and lower extremities and ventral lesions 
more commonly impact the upper extremities and/or facial regions. The parietal 
lobe is a prominent contributor to normal praxis due to the strong fundamental 
role of the body senses or somatic senses in the appreciation of body postures or 
gestures. Alterations here may result in dyspraxia with a fundamental flaw in the 
somatosensory basis underlying the movement with erroneous placement of the 
body part or impaired praxicons.

Within Luria’s second functional unit and within the parietal lobe of each cere-
bral hemisphere is the topographically arranged somatosensory cortex. The primary 
projection area for somesthesis is intimately connected with the premotor cortex 
via U-connectors and with the basal ganglia, including the head and the body of 
the caudate nucleus. This relationship provides for kinesthesia or the sensory bases 
for movement and gestural praxis. Disruption within this region may yield clumsy 
or discoordinated movement with the postural placement being incongruent with 
the planned and sequenced expression of that body part. The loss here is in the 
sensory basis of the movement, posture, or gesture and with an untrustworthy ac-
counting of the expression or movement. Impaired placement or implementation of 
the body part may more directly be appreciated with anesthesia of the body region 
represented within the somatosensory cortex, where the loss of sensation is funda-
mental to the accuracy of placement of the body part relative to other body regions 
(proximal space) and relative to distal spatial coordinates within the environment 
(extrapersonal space). The former is more directly associated with specialization of 
the left cerebral hemisphere, whereas the later is more fundamental to the special-
ization of the right cerebral hemisphere (Chewning et al. 1998; Heilman et al. 1995; 
Jeerakathil and Kirk 1994; Jeong et al. 2006, Foster et al. 2008).

The relationship between the sensory processing specialization of the parietal 
regions, which underlies movement and movement disorders, increases in complex-
ity with dysfunction of the secondary and tertiary association areas. The  secondary 
 association cortex within the parietal lobe provides for stereognosis and three-
dimensional depth perception and comprehension within the somatosensory mo-
dalities. The functional disturbance arising from a lesion here will remain under 
the category of an ideomotor or gestural dyspraxia, but the comprehension of the 
bodily placement may be more meaningless or irrelevant to the planned movement 
underway. Here, the loss is not in the sensory receptive category with a pure loss of 
sensation (anesthesia) so much as it is a loss of the comprehension or meaning of the 
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posture, gesture, or limb placement. This may occur without the patient’s ability to 
appreciate the error, as this cortex appears to be specialized for that purpose. And, 
it has been compromised in doing so! This lesion will essentially produce body 
confusion or body part confusion and often this develops with some degree of com-
promise for left–right hemibody awareness. Dysfunction at the left parietal occipital 
region or tertiary association cortex may result in the characteristic components of 
Gerstmann’s syndrome, including dyslexia, dysgraphia, left–right confusion, body 
confusion, and other maladies (Gerstmann 1940, 1957; see also Cabeza et al. 2012). 
Pathology at the angular gyrus and within the distribution of the angular artery 
branch of the middle cerebral artery may be expressed in these clinical features.

For the therapist or caregiver, it may help to appreciate that the fundamental 
basis of movement includes the awareness of the names of the body parts, where 
they are located on the body, and how to position them in meaningful ways. Therapy 
might initially establish a high level of accuracy in the identification of the body 
parts and perhaps with over rehearsal to the point of mastery. This may be followed 
by postural or positional therapies, where the patient replicates the placement of the 
limb or body part based upon either prompts or cues provided within extrapersonal 
and personal space to promote an integration of these spatial dimensions. The final 
stage of therapy might attempt the implementation of ideational components or the 
sequential processing and arrangement of movements underlying activities of daily 
living or functional activities defined by the individual’s needs.

Proprioceptive deficits affecting postural placement of body parts or movements 
are common with parietal lobe involvement. This is more apparent with a right 
parietal lobe disorder and perhaps pathology within the secondary and tertiary as-
sociation cortex at this region. The initial assessment includes the parietal drift test 
(Wyke 1966) where the arms are extended in front of the patient with the eyes 
closed. The patient is instructed to maintain the arms at that location. Right parietal 
lobe lesions may drift at the left arm into extrapersonal space and this is typically 
lateral drift. Lateral drift of the right arm appears to be less common, whereas that 
extremity might display a mild medial drift secondary to a parietal disorder. Frontal 
lobe deficits impinging on the motor projections may have some down drift of the 
contralateral arm secondary to weakness or a vertical neglect.

Also relevant to the tertiary association cortex or the dorsal pathways through 
the angular gyrus of the parietal occipital temporal region are the disconnection 
syndromes common to this region. This tertiary association cortex provides the neu-
roanatomical architecture for crossmodal sensory integration, analysis, and com-
prehension, where body posture or gesture is interfaced with visual feedback and 
analysis and with auditory feedback and analysis. Lesion within this region may 
disconnect one sensory modality’s analytical capability from the needs of the brain 
region, analyzing and comprehending the other sensory modality. Here, the distur-
bance in ideomotor praxis may involve a loss of the visual contributions in match-
ing postural gestures to the shape of the object (e.g., coffee cup) as it is recognized 
within the visual analyzers (e.g., Vingerhoets et al. 2012). Also, auditory contribu-
tions to the postural array may be lost or disturbed. These sensory disconnection 
syndromes may be assessed, for example, by asking the patient to identify, by touch 
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alone, the object presented visually. Alternatively, the patient might be asked to 
recognize from among a sample of visually presented hand postures the one which 
corresponds with the current placement of their hand (out of sight).

Luria’s third functional unit, consisting of the frontal lobe, provides the funda-
mental basis for organizational sequencing of movements or praxicons (e.g., see 
Duffau 2012). This is more clearly related to the premotor cortex and the associ-
ated functional deficits in motor praxis identified as the ideational dyspraxias. The 
specific body location for the expression of the ideational dyspraxia again relates 
to the locations along the homunculus of the premotor cortex, where lower-body 
structures are present dorsally and upper-body regions are present ventrally in this 
system. Ideational dyspraxias may present in the speech apparatus or vocal motor 
apparatus from dysfunction within Broca’s area of the left hemisphere. The patient 
may produce sequential phonemic errors as with a phonemic paraphasia (see Duffau  
2012). The sequencing and initiation of propositional speech sounds may be effort-
ful and appear halting and hesitant, for example. Disarticulated movements with 
impaired sequencing may appear with an ideational dyspraxia at the hand from 
dysfunction within Exner’s hand area or at any body region. This relationship with 
skeletal muscles is well established. In contrast, much research is needed to pro-
vide for independent investigations of the premotor control of smooth or syncytial 
muscles along with investigations of the regulatory control over cardiac muscle.

The left cerebral hemisphere appears specialized for precise motor movements 
and precisely sequenced praxicons. These well-regulated sequential actions may 
be produced under stress partially as a function of the capacity of the left premotor 
region for managing multiple concurrent task demands. In addition, research sup-
ports the role of the left brain in managing body regions and postures, whereas the 
right brain appears to be specialized for extrapersonal spatial analysis and activi-
ties. In this respect, ideational and ideomotor dyspraxias often signal a left-brain 
disorder, although these problems may originate with dysfunction of the right brain. 
In contrast, the positioning of the body part within extrapersonal space and the op-
positional support to planned movements may be differentially a contribution of the 
right cerebral hemisphere.

Dysfunction approximating the motor cortex and the origins of the upper mo-
tor neurons may mimic dyspraxic disorders. However, the sloppy movement re-
sulting from such a lesion results from muscle weakness or dystonia rather than 
sequential coordination. Also, the therapist and caregiver might appreciate that 
the frontocerebellar pathways provide for coordinated movements, with cerebellar 
dysfunction often presenting with movement problems that are somewhat similar 
to the ideational dyspraxia of frontal lobe origin. This was initially recognized by 
Jackson (1864; see also 1958). Cerebellar lesions result in ataxiaor dysmetria and 
feature brainstem symptoms originating from nearby cranial nerves. Historically, 
many tests of motor coordination have been referred to, collectively, as tests of 
frontocerebellar function with reference to the frontodentatorubrothalamic tracts. 
However, cerebellar disorders are not restricted to presentations of discoordinated 
intentional movements. Indeed, cerebellar dysfunction often mimics an ipsilateral 
frontal lobe impairment altering coordinated cognition and/or emotional expression 
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(e.g., Heilman et al. 2012) associated with that region. Heilman et al. (2012) provide 
a case study of disordered affective communication or dysprosodia with cerebellar 
damage. Schmahmann (2004) discusses the greater breadth of cerebellar disorders 
involving features of ataxia, dysmetria of thought, and the “cerebellar cognitive 
 affective syndrome.”

Gerstmann’s Syndrome

Josef Gerstmann (Gerstmann 1940, 1957; see also Cabeza et al. 2012) identified sev-
eral features resulting from a left parietal lesion at the angular gyrus and this syndrome 
now bears his name. Gerstmann’s syndrome includes a variety of school-related 
learning disabilities; but most commonly, it is associated with dyslexia, dysgraphia, 
dyscalculia, ideomotor or gestural dyspraxia (e.g., Hermsdörfer et al. 2012; see also 
Vingerhoets et al. 2012), anomia, leftright confusion, and finger agnosia. The features 
of Gerstmann’s syndrome are identified in Fig. 11.22. Some refer to this same area as 
the inferior parietal lobule based upon its location and lobular appearance.

Dyslexia with dysgraphia is a feature of cortical dysfunction within the left an-
gular gyrus or parietal occipital temporal region as discussed elsewhere in these 
 writings. Left–right confusion is commonly conveyed with encroachment into the 
parietal lobe, where body confusion is common with damage to the association 
cortex around the somatosensory projection areas. The parietal lesion may result 
in body confusion and the loss of the representational postures or gestures which 
underlie an ideomotor or gestural dyspraxia (e.g., Hermsdörfer et al. 2012; see also 
Vingerhoets et al. 2012). The somatic basis for movement is disrupted with the 
dorsal pathways, whereas access to the language systems of Wernicke (1995) and 
Geschwind (1982) involves the ventral pathways. Both are relevant to anomia as 

Fig. 11.22  Gerstmann’s 
syndrome involves several 
features relevant to research 
on learning disabilities in 
school settings. This syn-
drome results from dysfunc-
tion within the angular gyrus 
and/or left parietal-occipital-
temporal dysfunction
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somatic representations and auditory representations interface with the visual rep-
resentations of the object for associative integration.

Additionally, Gerstmann’s syndrome involves dyscalculia or impaired numerical 
processing of the operations involved in arithmetic computations. Salomon E. Hen-
schen (Henschen 1925; see Kahn and Whitaker 1991) may have been the first indi-
vidual to use the term “acalculia,” the inability to perform the operations concerned 
with arithmetic. Prior to Henschen’s work, Lewandowsky and Stadelmann (1908) 
published one of the first recognized cases of an acquired calculation disorder. Ul-
timately, Peritz (1918) argued for a “calculation center” in the left angular gyrus.

Neurological and neurophysiological findings suggest that the posterior parietal 
cortex is a critical component of the circuits that form the basis of numerical abili-
ties in humans (see Roitman et al. 2012; see also Cabeza et al. 2012). Patients with 
parietal lesions are impaired in their ability to access the deep meaning of num-
bers. Patients with inferior parietal damage often have acalculia with performance 
deficits in arithmetic (2 + 4 = ?) or number bisection (what is between 3 and 5?) 
tasks, whereas the reading or writing of numerals and the ability to recite multi-
plication tables remain intact. Roitman and colleagues (Roitman et al. 2012) note 
in their review of functional imaging studies of neurologically intact humans that 
performing subtraction (Simon et al. 2002), number comparison (Pinel et al. 2001), 
and nonverbal magnitude comparison tasks (Fias et al. 2003) heightens activity in 
areas within the intraparietal sulcus. They conclude that clinical cases and imaging 
studies reviewed together support a critical role for parietal cortex in the mental 
manipulation of numerical quantities. Moreover, imaging studies have consistently 
found activation of parietal cortex in the processing of symbolic number, including 
number words or Arabic numerals (Dehaene and Cohen 1997; Pinel et al. 2001; 
Simon et al. 2002).

The posterior parietal region or intraparietal sulcus appears critical to the encod-
ing of whole number estimates as well as proportions. In their review, Roitman and 
colleagues (Roitman et al. 2012) report that subsequent studies replicate the find-
ings on the role of the intraparietal sulcus in processing nonsymbolic visual stimuli 
and extend these findings to proportions (Jacob and Nieder 2009). They report that 
once subjects had habituated to arrays of elements in which 50% of the totals (rang-
ing from 4 to 32) were colored blue and the rest were red, infrequent probes with 
deviant stimuli composed of 60–90% red items dishabituated the BOLD signal, 
with greater recovery, as the distance between habituation and deviant proportion 
increased. Also, Piazza and colleagues (Piazza et al. 2004) tested whether repre-
sentation of number in parietal cortex might extend to nonsymbolic stimuli. Par-
ticipants passively viewed visual arrays of n elements. As subjects habituated to a 
standard number (16 or 32), deviant values, ranging from half to double the value 
of the standard number, were occasionally presented. Although participants were 
not explicitly required to discriminate the visual stimuli in any way, recovery of the 
BOLD signal along the intraparietal sulcus was proportional to the ratio of the stan-
dard and deviant stimuli. It is notable here that these authors report that the same 
region did not respond to changes in the shape of the elements nor did it depend on 
whether nonsymbolic (arrays of dots) or symbolic (Arabic numerals) stimuli were 
used (Piazza et al. 2007).
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Cabeza et al. (2012) note in their review of the functions of the ventral parietal 
cortex that although activations of this region tend to be bilateral, there is an em-
phasis on the role of the left angular gyrus in numerical processing (Dehaene et al. 
2003). They note that activation of the ventral parietal region is heightened for exact 
than for approximate calculations (Stanescu-Cosson et al. 2000) and for numerical 
answers stored in memory (Chochon et al. 1999). The latter includes the memory 
for answers to addition and multiplication problems. Moreover, this region demon-
strates heightened activation when subjects solve previously trained multiplication 
problems or in other situations requiring numerical fact retrieval (Grabner et al. 
2009a, 2009b).

Figure 11.23 presents a case of Gerstmann’s syndrome with several of the iden-
tifying diagnostic findings but with additional symptoms derived from dysfunction 
within the surrounding cortical areas. A writing sample is provided along with the 
assessment results from this patient recovering from a left parietal stroke. This in-
dividual presents with the characteristic or expected deficits following damage to 
this brain region, including features of Gerstmann’s syndrome. However, the stroke 
is severe such that the expected somatosensory association deficits, which might 
include finger agnosia and astereognosis, instead present with right-sided tactile 
allesthesia. With severe damage, the presentation of sensory information at the right 
side might be perceived by the patient as originating from the left side or left hemi-
body, reflecting the activation of the brain ipsilateral to the side of stimulation.

This patient’s lesion is somewhat less localized as might be suggested by the 
auditory allesthesia and its implication of a severely damaged superior temporal 
gyrus as was the case with this individual. For the therapist or caregiver, the  finding 
of allesthesia is a red flag for a more severe lesion than is typical in the recovery 
setting. It may be most useful in these cases to modify the expectations for re-
covery in rehabilitation settings to reflect the level of severity of the functional 
deficits. Otherwise, the patient may be viewed as failing to meet time deadlines 
and progress may well be underestimated, whereas the patient may indeed be mak-
ing a good recovery and responding well to treatment. This mismatch between the 

Fig. 11.23  A severe left pari-
etal stroke with Gerstmann’s 
syndrome and other features
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therapist’s expectations and the patients progress may result in ratio strain and has 
been known to lower the morale of the patient, the therapist, and family members, 
whereas modified expectations for progress might yield diametrically opposite at-
tributions and outcomes.

The results of an evaluation of another woman, very actively involved in the 
social functions of her community, are depicted in Fig. 11.24. She suffered a stroke 
to the posterior branch of the left middle cerebral artery, resulting in Gerstmann’s 
syndrome with receptive dyslexia and dysgraphia, receptive dysphasia, dyscalculia, 
tactile finger agnosia, and related features. Yet, she remained actively engaged in 
her social agenda from her room, despite being unable to distinguish “word salad” 
speech from normal language. She was verbally incompetent, while maintaining 
her enjoyment of talking, apparently a bit too much. The social stress and language 
processing demands of several people in her room were eventually shown to induce 
left temporal and parietal lobe seizures and auditory hallucinations or paracusia.

Left–Right and Body-Part Confusion

Much of the clinical investigation and treatment of right brain disorders has focused 
on the resulting disruption in the processing and awareness of extrapersonal space 
as with a left hemineglect syndrome (see Heilman and Gonzalez Rothi 2012b). 
In contrast, the patient with a left parietal brain disorder may suffer substantial 
confusion in the location and identification of body parts and the left or right side 
of the body (see Cabeza et al. 2012). This processing specialization difference be-
tween the cerebral hemispheres has been expressed within the theoretical literature 
through the conceptual appreciation of personal and peripersonal space (Heilman 
et al. 1995; Foster et al. 2008). Otherwise said, the left brain appears to be special-
ized for spatial analysis and comprehension of “personal space”, including the basic 

Fig. 11.24  A social leader in 
her community with “word 
salad ” speech and receptive 
dysphasia
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ability to identify and localize the body and its parts, including the relational aspects 
of the left and right hemibody .

Indeed, this specialization for relational thought may contribute to seemingly 
unrelated constructs, including appreciation of mathematical and logical reasoning. 
By way of example, a linguistic  relationship conveying increased or lessened prox-
imity might be found within the family tree such as “her father is my uncle and 
your cousin, so she is your…, and so forth. The social and political impact of these 
relational thought disturbances remains largely undiscovered (however, see Tonko-
nogy and Puente 2009). In the present discussion of body part  confusion, though, 
these abilities are fundamental to the dyspraxias or movement related disorders and 
mastering this component of left cerebral spatial analysis is a prerequisite for the 
accomplishment of basic gestures or postural  placements. The patient with a left 
parietal  lesion, presenting with body part confusion and/or left–right confusion 
might require interventions with over-rehearsal of these basic constructs to the point 
of mastery prior to the therapeutic interventions to master gestural placement and 
 finally unfolding or developing sequential  and coordinated body movements. Many 
individuals struggle with safety-related issues where, for example, the elbow might 
be identified as the patient’s nose and where the ear might be confused with the 
hand. Again, the lesion distribution relative to the homunculus  within the second-
ary and/or tertiary parietal association areas may determine the density of the confu-
sion for specific bodily regions. For example, an inferior parietal lesion may alter 
facial gestures  and/or produce facial confusion. The dorsal lesion near the midline 
may differentially influence the placement, localization, and  comprehension of the 
lower extremity.
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Chapter 12
Syndromes of the Right Brain
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The right cerebral hemisphere appears specialized for survival with substantial evi-
dence supporting its functionally preeminent role in threat detection, sympathetic 
drive, escape or avoidance behaviors, and awareness of locations and events within 
extrapersonal space. It was with these resources that I approached my apiary one 
fateful afternoon on a rainy day in June without my protective gear and equipment. 
It was cold and wet and I knew that the honeybees that I served cared not for either 
of these conditions or for me, perhaps. I opened the hive and instantaneously found 
myself automatically processing the more complex aspects of survival with nary a 
verbally based thought derived from my more logical analysis of these events. I was 
running now and with speed for shelter and for escape from the Pandora’s box that I 
had so callously and naively opened but a moment ago. Surely, my heart rate, blood 
pressure, oxygen saturation, spatial analysis, and escape functions were released 
and in control of all that I was and all that I was going to do. By estimation, I outran 
tens of thousands of bees that day. I did not outrun 60 of them and they gifted me 
their lives through their suicidal stings. But these did not hurt on any measurement 
scale as much as the one bee that made it into the car with me and stung my lovely 
wife! I had no real difficulty with the beestings other than in my appearance like 
Rocky Balboa after his big fight. But with good conscience and reflection, I did 
call the local medical center for an emergency IQ test! The IQ test(s) though have 
been better indicators of the left hemisphere and especially based upon the rapid 
sequential processing and verbal linguistic analysis favored on these instruments. It 
would be hard to image the clinician even attempting the completion of an IQ test in 
an individual without substantial left cerebral functional capabilities. Instead, they 
would likely decline the consult as an “inappropriate referral.”

The following sections provide for some elementary discussion of basic syn-
dromes of the other hemisphere—the right brain.
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Limb Alienation Syndrome

Oliver Sacks (1985) described a patient who fell out of bed after pushing out what 
he perceived to be the severed leg of a cadaver, which had been hidden under his 
blanket by the staff. Patients may express their alienation in statements like, “I don’t 
know whose hand that is, but they’d better get my ring off of it!” or, “This is a fake 
arm someone put on me. I sent my daughter to find my real one.” One man, follow-
ing a right middle cerebral artery distribution cerebrovascular accident, complained 
with disgust “why did the doctor take my arm off and put this thing on me?” The 
nature of the limb may take on delusional properties as with the university engineer-
ing professor that had been “hit by a Silkworm missile,” which disconnected him 
from his wife, with the connection having been through the left arm. Alienation of 
the affected extremity may gradually resolve during recovery, first with the patient’s 
recognition that the arm belongs to them and followed later by the effort to protect 
and care for the limb. Otherwise, the limb might easily be neglected and left in the 
spokes of the wheelchair while navigating the floor.

Bayne and Levy (2005) report on a potentially related scenario in which a Scot-
tish surgeon by the name of Robert Smith was approached by a man asking that his 
apparently healthy lower left leg be amputated. The basis for the man’s request for 
the amputation appears to be that his left foot was not part of him—it felt alien. By 
this account, Smith performed the amputation after a psychiatric consultation. Two 
and a half years later, the man stated that his life had been transformed for the better 
by the operation (Scott 2000). A second patient was also reported as having been 
satisfied with his amputation (Furth and Smith 2002). Apparently, additional ampu-
tations of otherwise healthy limbs were scheduled when the story broke in the me-
dia. Not surprisingly, there was a public outcry, and Smith’s hospital administration 
instructed him to cease performing such operations. Although no hospital would 
encourage or condone healthy limb amputations, the authors suggest that the syn-
drome is fairly common with some organized communication among the afflicted. 
The authors extend their discussion without neuroscience evidence, to the possibili-
ties for overlapping diagnostic categories here to include body dysmorphic disorder 
(Phillips 1996) and body image disturbance with anorexia nervosa (Garner 2002).

One woman had suffered a childhood traumatic brain injury which, by her fam-
ily’s account, had left her fitful and with foul language corresponding with intermit-
tent panic attacks. She described limb alienation features for her left leg, along with 
episodes of rapid heart rate, fearful apprehension, and panic episodes. The left leg 
worsened in its developmental course and at age 60 the left hip was replaced, appar-
ently without appreciation of the central origin of her symptoms. The leg was not 
fully incorporated into her concept of self and had never proved trustworthy along 
with multiple falls to the left side. The left hip replacement may have been doomed 
to failure, secondary to the right posterior pathology that left her with left-sided 
proprioceptive deficits, abduction of the left foot and leg, panic attacks, left limb 
alienation, and recurrent left-sided visual formesthesias. Figure 12.1 provides for 
an abbreviated list of her complaints and her drawing of the devil-like creature that 
she saw and heard at her left side concurrent with feelings of impending vital threat 
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and coercion. She described a quiet, stealthy creature that would abruptly come at 
her and the voice of her father screaming warning sounds that indicated that “he 
wants to kill us!”

Limb alienation syndrome might reasonably be considered an amputation of the 
limb, wherein the central somatic and motor representations have been ablated with 
preservation of the limb itself. Within this framework, the visual or auditory projec-
tions and/or associations of the limb might be intact or the limb might be detected 
by its placement within the right hemispace or at the right hemibody. The syndrome 
implies some preservation of the negative affective analysis by right cerebral sys-
tems and these are typically reflective of disgust or anger with the attachment or 
foreign body, which is no longer integrated within the individual’s self-concept. 
This limb may logically present obstacles for the afflicted person as it may become 
intertwined in the wheelchair spokes, provoking feedback from concerned thera-
pists. With release of antigravity reflexes, the left hand might involuntarily grasp 
onto the chair or other objects making even routine activities of daily living more 
difficult. But, ultimately, the syndrome is rested within the negative affective pro-
cessors of the right brain, where the limb is discordant with one’s sense of self. This 
missing central element in the Gestalt or holistic perception of self may be funda-
mental to the emotional attributions that the contralesional limb should be removed 
or discarded. The therapist may work with the patient to reintegrate or assimilate the 
limb into self-concept, and this may be better done initially using the functions of 
the intact left cerebral hemisphere with logic, positive attributions, and placement 
within the right hemispace under the care of the right hemibody.

This emotional somatic disorder may be expressed with or without another so-
matic disorder more commonly lateralized to, but not exclusive to, the left cerebral 
hemisphere. Wolpert et al. (1998), for example, provide a case of “vanishing arm 
syndrome” that may be common to dense and focal lesions within the left parietal 
region. The resultant anesthesia for the body part represented within the lesioned 
area may be sufficient to remove tactile or somatic awareness of that body part. 

Fig. 12.1  A patient with 
childhood-onset left lower 
extremity limb alienation 
syndrome with episodic 
panic attacks and left-sided 
hallucinations provides her 
drawing and a partial list of 
her complaints. TBI traumatic 
brain injury
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The case described was of a 50-year-old woman (PJ) with a large left hemispheric 
cyst. She extinguished touch from the affected hand region when presented bilateral 
tactile stimulation at the homologous body region. In contrast, the visual fields were 
intact. She had astereognosis at the right hand, where she was unable to identify 
objects by touch and pressure alone. Periodically, she described that her limb would 
vanish without visual representation for the affected body part. Also, when the limb 
would “disappear” she might become aware of its position once again, if the limb is 
touched or if she could see it. The authors provide evidence on the temporal require-
ments for the limb to vanish as a function of somatic manipulation. Specifically, 
upon PJ placing her right arm behind her back, the limb would vanish as a function 
of the amount of weight placed within her hand. Heavier weights helped to maintain 
awareness of the limb, requiring longer time periods for the limb to vanish. Wolpert 
et al. (1998) demonstrate that somatosensation (feeling one’s limb) is updated from 
visual (seeing the limb) as well as tactile inputs (something touching the limb).

Aprosodia

Aprosodia is a deficit in the comprehension, repetition, and/or expression of varia-
tions in tone of voice which are essential to convey both linguistic and emotional 
information (Monrad-Krohn 1947; Ross,1981; Ross and Mesulum 1979; Ross and 
Monnot 2008; Williamson et al. 2000; see also Leon and Rodriguez 2008). Affec-
tive aprosodia refers to a specific deficit in producing or comprehending the emo-
tional or affective tones of voice. Aprosodia is most commonly associated with right 
hemisphere strokes; however, it may also result from other types of brain damage 
such as traumatic brain injury. Although research investigating hemispheric later-
alization of prosody continues (e.g., Ross and Monnot 2008; Bourguignon et al. 
2012), there is strong evidence that many aspects of affective prosody are directed 
by the right hemisphere. Disorders of emotional communication can have a signifi-
cant impact on the quality of life for those affected and their families. However, 
there has been relatively little research regarding treatment for these disorders (e.g., 
Leon and Rodriguez 2008). The linguistic contributions of prosody vary across cul-
tures and languages. However, the primary associations for prosodic variations in 
clinical neuropsychology have been related to the conveyance of emotional tone of 
voice and its related functional contributions to emotional intelligence. Disorders of 
emotional communication clearly have a significant impact on the quality of life for 
the individual and for their families. Yet, much remains to be done especially on the 
side of therapeutic interventions, which may improve the individual’s relationships, 
and strengthen their overall prognosis (e.g., Leon and Rodriguez 2008).

Within the present theoretical framework, the aprosodias may be defined based 
on the origin of symptoms from within the second or third functional units, al-
though prosodic variations may result from brain-stem dysfunction within the first 
functional unit. Receptive dysprosodia results from dysfunction within the right 
temporal lobe (Ross 1981; Ross and Monnot 2008). Assessment approaches include 
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dichotic sound presentations with many variants described within the literature (see 
Pollmann 2010; Hugdahl et al. 2009; Hugdahl 2003, 2012). Receptive dysprosodia 
might be supported in the assessment with the finding of an auditory affect agno-
sia (Heilman et al. 1975). Testing includes the presentation of incongruent literal 
and affective prosodic words, phrases, and/or sentences (e.g., Emerson et al. 1999), 
where a literal or logical linguistic bias overrides the affective intonation. The as-
sessment of a receptive dysprosodia may also be supported through documentation 
of a dysmusia, where tone and/or melody comprehension may be impaired. Cross 
validation of the syndrome might be useful through the assessment of hemispatial 
neglect and/or impairments in facial recognition, geographical confusion, construc-
tional dyspraxia, or other syndromes resulting from right posterior cerebral pathol-
ogy or malfunction (e.g., Fisher 1982; Tranel et al. 2009; Heilman et al. 2012b).

Expressive dysprosodia is distinguished in neuroanatomy largely based on corti-
cal or subcortical origin within the right frontal lobe (e.g., Heilman et al. 2004). 
Expressive dysprosodia might present with poorly regulated speech volume and 
an avalanche in volume perceived as anger deregulation by others. This syndrome 
may be cross validated with anger regulation problems, facial dystonia especially 
at the left hemiface, left-sided motor and/or premotor deficits, motor constructional 
dyspraxia, and many other features discussed elsewhere in these writings. Subcorti-
cal expressive dysprosodia might be suggested by a staccato quality in speech and 
or elevated pitch. The latter might relate to hyperreflexia in the vocal motor ap-
paratus and some patients show dyspnea especially when exposed to right frontal 
stressors or on exertion. The assessment of damage to the right frontal region yields 
many cross-validation features and many of these are affective in nature, including 
social improprieties, social pragmatics, social anarchy (e.g., Anderson et al. 1999; 
Damasio 1994; Eslinger et al. 2004; see also Yeates et al. 2012; see also Tompkins 
2012), and anosognosia (e.g., Berti et al. 2005; see also Prigatano 2010). These 
features might be assessed if a dysprosodia is suspected not as a prerequisite for the 
diagnosis but based on proximity of the problem to these functional neural systems.

Transcortical dysprosodia is infrequently diagnosed or evaluated, whereas the 
clinical implications may be substantial. Transcortical receptive dysprosodia may 
present with hyperprosodia with emotional intonation in speech irrelevant to the 
context. This is homologous to the hyperfluent propositional speech presented with 
a transcortical dysphasia, whereas the hyperfluency in this case is for emotional 
sounds or prosodic variations in speech. In mild cases, the patient may appear over-
ly emotional secondary to the elevated prosodic expressions. In extreme cases, the 
patient may be excessively vocalizing with moaning and wailing more common. 
This patient may be managed as though she were suffering from a pain disorder 
with medication and close nursing supervision, whereas this is a brain disorder with 
pathology within the right cerebral speech systems affecting prosodic variation or 
vocalization. Bright light therapy was successful, in one project, in reducing vocal-
izations with reliable reductions in prosody and corresponding increments in propo-
sitional speech expressions (Harrison et al. 1990). But, these interventions have 
not effectively eliminated the presenting complaint, and the clinical impact may be 
marginal. More often, the primary impact of this diagnosis is the realization by the 



12 Syndromes of the Right Brain220

staff and physicians that the hyperprosodic expressions are fundamental to these 
right brain speech systems with impaired comprehension of emotional variations in 
others’ speech with auditory affective agnosia. The implication would be for inter-
ventions to focus on the literal conveyance in communication as the comprehension 
and meaning of prosody is impaired. The emotional expression in prosody may be 
meaningless or less relevant, similar to the word salad speech resulting from a le-
sion within the homologous brain region.

Although seldom documented, echoprosodia appears to be a common malady 
comparable to the frequency of echolalia among the clinical brain disorders. Echo-
prosodia may be evaluated through the presentation of a moan or groan with af-
fective nuance and especially if these have been observed from the patient. The 
induction may be sufficient to drive the echo in many patients with transcortical 
dysprosodias. Regardless, confirmation of the integrity of prosodic repetition is 
fundamental to the diagnosis of a transcortical dysprosodia just as intact repetition 
of propositional speech is fundamental to the diagnosis of transcortical dysphasia 
(e.g., see Joinlambert et al. 2012).

Many caregivers and family members have had faulty attributions toward the 
hyperprosodic patient that the moaning and wailing are done intentionally to ir-
ritate them or for the purpose of obtaining pain medications. But, the syndrome 
is readily cross validated through the finding of congruent symptoms indicating 
dysfunction within proximal right cerebral systems or brain regions. Transcortical 
receptive dysprosodia involves brain systems where spatial confusion and delusions 
are common as well as fear disorders with formesthesias of negative affect within 
the left hemispace or at the left hemibody. In many cases, the patient may be at some 
increased risk for elopement with recovery of the lower extremities and increased 
mobility. This may result from right posterior circulation cerebrovascular accidents, 
anoxic encephalopathy where transcortical features are prominent, and from many 
other ailments. For example, many individuals with autism spectrum disorders pres-
ent with unusual or odd-sounding prosody. Although this feature is a widely noted 
observation, it continues to be perceived as an under-researched area (McCann and 
Peppé 2003).

Hughlings-Jackson (1915) suggested the dominant role of the right hemisphere 
in emotional communication. Subsequently, Heilman et al. (1975) provided per-
haps the first modern study showing right-lesioned patients to be impaired in the 
recognition of affective content in otherwise linguistically neutral passages. This 
emotional defect in speech was described as “auditory affect agnosia.” Tucker et al. 
(1977) later provided evidence of impaired prosodic expression of neutral pas-
sages in patients suffering right cerebral damage. Ross and Mesulam (1979) also 
described two patients with significant psychosocial difficulties, unable to insert 
affective intonation into their speech, subsequent to right anterior supra-Sylvian 
infarctions. By 1981, Ross had provided a neuroanatomical model of the aproso-
dias, which is depicted in Fig. 12.2. This model is somewhat of a homologue for 
the Wernicke–Geschwind model of propositional speech designed for left cerebral 
systems. Although the model is used for the assessment of individuals with various 
acquired brain disorders, it has been applied to clinical populations with emotional 
disorders and even within the context of a developing child. For example, Carol 
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Emerson (Emerson et al. 1999; see also Emerson et al. 2005) investigated depressed 
and nondepressed school-aged boys on the processing of prosodic speech sounds 
conveying different affective valences (e.g., anger, sadness, happy, and neutral af-
fective intonation). The depressed group was deficient in auditory affective analysis 
across each affective valence and with a negative emotional bias. Figures 12.3 and 
12.4 provide for comparisons of some of the classification attributes of the various 
aprosodic disorders.

Amusia

Soon after Broca (1865) reported the first case of a linguistic speech disorder result-
ing from a lesion within the left hemisphere, Bouillaud (1865) presented a series of 
cases in which various musical abilities were lost secondary to brain insult. Notably, 

Fig. 12.2  A working model 
for syndromes of motor and 
sensory aprosodia (Ross 
1981). (Adapted with permis-
sion from http://www.brains.
rad.msu.edu, and http://
brainmuseum.org, supported 
by the US National Science 
Foundation)

 

Fig. 12.3  A comparison of 
expression, repetition, and 
comprehension expectations 
for expressive, receptive, 
conduction, and global 
aprosodias
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he also presented a patient with preserved musical processing, with the ability to 
compose and write music, while having lost the ability to speak or to write lan-
guage. The former auditory spatial processing deficits are now better known within 
the literature on amusia, where reception and comprehension of musical sounds 
has been associated with auditory projection and association cortices within the 
temporal lobes and where expression and/or regulatory control has been related to 
the frontal lobes. Others (Calabrò et al. 2012) have reported musical hallucinations 
following a right temporal lobe ischemic stroke. Functional magnetic resonance im-
aging (fMRI) assessment revealed that although an activation pattern involving the 
primary auditory cortex and the temporal associative areas, bilaterally, was found 
in the patient and normal controls, the musical hallucinations were evident with 
significantly increased activation mostly located in the right temporal cortex (in the 
ischemic area).

Philosophers, musical theorists, and neuroscientists have appreciated a connec-
tion between emotions and tonality in speech. This seems to be commonsensical as 
the tones in music are like a variant of the tones in human speech, which indicate 
emotional content. Phonemic sounds and vowels may be elongated for a dramatic 
effect such that musical tones might be viewed simply as exaggerations of the nor-
mal verbal tonality. This simpler view attributed language lateralization to the left 
cerebral hemisphere and music lateralization to the right cerebral hemisphere. This 
widely held view that the cerebral hemispheres are specialized for dealing with 
entire categorical functions like language or music has generally lacked support. 
Instead, the research has generally supported a component analysis such that as-
pects of speech may be differentially lateralized, as may be the content of music. 
Nevertheless, the evidence for cerebral laterality of function is overwhelming and a 
fundamental facet to neuropsychology and to neuroscience.

The right hemisphere appears generally responsive to pitch, melody, and emo-
tional intonation or the gist conveyed from an auditory spatial array, whereas the 
left hemisphere has frequently been described as an auditory sequential analyzer 

Fig. 12.4  A comparison of 
expectations for expression, 
repetition, and comprehen-
sion for the transcortical 
aprosodias
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as with propositional speech comprehension or expression. There is also evidence 
suggesting that neural responses to pleasant music in general tend to be more lat-
eralized to the left hemisphere, an effect consistent with the “valence lateralization 
model” (Altenmuller et al. 2002; Flores-Gutierrez et al. 2007). fMRI investigation 
of emotional valence and memory in musical processing (Green et al. 2012) found 
that subjective liking per se caused differential activation in the left hemisphere, of 
the anterior insula, the caudate nucleus, and the putamen. Furthermore, sequential 
rhythmic analysis, rather than melody, may be a left cerebral specialization (Gordon 
and Bogen 1974). Using magnetoencephalography, researchers (Kuchenbuch et al. 
2012) have also found that long-term musical training affects the lateralization of 
processing of pitches toward faster processing in the left hemisphere when there is 
a strong rhythmic or temporal component to the tonal stimulation (see also Kung 
et al. 2013).

Music may serve as an amplifier for emotion challenging the frontal capacity for 
regulatory control over these systems. Philip Klineburger (Klineburger and Harri-
son 2013) has argued that peak emotional experiences may result more readily from 
the exposure to intense emotional music and especially in those individuals with 
minimal frontal resources afforded to self-regulation or regulatory control. Reduced 
capacity appears to foster musical creativity with more divergent associations and 
less common or typical organizational relationships in musical production. In situ-
ations providing concurrent emotional stressors or with inherent incapacity in these 
systems, the resources driving associative analysis and production may require 
broader associative resources. This prediction is intimate to the concept of shared 
functional cerebral systems (e.g., Hebb 1949, 1955, 1959; see also Kinsbourne and 
Hicks 1978) processing these temporal and spatial auditory events.

Auditory spatial analysis by the right hemisphere includes the comprehension 
of nonpropositional speech components or prosody (e.g., Ross and Monnot 2008; 
see also Bourguignon et al. 2012). The evaluation of a brain disorder within these 
systems overlaps in the assessment for a dysprosodia and for one or another dys-
musia (e.g., receptive, expressive, and transcortical dysmusia). In a project evalu-
ating music-processing ability in patients who had undergone unilateral temporal 
cortectomy for the treatment of intractable epilepsy (Liegeois-Chauvel et al. 1998), 
researchers found that a right temporal cortectomy impaired the use of contour and 
interval information in the discrimination of melody. Instead, a left temporal cor-
tectomy impaired the use of interval information. The superior temporal gyrus was 
most critical for musical processing and a distinction was drawn with the anterior 
superior temporal gyrus more important to metric processing. In these comparisons, 
the posterior temporal gyrus of the right cerebral hemisphere was more crucial for 
processing pitch and temporal variation.

The left hemisphere’s specialization has been described for rhythm or rapidly 
processed sequential sounds. Individuals preparing to tap out a rhythm of regular 
intervals activated the left frontal cortex, left parietal cortex, and the cerebellum 
(Tramo 2001). More difficult rhythms recruited activation across broader areas of 
the left brain and, if the rhythm demands activation of sympathetic drive, the right 
cerebral hemisphere may play an increased role, thereby shifting the dynamics with 
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heightened emotionality and elevated arousal. Others (Kung et al. 2013) have iden-
tified interacting cortical and basal ganglia networks underlying the process of find-
ing and tapping to the musical beat.

Much remains to be accomplished for the standardized assessment of musical 
processing abilities and for the incorporation of test battery data into the neuro-
psychological evaluation. Moreover, little has been done to provide for standard 
assessment of musical recognition or recall, comprehension, or production although 
these abilities remain a multifaceted feature of human abilities and aspects of music 
appear to be processed by neural systems contributing to emotion and well-being 
(see Klineburger and Harrison 2013). Indeed, music is intimate to many in their 
day-to-day activities, whereas this has largely been lost by standardized approach-
es to the neuropsychological evaluation. However, some early contributions were 
made in this area including, but not limited to: the Montreal Battery of Evaluation 
of Amusia (Peretz et al. 2003), the Seashore Rhythm Test (see Strauss et al. 2006), 
Denman’s Tones and Melodies Test (Denman 1987), and the Rhythm Tapping Test 
(see Luria 1973, 1980).

Spatial Processing Disorders

Disorders of extrapersonal space are common with right cerebral dysfunction (see 
Heilman and Gonzalez Rothi 2012b). The assessment of spatial processing disor-
ders includes the comparison of personal and extrapersonal spatial processing as 
with left–right awareness and body awareness in contrast to geographical aware-
ness, left hemispatial neglect syndrome, and constructional dyspraxia, for example. 
Subsequently, a more refined comparison might be provided by analysis of these 
spatial domains at and within each sensory modality (primary and secondary as-
sociation cortices) and by analysis of multimodal processing. Careful attention is 
necessary to identify the disconnection syndromes with impaired access from one 
sensory modality to the other. An example here would be the inability to access 
visual spatial analyzers via somatosensory systems.

Visual Spatial

In his Herbert Birch Memorial Lecture presentation (1992; see Tranel et al. 2009), 
Arthur Benton credited Henry Hécaen and Oliver Zangwill for a critical shift in 
thinking regarding hemispheric laterality and specifically, for transforming the 
long-held doctrine of left hemisphere dominance to an account of hemispheric 
asymmetry. By this juncture, the idea that we speak with the left hemisphere was 
firmly established and with comparable importance the work by Hécaen and Zang-
will had shown conclusively that right hemisphere damage leads to defects in vi-
suospatial and visuoconstructional abilities (see Hécaen and Albert 1978; Zangwill 
1960).
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Neuropsychological research on visual–spatial processing has largely focused on 
a complex circuit with its primary anatomical foci, including the frontal eye fields 
for regulatory control, the parietal eye fields for sensory perceptual integration and 
analysis, and the superior colliculus for reflexive eye and hand or arm movements. 
In one project, for example, fMRI was used to image subjects while they visually 
searched for embedded targets (Gitelman et al. 2002). Visuomotor search activated 
the posterior parietal cortex and the frontal eye fields. Moreover, a greater number 
of activated voxels were recorded on the right brain, which the authors found to 
be consistent with “the known pattern of right hemispheric dominance for spatial 
attention.” The superior colliculus showed prominent activation in situations de-
manding visual search versus eye movement, demonstrating, for the first time in 
humans, activation of this region specifically related to an exploratory attentional 
contingency. The researchers conclude that the search-dependent variance in the 
activity of the superior colliculus was significantly influenced by the activity in a 
network of cortical regions, including the right frontal eye fields and bilateral pari-
etal and occipital cortices.

Visual spatial analysis within right cerebral systems appears to involve the pro-
cessing and associative analysis of visual patterns beyond that of letters, the hands, 
or tool implements. Instead, the right cerebral hemisphere has long been associated 
with visual spatial analysis of faces and places, complex visual scenes, and con-
structional images or figures, and numbers. Recently, double dissociation of visual 
letter and number recognition was performed using fMRI (Park et al. 2012). Initial-
ly, the researchers replicated previous findings in experiment 1. Participants viewed 
strings of consonants and Arabic numerals with letters activating the left fusiform 
and inferior temporal gyri more than numbers. In contrast, numbers activated the 
right lateral occipital area more than letters. The authors argued that since the dis-
tinction between letters and numbers is culturally defined and relatively arbitrary, 
the double dissociation between the two categories of visuospatial stimuli provides 
evidence that a neural dissociation can emerge as a result of experience.

Experiment 2 was designed to test the hypothesis that lateralization of visual 
number recognition depends on lateralization of higher-order numerical processing. 
In this case, the participants performed addition, subtraction, and counting on arrays 
of nonsymbolic stimuli varying along the number dimension. This task produced 
neural activity in and around the intraparietal sulcus, a region long associated with 
relational thought and higher-order numerical processing. The ability to predict in-
dividual differences in the lateralization of number activity in visual cortex by in-
dividual differences in the lateralization of numerical processing in parietal cortex, 
suggests a functional relationship between the two regions. Moreover, the relation-
ship appears consistent with associative relationships and higher-level processing as 
information moves from visual analyzers to cross-modal analysis within the tertiary 
association cortex.

In related visual perceptual research using fMRI, researchers (Bracci et al. 2012) 
tested whether the common role of hands and tools in object manipulation is also 
reflected in the distribution of response patterns to these categories in the visual 
cortex. The findings indicated that static pictures of hands and tools activate the 
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left lateral occipitotemporal cortex. Activation of this region to tools selectively 
overlapped with responses to hands but not with responses to whole bodies, non-
hand body parts, other objects, or visual motion. Moreover, the perception of 
object-directed actions performed by the hands or by tools recruits activation in 
the left frontoparietal cortex. Pattern analysis of responses at the left lateral oc-
cipitotemporal cortex suggests a high similarity between response patterns to hands 
and tools but not between hands or tools and other body parts. Finally, functional 
connectivity analysis show that this left hemisphere hand/tool region is selectively 
connected with regions in left intraparietal sulcus and left premotor cortex that have 
previously been implicated in hand/tool action-related processing. Taken together, 
these results suggest that action-related object properties shared by hands and tools 
are reflected in the organization of high-order visual cortex. The percept provides 
for associative analysis of tools and hands necessary for tool use with the frontal 
associations down the longitudinal tract to organize, plan, and implement the motor 
sequences and muscle movements.

Circles, squares, triangles, and other complex geometrical shapes and visual pat-
terns may be recognized and perceptually integrated in these neural systems. Many 
examples exist in the development and deployment of assessment measures de-
signed to be sensitive to nonverbal learning and memory with visual spatial patterns 
(e.g., Design Learning Test; Foster et al. 2009). The analysis and comprehension 
of visual spatial stimuli extend to some of the perceptual phenomena identified by 
the early Gestalt psychologists (Wertheimer 1923), including the laws of closure, 
proximity, and continuity in the processing of nonlinguistic shapes and forms. This 
might be followed by analysis of visual facial recognition, affective facial recogni-
tion, and eventually geographical visual analysis as with map-drawing activities. 
Constructional praxis is basic to this process much like ideomotor praxis is fun-
damental to hand/tool action (e.g., see Vingerhoets et al. 2012), and this may be 
assessed with complex (e.g., Rey Complex Figure) and simple figure copy tests. 
Alternatively, manipulations of building blocks or other geometrical shapes may be 
combined to construct three-dimensional designs, such as a house or a building of 
one form or another.

Visual–spatial memory assessed using constructional tests usually supports bet-
ter performance on a figure-copying test (e.g., the Rey Complex Figure Copy Test) 
than when drawing from memory, where delayed recall has been related to a dis-
sipation of the memory trace over time and to poorer performance. Regardless, the 
opposite effect may be found with frontal lobe impairments and where the patient 
may benefit from the provision of additional time or delayed recall conditions. This 
phenomenon may be more useful in individuals with organizational deficits, dis-
tractibility, or impaired performance under confrontative conditions, where addi-
tional time (delayed recall) may facilitate performance. In one project (Roth et al. 
2013), consecutive patients in a neurocognitive disorders clinic were given a battery 
of clinical cognitive tests that included copying a figure of intersecting pentagons 
and then drawing the figure from memory. A subgroup of four patients with frontal 
dysfunction showed marked improvement in drawings at a delay compared to copy-
ing directly from an image, although it is generally evident from prior studies that 
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most patients have declines in drawing performance at a delay. The unusual pattern 
of better performance following a delay, compared to an initial copy, occurred in 
patients with frontal lobe dysfunction.

Visuospatial processing may have long-standing utility in the evolutionary 
course of survival in situations of potential violent conflict, where the decision to 
fight, flee, or to attempt negotiation entails assessing many attributes contributing 
to the relative formidability of oneself and one’s opponent. It is reasonable that, in 
these situations, cerebral laterality of systems processing and assessing issues of 
risk or potential for harm might be altered by the processing specializations arising 
from either cerebral hemisphere. Ultimately, the visual–spatial representations fa-
cilitate such assessments of multiple factors. Fessler and Holbrook (2013) note that 
“because physical size and strength are both phylogenetically ancient and ontoge-
netically recurrent contributors to the outcome of violent conflicts, these attributes 
provide plausible conceptual dimensions that may be used…to summarize the rela-
tive formidability of opposing parties.” The authors also note that “the presence of 
allies is a vital factor in determining victory,” leading them to hypothesize that men 
accompanied by male companions would therefore envision a solitary foe as physi-
cally smaller and less muscular than would men who were alone.

The predicted effect was document in two studies (see also Holbrook and Fes-
sler 2013), one using naturally occurring variation in the presence of male com-
panions and one employing experimental manipulation of this factor. Participants 
were shown an image of a man (a photo of Ali Beheshti, who was convicted of 
firebombing the home of the publisher of a novel about the Prophet Muhammad; 
Walker 2009) who was described as a “convicted terrorist” and asked to estimate his 
height, size, and muscularity using standardized six-point arrays. Although lateral-
ity was not assessed in this project, the findings are suggestive, given the negative 
and positive emotional bias (Tucker 1981; Tucker and Williamson 1984; Davidson 
and Fox 1982; Ehrlichman 1987; Silberman and Weingartner 1986; Davidson 1993; 
Ekman et al. 1990), socially avoidant and socially engaging ( BIS/BAS: Gray 1982; 
McNaughton and Gray 2001; Davidson 1995; Harmon-Jones et al. 2003, 2004), 
negative reflective and optimistic anticipation of future events (Manuck et al. 2000), 
and submissive and dominant perspectives (Demaree et al. 2005) of the right and 
left cerebral hemispheres, respectively.

Auditory Spatial

Evaluation of auditory spatial analysis within right cerebral systems involves the use 
of dichotic presentations and perhaps incongruent linguistic and prosodic content 
with concurrent binaural sounds (see Pollmann 2010; Hugdahl et al. 2009; Hugdahl 
2003, 2012). Ley and Bryden (1982) demonstrated a dissociation of right and left 
hemisphere analysis of auditory spatial variants with a right-ear (left brain) advan-
tage for verbal linguistic sounds and a left-ear advantage for emotional sounds. 
Auditory affect agnosia might be acquired along with musical tone and melody-
processing deficits after a right temporal lesion (see Peretz et al. 1994; Calabrò et al. 
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2012). Many family members, caregivers, and therapists rely on tone of voice along 
with facial expression cues to convey their concern and empathy for the patient. 
These resources may well be impoverished with right cerebral dysfunction with re-
sultant confusion and frustration by these well-intentioned and supportive individu-
als. They may reasonably derive attributions that the patient is obstinate or insensi-
tive where understanding of the underlying brain disorder is integral to improved 
attributions and care. Many auditory spatial variants exist, including the location of 
the origin of sounds within extrapersonal space. Moreover, changes in the relative 
location of sounds approaching or moving away from the body may provide critical 
data for analysis and for emotional associations (e.g., impending threat).

Neuronal mechanisms of auditory distance perception are poorly understood, as 
distance processing may be based on intensity-independent cues where we distin-
guish between soft-but-nearby and loud-but-distant sounds. Using fMRI measure-
ments and computational analyses in a virtual reverberant environment, researchers 
(Kopčo et al. 2012) found that activations to sounds varying in distance, compared 
with activations to sounds varying in intensity only, were significantly increased 
in the planum temporale and posterior superior temporal gyrus, contralateral to the 
side of sound origin. These results, using fMRI, suggest that neurons in posterior 
auditory association cortices, in or near the areas processing other auditory spatial 
features, are sensitive to intensity-independent sound properties relevant for audi-
tory distance perception.

Teshiba and colleagues (Teshiba et al. 2012) note that unlike the visual system, a 
direct mapping of extrapersonal space does not exist within human auditory cortex. 
They point out that “the prime candidates for attentional modulation include the 
frontoparietal network, which demonstrates right hemisphere lateralization across 
multiple attentional states.” In this project, subjects completed an exogenous au-
ditory orienting task while undergoing fMRI, providing evidence of hemispheric 
specialization in the localization of sounds within extrapersonal space. The authors 
conclude that the “where” component in auditory spatial processing involves the 
secondary auditory cortex within the right hemisphere when analyzing the auditory 
processing stream during both evoked (orienting task) and intrinsic (resting-state) 
activities.

Vestibular Spatial

Dizziness or vertigo, often accompanied by nausea, is among the more common 
patient complaints affecting approximately 20–30 % of the general population (see 
Della-Morte and Rundek 2012). Cerebrovascular accidents may be causal for these 
complaints accounting for 3–7 % among all causes of vertigo. The vertebrobasi-
lar system supplies blood perfusion to the inner ear, brain stem, and cerebellum, 
and rupture or occlusion of this supply is frequently recognized from the accom-
panying symptoms of vertigo, nausea, and vomiting, along with nystagmus (see 
Chakor and Eklare 2012). However, the manifestations of disturbance within this 
system vary depending on the vascular areas affected and the underlying functional  
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neuroanatomy. Also, these brain-stem structures process vestibular information and 
vectional forces as part of a larger system, including the sensory processing areas 
within the second functional unit (sensory analysis and comprehension) and the 
third functional unit or frontal lobes. They later appear to play a regulatory role over 
the lateralized vestibular systems with contralateral vectional complaints resulting 
from left or right frontal damage.

It is now well established that vestibular information plays an important role 
in spatial memory processes (e.g., Machado et al. 2012). One large mountain of a 
man and former star athlete was simply trying to walk after his stroke left him with 
a pervasive vectional disturbance. Subsequent to this stroke, he had a severe left 
hemineglect syndrome with concurrent leftward vection. This gentleman was liter-
ally spinning into space that did not exist for him in many ways! He learned to walk, 
though, by broadening his gait and through implementing thigmotactic cues as he 
had relative integrity of his left parietal lobe and somatosensory analysis from the 
right side of his body. Specifically, his left brain would run its right hand over the 
wall to his right side providing it with thigmotactic or somatosensory-based cues on 
his position both vertically and longitudinally as he navigated hallways within the 
building. In other settings, he would employ these techniques through placing his 
hand on his wife’s shoulder as he walked with her.

Vestibular spatial analysis is assessed using one or another vestibular challenge, 
but this might better be done with caution and by those trained for this purpose or 
falls, nausea, and affective decompensation may follow. Generally, activation of 
the right posterior cerebral regions, and especially the right temporal and parietal 
region, lends itself to leftward vectional complaints and vice versa. This may result 
from deregulation with a frontal lobe disorder and reduced regulatory capacity and 
control of the vectional systems located toward the back of the brain (first and/or 
second functional unit). But relative activation of one or the other cerebral hemi-
sphere may result from many and varied origins. Lateralized brain-stem lesions, 
more characteristically, result in ipsilateral vection complaints (see Brandt and Di-
eterich 1994) and, with extension of the lesion into the pons, visuomotor deficits, 
including nystagmus and/or nonconvergent gaze, which may aggravate these com-
plaints. In this case, visuomotor exercises might be initiated and, again, with cau-
tion. Extension of the lesion toward the baroreceptor systems in the medulla may 
contribute to orthostatic hypotension along with the vectional disturbance.

A younger woman and exceptional public school teacher had managed a televi-
sion with a persistent electrical short and a leaking school roof, above the television, 
for more than a year when fate brought these events together in a storm. She moved 
the children in her class to safety and, while standing in a puddle of water, tried 
to turn the television set off inadvertently placing her head against the defective 
television set. She was electrocuted with the current path, by assessment, travers-
ing through the right temporal region and on down her left hemibody. Her chronic 
complaint from this accident was for a leftward vection with severe nausea and 
negative emotions, which correlated well with activation of the right temporal re-
gion on the quantitative electroencephalogram. Simply ranging her left arm would 
aggravate the symptoms with an emetic response and tachycardia with heightened 
sympathetic tone.
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Patients recovering from vestibular insults face many obstacles with balance and 
gait disturbance and often with head and trunk tilt or postural misalignments. These 
postural and locomotor biases appear to result from changes in the spatial percep-
tion of self and the location of self within extrapersonal space. The importance of 
vestibular cues as a necessary foundation for the accurate representation of body 
orientation was demonstrated in patients with right or left vestibular neurotomy as 
a treatment for Menière’s disease and healthy controls (Saj et al. 2012). The subjec-
tive location of straight-ahead was investigated using a method disentangling lateral 
shift and tilt components of error. In the horizontal plane, subjects were required to 
align a rod with their body midline. In the frontal plane, they were asked to align 
the rod with the midline of their head or trunk. The location of straight-ahead var-
ied specifically according to the side of the lesion. The patients with left vestibular 
nerve lesions had a contralesional lateral shift of subjective straight-ahead along 
with an ipsilesional tilt of the head (less severe for the trunk). The evaluation of the 
right vestibular nerve lesion patients showed, by contrast, that the representation 
of the body midline was near accurate in both the horizontal and frontal planes and 
consistent with control subjects. Also of interest, only patients with left vestibular 
loss were concerned with these changes in perception of self-orientation in space, 
a finding potentially relevant to discussions of anosognosia/anosodiaphoria (see 
Prigatano 2010) and the shared functional role of spatial analysis with emotion or 
insight to one’s deficits.

Somatic Spatial

Somatic spatial disorders of the right brain include proprioceptive deficits with poor 
appreciation of the location of the left hemibody within extrapersonal space. But 
this extends to spatial analyzers within the right parietal region specialized for more 
distal arrays with geographical coordinates (e.g., Benton et al. 1974). Right tempo-
ral lobe disorders may also yield delusional sensations of moving through space. 
This occurs with control issues or feeling as though the movement is forced or from 
external control or coercion. Thus, fear is common, as is anger, dependent on the 
proximity of the brain disorder to these cerebral systems.

Another common somatic spatial disorder frequently associated with left brain 
pathology is tactile astereognosis, where stereognosis is the ability to recognize an 
object by touch and pressure alone. Left brain damage is associated with bilateral 
tactile astereognosis, whereas right brain damage may be relatively restricted to 
left hand astereognosis, perhaps. However, a simpler take on this holds that when 
the hand is used for stereognostic discrimination, the integration of somatosensory 
patterns into spatial information about the objects takes place in the contralateral 
somatosensory hand area (Roland 1976). But, Cannon and Benton (1969) extended 
the understanding of tactile perception in their investigation of the perception of 
direction within this modality. In this project, although there was an equally severe 
deficit on the contralateral hand in the left and right brain-damaged groups, the 
patients with lesions of the right hemisphere showed a high incidence of defective  
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performance on the ipsilateral hand, while the patients with lesions of the left hemi-
sphere showed essentially normal performance in this regard. The authors conclud-
ed that the evidence supports the concept that the right hemisphere plays a more 
important role than the left in the mediation of behavior requiring the appreciation 
of spatial relations, extending this evidence to a test situation involving the tactile 
modality.

Tactile object perception may require multiple point physical contact, and re-
stricted capacity of these brain regions may limit tactile form perception. Once rec-
ognized the tactile perception of the object might be conveyed to systems aware of 
the use of the object or tool or to systems specialized for the gesture or ideomotor 
praxis necessary to use the object (e.g., Vingerhoets et al. 2012). Other nearby sys-
tems may be useful in the incorporation of the object into language systems neces-
sary for naming the object and discussing its utility within a logical linguistic con-
text. Other neural systems provide for a visual representation of the tool or object 
(e.g., Bracci et al. 2012). Still others convey the sounds, which may accompany the 
object during its use or implementation.

Touch is the first sense to develop and it remains critical to the manipulation of 
tools and language processing through gestures and gestural praxis (e.g., see Schae-
fer et al. 2012). Research on mirror neuronal systems have demonstrated that the 
observation of another being touched or even being nearly touched is sufficient to 
activate somatosensory cortex (e.g., Keysers et al. 2010; see also Fogassi and Sim-
one 2013). Much of this research indicates that activation of somatosensory cortex 
may not only be involved in the perception or experience of touch but also it might 
provide a somatic dimension to our perceptual understanding of another person’s 
experiences related to being touched (e.g., Keysers et al. 2010; see also Schaefer 
et al. 2012). Schaefer, Heinze and Rotte (2012) used fMRI techniques to explore the 
responses of an observer in such settings. The authors conclude that the mirror-like 
responses recorded in this project reflect the peripersonal space of a seen body part. 
Moreover, the study shows that vicarious somatosensory responses are especially 
sensitive to touch seen in the peripersonal space of the other body, perhaps extend-
ing the analysisof comprehension of mirror neuron response complexes to spatial 
domain of the body being touched.

Olfactory Spatial

Less is known about the spatial aspects of olfactory processing. Nonetheless, this 
modality often provides our first clue to dangerous or desired stimuli within extra-
personal space and these events very well may precipitate withdrawal or approach 
behaviors as we hasten to escape a negative affective or putrid odor and to approach 
a preferred odor. Positive and pleasant olfactory stimuli may precipitate approach 
behaviors and proximity for the point of origin for these events. These spatial pro-
cessing biases are potentially robust and this modality may well overwhelm the 
response system biases originating from the other sensory modalities (e.g., the 
smell from a glass of milk, which has gone sour). The olfactory modality, though  
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minimized in the human nervous system, remains very powerful in the spatial pro-
cessing domains of proximity/personal space and distal/extrapersonal space where 
the emotional attributions correspond with the cerebral hemisphere charged with 
processing these spatial domains.

Olfactory hallucinations by many patients, suffering right brain disorders, are 
described as being the “odors of hell.” These accountings have included burning 
sulfur, rotting dead bodies, and vomit, whereas positive olfactory hallucinations are 
less common complaints as they may be pleasurable and enjoyed with pleasant and 
quiescent associations, perhaps. The brilliant 38-year old composer, George Gersh-
win, described these dreadful olfactory hallucinations several months before he died 
of a right temporal lobe glioblastoma multiforme (see Waxman 2010). Relevant to 
the conversation here, he had been referred to for psychotherapy as his physicians 
had thought these events to herald a “neurotic disorder.” Syndrome analysis might 
have revealed a left upper quadrant anopsia due to passage of the optic radiations 
through this region, had he been seen for a neuropsychological evaluation.

Facial Recognition

Historically, visual facial recognition and visual line orientation recognition prob-
lems have been ascribed to dysfunction within the inferior posterior right cerebral 
hemisphere. Benton’s Facial Recognition Test and Judgment of Line Orientation 
Test have been commonly used for the assessment of the posterior right cerebral 
region within the context of the neuropsychological examination. Using a lesion-
deficit mapping technique, researchers (Tranel et al. 2009) provided additional evi-
dence of this functional neuroanatomical relationship. The investigators found that, 
“consistent with clinical lore, the tests have good localization value that points to 
right inferior parietal and nearby temporal and occipital structures as being impor-
tant for performance on these tests. These results support the clinical application 
of these tests as good measures of right hemisphere functioning, especially in the 
inferior parietal, occipitoparietal, and occipitotemporal sectors that have been as-
sociated with visuoperceptual discrimination and visuospatial judgment.”

Several other facial recognition tests exist, including the Crews Test of Facial 
Memory, which provides for an assessment of immediate and delayed facial recog-
nition. These are part of the larger battery of tests forming the Crews Tests of Neu-
ropsychological Functioning (Crews 2012: see Cognicheck.com). W. David Crews 
III is the founder and chief executive officer (CEO) of CogniCheck, an online mem-
ory screening tool, which is capable of providing confidential neuropsychological 
assessment information and longitudinal trends for individuals to use with their 
health-care professional. It includes the assessment of verbal and nonverbal learn-
ing or memory with immediate and delayed test formats. Interestingly, the subtests 
evaluating facial memory were prepared and validated across age groups and across 
geographical regions within the USA. David’s team took sample pictures of faces 
across the country. He offered financial incentives to a homeless man in one city, if 
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he would clean up and get a haircut for the photograph. This man spread the word 
and soon there were many volunteers ready for their haircut, a shower, and their 
photography session. This good deed may have had a more lasting impact as more 
than one participant returned to let David know that he was now gainfully em-
ployed, with the haircut and bath being necessarily sufficient to acquire a job and to 
promote improved self-esteem. Indeed, this intervention appeared to be the booster 
shot that was needed to promote a return to work for some of these good people.

Following a right posterior cerebral artery stroke, one woman developed a facial 
agnosia and prosopagnosia. The former refers to the loss or inability to recognize 
faces, whereas the latter and more devastating disorder involves an inability to rec-
ognize familiar faces, including your own face in a mirror! Subsequent to this event, 
she would panic as her husband of 50 plus years would follow her at the grocery 
store. In her panic, the police would be called and the spouse would be nearly a 
wreck simply trying to acquire groceries. After her husband passed away and with 
the development of a multi-infarct dementia syndrome, there was some residual 
benefit from this stroke as she could be comforted and felt safe with her hand in 
another’s hand using the somatic access for recognition of this surrogate gentle-
man. Facial recognition disorders may present in various ways with some unable to 
recognize faces and some seeing faces that are not there. A very nice video of two 
patients presenting with distinct types of visual facial agnosia was published under 
the title “Stranger in the Mirror” (NOVA 1993).

Much additional research is needed in the area of social anxiety, where some are 
gaze avoidant and perhaps with elevated affective intensity or negative emotional 
bias in social settings. In one project, hostile men also scoring high on anxiety 
measures were evaluated (e.g., Harrison and Gorelzenko 1990). These men viewed 
neutral affective faces as significantly more emotional where the neutral faces were 
responded to as angry faces. Moreover, this effect was restricted to faces viewed 
within the left visual field providing evidence of lateralization of the effect to the 
right cerebral hemisphere. In similar research, altered processing of sensory per-
ceptual information by this group was found within the auditory (Demaree and 
Harrison 1997b), somatic (Herridge et al. 1997; Rhodes et al. 2013), and vestibular 
modalities (Carmona et al. 2008). Beyond this were demonstrations of motor dif-
ferences (e.g., Demaree 2003; Rhodes, Hu and Harrison 2013) and premotor differ-
ences on measures of fluency (e.g., Williamson and Harrison 2003), which indicate 
that reduced frontal resources or capacity (see Klineburger and Harrison 2013) may 
underlie the heightened sensory perceptual intensity from systems found at the pos-
terior end of the longitudinal tract.

It is reasonable that extremely shy or inhibited individuals who are slow to ac-
climate to new people may habituate slowly to facial novelty reflecting a social 
learning deficit (Blackford et al. 2012). fMRI was used to examine habituation to 
neutral faces in 39 young adults with either an extreme inhibited or extreme un-
inhibited temperament. The researchers focused on two brain regions involved in 
the response to novelty—the amygdala and the hippocampus. Habituation to neu-
tral faces in the amygdala and hippocampus differed significantly by temperament 
group. Individuals with an uninhibited temperament demonstrated habituation in 
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both the amygdala and hippocampus, as expected. In contrast, in individuals with 
an inhibited temperament, the amygdala and hippocampus failed to habituate across 
repeated presentations of faces. The failure of the amygdala and hippocampus to 
habituate to faces may mediate the behavioral differences seen in individuals with 
an inhibited temperament and social anxiety. In other research (Kranenburg 2012), 
the rate of habituation and parenting behavior of hostile men were significantly 
improved using nasal administration of oxytocin, a pheromone known to affect 
trust (Kosfeld et al. 2005), bonding, and nesting behaviors (e.g., MacDonald and 
MacDonald 2010; see also Longo et al. 2012).

Just as habituation reflects a learned reduction in responding with repeated or 
continuous exposure, the opposite may present in pathological states where the in-
dividual is preoccupied with otherwise irrelevant events. One of the better clues 
for the presence of visual hallucinations in those with autism or other maladies is 
visual preoccupation. This is more clearly the case with oscillating visual stimuli, 
and some will oscillate their own fingers or hands for this purpose. The oscillating 
visual stimulus will serve to lower the threshold for activation of one or the other 
occipital lobe and/or thalamic projections. With activation of these brain regions, 
the individual may see what and where that brain region is prepared to see! Neu-
ropsychologists may agree that these events are seldom identified and diagnosed. 
Seldom are the parents or family members instructed on the relationship between 
sensory oscillation, sensory entrainment, and onset of hallucination. Moreover, the 
oddity of the behavior may lead to erroneous attributions. One example here is a 
young man with Down’s syndrome who helps clean the exercise machines at a local 
weight club. With the oscillations in the runner’s legs and the spinning of the stepper 
or treadmill, he becomes transfixed. Unfortunately, he frequently is at the runner’s 
legs, and she may leave in disgust with negative attributions toward his behavior 
and intentions. His visual formesthesias are at the right hemispace accompanied by 
substantial interest and approach behaviors unwanted by the code. But, for another 
with visual formesthesias at the left these events may provoke fear and agitation and 
sometimes needless increments in psychoactive medication as contextual therapies 
may be more effective and without the iatrogenic effects.

Many of the stereotypical behaviors prevalent with the autism spectrum disor-
ders are sufficient in this respect and may reflect oscillating induction of hallucinat-
ed events within one or another of the sensory modalities topographically located 
and processed within discrete but converging brain regions (see Behrendt 2003, 
2012; Lutterveld and Ford 2012). Differential assessment and diagnosis of disor-
ders affecting these functional neural systems are warranted and potentially with 
any repetitive or oscillating behavior or sensory event. Oscillation, of course, may 
occur within somatosensory, visual, auditory, vestibular, and other sensory modali-
ties and often with multimodal or combined effects.

Facial processing is most notable for activation of the fusiform gyrus or fusiform 
face area (Cox et al. 2004), an area within the visual association cortex found at 
the inferior temporal region. Thomas et al. (2009), using diffusion tensor imaging, 
found that individuals with congenital prosopagnosia had decreased connectivity 
within the occipitoparietal cortex. Behrman et al. (2007) also found reduced size of 
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the anterior fusiform gyrus in this population (see Carlson 2013). Carlson (2013) ex-
tends the discussion of complex figure or form processing within the ventral stream 
to the extrastriate body area located posterior to the fusiform face area and partially 
overlapping it. This region activates to photographs, silhouettes, and stick drawings 
representative of the human body or body parts and not to control stimuli, which 
included drawings or photographs of tools (see also Bracci et al. 2012), scrambled 
silhouettes, and scrambled stick drawings of human bodies (Downing et al. 2001). 
Also, Schwarzlose et al. (2005) showed that the fusiform facial area responded dif-
ferentially to faces, whereas the extrastriate body area engaged to headless bodies 
and body parts. Reversible lesions or temporary disruption of the extrastriate body 
area from transcranial magnetic stimulation also was found to temporarily produce 
impaired recognition of photographs of body parts but not parts of faces or motor-
cycles (Urgesi et al. 2004).

Kanwisher and Dilks (in press) characterize the neural system involved in facial 
recognition as the ventral visual pathway, which extends from the occipital lobe into 
inferior and lateral regions of the temporal lobe. In their review of neuroimaging 
research on humans, they differentiate functional properties of the cortical regions 
within this system involved in visually perceiving people, places, and things. They 
conclude from this, now substantial body of work, that the ventral visual pathway 
is not homogeneous, but instead that it consists of a highly differentiated struc-
ture containing distinct functional regions. These regions include the fusiform face 
area responding selectively to faces (Kanwisher et al. 1997; McCarthy et al. 1997), 
the parahippocampal place area, which responds selectively to places (Epstein and 
Kanwisher 1998), the extrastriate body area, which responds selectively to bodies 
(Downing et al. 2001), the lateral occipital complex, which responds to object shape 
(Malach et al. 1995; Kanwisher et al. 1997) largely independent of object category, 
and the visual word form area, which responds selectively to both visually pre-
sented words and consonant strings (Baker et al. 2007; Cohen, Dehaene et al. 2000). 
The anatomical seat of each of these functional regions appears to be strong and 
perhaps reminiscent of the impact that Broca’s findings had on the early localization 
controversy. Kanwisher and Dilks (in press) comment that, “Each of these regions is 
present in approximately the same location in virtually every healthy subject. These 
regions, and their cohorts (e.g., the occipital face area), constitute the fundamental 
machinery of high-level visual recognition in humans.”

Ventral neuroanatomical connections running through the longitudinal tracts and 
interfacing the right fusiform gyrus with the orbitofrontal region and basal frontal 
lobe may eventually be understood for their relationships with negative affective fa-
cial perception with aversion. Right frontal incapacity especially within the orbito-
frontal regions appears to alter and augment the intensity of a viewed face and even-
tually with the need for the perceiver to avert their gaze as a compensatory aspect 
for facial processing. Patients with dysfunction or lesion within this system often 
present with left visual formesthesias of intensely negative persons with a common 
attribution that these individuals “look a hole right through you!” This account may 
provide a clue for those afflicted with a milder disturbance of cerebral function. 
Specifically, there is inadequate dampening of the affective intensity perceived by 
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the observer with the conveyance of an intense and negative facial expression. One 
possible variant of this neuroanatomical relationship has been recently expressed 
in the proposition that autism is a neural systems disorder with underconnectivity 
within the frontal–posterior pathways associated with the longitudinal tract (e.g., 
Just, Kellera, Malavea, Kanab, Varmac, in press). This might be reflected in poor 
downregulation over the posterior facial processing systems with altered or patho-
logical activation and facial processing deficits. Within the right hemisphere, these 
systems appear specialized not only for faces but also for negative emotion and 
primarily fearful apprehension.

Right brain disorders within the posterior regions, including the occipital, tem-
poral, and parietal areas, may present with an inability to recognize faces or facial 
agnosia. If the patient is unable to recognize familiar faces, including their own face 
in a mirror or in a picture, then the diagnosis is of prosopagnosia. One prosopag-
nosia case was followed the court system, since this gentleman acquired the brain 
disorder as the result of another driver’s neglect (by jury verdict). This man was 
very soft-spoken and most thought him to be a very nice man, failing to appreciate 
his strong homicidal tendencies and anger following his brain injury. It was interest-
ing to watch this man who could not even recognize his own face in a mirror, work 
with horses. He was a “horse whisperer” before most new what this term meant. 
His facial processing deficits and profound learning deficit for faces and for places 
were accompanied by intermittent spatial delusions, which he seemed determined 
to discuss at length. In these episodes, he is forced “out of my box and into a dif-
ferent place.” But, this place is pleasant and peaceful and free of the troubles and 
tribulations of this world. The deep and abiding anger comes from being “forced 
back into this box against my will.” The relationship of perceived external control 
within neural systems specialized for extrapersonal space and negative emotion is 
not lost in this example.

When he initially arrived at the head injury program, his front windshield was 
covered with sticky notes. He tried repeatedly to make a “groom box” for the uni-
versity’s horse stables, but could never finish it in one day. He would start over the 
next day, but never did finish it, despite his occupational background in residential 
and commercial construction as a contractor. He knew the regular staff at the head 
injury program by sight, but could not identify anyone with just a face photograph. 
Full-length recognition was basically intact; even with everyone wearing the same 
gym clothes. Even more remarkable, he could name every horse in the university 
stables (20 plus).

One woman was experiencing substantial paranoia after her right temporal lobe 
stroke with active left-sided visual formesthesias of the devil trying to do her harm. 
Since the stroke appeared to extend into the hippocampal region on the scans, the 
neuropsychological assessment included concerns for confabulation. Since the 
stroke was at the right cerebral hemisphere, the rule out on the diagnostics was 
for confabulation of faces and/or places. A lesion to the homologous region might, 
instead, have left components of confabulation for the content of speech or, more 
specifically, what others had said or done socially. When asked if she knew the 
examiner from before (this was their first meeting), she agreed that she knew him 
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well. Indeed, she identified him as Michael Landon—a rather good-looking fellow 
from a television series entitled “Little House on the Prairie.” Well, Mr. Landon 
played a strong religious and nearly angelic role in this series. With that in brain and 
with the good looks to boot, the examiner was feeling pretty good about himself! 
But, these attributions lost their validity as the right brain disorder revealed its af-
fective nature. Indeed, this angel (Michael Landon—the neuropsychologist) was 
actually the devil and I had appeared to kill her and to forcefully drag her away to 
the “other place” against her will!

Facial stimuli may be poorly comprehended and gaze aversion may be related 
to pathology within these systems and within the fusiform gyrus (e.g., Pierce et al. 
2001; Schultz, Gauthier et al. 2000; see also Blackford et al. 2012). This is an excit-
ing area of current research interests on the autism spectrum disorders and social 
anxiety. Some evidence exists for mirror neuron dysfunction in individuals with 
autism (Dapretto 2006), although this remains controversial. The exclusion of the 
cuneus gyrus in the occipital region and its connections in favor of the ventral path-
ways may ultimately lack validity. But, the special role of the fusiform gyrus in face 
processing is commonly expressed to the point that it is frequently referred to as 
the fusiform “face” area. Moreover, the differing roles of the left and right fusiform 
face areas have been described, including the composite whole facial recognition by 
the right hemisphere and the recognition of discrete or sequentially processed facial 
components (e.g., mouth and eyes) by the left fusiform region (e.g., Rossion 2000; 
as cited by Hellige et al. 2010).

Some evidence indicates decreased neuronal mirroring and emotional empathy 
to faces in males (Schulte-Rüther et al. 2008; see also McClure 2000), whereas neu-
ronal activation to tools or mechanical objects yields the opposite effect in research 
on sex differences. The data suggest that females recruit areas containing mirror 
neurons to a higher degree than males during processing in empathic face-to-face 
interactions. This may underlie facilitated emotional “contagion” in females. Based 
on these findings, some researchers are addressing the possibility of a masculinized 
brain in social anxiety disorders and/or the autism spectrum disorders with dimin-
ished interest in faces and focal preoccupation with inanimate objects or tools (see 
Baron-Cohen 2003; Montagne et al. 2005).

Behavioral studies suggest that women often perform better on emotional tasks 
than men. For example, a female advantage is described in the decoding of nonver-
bal emotional cues both in adults and children (see Hall 1978; Hall et al. 2000; see 
also McClure 2000). Consistently, studies of affective arousal and the expression 
of emotion (e.g., in response to the emotions of other people) demonstrate superior 
performance of women over men (see Brody and Hall 2000). Women are also re-
ported to display higher complexity and differentiation in their articulation of emo-
tional experiences (Barrett et al. 2000) and to score higher than men on self-report 
measures of empathy (e.g., Davis 1996; Baron-Cohen and Wheelwright 2004). It 
appears to be in good accordance with these findings that psychiatric disorders such 
as autism spectrum disease, conduct disorder, and antisocial personality disorder, 
which are often characterized by a lack of empathy, are far more common among 
males (Chakrabarti and Baron-Cohen 2006).
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Cultural differences in facial processing and the neural architecture involved 
have also been uncovered. Chiao and Immordino-Yang (2013) state that “despite 
the apparent robustness of the organization of visual processing in the brain, culture 
appears to shape neural processing by influencing the process by which a visual 
stimulus is perceived, encoded and recognized, even within domain-specific neural 
regions along the ventral visual pathway.” In their literature review, the authors 
conclude that “one of the hallmark findings from cultural psychology is the dis-
tinction between analytic and holistic processing.” For example, East Asians have 
demonstrated a more holistic visual facial processing bias, attending to the central 
object and the surround, in contrast to a more analytic facial processing bias among 
Westerners. Westerners, instead, differentially allocate facial processing resources 
to the central object features over the surround (Nisbett and Miyamoto 2005; Nis-
bett et al. 2001; see Chiao and Immordino-Yang 2013).

The authors report that cultural neuroscientists have found that this analytic–ho-
listic processing distinction affects neural responses even in domain-specific visual 
brain regions. For example, Goh and colleagues (Goh et al. 2007) compared elderly 
Westerners and elderly East Asians and found differences in visual processing in 
object-specific areas of the lateral occipital cortex, which they interpreted as reflect-
ing lifelong cultural entrainment of analytic and holistic styles of perceiving the 
world. In addition, Goh et al. (2010) found that Westerners showed greater neural 
selectivity during face processing in the left fusiform gyrus face-processing area, 
whereas East Asians showed greater selectivity within this neural area within the 
right hemisphere. Chiao and Immordino-Yang (2013) conclude that this cultural 
difference in the lateralization of visual processing may reflect cultural differences 
in analytic–holistic processing style. This seems reasonable, from their analysis, as 
the right hemisphere is thought to process more holistically, whereas the left hemi-
sphere is thought to process more analytically and sequentially. This difference in 
laterality and the functional neural systems involved are consistent with research 
findings in which Caucasians engage in more sequential processing of facial fea-
tures such as the eyebrow and mouth. In contrast, East Asians devote relatively 
more attention to processing the eye region, a central facial feature that may allow 
for more holistic, simultaneous processing of peripheral facial features (Jack et al. 
2011; see Chiao and Immordino-Yang 2013).

Place Recognition

Just as there is substantial evidence for the specialization of the fusiform region in 
facial recognition, there appears to be a high level of specialization in the percep-
tion and knowledge of places dependent upon the sensory modality involved in the 
process. Historical evidence has long been available from clinical lesion studies and 
the conclusions have found support in functional imaging work (see Kanwisher, & 
Dilks, in press). Visual pathway analysis, for example, provides evidence for the 
discrete functional processing and perceptual comprehension of people, places, and 
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things. Among these is the parahippocampal place area, which responds selectively 
to places (Epstein and Kanwisher 1998; see also Shinohara et al. 2012) and the ex-
trastriate body area, which responds selectively to bodies (Downing et al. 2001; see 
also Kanwisher and Dilks, in press).

Medial temporal lobe structures and especially the hippocampus have been im-
plicated in spatial navigation. Early on, “place cells” were found in the rodent hip-
pocampus (O’Keefe and Nadel 1978), and subsequently in humans (Ekstrom et al. 
2003), which fired relative to position within the environment indicating that a cog-
nitive map of the environment may be stored within the hippocampus. Hippocampal 
place cells interact with cells from the surrounding entorhinal cortex contributing to 
the perception of the spatial grid and localization within space (Hafting et al. 2005; 
Moser et al. 2008). Functional neuroimaging research using virtual reality tasks 
during navigation through simulated three-dimensional environments has consis-
tently found lateralized activation at the right medial temporal and parietal regions 
(Iaria et al. 2007; Hartley et al. 2003; Grön et al. 2000; Maguire et al. 1998).

These findings are consistent with clinical research where neuropsychological 
testing of individuals with damage to the hippocampus and surrounding temporal 
and parietal lobe regions has demonstrated processing and memory deficits (e.g., 
Lee et al. 2005; Parslow et al. 2005; Astur et al. 2002; Nunn et al. 1999; Boh-
bot et al. 1998; Fernaeus et al. 2013). White et al. (2012) conclude from their re-
view that “The hippocampus and surrounding medial-temporal lobe structures are 
thought to be important for long-term allocentric (world-centered) representations 
of the environment, whereas the parietal lobe has been proposed as providing short-
term egocentric (self-centered) representations within the environment (Burgess 
2008; Whitlock et al. 2008).”

The right brain seems especially capable of processing faces and places external 
to the body along with negative affective valences. In the patient with a new pari-
etal lobe stroke, this may present rather robustly in the form of spatial delusions or 
confusion about places and their location within them. The patient may describe a 
robust sense of being put in places against his/her will with a prominent feeling of 
coercion or external control by others. The delusions may be restricted to relocation 
or placement in familiar places. However, the place is generally not pleasing as it 
conveys either a consistent theme with the delusion of fear or anger or destruction 
or alteration of a previously safe environ, such as the home or the hospital room. 
For some, the delusion is active and recurrent with the actual sensation of moving 
through space against their will along with the sensation of being out of control. But 
for others, the delusion is one of finding themselves in strange places or awakening 
to discover relocation to another place.

One patient provides an example after her large right middle cerebral artery dis-
tribution cerebrovascular accident with near-complete occlusion of the right inter-
nal carotid artery found on further assessment. She maintained strong linguistic 
conversational skills, but appeared a bit paranoid related to her delusions. She was 
finding herself periodically in her home with a man within her left hemispace that 
“looks like my husband…but he is not!” The patient’s spouse is a contractor, and 
this devilish creature at the left had altered their home in some very bad ways, 
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having plastered heavily over the doorways and such. With a large stroke at her 
right parietal region, she no longer recognized that her left arm was her own. We 
had an elaborate conversation addressing the question of “why did they stick that on 
me?” These components are typical of limb alienation syndrome, which should not 
be confused with alien limb syndrome. With the parietal lesion, the patient may be 
disgusted by their left-sided body parts and even want to throw them away, whereas 
alien limb syndrome usually presents from a disconnection of the two brains sec-
ondary to a lesion or encroachment upon the corpus callosum. Another aspect of the 
right parietal syndrome, which was present in this patient, was a dense propriocep-
tive torticollis with no real ability to appreciate the location of her head in space. 
Of course, this lost body part may be a fundamental feature underlying the limb 
alienation syndrome.

A doctor of engineering and CEO of his company shared his anger, combining 
spatial delusions and limb alienation syndrome, after a dense right parietal stroke. 
He noted that he “had been connected to his wife over there (gesturing to the left 
side of his body), when he had been hit by a Silkworm missile.” He stated that, ever 
since this, he had not been able to use that side. He was adamant that the “thing” 
attached to his shoulder was not his arm! He went on to describe the subsequent 
events where someone or some group was moving him through space and placing 
him in strange places. He believed without a shadow of doubt, that he had been in 
California the previous night and that he was relocated to Virginia during the night. 
Another engineer described riding a “large bolt” around the hospital. He was ter-
rified because he felt out of control, and there was no steering wheel on the bolt. 
Another man was adamant that his house was being moved without his permission 
and out of his control. He misperceived his hospital location to be at his home and 
demanded that family members and hospital staff “pack up the house.” He was not 
referring to items within the house. He was referring to the house itself, as though it 
might be packed up and folded, like a tent.

Another nice woman frequently tendered in her conversations that nothing 
looked familiar any more. On inquiry, this complaint was largely restricted to faces 
and places. She had previously visited the post office with her spouse daily, and this 
place seemed more familiar to her, perhaps. She was unable to recognize the man 
that she had married and lived with through some 50 plus years and this resulted in 
police intervention as she would panic at the grocery store and try to escape from 
this “stranger.” When the daughter received a desperate call from her that “there 
was a strange man in her house and Ken was nowhere to be found,” she asked the 
woman to have the stranger pick up the other phone, where she recognized the voice 
as her husband’s. But, he had to walk toward her while conversing to integrate the 
face and the place with the voice of her now familiar and cherished spouse. Writ-
ing an official-looking letter for him to carry to show to the police if they were to 
suspect him with her cries for help in public places, seemed to help this gentleman 
cope. The panic attacks that she had were somewhat similar to those of a middle-
aged executive secretary who described episodes where she could not even recog-
nize her home, her neighborhood, or even her spouse. But, she appreciated logically 
that each of these must be hers!
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Dressing Apraxia

Among the many variations of movement disorders, right cerebral pathology is 
more predictive of a dressing apraxia (see Goldstein 2013; see also Tonkonogy and 
Puente 2009; see also Heilman and Valenstein 2012). Rather than the ideomotor or 
gestural components of impaired limb movement and differing from the ideational 
or executive sequencing deficits in limb use, dressing apraxia may be more akin 
to spatial confusion in using the limbs and clothing the body. After a large right 
middle cerebral artery distribution cerebrovascular accident, an accomplished pro-
fessor and scholar maintained excellent logical linguistic speech and social skills. 
He failed to appreciate any deficits with plans to return immediately to his summer 
teaching schedule at the university. But, the occupational therapist described his ef-
forts to simply put on his clothing. She stated that “this man gets lost in his clothes.” 
She further noted that “he ties his shoe strings without having his foot in the shoe.” 
The disability was significant as he intended to live alone and to return to work at 
the university level, which clearly would require additional time for recovery and 
rehabilitation efforts.

Early accounts of dressing apraxia were apparent in the stroke literature since 
1910 (see Brown 1974). Subsequently, Brain (1941) labeled the disorder(s) dressing 
apraxia, attributing it to underlying deficits in visuospatial organization. Patients 
were thought to be unable to dress themselves due to an inability to visualize the 
spatial properties of clothing and to match the correct garment opening to the cor-
rect body part. This deficit was present without corresponding deficits in balance, 
strength, motivation, and cognition. Dressing apraxia may be confounded by a left 
hemiplegia or inability to use the left arm. However, the confusion extends be-
yond the motor modality to a more complex spatial disturbance and, indeed, one 
which may not be restricted to the visual modality, per se. It was apparent even in 
early research (MeFie et al. 1950) that a relationship or link exists between dressing 
apraxias and constructional apraxias in addition to associated disturbances with a 
left hemineglect syndrome, perhaps (see also Heilman and Gonzalez Rothi 2012b).

Constructional Disorders

By 1934, Kleist (see Ha et al. 2012) had defined constructional apraxia as an im-
paired ability to purposefully and accurately shape or assemble materials, or draw 
pictures, despite the absence of apraxia in isolated movements and certain aspects 
of performance. This definition distinguishes constructional apraxia from limb 
apraxia, although many include neglect or visuospatial difficulties as a part of the 
symptom complex. Regardless, the constructional apraxias currently include a po-
tentially broad array of combinatory problems constructing a coherent and spatially 
meaningful structure or drawing (e.g., Roth et al. 2013).

As a young man, I was a foreman of a very small crew in the construction indus-
try building residential houses in New Mexico. I was very fortunate to get to know 



12 Syndromes of the Right Brain242

some of the better folks on this planet and those that work with their hands. This 
was useful in paying my college expenses, with pay rates superior to working in 
other typical student labor positions. This would all come back to haunt me several 
years later when I was planning the purchase of a new sport utility vehicle (SUV) to 
handle the winter weather driving demands in the mountains of southwestern Vir-
ginia. My father-in-law was sitting on my front porch and stated that I would need 
a carport to cover the new car or it would be subject to the weather. Within 30 min, 
we had sketched out a double carport, figured the materials list, and gone to shop at 
our local lumberyard. We came directly back and began the footing and assembly 
process with my father-in-law working at one side, while I worked at the other. All 
was fine, until we met each other at the central beam and discovered that we had 
been working with different plans. Our walls were off by a good inch or so! This 
reminded me of an old saying within the construction industry that a good carpenter 
was not one that did a perfect job but one that could fix his or her mistakes. And we 
did! But we would long debate whose side of the structure was off.

Within the broader domain of combinatory disorders, where parts are assembled 
into a meaningful array, are the constructional disorders. These may be evaluat-
ed from our framework as originating within the second or third functional units, 
where the motor constructional dyspraxia may originate from right frontal dysfunc-
tion and where sensory constructional dyspraxia may derive from right posterior 
cerebral dysfunction. Spatial distortion or confusion may follow from dysfunction 
of the second functional unit, whereas organizational sequencing impairment may 
follow dysfunction within the third functional unit. Constructional disorders relate 
to multiple brain systems, and these include those originating from dysfunctional 
left cerebral systems. But, the prominent symptoms are usually of right brain ori-
gin. Motor constructional dyspraxia (see Fig. 12.5) features perseverative errors in 
design drawings and with a failure to implement a coordinated and well-organized 
strategy in the approach to the drawing or combinatory task. This lack of strategy 
may be costly (however, see Roth et al. 2013) in the final outcome where the spatial  

Fig. 12.5  Features of a motor 
constructional dyspraxia
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features may be intact but the organization is impaired. Sensory constructional dys-
praxia (see Fig. 12.6) involves spatial distortion and confabulation in the design, 
perhaps.

Vincent van Gogh may have revealed aspects and locations for his own brain 
disorder with some of his paintings characterized by what, otherwise, might be 
assessed as multiple perseverative marks or designs in the figure (e.g., The Starry 
Night 1889; Starry Night over the Rhone 1888; Wheat Field with Crows 1890). 
Moreover, his regulatory control over anger is, by some accounts, suspect and even 
the events leading up to his death as a result of a gunshot wound to the abdomen. 
These behavioral, cognitive, and affective features are at least suggestive of right 
frontal pathology to the neuropsychologist, which would require investigation of 
these systems on the assessment. In his case, we can appreciate the potential ben-
efits of frontal lobe capacity limitations in his artwork, energy level, and emotional 
passion (see Naifeh and Smith 2011). The artistic style found in Vincent Van Gogh’s 
famous self-portrait is not entirely unlike that seen in Fig. 12.7 with repetitive  

Fig. 12.6  Features of a sen-
sory constructional dyspraxia
 

Fig. 12.7  Repetitive line 
drawing as an artistic style 
expression.  Copyright per-
mission from the artist Jessie 
Lee, 2014.  See for com-
parisons, Vincent Van Gogh’s 
self-portrait, oil on canvass 
from 1889.
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strokes throughout the image, where multiple repetitions of each overlapping de-
sign broadens the creative expressions of the artist.

With severe right parietal lesions, the individual may be severely compromised 
not only in the understanding or comprehension of external space but often also in 
the ability to access spatial analyzers (tertiary association cortex) from one or more 
of the basic sensory cortices. For the visual access to these systems, the patient may 
lose the ability to visually image even familiar items, faces, or places. A long haul 
tractor-trailer driver expressed his well-rehearsed admiration for his 18-wheeler 
tractor-trailer rig. His wife shared that “He loves that truck a lot more than he loves 
me!” It seemed clear to everyone that he would probably agree. But, when asked 
to draw the beloved truck he stated “Oh you know…it is ole Model 109.” When 
pressed again, and several times, he continued to state “it is ole Model 109.” Even-
tually, he was able to “draw a picture” of his truck. But, instead of a drawing, the 
paper had “109” written on it. Now, the challenge is to guess, which brain drew 
this picture. The right parietal region, which is intimate to constructional praxis and 
combinatory functions within extrapersonal space, was severely compromised, and 
he was arguably without an internal representation of the image of his beloved rig.

Constructional dyspraxia resulting from left cerebral dysfunction is less com-
mon. Left frontal lobe pathology may yield sparsity in detail or multiple omission 
errors and this may overlap a more general amotivational and apathetic syndrome 
(see Scott and Schoenberg 2011; see also Grossman 2002; see also Duffau 2012). 
However, more complex presentations have been reported. Figure 12.8 provides a 
sample of the constructional difficulties experienced by a patient subsequent to a 
left-sided cerebrovascular accident. The syndrome included dyslexia and a modest 
right hemineglect syndrome. It may be noteworthy here, that he required multiple 
prompts to complete this drawing, was behaviorally slow, and featured an amotiva-
tional and apathetic frontal lobe syndrome.

Figure 12.9 shows a drawing sample from a Virginia engineer. He had spent 
much of his life mapping the Commonwealth of Virginia for commercial and gov-

Fig. 12.8  Constructional 
dyspraxia (atypical) with left 
cerebral lesion and functional 
deficits including dyslexia 
and a right hemispatial 
neglect
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ernmental purposes when he was asked to draw a picture of Virginia. He expected 
and appreciated no real problems in doing this! He expected no difficulties in any 
of his routine activities, including driving a car (e.g., anosognosia and anosodi-
aphoria). This combinatory or constructional disorder was diagnosed along with 
geographical confusion, facial agnosia, and a nonpropositional speech disorder 
(dysprosodia) subsequent to his large right-sided cerebrovascular accident.

Geographical Confusion

Impairment in geographic or topographic orientation may manifest in various ways 
with confusion for the spatial array of the principal streets in one’s community, the 
route to be followed to arrive at a familiar destination, the directional location to the 
north, south, east, or west of major geographical locations within one’s native coun-
try (e.g., California, Canada, Florida) or the ability to follow a map. These deficits 
were associated early on with the presence of parieto-occipital disease (see Benton 
et al. 1984). Many believed that bilateral parieto-occipital lesions were required 
for the occurrence of these disorders, since the confusion was attributed to a loss 
of visual memories. However, as early as 1895, Dunn (cited in Benton et al. 1984) 
rejected the hypothesis of a “loss of recollection of optical images.” Instead, it was 
hypothesized to be a loss of a center for “the sense of location,” in the right hemi-
sphere. Based on Dunn’s early proposition, subsequent research placed an increas-
ing emphasis on the importance of disease of the right hemisphere in the production 
of these disturbances in geographic or topographic orientation.

The right cerebral hemisphere is particularly adept at processing spatial arrays, 
which might otherwise be identified as maps. Aside from the stereotypical map, 
one might use to find the way as we traverse geographical distances or locations, 
visual maps might include our friend’s face with subtle redistributions of muscle 

Fig. 12.9  This is a map 
of Virginia drawn by an 
engineer after a right-sided 
cerebrovascular accident. 
The spatial relationships are 
substantially distorted with 
geographical confusion
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tone providing sometimes intimate knowledge or insight into underlying emotions. 
Moreover, tone of voice or prosody provides an auditory spatial map, rich in mean-
ing and nuance, which is followed within the analytical and perceptual systems of 
the right brain. These are samples of the many spatial processing advantages of the 
right brain. These events or sensory arrays may be perceived as a Gestalt or with 
seemingly instantaneous appreciation of the gist or meaning conveyed by the map. 
But, just as a right brain disorder may result in deficient or aberrant processing of 
these maps, a lesion or deactivation within the second functional unit at the right 
parietal region may result in geographical confusion (e.g., Paterson and Zangwill 
1944; Benton et al. 1974; De Renzi 1982; Fisher 1982; see also Tranel et al. 2009). 
Whereas superior processing advantage may be allocated to the left hemisphere for 
left–right awareness (Gerstmann 1940, 1957; see also Cabeza et al. 2012), the right 
parietal region may more readily appreciate east–west coordinates. Disruption in 
vertical space or the three-dimensional array may further provide for north–south 
confusion.

Individual differences in navigational styles and tendencies provide clues for 
compensatory strategies within a rehabilitation setting or through the efforts of the 
caregiver to assist a patient recovering from a right-sided stroke. One couple was 
having a party at their house where the wife drew the map and reversed the east–
west coordinates in the drawing. Interestingly, many of the women were able to 
find the house without difficulty and the men—well—not so good. In the couple’s 
musings with the guests, it appeared as though the women had used verbal sequenc-
ing strategies to locate the house and that the somewhat bewildered men had used 
dead reckoning with a Gestalt view of the map. One neuropsychologist also recalls 
a colleague with a right brain disorder who uses linguistic strategies to find her way 
around at scientific conferences. The left cerebral hemisphere appears to be special-
ized for the awareness of body parts and positions or “personal space.” The right 
cerebral hemisphere, by contrast, appears to be specialized for peripersonal space 
or the location of our body and of other objects or events within the external world 
(Heilman et al. 1995; Foster et al. 2008). Thus, geographical awareness corresponds 
with right brain integrity and geographical confusion may occur with dysfunction 
here (e.g., Paterson and Zangwill 1944; Benton et al. 1974, De Renzi 1982; Fisher 
1982). In contrast, left–right confusion, body-part confusion, or gestural confusion 
(gestural dyspraxia) correspond with damage or deactivation in the homologous 
regions within the left brain. Assessment approaches differ for geographical pro-
cessing disorders and may include asking the patient to describe a route, read a map, 
draw a map, follow a route, or point out geographical landmarks (e.g., Stark et al. 
1996; see Dudchenko 2010).

Aguirre and D’Esposito (1999) proposed a taxonomic classification system for 
cases of topographical or geographical disorientation by distinguishing four cat-
egories of the syndrome. Landmark agnosia is characterized by the inability to use 
salient environmental features for orientation (Hécaen et al. 1980; Pallis 1955). 
This may be the consequence of damage to neural systems processing landmarks 
and possibly including the right ventral occipitotemporal association cortices at the 
fusiform, lingual, and parahippocampal gyri (Maguire et al. 1998; Maguire et al. 
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1998; Aguirre et al. 1996). Egocentric disorientation is proposed to describe disor-
ders with the inability to represent the location of objects with respect to self even 
though they are able to identify objects within the scene or within the landscape 
(Levine et al. 1985; Stark et al. 1996). Damage to the right posterior parietal cortex 
appears to be responsible for this deficit. Heading disorientation with an inability 
to remember the direction to go within the route might also present as an intentional 
deficit subsequent to frontal pathology. However, some have argued for evidence 
presented (e.g., Takahashi et al. 1997; Cammalleri et al. 1996) subsequent to lesions 
within the retrosplenial cortex or posterior cingulate (see Turriziani et al. 2003; 
Cammalleri et al. 1996).

The final category of topographical disorientation described by Aguirre and 
D’Esposito is anterograde disorientation, possibly revealing the consolidation defi-
cits attributable to right hippocampal and parahippocampal damage. The antero-
grade deficit refers to an impaired carryover or consolidation of new information. 
This disorder preserves the treasure chest of knowledge for routes, landmarks, and 
way finding learned prior to the onset of impairment. The deficit instead relates to 
an inability to acquire new representations of geographical information reflecting 
a learning disability (Epstein et al. 2001; Habib and Sirigu 1987). Right parahip-
pocampal lesions were found most consistently in patients with anterograde topo-
graphical disorientation (Habib and Sirigu 1987; Pa, 1997). This might be evident 
even with early pathology with a temporal lobe dementia process and especially 
one with an affinity for cholinergic systems and the hippocampal/parahippocampal 
regions.

Neglect Disorders

Hemispatial neglect is characterized by defective detection of events and impaired 
exploratory or intentional actions in the contralesional hemispace. Research indi-
cates the relevance of the specific frame of reference neglected within extrapersonal 
or peripersonal space and within egocentric or object-based frames of reference 
(e.g., Buxbaum et al. 2004; Heilman et al. 2012; see also Cabeza et al. 2012). The 
source of the neglect has been attributed more or less to the system affected, includ-
ing sensory perceptual, motor intentional, and arousal-based components (Heilman 
and Gonzalez Rothi 2012b). This might ultimately involve an inability to disengage 
attention automatically from the intact region and direct it to the contralesional side 
(Corbetta and Shulman 2002; Corbetta et al. 2008). However, neglect is often ac-
companied by other spatial and nonspatial attentional deficits that affect both sides 
of space (Husain and Nachev 2007).

Substantial research has been conducted on the differential contributions of the 
left and right hemispheres in the allocation of attention, using both neurologically 
compromised and intact individuals. Overall, the evidence from normal, healthy 
individuals has revealed the importance of the posterior temporal parietal region 
of each hemisphere in the allocation of attention to contralateral hemispace, but 
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the right hemisphere appears to be dominant (Adair et al. 2003; Barrett et al. 2000; 
Bowers and Heilman 1980; Heilman and Van Den Abell 1980). Moreover, where-
as the left hemisphere has a proximal attentional bias, the right hemisphere has a 
distal bias for attentional allocation away from the body and into extrapersonal 
space (Chewning et al. 1998; Heilman et al. 1995; Jeerakathil and Kirk 1994; Jeong 
et al. 2006; see also Jewell and McCourt 2000). Furthermore, right hemisphere le-
sions (Heilman and Valenstein 1979; Ota et al. 2001), and right superior temporal 
gyrus/sulcus lesions in particular (Hillis et al. 2005; Watson et al. 1994), are asso-
ciated with the neglect of left hemispace. In one project using voxel-based lesion 
mapping, specific relationships were found between lesions in the inferior parietal 
lobe and perceptual neglect, the dorsolateral prefrontal cortex and visuomotor ne-
glect, and the temporal lobe and object-centered neglect (Verdon et al. 2010; see 
also Aimola et al. 2012).

Neglect disorders are divided into those involving either the left or the right 
hemispace and/or hemibody. Within each cerebral hemisphere, the neglect disor-
ders are separated into the motor or intentional neglect syndromes derived from 
dysfunction within the frontal lobe and the sensory or attentional neglect syndromes 
derived from dysfunction within the posterior cerebral regions. The diagnosis of a 
sensory neglect requires some demonstration of the integrity of one or another sen-
sory modality from the neglected hemispace. Thus, the information is received but 
is, in some respect, ignored or neglected. The motor neglect syndromes involve a 
failure to intend or to persist at or within the contralesional hemispace. A typical 
example might result from deactivation of the premotor cortex in the right frontal 
lobe, where there is functional integrity in the use of the left arm, since the motor 
strip is intact. But, the patient may appear to be hemiplegic at the left, failing to 
initiate movement at that extremity, and even with substantial encouragement or 
confrontation by the therapist. Nonetheless, the patient may initiate use of the af-
fected extremity spontaneously and sometimes with the most curious appraisals by 
the therapist ranging to concerns for malingering of symptoms or noncompliance. 
The attribution by others that the functional disturbance is “intentional” again pro-
vides a clue for a frontal lobe disorder.

Riddoch (1935) first reported hemispatial neglect in the absence of central visual 
problems. Hemispatial neglect disorders are a common feature of brain dysfunc-
tion and may follow a stroke to one or the other cerebral hemisphere. However, 
the potent role of the right brain in processing extrapersonal or distal space and the 
relatively restricted role of the left brain in attending/intending to right hemispace 
provides a functional foundational base for the frequent association between neglect 
and disorders of the right brain. Right brain disorders not only accompany the viv-
idly apparent left hemispatial neglect syndromes but often occur with affective fea-
tures involving alienation toward the left hemibody. The latter is common in limb 
alienation syndrome. Limb alienation refers to the lack of integration of the left arm 
or leg into the concept of self-following right-sided brain damage. The individual 
may not only deny that the limb is their own but also they may want to discard it 
or throw it away as if someone or something had attached it to them without their 
permission.
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Neglect involves a failure to respond or to orient to novel or meaningful stimuli 
presented contralateral to the dysfunctional cerebral hemisphere. The differential 
diagnosis includes the exclusion of pure sensory deficits resulting from pathology 
within the primary projection pathways from sensory receptor to the primary projec-
tion area for that sensory modality. For the somatosensory projections, the diagnosis 
of a left hemineglect syndrome might rule out a left hemianesthesia. For the visual 
pathways, the diagnosis of a left hemineglect syndrome might rule out a left hom-
onymous hemianopsia. As such, the diagnostician has ultimately provided evidence 
of the arrival of sensory information from the contralateral hemispace onto the pri-
mary projection pathways adequate for the detection of that sensory event. The 
failure to appreciate the sensory event involves, to some extent, the higher-order 
processing or appreciation of that modality or multiple modalities originating from 
the contralateral hemispace. Karl Pribram (1991) has argued for a neural representa-
tion of extrapersonal spatial coordinates somewhat like a visual hologram. Dispar-
ity between this three-dimensional neural representation and extrapersonal spatial 
coordinates may be relevant to neglect syndrome. Moreover, perceptual disparity 
may provide a foundational discrepancy relevant to delusional disturbances involv-
ing spatial coordinates or movement through the three-dimensional array. Just as a 
simple mismatch between the activity in the motor cortex and the somatosensory 
cortex may produce an illusion of movement, delusional disturbances involving 
more complex associations may be derived from altered associations among neural 
systems.

From a functional cerebral systems perspective, the distinction to be made is 
among Luria’s first, second, and third functional units for the brain contralateral to 
the neglected stimulus event. Neglect is more commonly diagnosed with right brain 
disorders. Common lesion sites include Luria’s first functional unit consisting of the 
reticular activating systems and the arousal projections through the right thalamic 
region. Studies of both nonhuman animals and patients have revealed that damage 
to components of one brain’s thalamic and mesencephalic reticular activating sys-
tem can induce the ipsilateral attentional and intentional biases that are character-
istic of the unilateral neglect syndrome (Watson, Heilman et al. 1974; Watson et al. 
1981). Relative hypoarousal of the ipsilateral hemisphere was found with clinical 
lesions (Watson et al. 1974), resulting in the oppositional attentional and intentional 
biases of the intact and relatively hyperaroused hemisphere. Other studies demon-
strated that patients treated with slow transcranial magnetic stimulation applied to 
the unlesioned hemisphere, reducing the treated hemisphere’s activation, improved 
with a corresponding reduction in neglect behavior (Koch et al. 2008).

Left hemineglect may be robustly apparent after lesion of Luria’s second func-
tional unit involving the reception, analysis, and comprehension of sensory input. 
The right parietal lobe and the tertiary cortical region of the right parietal–tempo-
ral–occipital region provide a critical region for the development of neglect (Heil-
man et al. 1995; Heilman and Valenstein 1979; see also Heilman et al. 2012; see 
also Heilman and Gonzalez Rothi 2012b). Finally, dysfunction within Luria’s third 
functional unit, the frontal lobe, may easily produce a motor neglect disorder and 
especially with pathology affecting the secondary and tertiary association cortices 
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of the right frontal region. The fundamental distinction is made between the second 
and third functional units, where dysfunction of the former may produce a sensory 
or attentional neglect syndrome and where dysfunction of the frontal lobe may re-
sult in a motor or intentional neglect syndrome. Using this system, a mixed neglect 
syndrome would be one involving both the sensory perceptual systems within func-
tional unit 2 and the motor intentional systems within functional unit 3. Subcortical/
thalamic neglect disorder may result from brain-stem diencephalic and/or mesen-
cephalic origin(s).

The premotor or secondary association cortex within the frontal lobe of each 
brain intends largely toward the opposite hemispace and hemibody. Kenneth Heil-
man showed early on that damage to these brain regions results in a corresponding 
intentional or motor neglect. The patient with damage here may be able to feel the 
limb, see the limb, and appreciate that the limb belongs to them. However, the limb 
and the space within which the limb is used are not well intended to with left side 
impersistence in directional head and/or eye movements. This may result with a 
loss of inhibitory control over reflexive head and/or eye movements toward the 
ipsilesional side. In this scenario, the individual may provide the initial assessment 
clue with a right gaze bias or rightward rotation of the head and neck about the 
neuraxis. The postural displacement of the head and neck represents a motor torti-
collis, ultimately with asymmetry in cranial nerve functions (e.g., innervation of the 
sternocleidomastoid and trapezius muscles.

Just as a sensory neglect involves the demonstration of the integrity of the sen-
sory projections, the demonstration of a motor neglect will involve the exclusion of 
a pure motor defect involving the final motor pathway and upper motor neurons. A 
left hemiplegia with an inability to use the left limb would not, by itself, be consis-
tent with a motor or intentional neglect. Instead, the lesion might involve associa-
tion cortex, wherein the desire or intent to that side may be altered. Involvement of 
the premotor dorsolateral frontal cortex is consistent with this premise, since the 
loss of the affected frontal eye field yields a relative dominance or release of the 
homologous region in the other brain and presents as a directional gaze bias ipsi-
lateral to the lesion. For example, deactivation of the right frontal eye field would 
diminish intentional gaze toward the left hemispace and fundamentally increase the 
probability of rightward gaze bias or preference (e.g., Suzuki and Gottlieb 2013), 
sufficient for the diagnosis of a left motor or left intentional hemineglect syndrome. 
Another example may be the expression of a spasmodic torticollis, where rightward 
head rotation is derived from dystonia or spasticity subsequent to upper motor neu-
ron pathology (Harrison et al. 1985).

Interestingly, the movement of the entire head toward left hemispace may re-
quire less functional tissue within the premotor area than does the movement of the 
eyes toward the left. For the therapist, the patient may benefit from implementing 
treatment initially requiring directed head movements to compensate for a left mo-
tor neglect. With recovery, the patient may then initiate more focused efforts to gaze 
and to pursue toward and within left hemispace. This patient may also be relatively 
distractible ipsilateral to the lesioned frontal lobe secondary to a release of brain-
stem reflexes at the level of the tectum or superior colliculus. The therapist may 
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implement interventions to minimize distractibility ipsilateral to the lesioned frontal 
lobe using placement next to a wall or away from social distracters. The normal left 
frontal lobe, by way of this example, may be relatively dominant now and respon-
sive to opportunities for social engagement or approach, propositional speech, and 
events within right hemispace, as this is what it appears prone to do.

Damage or deactivation of the left brain may produce contralateral neglect dis-
orders. But, these are commonly milder in intensity at least for the processing of 
extrapersonal space. Instead, these deficits may be somewhat more intensely ap-
preciated in the sensory or motor analysis of proximal space as with ideomotor or 
gestural praxis (e.g., Hermsdörfer et al. 2012; see also Vingerhoets et al. 2012) with 
involvement of Luria’s second functional unit and with ideational praxis with in-
volvement of Luria’s third functional unit. But, the left brain does appear to contrib-
ute to the sensory and motor analysis of extrapersonal space to the right of midline. 
For the therapist or family member, the appreciation of a mild right hemineglect 
syndrome may very well be important and a failure to appreciate this disorder may 
affect the rehabilitation outcome if not the safety of this patient. The therapist might 
also appreciate that in some ways the left brain disorder may be a red flag for safety 
as a mild neglect of right hemispace may coexist with a more remarkable disability 
in ideomotor or ideational praxis. A right hemibody limb may be improperly placed 
or improperly sequenced concurrent with diminished attention or intention to the 
right side of the world and distal to the body. These neural systems have long been 
known for their shared role in functional tool use and in language or propositional 
speech (e.g., Vingerhoets et al. 2012; see also Bracci et al. 2012).

The individual with a left hemineglect syndrome will characteristically present 
with anosognosia and/or anosodiaphoria, failing not only to appreciate the left side 
of the world but also failing to appreciate that they have a problem. One man was 
notable in this regard as he was running for a public office at the time of his stroke. 
He would awaken in the morning, shave the right side of his face, dress the right 
side of his body, and attempt to navigate in his wheelchair. He would quickly lodge 
his wheelchair against the wall at his left using his right arm for mobility. He was 
frustrated that things were not working well as this wall did not exist and “Why 
doesn’t my wheelchair work?” All the while, he was demanding to leave the hos-
pital as he should not “be doing these silly therapies.” He had “an election to win!” 
Another CEO of a major office supply product development corporation demanded 
to return to the golf course. I was invited to her country club for lunch one day, 
a couple of years later, and was somewhat astonished that she was indeed on the 
course. Even after a good recovery, she would swing at the golf ball and fall on the 
ground having been off to the right! Over and over again she fell down, while others 
expressed attributions of admiration for her attempting to overcome deficits that she 
really did not believe existed.

The assessment of the sensory basis of neglect might begin with the evaluation 
of the relative integrity of one or the other sensory modality using dual concurrent 
bilateral stimulation techniques (e.g., Hugdahl 1988, 2003, 2012; Hugdahl et al. 
2009). These techniques are designed to assess for extinction within that sensory 
modality. Sensory extinction tests provide for dual concurrent stimulation to each 
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cerebral hemisphere, where activation of the stronger or intact cerebral region in 
one brain may extinguish the activation of the homologous but weaker brain region. 
Extinction manifests itself through access to the corpus callosum, wherein each 
brain may use lateral inhibition across this commissure (homotypic crossover) to 
quiet the homologous region in the other cerebral hemisphere. In a normal brain, 
sensory input coming from each side of the world can be located within space us-
ing these techniques. Concurrent bilateral stimulation from the world may also be 
improved in contrast or contour using lateral inhibition within a neural system. Es-
sentially, stronger activation within one cerebral hemisphere may inhibit the weaker 
activation of the other to reduce noise and to maximize the detection and perception 
of the stronger stimulus. But, if one or the other brain is relatively weaker in the 
visual, auditory, somatosensory, vestibular, or other modality, then concurrent input 
to that sensory modality projecting to the stronger brain will potentially eliminate 
the presence of the weaker stimulus activation in the homologous brain region.

For visual extinction, dual concurrent or stereoscopic visual stimulation is pro-
vided within the left and the right visual field (Anton 1899; Poppelreuter 1917). If 
the right occipital region is relatively weaker, then the stimulus originating from 
the left visual field may be extinguished by the dominant activation of the left oc-
cipital lobe and by stimulus presentation within the right visual field. Unilateral 
stimulus presentation at the left visual field or at the right visual field is detected 
normally, whereas the dual concurrent stimulation of both visual fields results in 
the extinction of the weaker one. For tactile stimulation, the assessment employs 
dichaptic techniques with dual concurrent tactile presentation at the left and the 
right hemibody (Loeb 1885; Oppenheim 1885). For audition, the assessment in-
volves dichotic techniques, where concurrent bilateral stimulation at each ear may 
be used to assess for extinction (Bender 1952; Heilman 1970; Hugdahl 1987; Heil-
man and Valenstein 1972; Alden et al. 1997; Demaree and Harrison 1997b; see also 
Pollmann 2010; Hugdahl et al. 2009; Hugdahl 2003, 2012; see also Hugdahl and 
Westerhausen 2010).

Motor or intentional neglect may be assessed through the evaluation of motor 
impersistence, motor extinction, or through hemiakinesia. Duration of contralateral 
gaze or in the use of the contralesional extremities may be impersistent even with 
substantial prompting and encouragement. Motor extinction results with the use of 
the premotor region of the dominant frontal lobe where dominance is conveyed in 
relative activation or in the relative functional integrity of that region. Activation of 
the left frontal lobe may inhibit the homologous regions of the oppositional frontal 
lobe. This may be useful in normal brains where oppositional motor posturing may 
be fundamental to opening a jar or in ambulation, for example. But, with a premo-
tor lesion any activation of the oppositional frontal lobe may potentially extinguish 
the response capability or activation of the weaker frontal lobe. For the therapist or 
family member of an individual with a motor neglect, maximizing the intention to 
the neglected side may be accomplished through minimizing the dual concurrent 
tasking demands at the opposite (ipsilesional) side of the body. Maximizing perfor-
mance, though, differs from therapeutic intervention where bimanual task demands 
may effectively challenge the weaker frontal lobe and where persistence or inten-
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tion to the task may be assessed using temporal measures, including the duration 
or persistence of the response. The patient may benefit from the therapist’s caution 
to not demand more of this region than it is capable of and where response shaping 
using the method of approximations and hierarchical goal setting are preferred.

Such an individual may neglect near or far space, including that well beyond 
their reach. Standard pencil and paper tests may be sensitive to neglect and they are 
useful to the extent that they are sensitive. But, a patient passing such a test may 
still suffer significant neglect and ignore their left hemibody or even distant objects 
within the left side of the more expansive environmental surroundings. Many pa-
tients are unable to explain or to understand why they find themselves drifting on 
the road and onto the side road or highway median. The preponderance of research 
on hemineglect syndromes has focused on the neglected hemispace, whereas the 
science has itself neglected the potential alteration of the boundaries of the ipsile-
sional hemispace where the patient is often presumed to process the dimensional 
boundaries of that space well.

Many patients have been in error not only in defining the dimensional boundar-
ies of the left hemispace but also of the right hemispace (ipsilesional space). This 
results in more complex spatial processing deficits than what may otherwise be 
appreciated. In some, an estimate of 90° to the left is near midline, whereas an esti-
mate of 90° to the right is deviant and beyond the accurate mark. But, with bilateral 
cerebral dysfunction, the patient may have bilateral neglect disorders. Bilateral mo-
tor or intentional neglect disorders, for example, appear to be common with a fron-
tal lobe dementia. Such an individual may be restricted largely to midline in lateral 
gaze and pursuit. Efforts to initiate and to persist may be restricted, bilaterally, other 
than intent to the midline. The therapist, caregiver, and the patient may maximize 
their efforts and interactions from an accurate assessment of the boundaries within 
which they work. If one or the other of these team members is out of the workable 
space of the other, then effort and time may be used inefficiently and recovery or 
rehabilitation progress may be delayed.

Pencil and paper measures of neglect typically evaluate neglect through the de-
tection of rightward or leftward errors. The Line Bisection Test (Schenkenberg et al. 
1980) provides an example. The patient is typically provided with linear stimuli and 
the challenge to bisect the line(s) at midline. Many variants of the test are avail-
able and often the samples are generated bedside for testing purposes. A sample is 
provided in Fig. 12.10. There are many variants of the Line Bisection Test includ-
ing the sample provided, which was administered bedside for an initial screening 
of the patient’s symptoms. Two separate attempts failed to accomplish the midline 
bisection goal and the patient failed to appreciate the errors with the overriding left 
hemineglect syndrome.

A performance sample using Luria’s M&N task (Luria 1980; Christensen 1979) 
is presented in Fig. 12.11, where the patient neglects the left hemispace with each 
line of writing located increasingly within the ipsilesional side of space. This test 
requires the production of alternating M&Ns using cursive. The test is sensitive to 
perseverative errors, which may be seen in this figure. It may be noteworthy that 
this patient has lost cursive writing and is restricted to block printing. But, the left 
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neglect is easily appreciated with a drift toward the right side of the page in the 
progression from one line to the next. Figure 12.12 provides a performance sample 
from a patient with right hemisphere damage attempting to copy a Greek cross. The 
patient has a right parietal lesion and a left hemineglect syndrome.

Figures 12.10 and 12.11 provide potential evidence for left hemispatial neglect 
in patients with right-sided brain injury. Figure 12.13 depicts the patient’s efforts at 
Luria’s circle, square, triangle task, where alternate sequencing of this three-design 
set is assessed for perseverative sequencing errors. However, after completion of 
the first line, this patient fails to return to the left side of the drawing. Figure 12.14 
provides a sample of one person’s efforts to copy a picture of a chair with noticeable 
perseverative errors in retracing lines and also a relative neglect of the left-sided 
components in the image. Figure 12.15 provides samples of a patient’s improve-
ment from a left hemineglect syndrome over a three-week period, following a right-
sided cerebrovascular accident. This improvement is apparent in his efforts to draw 

Fig. 12.11  A patient with a 
right parietal stroke attempts 
to complete Luria’s M&Ns 
task with each line shifted 
more toward the right 
hemispace or ipsilesional side 
of the page

 

Fig. 12.10  Administered 
bedside for screening pur-
poses. The patient is asked to 
bisect the lines at the middle, 
whereas the patient is in error 
toward the right side across 
two administrations (I and II)

 



Neglect Disorders 255

Fig. 12.13  A patient with left 
hemineglect attempts Luria’s 
circle, square, triangle task 
with failure to return to the 
left side of the page

 

Fig. 12.12  A patient’s 
attempt to copy the Greek 
cross

 

Fig. 12.14  A patient with 
left hemineglect syndrome 
attempts to copy the drawing 
of a chair
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a house. Increasing complexity and detail is developed at the right side of the draw-
ing along with extension of the figural components into the left side of the drawings.

Treatment of motor or intentional neglect may include exertional therapies 
wherein the head, eyes, trunk, and/or limb(s) are exercised toward and within the 
left hemispace. Treatment may involve developing ways to bring the patient’s inten-
tional (motor systems) or attentional (sensory) systems toward the left and in an in-
cremental fashion based on the functional accomplishments or capabilities demon-
strated (sensory perception) in the patient’s performance of these activities. Again, 
this might be approached by the therapist using the method of successive approxi-
mations with ever-increasing goals and corresponding demands for reinforcement. 
This might be initiated just a few degrees past midline with gradual progression left-
ward as the previous goal is accomplished. Self-monitoring and therapist monitor-
ing is encouraged to exceed the previous accomplishments over time. Throwing a 
nerf ball or colorful beach ball from the left may be useful. Playing a preferred game 
within the patient’s left hemispace, music therapy provided within left hemispace, 
or manipulating objects on the left may help. Sensory or attentional neglect may 
benefit from efforts to promote novelty or saliency within the left hemispace. This 
might be accomplished through one or another modality or through multimodal 
enrichment based on the patient’s relative strengths and weaknesses at each sensory 
modality. Saliency might be manipulated using intensity or duration dimensions for 
vibrotactile, auditory, vestibular, and/or visual events.

In their review of the literature on lateralized sensory interventions for neglect 
disorders, Schock et al. (2013) conclude that exogenous sensory events trigger 
stimulus-driven shifts of attention when presented within either the left or the right 
hemispace. This shift is evident even if the sensory cue and the target stimuli are 
presented in different sensory modalities (e.g., Eimer and Driver 2001). Salience 
might be manipulated within either hemispace to modify directed attention. For 
example, salience at the left hand might be manipulated using somatic modifica-
tions with vibrotactile cues. It might also be modified by placing a brightly colored 
(salient) glove over the left hand. It has also been demonstrated that modification of 

Fig. 12.15  Drawings of a 
house provide comparisons 
over a 3-week recovery 
period in a patient following 
a right-sided cerebrovascular 
accident
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the emotional valence of lateralized events can influence attention-related process-
ing (Eastwood et al. 2001; Fenske and Eastwood 2003). Schock et al. (2013) note 
that negatively valenced sensory events may serve as an attention “magnet.” This 
may be useful with an individual suffering from neglect by narrowing the attention 
focus, which may facilitate enhanced processing of the negative event (Fenske and 
Eastwood 2003).

During a visual search task, negatively valenced stimuli are located with reduced 
reaction times and with fewer errors than positively valenced stimuli (Eastwood 
et al. 2001). Related evidence indicates that events with a negative emotional va-
lence may even be sufficient to overcome neglect symptoms evident within the 
left visual field of patients with right hemisphere damage (Grabowska et al. 2011). 
However, Schock, et al. (2013) point out that showing negative emotionally arous-
ing stimuli interferes with the processing of other less salient left visual field targets 
as a function of heightened competition for attentional resources (Hartikainen et al. 
2007). These authors also identify the neural network, including the limbic regions 
such as the amygdale, insula, and anterior cingulated cortex, which are known to 
be relevant to salience detection and evaluation of threat (see Seeley et al. 2007; 
Menon and Uddin 2010).

Premotor lesions resulting in a motor neglect may present with integrity of motor 
function at the contralateral limb for spontaneous movements. But, the patient may 
not use it under confrontational demands. This may prompt considerable skepticism 
in others to infer that the patient is malingering or to inquire as to dissimilation be-
ing present. This is not the case as the integrity of the premotor regions and their in-
teractions with the head of the caudate nucleus may be essential to the desire, inten-
tion, or preparation to use the affected limb. Also, with the addition of the learning 
history where the neglected limb conveys discoordination and functional ineptitude 
and where the unaffected limb functions well, the patient may differentially acquire 
a preference for the ipsilesional extremity. This may be counteracted through the 
use of limb restraint therapies where the intact limb is restrained to force the use of 
the affected extremity, at least for a part of the therapy day. Figure 12.16 provides a 

Fig. 12.16  Premotor lesion at 
the right upper extremity in a 
man with hemorrhage associ-
ated with metastatic deposit 
at the left frontal region
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case study of a man with premotor deficits for his right upper extremity and a right 
motor neglect. His intervention efforts in rehabilitation included the introduction of 
constraint-induced movement therapy.

Constraint-induced movement therapy (see Miltner et al. 1999; Taub and Morris 
2001) was initially demonstrated with nonhuman primates resulting in functional 
improvements in the affected limb over time. In 1998, Liepert et al. (1998) demon-
strated positive brain-related changes in stroke patients inferred from motor-evoked 
potentials. Neuroimaging studies have also demonstrated improved blood flow to 
somatosensory and motor cortices (Wittenberg and Schaechter 2009) and structural 
changes in these cortical regions that are not apparent after other rehabilitation tech-
niques (Gauthier et al. 2008; however, see Bowden et al. 2013). Patients receiving 
this intervention often recover substantially more function in their affected extrem-
ity than patients who are simply told to try to use the limb as often as possible (Taub 
et al. 2002; however, see Bowden et al. 2013). Active use promotes improved ef-
ficiency in the neuronal organization and preparation for the response. Moreover, 
these same regions have been associated with the “impulse” or the desire to use that 
body part (e.g., Penfield and Boldrey 1937) as with directed intention to initiate a 
response with the body regions represented along the premotor and eventually the 
motor homunculus. Vestibular therapies have also been effective in the treatment 
of neglect (e.g., Geminiani and Bottini 1992) as rotational or vectional stress may 
yield spatial shifts in the apparent location of the body and a positional shift into the 
contralateral hemispace to counteract the vection.

Paul Foster (Foster et al. 2008) demonstrated the vertical dimensions and the 
affective dimensions of space in his project asking normal participants at a major 
university medical center to place pegs labeled with an emotional valence on a 
pegboard. Significant lateral and vertical differences were found as a function of 
emotional valence raising the specter of neglect disorders to the emotional array and 
interfacing the emotion, such as depression with down-going features, to the spa-
tial array. Positive affect may involve activation of neural systems elevating gaze 
vertically along with facial expressions and even prosody. It is reasonable to expect 
that elevation of gaze, facial musculature, and tone of voice may provide a release 
for neural activation of systems relatively activated during depression or dysphoric 
thoughts.

Others have demonstrated that the spatial aspects of left and right hemineglect 
disorders are, in fact, not balanced based on functional laterality specialization(s). 
This was evident earlier on with evidence that the right hemisphere may be better 
able to process extrapersonal space bilaterally, whereas the left hemisphere may 
be more restricted to processing extrapersonal space within the right hemispatial 
domain. Using patients with right hemisphere damage, researchers (Aiello et al. 
2012) have recently shown that the imbalance transcends extrapersonal space and 
incorporates task specialization. They note that spatial reasoning has a relevant role 
in mathematics where it is widely assumed that in cultures with left-to-right read-
ing, numbers are organized along the mental equivalent of a ruler. This consistent 
representation of a number line, with small magnitudes located to the left of larger 
ones was expressed in patients with right brain damage being able to disregard 
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smaller numbers with a pathological rightward bias in mentally setting the mid-
point of number intervals (Zorzi et al. 2002), i.e., reporting without calculation what 
number is halfway between two other numbers. The derived interpretation is that 
the enhanced attentional bias toward higher numbers at the right side of the mental 
number line represents spatial neglect for numbers at the left.

Contrary to this interpretation, Aiello and colleagues (Aiello et al. 2012) find 
that patients with right brain damage disregard smaller numbers both when these 
are mapped on the left side of the mental number line and on the right side of 
an imagined clock face. When viewed collectively, these findings indicate that the 
right hemisphere supports the representation of small numerical magnitudes inde-
pendently from their mapping on the left or the right side of a spatial–mental layout. 
Moreover, the anatomical correlates identified through voxel-based lesion–symp-
tom mapping and the mapping of lesion peaks on the diffusion tensor imaging-
based reconstruction of white matter pathways showed that the rightward bias in 
the imagined clock face was correlated with lesions of high-level middle temporal 
visual areas that code stimuli in object-centered spatial coordinates. This includes 
stimuli that, like a clock face, have an inherent left and right side. These findings 
extend the discussion of neglect-related disorders to more complex conceptual ele-
ments that exist within the broader neural systems structure and which coalesce or 
converge among these neural structures.

The neural circuit involved in neglect disorders, includes the superior collicu-
lus and this was evident originally in the phenomenon first described by Sprague 
(1966), where lesions of the superior colliculus in cats resulted in an unexpected 
recovery from deficits in spatial orienting caused by damage to other parts of the 
attention network. Following occipital or parietal cortex lesions on one side of the 
brain, cats exhibit visual neglect, with the tendency to ignore visual objects pre-
sented in the affected part of the visual field.

Suppression of activity in the superior colliculus on the opposite side of the brain 
was shown to relieve the symptoms of visual neglect. Relatedly, a clinical case was 
described in which the symptoms of visual neglect experienced after damage to the 
frontal cortex were relieved by additional and subsequent damage to the contralat-
eral superior colliculus, providing evidence that the Sprague effect also extends to 
humans (Weddell 2004; see Krauzlis et al. 2013).

In their review of the functional anatomy of the superior colliculus, Krauzlis 
et al. (2013) conclude that these neurons respond to stimulus modalities in addition 
to vision, and that most exhibit activity patterns related to the planning and execu-
tion of orienting movements and covert attentional processes. Also, Kallman and 
Isaac (1980) demonstrated the role of the superior colliculus in processing ambient 
illumination underlying arousal propagation through the mesencephalic reticular 
formation. Burtis, Heilman, Mo, Wang, Lewis, Davilla, Ding, Porges, & William-
son (in press) may have manipulated this pathway using constrained left- and right-
sided monocular viewing with evidence for lateralization of the sympathetic activa-
tion to illumination originating at the left eye in comparisons with that originating 
at the right eye. These conclusions were partially based on evidence that the retinal 
projections to the superior colliculi are largely contralateral and where left-sided 
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visual input would differentially activate the contralateral right superior colliculus 
and right cerebral hemisphere. The ultimate potential for clinical intervention in 
neglect disorders, through manipulations of activity within the superior colliculus 
remains largely unexplored, despite evidence for its role in covert attention as well 
as arousal functions intimate to neglect disorders.

Emotional Disorders

Damasio and Carvalho (2013) note that “depression alone is the leading cause 
of disease in the United States and the leading cause of non-infectious disease 
worldwide.” Opining on the neuropsychological bases underlying the emotional 
state, Damasio et al. (2013) state that “research on the neural basis of affective 
phenomena has established beyond doubt that the human insular cortices are in-
volved in processing body feelings (such as pain, pleasure, and temperature) and 
feelings of emotions (Damasio et al. 2000; Kupers et al. 2000; Brooks, Nurmikko 
et al. 2002; Craig 2002). This vast and extensive cortical area includes regional 
sensory specializations (vision, audition, vestibular, touch, pressure, pain, taste, 
and olfaction) and cross-modal integrative areas, which clearly activate within the 
interpretive and perceptual analysis of one or of another emotional feeling. Beyond 
these findings, some have raised the question that the insular cortices are the “nec-
essary and sufficient platform for feeling states in humans” and are, in effect, the 
exclusive source of these feelings or experiential states (Craig 2009, 2011; cited 
in Damasio et al. 2013; see also Damasio and Carvalho 2013). But, history may 
well be repeating itself in this strict analysis as, for example, in the earlier case of 
Hughlings Jackson (1874). Jackson argued against the strict localizations views 
of his time noting that complex mental processes are organized and reorganized 
within different levels of the brain, establishing the hierarchical organization of the 
brain from brain stem on up to the cortex. Jackson’s arguments, alongside those 
of many other neuroscientists and clinicians ultimately lead to modern functional 
cerebral systems theory.

In their investigation of the proposal for exclusive localization, Damasio et al. 
(2013; see also Damasio and Carvalho 2013) report the findings of a patient whose 
insular cortices were destroyed bilaterally as a result of herpes simplex encephalitis. 
The authors conclude that “The fact that all aspects of feeling were intact indicates 
that the proposal is problematic. The signals used to assemble the neural substrates 
of feelings hail from different sectors of the body and are conveyed by neural and 
humoral pathways to complex and topographically organized nuclei of the brain-
stem, prior to being conveyed again to cerebral cortices in the somatosensory, insu-
lar, and cingulate regions.” In this interpretation, the first neural substrate of feeling 
states is found within the subcortical brain-stem structures with elaborative analysis 
eventually relating feeling states to cognitive processes such as decision making 
and imagination. However, just as a bottom-up and top-down analysis receives  
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support both in anatomy and in function(s), there is also undeniably robust connec-
tions between the frontal and posterior cortical regions (e.g., the longitudinal tract) 
and between homologous regions of the left and right brain via the corpus callosum. 
These robust interconnections provide for a functional neural systems theory of 
increased complexity. Moreover, additional pathways are relevant, including the 
interactive connections of cortical regions with the basal ganglia and corticocortical 
interconnections via “U-connections,” for example.

The neuropsychological approach to emotional disorders, from a functional neu-
ral systems perspective, involves the determination of cerebral laterality differences 
in the specialization of emotional processes, where the left brain has a propensity 
for positive affect; social approach; optimistic anticipation of the future; an ener-
getic and rapid sequential processing style; and logical linguistic speech. The right 
brain appears to have a propensity for negative affect, social avoidance, negative 
reflection on the past, an intuitive holistic appraisal of the gist, somatic concerns, 
and nonlinguistic prosodic speech. Secondly, this approach involves the determina-
tion of anterior (frontal) and posterior (parietal, temporal, and occipital) differences 
in the specialization of emotional processes where the frontal regions are involved 
in executive functions or regulatory control and expression and where the posterior 
brain regions are involved in the reception and comprehension of the emotional 
event. This functional analysis yields four distinct quadrants for the evaluation as 
discussed within quadrant theory (Foster et al. 2008; Shenal et al. 2003; Foster et al. 
2008; Walters and Harrison 2013a). But, each quadrant can be subdivided into its 
components as with the primary projection cortices, the secondary and the tertiary 
association areas, and the subcortical regions and tracts.

Within the frontal systems charged with regulatory control and expression, the 
disorder might be evident in altered facial expression, altered speech expression 
(e.g., tone or volume of voice), emotional lability or deregulation, and/or altered 
muscular tone or hyperreflexia (e.g., dyspnea with anxiety). Other examples include 
inappropriate expressions of “rule-regulated behaviors” as with social impropri-
eties, turn taking, or a failure to regulate or to produce emotional expressions con-
gruent with the social context (e.g., Anderson et al. 1999; Eslinger et al. 2004; see 
also Yeates et al. 2012). Expressive deficits may also convey in the amotivational 
syndromes derived from left frontal pathology within the head of the caudate or 
medial frontal pathology (see Scott and Schoenberg 2011; see also Grossman 2002; 
see also Granacher 2008; Hu and Harrison 2013b). Within the posterior systems 
charged with the reception and comprehension of emotional events, the disorder 
might present within the auditory analyzers resulting in an inability to comprehend 
emotional tone or nuance within another’s voice as with a receptive dysprosodia. It 
might present instead within the visual analyzers resulting in an inability to compre-
hend emotional tone or nuance within a facial expression. These, sometimes subtle 
cues, may be of primary importance in appreciating the gist of the communication 
with others where the literal conveyance may be restricted in emotional content. 
Activation of these analyzers may alter the intensity of emotional expressions indi-
rectly as with anger or fear or result in an overassessment of the threat implied or 
imposed by another. A more extreme case may result from overactivation yielding 
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formesthesias accompanied by fear, apprehension, and paranoia as with an agitated 
state.

Clinical imaging results from one such patient, afflicted with a brain tumor 
within the right posterior cerebral region, are presented in Fig. 12.17. Patient M.K. 
presented with spatial delusions, extreme apprehension reflective of paranoid con-
tent with preoccupation at the left hemispace. It was at the left hemispace that she 
experienced visual formesthesias of a devil with implications for threatening ap-
proach and coercion. The religious relevance of these events was deeply meaningful 
as she described them. She demanded assertively that the “devil get behind me!” 
These negatively valenced emotional features were accompanied by features po-
tentially validating right cerebral dysfunction, including left-sided sensory defects 
and left-sided sensory extinction, left hemineglect syndrome, visuospatial deficits, 
constructional dyspraxia, geographical confusion, facial agnosia, and vestibulopa-
thy. The latter may reflect right temporal parietal activity as conveyed with leftward 
vectional complaints. Moreover, the emotional intensity and the affective valence 
attached to these perceptual events reflect the processing advantages of the neural 
systems involved and provide for a broader perspective in the assessment of her 
brain pathology.

Fig. 12.17  Emotional distur-
bance in patient M. K. related 
to right posterior cerebral 
pathology from a brain tumor. 
The constellation of clinical 
symptoms is listed
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The majority of brain disorders may involve multiple locations or diffuse 
 dysfunction attributable to more than one brain regions. This might be the case fol-
lowing a  traumatic brain injury where physical events involving shearing forces and 
stretching of tissues are involved. These features may follow a seemingly  localized 
 cerebrovascular accident where vasodynamic influences, edema, and pressure ef-
fects are at play and potentially affecting far-field brain regions. The multitude 
of combined syndromes is well beyond the scope of these writings. However, 
one potential categorical example may be provided in the case of foreign-accent 
syndrome(s).

Foreign-Accent Syndrome

Prosody, rhythm, and timber of speech may all be altered in complex combinations 
to result in one or another distinct foreign accent. If diagnosed, the speech variant is 
called foreign-accent syndrome or alternatively alien-accent syndrome (e.g., Gurd 
et al. 2001). This disorder may compel changes in the social response of others and 
not always in a fashion that pleases the patient. The impact of a stroke, for example, 
may be sufficient to alter the prosody, pitch, and/or tempo of speech to the extent 
that the person may acquire a foreign accent that cannot be easily attributed to their 
culture or to their learning history. It may even simulate an accent from cultures, 
nationalities, or geographical regions which the individual dislikes.

One noteworthy patient was an Irish born woman who, at that time, was living 
in the hill country of western Virginia. Deeply disturbing to her was her loss of her 
native tongue and the acute acquisition, with her stroke, of a deeply English ac-
cent. Indeed, the therapists and others were attracted to her, by their own account, 
because they enjoyed hearing her accent. This was very disturbing to her as she 
related in astonishment “I am not an Englishman!” Indeed, she related the history 
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of her mother country and what she viewed as the havoc imposed by the English 
invasion and domination of Ireland; even outlawing the use of the Irish language in 
Ireland (Gaelic). She continued with her accounting of the potato famine, where she 
suspected the English of taking what potatoes were produced in Ireland, while the 
Irish literally ate grass (emphasis added!). It may have relieved her distress just a bit 
when, in desperation, the neuropsychologist explained that “it all goes to show that 
an Englishman is just an Irishman with a brain disorder!”

Altered pitch and/or staccato speech may result from a deep right frontal lesion 
or sometimes from a lower brainstem lesion, usually right sided. By itself, the for-
mer is referred to as a subcortical expressive dysprosodia. Foreign-accent syndrome 
appears to result from a more complex array of lesions (e.g., Katz et al. 2012). No 
single brain location seems entirely adequate for these symptoms. More consis-
tently, the lesion pattern includes the inferior frontal or parietal regions of the left 
hemisphere, possibly contributing to a lingual dyspraxia. But, altered pitch may be 
derived more directly from dysfunction within the right frontocerebellar system and 
cerebellar involvement has been found with this syndrome (Marien and Verhoeven 
2007; Heilman et al. 2012; Katz, Garst et al. 2012). Alterations and variations in 
the accent might be derived from various combinations of lesions. Moreover, with 
a brainstem lesion, the arousal systems may be affected with a resultant waxing and 
waning of symptoms such that the acquired accent may come and go. The more 
common location for pathology may be at the inferior left frontal parietal region, 
where lingual dyspraxia and/or hyperreflexia may yield oddities in expression as 
described above. The quality of the accent is often British. But, Russian, Chinese, 
Irish, Eastern European, and other accents have been found. Pierre Marie (Marie 
1907) may have been the first to describe this condition, followed by Pick (1919) 
in his early writings.

One woman, for example, was born and raised in southwestern Virginia near the 
Appalachian Mountains. After a new pontine infarct and with a history of a remote 
left inferior frontal–parietal cerebrovascular accident, she acquired a distinct Ger-
man accent. The presence or absence of the foreign accent waxed and waned with 
fluctuation in her arousal state, such that with louder volume her expressed speech 
was clearly conveying a German accent whereas, with low volume speech, this vari-
ant might go undetected. These combined lesions are depicted in Fig. 13.1.

Moreno-Torres et al. (2012) describe foreign-accent syndrome as a condition at 
the mildest end of the spectrum of speech disorders. They note that the diagnosis 
does not hinge on the production of phonological errors, being instead associated 
with various alterations in the fine execution of speech sounds which cause the im-
pression of foreignness. The researchers conducted a multimodal case study evalu-
ation. The patient was a middle-aged bilingual woman who had chronic foreign-ac-
cent syndrome with segmental deficits, abnormal production of linguistic and emo-
tional prosody, impaired verbal communication, and reduced motivation and social 
engagement. Magnetic resonance imaging was interpreted to show bilateral small 
lesions mainly affecting the left deep frontal operculum and dorsal anterior insula. 
The authors further note that diffusion tensor tractography suggested disrupted left 
deep frontal operculum–anterior insula connectivity. Metabolic activity measured 
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with positron emission tomography was primarily decreased in Brodmann’s areas 
4,6,9,10,13,25,47, the basal ganglia, and anterior cerebellar vermis. This case study 
once again highlights multiple lesions with this syndrome, including the cerebellar 
region. The authors found compensatory activation of brain regions as a function of 
controlled attention and feedback, which they hope will provide a basis for eventual 
therapeutic approaches with individuals suffering from these rare disorders.

Foreign-Accent Syndrome

Left Frontal Parietal Lesion Left Pontine Lesion

Waxing & Waning German Accent

Fig. 13.1  German foreign-
accent syndrome following 
combined lesion of left fron-
tal parietal and left pontine 
regions
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The frontal lobes are anatomically defined by the central fissure at their posterior 
border as it is proximal to the somatosensory cortex of the parietal lobe. Anatomical 
landmarks exposed on the lateral surfaces of the frontal lobes include the superior, 
middle, and inferior frontal gyri (see Fig. 14.1). A gyrus is a cortical ridge surround-
ed by sulci or grooves produced with a folding of the surface of the brain to increase 
surface area. Prominent anatomical regions within the frontal lobes, which have 
been the subject of much research, include the motor cortex anterior to the central 
fissure, the premotor cortex anterior to the motor cortex, the prefrontal regions and 
frontal eye fields, the supplementary motor region, the orbitofrontal region, the cin-
gulate gyrus (see Fig. 14.2), and the frontal poles. It is fair to say that the frontier of 
neuroscience and clinical research corresponds with the anterior-most regions of the 
frontal lobes: the frontal poles and the orbitofrontal and the basal frontal regions.

The frontal lobes have extensive connections to all lobes within the second func-
tional unit and to the reticular activating systems within the first functional unit. It 
receives from these areas but also plays a prominent role in the regulatory control 
or inhibition of these other systems. Some of the regulatory influences are direct 
via the frontal lobes’ connections to the posterior brain regions along the longi-
tudinal tract. An example might include the orbitofrontal region and its influence 
over anger activation at the right amygdale via the uncinate fasciculus. The orbi-
tofrontal region of the prefrontal cortex includes the rectus gyrus and orbital gyri, 
which constitute the inferior surface of the frontal lobes lying immediately above 
the orbital plates. Lesions of this region are often not restricted to the orbitofrontal 
cortex alone. Instead, clinical lesions more typically extend into neighboring corti-
cal areas involving the ventromedial prefrontal region. The ventromedial prefrontal 
region includes the medial and the lateral orbitofrontal cortex, thus encompassing 
Brodmann’s areas 25, 24, 32; medial aspects of 11, 12, and 10; and the white matter 
subjacent to all of these areas (see Bechara 2004). Bechara (2004) concludes from 
the literature reviewed that “patients with bilateral lesions of the ventromedial cor-
tex develop severe impairments in personal and social decision-making, in spite of 
otherwise largely preserved intellectual abilities.” Many difficulties arise following 
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damage to these areas, including difficulties in planning their activities and difficul-
ties in choosing friends, partners, and activities (Bechara et al. 2000, 2002).

Right-sided orbitofrontal lesions have long been associated with heightened reac-
tive anger or rage behavior, whereas stimulation has been associated with pacifica-
tion or diminished reactive anger behavior (e.g., Fulwiler et al. 2012; Agustín-Pavón 

Fig. 14.2  The anterior 
cingulate gyrus within the 
frontal lobe

 

Fig. 14.1  The cortical gyri, including the location of the superior, middle, and inferior frontal gyri
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et al. 2012). Alternatively, activation or stimulation of the right amygdale has been 
related to activation of anger (Everhart and Harrison 1996; Everhart et al. 1995; 
Demaree and Harrison 1997b; see also Blackford et al. 2012; see also Fulwiler et al. 
2012), whereas a lesion here has been associated with pacification or anger reduc-
tion (Butter et al. 1970).

An important distinction in research on the neural mechanisms of emotion regu-
lation involves the relatively limited duration of emotional states in comparison 
with emotional traits. Emotional traits are defined as the stable tendency to experi-
ence particular emotions in daily life. Fulwiler et al. (2012) note that neuroimaging 
investigations of the regulation of anger states point to the involvement of recipro-
cal changes in the prefrontal cortex and amygdala activity, but the neural substrate 
of trait anger has received less attention. Using resting-state functional magnetic 
resonance imaging, these researchers evaluated whether the variation in the strength 
of functional connectivity between the amygdala and the orbitofrontal cortex is as-
sociated with trait anger. Healthy men completed the Spielberger state-trait anger 
expression inventory. Correlational analysis for resting-state functional connectiv-
ity was carried out with the left and the right amygdala as separate seed regions. 
Anger measures were correlated to the right and the left amygdala on a voxel-by-
voxel basis. Trait anger was inversely associated with amygdala–orbitofrontal con-
nectivity. Anger control, the tendency to try to control expressions of anger, showed 
the opposite pattern of being positively correlated with amygdala–orbitofrontal 
connectivity. The authors argue that the results provide additional evidence for the 
role of this corticolimbic circuit as a neuroanatomical substrate underlying stable 
differences in anger regulation.

Jose Manuel Rodriguez Delgado (1969, 1977) was well known early on for his 
creative efforts with his invention which he called a stimoceiver. This apparatus 
allowed for full freedom in ambulatory movement, while providing electrical stim-
ulation to one or another brain region. Using a remote control apparatus, which 
preceded our wireless garage door opener, he would provide electrical stimulation 
to specific areas of the brain and often concurrent with a receiver, which monitored 
electrical activity from specific brain areas using remote electroencephalographic 
recordings. Delgado was most notable for using stimulation techniques to alter 
emotion and to control behavior remotely at a distance from the subject.

Most remarkable within the media was his demonstration of the stimoceiver 
in Cordoba at a bull-breeding ranch. Delgado demonstrated not only his scientific 
acumen but also his tenacity as he stepped into the bull-fighting ring with a bull 
previously implanted with the remotely controlled stimoceiver. With dramatic flair 
and a bull snorting with dust rising below the nostrils, Delgado pressed a remote 
control button, which caused the bull to stop its charge and cease its aggression. 
The stimulation was directed to control the amygdale, whereas he described al-
tered emotions beyond aggression with stimulation elsewhere and in other species, 
including primates. This inhibition of aggression was a replication of frontal lobe 
regulatory control over this structure using this implant technique. Critics argued 
that the stimulation did not alter the aggressive response, but instead forced the bull 
to turn toward the left.
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Sensory Thresholds or Sensitivity

Redundant frontal control exists through its role in the regulation of the first func-
tional unit or the reticular activating system. This indirect influence allows for 
arousal-related changes to affect the apparent intensity of sensory events projecting 
through the thalamic relay system on toward the primary projection cortices. Ac-
tivation of the arousal-based brain-stem reticular formation alters sensory thresh-
olds up to an optimal point of arousal. The descending projections from the frontal 
lobe allow for reduction of the arousal state and the indirect alteration of sensory 
thresholds. Sensory thresholds or sensitivity might be affected or manipulated by 
either diminished frontal lobe capacity or frontal lobe stress (Woods et al. 2013) 
and through the manipulation of ambient sensory conditions within other sensory 
modalities (e.g., Delay et al. 1978). One definition of frontal lobe stress is that origi-
nating from lateralized dual concurrent task demands. Examples might be provided 
from the laboratory such as verbal fluency challenge with incremental processing 
demands at the left frontal region (e.g., Wood et al. 2001; Baldo et al. 2006; Baldo 
et al. 2001; Foster et al. 2012) and figural fluency challenge with incremental pro-
cessing demands at the right frontal region (e.g., Ruff et al. 1994, 1986; Williamson 
and Harrison 2003; Holland et al. 2012; Mitchell & Harrison 2010; see also Foster 
et al. 2005).

The individual with a frontal lobe syndrome may have reduced capacity with-
in the descending corticofugal and posterior projecting corticocortical pathways, 
which indirectly dampen or diminish the intensity of sensory information within 
the brain. For example, patients with focal lesions of the dorsolateral prefrontal 
cortex exhibit abnormally increased auditory-evoked potential amplitude (Knight 
et al. 1989). Frontal incapacity or lesion might result in lowered somatosensory 
thresholds (heightened sensitivity) where even the clothing on their body is irritat-
ing accompanied by restlessness. Lowered auditory thresholds might be expressed 
by a patient bothered by noises easily tolerated by others. Sensitivity to lights might 
also be increased, where even previously subthreshold events might now be de-
tected. With diminished frontal capacity, these perceptually more intense ambient 
or contextual environmental events may decompensate some and may promote re-
lated symptoms for others (e.g., ocular migraine with photophobia; skin sensitivity 
disorders with allergic-like responses). Moreover, Bechara (2004) states that lesion 
of the ventromedial (which includes the orbitofrontal) sector of the prefrontal cor-
tex interferes with the normal processing of somatic signals underlying emotional 
values, while sparing most basic cognitive functions. Such damage leads to impair-
ments in the decision-making process, which seriously compromise the quality of 
decisions in daily life. Bechara (2004) provides a review of the evidence in support 
of “The Somatic Marker Hypothesis,” which provides a systems-level neuroana-
tomical and cognitive framework for decision making and which suggests that the 
process of decision making depends in many important ways on neural substrates 
that regulate not only emotions but also feelings. It is not surprising at this point, 
that much of the research on disturbed sensory gaiting mechanisms and schizophre-
nia has focused on disturbances in frontal lobe function (e.g., Egan et al. 2001).
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A younger woman about 20 years old with a right frontal lobe syndrome ex-
pressed her symptoms with social improprieties, delayed response deficits (impul-
sive; e.g., Malmo 1942; see also Cai et al. 2012; see also Allman and Meck 2012), 
and heightened somatic sensitivity. The latter was expressed with great discomfort 
in her clothing. She had scarring on her skin from repetitive scratching and irritation 
and she painted her body with calamine lotion, while wearing only enough clothing 
to suffice. She had many therapists as her poor appreciation of social boundaries 
seemed unmanageable at times. She required much investment by community ser-
vice organizations to help her along the way. Another woman with hypersensitivity 
to vaporous chemicals could hardly tolerate the medical center environment where 
she was to be evaluated. And another was overly sensitive to noise easily tolerated 
and habituated to by others. By way of a social example, descending regulatory 
control over subcortical and brain-stem structures might include the reward system 
within the pathways of the medial forebrain bundle and the nucleus accumbens 
(Öngür and Price 2000; Narcisse et al. 2011), where reduced capacity and/or con-
current frontal stressors within a social setting may alter the intrinsic intensity or 
reward value of being with other people. Much additional research is needed to 
develop effective strategies to supplement or support the basic neural systems in-
volved in the down regulation or “self-regulation” of sensory systems.

Startle Responses, Orienting Responses, and Habituation

Early literatures on frontal lobe function were instrumental in exposing the “top-
down” functional role of these brain regions in regulating or modulating arousal-
related responses (e.g., Isaac and DeVito 1958) originating within the mesence-
phalic and diencephalic brain-stem regions (Dempsey and Morison 1942a, 1942b, 
1943; Jasper and Droogleever-Fortuyn 1946; Hunter and Jasper 1949; Moruzzi and 
Magoun 1949). Diminished frontal capacity or lesion of the anterior cingulate gyrus 
may alter the startle response (e.g., Hazlett et al. 1998; Klineburger and Harrison 
2012; Levenson et al. 2012). This is more often apparent in the exaggerated startle 
response to an acoustic event. A loud abrupt noise presented in a classroom setting 
may be sufficient to demonstrate individual differences in the reflexive reactions to 
the event. But, the alteration may be heightened with pathological processes in this 
region. This system may also be altered in hypoaroused states with minimal reactiv-
ity well below expectations drawn from a normal comparison.

Teuber (1964) suggested that the frontal lobes “anticipate” sensory events that 
result from behavior, thus preparing the sensory processing systems, within the sec-
ond functional unit of the brain, for events that are about to occur. The expected 
results are compared with actual experience, and thus smooth regulation of activity 
results. Novel or salient events characteristically yield an orienting response and the 
anatomical underpinnings are lateralized through direct pathways from the cingu-
late gyrus to the amygdaloid bodies and onto the hippocampus, perihippocampal, 
and entorhinal cortices. Frontal lobe dysfunction frequently results in altered rates 
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of habituation of the orienting response to redundant or irrelevant events. Since 
habituation may be considered a fundamental reduction in arousal with repeated or 
continuous exposure, dishabituation may reflect a hyperaroused or hypervigilant 
state just as overhabituation may be considered a state of diminished arousal (Har-
rison and Pavlik 1983; Harrison and Isaac 1984). Moreover, habituation may be lat-
eralized to the dominant tendencies or actions of one or the other frontal region. For 
example, dishabituation secondary to a right orbitofrontal lesion more commonly 
presents with hyperkinesis and rapid internal clocking mechanisms with time ur-
gency (e.g., Holland et al. 2009; see also Granacher 2008). In contrast, overhabitu-
ation secondary to a medial left frontal lesion more commonly presents with brady-
kinesia, behavioral slowing, and amotivational features (see Scott and Schoenberg 
2011; see also Grossman 2002; Hu and Harrison 2013b; see also Granacher 2008).

Barbas et al. (2013) conclude that a cardinal function of the prefrontal cortex 
is selective attention, with the ability to use a stimulus when it is relevant to the 
task at hand. The authors note that it may be even more important to understand 
the mechanisms by which these neural circuits modulate and minimize the vast 
“roar” of irrelevant information impinging upon the sensory systems at the back of 
the brain. This was appreciated in classic research with individuals suffering even 
mild impairment in the prefrontal regions, where they were found to be distract-
ible and poorly able to habituate to irrelevant or redundant environmental events. 
Barbas et al. (2013) aptly note that the neuroanatomical connections to the pre-
frontal regions arise preferentially from the sensory association cortices, provid-
ing multimodal influence and associative strength. Thus, one or another prefrontal 
region may be biased by the influence of a particular sensory modality. However, 
the prefrontal region is not segregated from the influence of the sensory events or 
broader sensory context arising from the other sensory modalities. Thus, selective 
attention within a sensory modality may be influenced by activity within the other 
sensory modalities. This arrangement is also consistent with the cross-modal influ-
ences of one or another sensory modality by activity in the other modalities within 
the first functional unit or brain-stem reticular formation (Luria 1966, 1973, 1980). 
For example, ambient lighting levels alter auditory thresholds (Delay et al. 1978; 
Kallman and Isaac 1980).

The neuropsychological evaluation of the startle and orienting responses and the 
rate of habituation to these events with repeated or continuous exposure may pro-
vide substantial insight as to the functional integrity of relevant frontal regions (e.g., 
Levenson et al. 2012). Startle and orienting responses may be assessed separately 
within each sensory modality. For example, startle may be assessed using repeti-
tions of a visual menace stimulus. Acoustic startle might be evaluated with redun-
dant abrupt and intense auditory events. Similarly, tactile startle might be assessed 
with redundant somatosensory probes or menace stimuli to the body. The intensity 
of the reactive startle response, the integrity of the orienting response toward and 
within each hemispace or hemibody, and the ability to habituate to redundant or ir-
relevant events with repeated or continuous exposure may enlighten the evaluation 
and diagnostic conclusions and provide for more appropriate interventions. More-
over, regression to more normal responses here might confirm progress over time 
and promote improvement in the prognosis.
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One cold winter’s week left the community under a severe blizzard and ice storm 
without electricity and water. Truck drivers were trying to haul water into town. 
But, many were using snow to activate the plumbing systems and for personal hy-
giene. During this severe weather event, many electrical linemen worked around 
the clock trying to return the electrical systems to the grid. One such lineman was 
working around the clock relying more and more heavily on stiff coffee and ciga-
rettes to help maintain his arousal. Following several days of this, he ruptured his 
anterior communicating artery at the circle of Willis, which surrounds the thalamic 
brainstem region. The anterior communicating artery connects the origin of the an-
terior cerebral arteries within each brain. Surgical repair of the aneurysm left him 
with a hemorrhagic infarction within the distribution of the right anterior cerebral 
artery. Initially, bilateral frontal deficits were prominent with left supplementary 
motor deficits presenting as an akinetic mutism (e.g., Fontaine et al. 2002). But, 
with recovery of the left frontal region, the deficits associated with the right mesial 
frontal impairment were more apparent and he was increasingly hyperkinetic. He 
completed one evaluation where his examiner was walking in reverse at a fair clip, 
just to stay in contact with him. He had a severe dishabituation disorder and was 
intolerant to tactile probes or menace stimuli, where a tap on the shoulder produced 
an acute startle and elevation of the shoulders. This failure to habituate the tactile 
startle and the orienting response played out functionally as he was averse to his 
clothing and to physical contact with his spouse.

Reflex Regulation and Hyperreflexia

Luria (1973, 1980) referred to the frontal lobes as the third functional unit charged 
with the organization, planning, sequencing, and expression of behavior, emotion, 
and cognition (see also Stuss and Knight 2013). Moreover, this unit has been the 
subject of research primarily on executive functions and the regulatory control or 
effortful control of the first and second functional units involved in arousal or ac-
tivation and in sensory reception and comprehension, respectively. For example, 
in highly impulsive individuals, regulatory structures including medial and lateral 
regions of the prefrontal cortex were isolated from subcortical structures associated 
with appetitive drive, whereas these brain areas clustered together within the same 
module in less impulsive individuals using functional magnetic resonance imaging 
(Davis et al. 2012; see also see Oades 1998; see also Emond et al. 2009; see also 
Granacher 2008; Helfinstein and Poldrack 2012; see also Barbas et al. 2013).

Consistent with this regulatory role, the frontal lobes directly control motor re-
flexes. The frontal lobes, though in many ways oppositional to each other (e.g., the 
expression of positive or negative affect), may be viewed as oppositional in their 
regulation of reflexes throughout the body. This may be seen in simple walking pat-
terns, where activation of the left motor cortex may inhibit the dominant extensor 
reflex for the right leg and where concurrent contralateral inhibition of the right 
motor cortex via the corpus callosum may yield disinhibition over the extensor 
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tone at the left leg, allowing for the support of our weight at that extremity. Crossed 
callosum control is restricted somewhat at the proximal muscles of each extremity 
(Brodal 1981; Harrison 1991). Reciprocal oscillations between the frontal lobes are 
thought to play a prominent role not only in simple walking activities and opposi-
tional emotional expressions but also in the regulatory control of the cardiovascular 
and cardiopulmonary systems, through dynamic fluctuations in sympathetic and 
parasympathetic efferent activities.

The development of frontal lobe regulatory control is, to a great extent, progres-
sive over time (see Munakata et al. 2012). Additional frontal capacity develops 
within the context of the age-related changes in childhood, adolescence, and even 
into early adulthood with evidence for active neural integration, especially of the 
far frontal regions, continuing perhaps into the early twenties. I see some validity 
in the euphemism that “all children are brain damaged!” At least we often expect 
more from older individuals in the areas of cognitive flexibility, sensitivity to the 
needs and concerns of others, decreased oppositional affect and behavior, respect 
for social and cultural rules, and, in general, regulatory control and effortful control. 
Moreover, there is substantial basis for this within the findings of developmental 
neuroscience (Paus et al. 1999; see also Goldberg 2001).

At birth, there exists a plethora of reflexes, which eventually come under the 
regulatory control of the frontal lobes and these are often assessed as developmental 
milestones. Prominent reflexes present at birth, and even prior to this, include the 
suck, the root, and the snout reflexes corresponding with the proximity of light-
brushing tactile or pressure stimulation to the lips or the surrounding facial region. 
The Babinski reflex, related to antigravity synergy and down going toes on plantar 
stimulation, is also present and gradually resolves with improved frontal lobe inhi-
bition. These early developmental reflexes may be expressed again following dam-
age to the descending fibers of the frontal lobe (see Futagi et al. 2012). For example, 
the prominent feature of an upper motor neuron lesion might initially be paresis or 
plegia of the body part represented at the region of the motor homunculus lesioned. 
However, with time hyperreflexia may become one of the primary management 
issues with the development of antigravity posturing, typically with flexor synergy 
for the upper extremities and with extensor synergy for the lower extremities. But, 
hyperreflexia may present with altered pitch in speech through alterations in the 
regulatory control over the vocal motor apparatus. This may be a component of aki-
netic mutism resulting from mesial left frontal dysfunction with speech gradually 
recovering to a soft, hoarse, whisper. Alternatively, altered and typically elevated 
pitch may result from mesial right frontal dysfunction.

A young woman on the birth control YAZ concurrent with factor 4 clotting syn-
drome provides an example after her subcortical right frontal stroke. She made a re-
markable recovery but with residual vocalization deficits characterized by elevated 
pitch and inadequate breath support. She struggled to vocalize or to express speech 
with elevated pitch. The rule out was for a hypophonia of various origins. How-
ever, inspection of the oral motor apparatus revealed a broad and open airway with 
elevation of the pharynx and with functional lingual praxis. Instead, at the onset 
of efforts to vocalize, the airway would close with hyperreflexic features, leaving 
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her straining to provide sufficient respiratory support to express her speech and a 
concurrent elevation in pitch. These symptoms were aggravated by any additional 
impositions or restrictions on the airways, which would occur on efforts to talk 
on the phone while in a supine posture. More relevant vocationally, any sense of 
time urgency or negative affective stress would leave her gasping for air. So, in the 
broader sense, this subcortical expressive dysprosodia or speech disorder was also a 
dyspnea with hyperreflexic responses to stress, restricting the airway and the ability 
to breathe.

Although the layperson may think that when the physician taps the patellar ten-
don she/he is checking the knee, the assessment is more useful not only in deter-
mining the integrity of the upper motor neurons descending from the motor cortex 
but also for related functions. A peripheral nerve lesion more commonly results in 
diminished muscular activation and eventually with atrophy or muscle loss. Stress 
on the frontal lobe (see below) or diminished frontal lobe capacity as with upper 
motor neuron damage yields antigravity dystonia. This might be assessed through 
passive range of motion techniques, where the examiner holds the bicep muscle of 
the arm and passively ranges the patient’s arm. The frontal lobe patient may show 
flexor synergy here and appear to be opposing the examiners’ efforts to extend the 
arm. These “frontal release signs” present in the form of hyperreflexia or dystonia 
(e.g., Futagi et al. 2012).

It is relevant to mention here that one of the early descriptions of oppositional-
defiant disorder was derived from the assessment of these reflexes. The frontal lobe 
includes the same brain systems which underlie emotional flexibility, as opposed 
to rigidity and inflexibility, in thought. Behavioral, cognitive, and emotional flex-
ibility are likely components of social and emotional intelligence. This might be 
appreciated initially in fundamental social interactions, including eye contact and 
the preponderance of attention that we direct to the facial region and facial expres-
sions. Facial dystonia has been demonstrated in emotional disorders of depression, 
anxiety, and hostility (Rhodes et al. 2013). This has been confirmed in systematic 
research extending the predictions for altered muscular tone to the upper extremi-
ties of adults (e.g., Crews et al. 1995; Harrison et al. 2002; Everhart et al. 2002) 
and of children (e.g., Emerson et al. 2005). The underlying postural difficulties in 
facial expression may render these individuals disabled in social settings and result 
in negative emotional reactions and dislike from others through initial, and almost 
instantaneous, observations of the individual’s facial expressions.

Moreover, as frontal stress is increased, as for example within a social setting 
with other people present and with dual tasking or organizational demands, the fa-
cial region may become more dystonic and dyspraxic and the patient more debilitat-
ed. Indeed, this person may decompensate with reduced capacity in the regulation 
of anger. The regulation of anger, as with the inhibitory control of the orbitofrontal 
region over the amygdale via the uncinate fasciculus, might be better appreciated 
through the location of the critical orbitofrontal systems proximal to the frontal lobe 
regions regulating facial expressions. Clues from our language such as “stay out of 
my face!” likely have an emotional basis in this respect. The expression “lose face” 
may refer to a discounting of emotional integrity related to diminished facial motor 
control.
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The expression “keep a stiff upper lip” may relate to facial motor control despite 
adversity and where this negative affective stress is somewhat specific to inferi-
or, posterior frontal, and orbitofrontal functions (e.g., Agustín-Pavón et al. 2012; 
Fulwiler et al. 2012). Herath and colleagues (Herath et al. 2001) used functional 
magnetic imagery during the performance of dual-task demands. Performance of 
the dual task resulted in excess activation in comparisons with single-task perfor-
mance. Dual-task interference was specifically associated with increased activity in 
a cortical field located within the right inferior frontal gyrus, an area that has been 
associated with emotional regulation. The results support the notion that areas of the 
brain that regulate emotion, in particular, may be subject to the burden of dual-task 
interference effects. Diminished capacity in these regions may yield deregulated 
facial expressions confirming your emotional reactions and potentially to those who 
might relish in them.

Ekman and colleagues (Ekman et al. 1983) demonstrated that simply contract-
ing specific facial muscles was sufficient for the experience of the corresponding 
emotion. They demonstrated the reflexive release of the autonomic nervous system 
components consistent with the derived facial expression depicting either a positive 
or a negative emotional posture through the contraction of specific muscle groups in 
the face. In a subsequent experiment, Davidson et al. (1990) combined the measure-
ment of observable facial behavior with simultaneous measures of brain electrical 
activity to assess hemispheric activation during the experience of happiness and 
disgust. Disgust was found to be associated with right-sided activation in the frontal 
and anterior temporal regions. These findings were in contrast to those recorded 
during the happy condition. Happiness was accompanied by left-sided activation 
in the anterior temporal region supporting valence-specific laterality of emotion.

When considered collectively, these studies provide evidence for the cerebral lat-
eralization of emotion by positive and negative valence. They provide evidence that 
the corresponding control over the autonomic nervous system is functionally related 
to that involved in facial expressions conveyed directly through muscle contractions 
at discrete facial regions. These findings illustrate the utility of using facial behavior 
to verify the presence of emotion and the ability to alter volitional control over the 
autonomic nervous system through simple posturing of the facial regions. When the 
investigation of facial posturing was extended to those with high hostility and anger 
difficulties, evidence of facial dystonia was found with increased left hemifacial 
tone using electromyogram recordings (Rhodes et al. 2013). In addition, reduced 
habituation was found at the left hemibody using skin conductance measures fol-
lowing posed contractions of the corrugator muscle in high hostiles (Herridge et al. 
1997).

The capacity of the frontal lobes to regulate or to inhibit reflexes elsewhere in the 
body may best be understood through the appreciation of two fundamental features 
of this functional neuroanatomy. First, there exists some basic capacity of these 
cells to do their job. This inherent capacity is one of the aspects of our nervous sys-
tem that makes us somewhat unique from one person to the next. We differ, as indi-
viduals, in our capacity to regulate these reflexes. Moreover, this difference varies 
within us as a function of our developmental level or the progression across our life 
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span (see Yeates et al. 2012), and as a function of the relative health and integrity of 
these cellular regions (e.g., the upper motor neurons and prefrontal regions).

Secondly, the capacity of these cells to function well and to regulate any given 
reflex is fundamentally related to the concurrent tasking demands placed on this 
anatomy. The frontal lobes are largely the systems that we are referring to when we 
discuss stress, and stress in the present context is derived from multiple concurrent 
tasking demands (see Williamson and Harrison 2003; Mitchell and Harrison 2010; 
Carmona et al. 2009). The extent to which the functional cerebral space (Kins-
bourne and Hicks 1978) involved in the performance of two concurrent tasks is 
shared or overlaps will partially determine the resources available to complete the 
primary and the secondary tasks well or, alternatively, the extent of the interference 
and degradation that will occur in the performance of the secondary task. It may be 
helpful to first appreciate the narrow predictions of capacity theory and, subsequent 
to this, to think more broadly of the scope of bodily functions that must ultimately 
come under the regulatory control of these brain regions.

To begin with a simple example, the concurrent tasking demands might be de-
fined as a rapid alternating movement such as tapping rate at the left or at the right 
index finger. These are largely controlled by the contralateral frontal lobe and, more 
specifically, upper motor neurons originating from the motor cortex. Their coordi-
nated movements are partially a function of the premotor cortex surrounding this 
tissue. If the left frontal lobe is faced with a dual concurrent task demand or “stress-
or” as with reading out loud (Broca’s area), then interference from the performance 
of the dual task may be costly at the right hand with relatively preserved tapping rate 
at the left hand (e.g., Kinsbourne and Cook 1971; Harrison 1991). Indeed, evidence 
indicates that the extent of interference to one or another extremity and to the proxi-
mal or distal aspects of the extremities, on such a dual task, corresponds with the 
percentage of fibers originating from the contralateral, as opposed to the ipsilateral, 
frontal lobe (Colebatch and Gandevia 1989; Harrison 1991).

It may help to digress a moment here in order to appreciate this anatomical dis-
tinction. Within the rehabilitation setting after a stroke, for example, the prognosis 
for recovery of the functional use of an affected extremity varies at the distal, as 
opposed to the proximal, location along that extremity. For example, Colebatch and 
Gandevia (1989) evaluated the strength of 12 muscle groups of the arm to deter-
mine the distribution of weakness derived from upper motor neuron damage. They 
evaluated three groups of subjects including 14 intact volunteers, 10 patients with 
unilateral arm paresis, and 6 patients with severe paralysis of the arm. The pattern 
of weakness was not the same in all patients at the contralesional side. Shoulder 
muscles were relatively spared while the wrist and finger flexors were relatively 
severely affected. Moreover, in hemiparetic and hemiplegic patients, the strength of 
muscles ipsilateral to the lesion was reduced compared with normal controls at least 
consistent with the evidence for heightened ipsilateral projections to the proximal 
extremity region.

However, this effect may not be apparent in the context of early post-stroke 
recovery (Beebe and Lang 2008). With a left frontal stroke affecting upper motor 
neurons, the prognosis is substantially better for recovery of some movement at the 
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right shoulder (proximal regions) than for the distally located right index finger. 
This results at least partially from increasingly diminished ipsilateral control (from 
the intact right frontal lobe) as we move toward the distal regions of that extremity. 
Roughly 90% of the upper motor neurons cross to control the contralateral limbs. 
However, the proportion crossing is greatest for the right index finger, with gradual-
ly increasing ipsilateral control as we move across digits two through five, and then 
increasing still as we move toward the shoulder and facial regions (Brodal 1981).

One young man was referred by his occupational therapist with the goal of im-
proved self-feeding after a motor vehicle accident with substantial trauma to the 
left frontal lobe. The left frontal region is especially critical for ideational praxis 
or the coordinated sequencing of bodily postures necessary for activities of daily 
living. But, faced with a dense right hemiplegia, the therapist was working with 
the left upper extremity ipsilateral to the brain damage. This man was severely 
discoordinated in the use of his left arm with self-feeding efforts being hazardous 
with the spoon sometimes hitting him in the face or even the eye. With appreciation 
of the functional anatomy, the relative discoordination was identified with the use 
of the proximal left arm and shoulder region in the feeding process. Again, these 
proximal body regions receive a larger proportion of ipsilateral fibers. In this case, 
the left arm was ipsilateral to a damaged frontal lobe. Through the temporary physi-
cal restriction of the proximal arm region, and through efforts to limit the feeding 
movements as far as possible to the distal region of the left arm, progress was made 
and the basic goal of self-feeding was accomplished. This prediction was derived 
as one of seeking movement control by the intact contralateral right frontal region 
using the digits of the left hand.

Evidence indicates that the frontal regions regulate the cardiovascular system, 
circulating blood glucose levels, oxygen saturation levels, the volume and affec-
tive intonation of speech, facial expressions conveying emotion to others, reward 
systems (e.g., social and appetitive), and many, other systems. Blood pressure and 
heart rate vary with the intensity of a frontal stressor or dual-tasking demands with 
heightened stress reactivity in individuals with minimal or reduced frontal capac-
ity (Foster and Harrison 2004, 2006; Williamson and Harrison 2003; Foster et al. 
2008). Functional outcomes in behavior, cognition, and emotion vary with the na-
ture of the stressor, demanding resource allocation from regional cellular networks 
within the left or the right frontal lobe. The regulatory control over pain, anger, fear, 
and sympathetic mediation of the heart appears to involve shared or overlapping 
functional cerebral space (Mollet and Harrison 2006; Mitchell and Harrison 2010; 
Holland et al. 2012).

A dual-task challenge might include managing anger concurrent with pain man-
agement, with the demands of one reducing the capacity to regulate the other. Ex-
pressive prosody or the volume of our speech may be deregulated with concurrent 
stress demands related to perceived external control. Ultimately, if the right frontal 
lobe is diminished in capacity or if the dual concurrent stressor demands exceed this 
regions capacity, something must be sacrificed. This may diminish crossed inhibi-
tory control over left ventricular cardiovascular reflexes with increments in blood 
pressure, heart rate, and sweating as with an anger management disorder or with 
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tachycardia during a panic attack. Similar reactivity in glucose mobilization was 
evident in individuals with reduced right frontal capacity on exposure to pain at the 
left arm (Walters and Harrison 2013a).

An elderly man with a frontal dementia might serve as an example. His physical 
therapist was working on “sit-to-stand” techniques to promote improved functional 
independence so that this man might go home with his spouse. On efforts to stand, 
he developed significant flexor tone in the upper extremities, including a grasp re-
flex at the hands such that he lifted the chair with his movements. He lost control of 
expressive prosody with the onset of loud volume speech. He developed the onset 
of fearful facial expressions and complaints of fear of falling/panic and sharply 
elevated heart rate and blood pressure. Increasing demands for volitional organiza-
tion, effortful control, and initiation of bodily movements appeared to have resulted 
in hyperreflexic posturing and deregulation of autonomic nervous system activity 
among the changes witnessed in the more general behavioral, cognitive, and emo-
tional presentation.

Based on these examples, one may appreciate that the approaches we take in 
managing health problems are somewhat like the story of the blind men holding 
different parts of the elephant. The cardiologist will see a heart problem at the heart, 
whereas the neuropsychologist will appreciate that the problem is a function of 
the brain systems involved. This does not at all suggest that either professional is 
wrong. They may be simply looking at two ends of shared or overlapping neural 
systems. Long standing exposure to right frontal lobe stressors involving perceived 
threats, social defensiveness and attributions of external control by others, and 
eventually cynical hostility and a negative view toward others reflect a formula for 
cardiovascular disease (Siegel 1985; Smith et al. 2004; Smith and Pope 1990; Suls 
and Bunde 2005) and metabolic syndromes like diabetes mellitus (see Walters and 
Harrison 2013a, 2013b; see also Anthony et al. 2006). Furthermore, the metabolic 
syndrome and obesity appear to occur with alterations in the reward circuits and 
especially with increasing abdominal fat (Luo et al. 2013). Of great import to each 
of us as individuals are the inherent opportunities we have from appreciating these 
problems early in the disease process. It may provide a basis for our own interven-
tions to improve our health, including exercise and vocational and work setting 
choices as these may be available and general stress management techniques. But, 
again these are features that may be present early on developmentally and they may 
be substantially advanced toward pathology by adolescence or early adulthood, in 
some cases (Raikkonen et al. 2003).

The frontal lobes are interfaced with distal body organs through the visceral ef-
ferent systems of the hypothalamic regions via the pituitary adrenal axis. Frontal 
lobe processing demands or stress, such as the response to a perceived abrupt envi-
ronmental event, may trigger a startle response (e.g., Levenson et al. 2012) and the 
mobilization of adrenaline from the adrenal cortex on the kidney. The somewhat 
persistent activation, which follows, is familiar to many who have experienced a 
traumatic event (e.g., a motor vehicle accident) or the rush of excitement as a favor-
ite team comes out onto the playing field. This blood-based interface allows for far-
field effects on distal anatomy, such as the adrenal and cardiopulmonary systems. 
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But, it also provides a basis for prolonging the duration of the peripheral emotional 
responses. Through this mechanism of global and persistent activation, the brain 
may be freed from direct mediation of distal cardiovascular systems, allowing for 
improved efficiency under survival conditions or conditions of perceived threat. 
But, this global and persistent activation may instead be something of a nuisance if 
threat turns out to be bogus or spurious and as we await the return of our body to a 
stable state free from the activation of survival systems or sympathetic drive.

The implications for health are potentially substantial, as the brain may mobi-
lize to any potentially vital threat, including hypoglycemic events (see Walters and 
Harrison 2013a, 2013b); dehydration (e.g., Nielsen et al. 2001); decreased oxygen 
saturation levels (Hu and Harrison 2013a; see also Homnick 2012); hyperthermia 
(e.g., Nybo 2012); negative affective threats for pain, anger, or fear (e.g., Mitchell 
and Harrison 2010; Holland et al. 2012; Demaree and Harrison 1997b); noise lev-
els (Harrison and Kelly 1989); inadequate blood pressure and/or heart rate (e.g., 
Freeman 2006; Frysinger and Harper 1989); and many other events. This conclu-
sion raises the specter of intervention to the appreciation of dynamic physiological 
events which develop across the day and those which occur over the life span.

The frontal lobes might be better known to the psychologist through research on 
stress. In the past, it was sufficient to think of stress as a general construct requiring 
mobilization of resources through the hypothalamic–pituitary–adrenal axis (Selye 
1956). The problem with this approach was that the research findings were vari-
able with some “stressors” not resulting in the expected adrenergic drive, as might 
be seen through increments in blood pressure and heart rate. John Williamson and 
others (e.g., Gray et al. 2012; Williamson and Harrison 2003; Williamson et al. 
2013; Carmona et al. 2009; Holland et al. 2012; Mitchell and Harrison 2010) have 
proposed that stress be defined by the brain regions involved in the response to 
that stressor, through altered metabolic and/or functional activity corresponding to 
these brain regions. For example, John demonstrated that stressors corresponding 
to left frontal function may indeed lower blood pressure and heart rate, whereas 
right frontal stressors more readily correspond with increments in these measures 
and in sympathetic tone more broadly defined. Indeed, this fundamental assump-
tion, though not universal in psychology, is foundational for neuropsychological in-
vestigations using methodologies such as the electroencephalogram and functional 
magnetic resonance imaging, where metabolic or electrical changes within specific 
brain regions result from a given stressor event.

Thus, with a verbal fluency stressor tasking left frontal capacity, we might lower 
blood pressure and heart rate, while a figural fluency stressor tasking right frontal 
capacity might increase blood pressure and heart rate in individuals with diminished 
regulatory control (see Lacey and Lacey 1958; Williamson and Harrison 2003; 
Mitchell and Harrison 2010). Diametrically opposite effects may be derived from 
stressors corresponding with activation demands from homologous frontal regions 
within the left cerebral hemisphere. Left frontal stress may include laughter or smil-
ing and social approach, whereas right frontal stress may result from anger or con-
traction of the corrugator muscle, as with a frown and social avoidance. Contraction 
of the corrugator increases the experience of anger and elevates blood pressure and 
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heart rate, while contraction of the zygomatic or smile muscle increases the expe-
rience of happy emotions and lowers blood pressure and heart rate (Ekman et al. 
1983) and skin conductance (Herridge et al. 1997). Simply rehearsing or learning 
a list of positive affective words lowers systolic blood pressure, whereas rehears-
ing or learning a list of negative affective words increases systolic blood pressure 
(Snyder et al. 1998; Shenal and Harrison 2003). Even this relationship, though, is 
not perfect, as the lateralization of functions between the two brains is dynamic 
and efficient in this respect. And, the laterality of function has been found to dif-
fer as a matter of the specialization of one or the other brain for the task at hand 
(Gazzaniga et al. 1962; Sperry 1966, 1982; Gazzaniga 1998, 2000; see also Springer 
and Deutsch 1998).

It seems reasonable that the functional capacity of these frontal regions may be 
exceeded by the demands of extreme stress yielding an acute reactive response, 
which corresponds with the diminished activity of these regions and presents in a 
deregulated and potentially unbridled state. Paul Foster extended this to the regula-
tory demands placed on the frontal systems as a function of the intensity of a mem-
ory (Foster and Harrison 2002b). Significant correlations were found between the 
subjective intensity of angry memories and beta activation on quantitative electro-
encephalographic recordings at right frontal and temporal electrode sites. Control 
issues or negative affective threats may stress the right frontal lobe, whereas mildly 
pleasant affect and social approach may stress the left frontal lobe (Davidson 1995; 
Davidson and Fox 1982). When the capacity for regulatory control (e.g., frontal 
activation) is exceeded, though, a dynamic reduction in regulatory control may oc-
cur with disinhibition of oppositional systems within the neural network. This may 
be seen with a reactive panic or anger state (e.g., Kent et al. 2005; Everhart et al. 
1995; Everhart and Harrison 1995, 1996; Demaree and Harrison 1997b, 1996) or 
the onset of crying and perhaps with gelastic lability secondary to frontal deregula-
tion (Constantini 1910; cited in Oettinger 1913). Moreover, the regulatory control 
capacity for each negative affective valence originating with the second functional 
unit (e.g., sadness, anger, and fear) appears to be anatomically represented within 
separate frontal neuroanatomical systems.

Amotivational/Apathetic Syndrome and the Social 
Anarchist

Several prominent clinical literatures exist on frontal lobe functions, but none have 
been more influential than the popular case of Phineas Gage (see Fig. 14.3). Twen-
ty-five-year-old Gage was struck by a tamping iron weighing 13 1⁄4 pounds after a 
work-related explosion. The iron was reported to have travelled some 80 ft. where 
it landed with blood and brain tissue largely from his left frontal lobe and head 
region (see Fig. 14.4). His case was influential upon the nineteenth century under-
standing of brain and particularly the debate on cerebral localization of emotions 
and behavior (Damasio et al. 1994; Damasio 2005). Moreover, this may have been 
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Fig. 14.4  A depiction of the 
tamping iron and its projec-
tion through Gage’s skull

 

Fig. 14.3  A portrait of Gage 
with his “constant compan-
ion”—his inscribed tamping 
iron
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the first case indicating a relationship between frontal lobe damage and features 
previously attributed to “personality.” Most characteristic in Damasio’s reanalysis 
of Gage was the appreciation of the social impropriety and irritability following the 
event. Damasio’s analysis also allows for a better conceptualization of the evolution 
and recovery from the brain injury over time, where social anarchy may be a char-
acteristic of right frontal rather than left frontal pathology and perhaps subsequent 
to the inherent release of left cerebral systems.

The following presentations may be found in Damasio’s writings (Damasio 
2005). Prior to the accident, Gage was described by his employers and others as 
having been hard working, responsible, and “a great favorite” with the men in his 
charge, with his employers having regarded him as “the most efficient and capable 
foreman in their employ.” But these same employers, after Gage’s accident, “con-
sidered the change in his mind so marked that they could not give him his place 
again.” Gage was described as having lost the equilibrium or balance between his 
intellectual faculties and animal propensities. Apparently, he was fitful and irrever-
ent, indulging at times in the grossest profanity (unlike the former Gage). He was 
manifesting but little deference for his fellow workers, impatient of restraint or 
advice when it conflicts with his desires. He was, at times, pertinaciously obstinate, 
yet capricious and vacillating, devising many plans of future operations, which are 
no sooner arranged than they are abandoned in turn for others appearing more fea-
sible. He was described as a child in his intellectual capacity and manifestations 
with the animal passions of a strong man. Previous to his injury, although untrained 
in the schools, he possessed a well-balanced mind, and was looked upon by those 
who knew him as a shrewd, smart businessman, very energetic and persistent in 
executing all his plans of operation. In this regard, his mind was radically changed 
so decidedly that his friends and acquaintances said he was “no longer Gage.”

Some of the evidence on frontal lobe syndromes was derived from the unfor-
tunate patients who were victims of the purposeful manipulation or extirpation of 
frontal lobe tissue through the frontal lobotomy or even the frontal lobectomy pro-
cedures (removal). The frontal lobotomy technique, early on, involved the insertion 
of a calibrated ice pick into the patient’s frontal lobe and severing of the connec-
tions especially at the basal frontal or orbitofrontal regions. It defies imagination, 
but Moniz (1949), one of the pioneers in implementing these procedures, received 
the Nobel Prize for the dastardly deed. The use of the technique became especial-
ly common after World War II and many individuals who had earlier undergone 
this surgery have been followed over the years. The procedures were fairly easily 
performed in the office and, remarkably, without anesthesia. Indeed, one notable 
psychiatrist, Walter Freeman, had his son or others hold the patient down, while 
inserting the pick.

Freeman and Watts apparently performed America’s first frontal lobotomy on 
Mrs. Hammatt on September 14, 1936. After she tried to change her mind and now 
determined not have the surgery, she was forcibly anesthetized. Freeman recorded 
her last words before the surgery as “Who is that man? What does he want here? 
What’s he going to do to me? Tell him to go away. Oh, I don’t want to see him,” 
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followed by a scream. Freeman apparently had no surgical training or certification 
and often performed the procedure without anesthesia within some of the nation’s 
premier medical centers (Shorter 1997). Families might note, in dismay, the surgical 
entry points on the forehead and above the eyes. So, the technique was perfected, 
sliding the pick over the orbit under the eyelid and then punching the implement 
through the basal skull and into the orbitofrontal brain region. The family or others 
did not really need to know in some cases! So popular was the surgery, though, that 
even the Kennedy family requested that it be performed on one of their girls.

The surgery was thought to be ideal for people who were too emotional. Indeed, 
the expected results from surgery would be a blunting of affect with little or no ef-
fect on intelligence or memory. The clinical results would often support the claims 
by the psychiatrist of improvement in emotionality without negative effects based 
on standard pencil and paper or psychometric measures. Frontal lobe damage from 
lobotomy would eventually be associated with personality changes and frequently 
with great remorse or regret by family, friends, and/or caregivers of the patient. 
For example, an individual suffering an acute frontal lobe injury may first draw 
suspicion by their spouse with complaints like “This is not the man that I married.” 
Some of the descriptors of the personality changes with frontal lobe syndrome are 
identified in Fig. 14.5 as they correspond with injury to the left or to the right frontal 
region.

Frontal lobe syndrome of the amotivational/apathetic type corresponds with di-
minished energy level (see Scott and Schoenberg 2011; see also Grossman 2002). 
Many with left frontal lobe pathology state it this way. They say “my get up and 
go, got up and went!” Chronic fatigue is part of this presentation along with social 
apathy (see Scott and Schoenberg 2011; see also Grossman 2002) and diminished 
happiness and humor. In contrast, the frontal lobe syndrome of right orbitofrontal 
origin is more commonly one of social or heterosocial impropriety, impaired social 
pragmatics (e.g., turn taking: e.g., Anderson et al. 1999; see also Yeates et al. 2012; 
see also Helfinstein and Poldrack 2012; see also Damasio et al. 2012; see also Hu 

Frontal Lobe Disorders
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■ Social Apathy
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Fig. 14.5  Frontal lobe syn-
drome of the amotivational/
apathetic type ( left frontal), 
and the social impropriety 
and social anarchy type ( right 
frontal)
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and Harrison 2013b), an apparent lowering of moral standards, and “impulsivity” 
(Davis et al. 2012; see also see Oades 1998; see also Emond et al. 2009; see also 
Granacher 2008; Helfinstein and Poldrack 2012). Moreover, significant progress 
has been made to differentiate the functional localization of complex value-based 
decision making within these frontal lobe circuits (e.g., Gläscher et al. 2012).

Very little research currently exists on social propriety and social pragmatics, 
though the subtle variations in the expression of these disorders have great impact 
and are generally dismissed under the rubric of emotional intelligence. One ex-
ample is found in our reactions to the successful landing of a man on the moon. Neil 
Armstrong is oft remembered for his famous statement after landing on the moon 
and setting foot on lunar soil. He is quoted as saying “That’s one small step for [a] 
man, one giant leap for mankind.” Less is known of his statement purportedly made 
upon stepping off of the lunar surface and before he re-entered the lunar lander, 
where he is quoted as saying “Good luck Mr. Gorsky” (Mikkelson and David: ur-
ban legends). Many people at NASA apparently thought that it was a casual remark 
concerning some rival Soviet Cosmonaut. However, no Gorsky was found in either 
the Russian or the American space programs. On July 5 in Tampa Bay, Florida, 
after a speech by Armstrong, a reporter brought up the now 26-year-old question 
again. This time he explained the impropriety, since Mr. Gorsky was now deceased. 
When he was a kid, Neil was playing baseball with his brother in the backyard. His 
brother hit the ball, which landed beneath Mr. Gorsky’s bedroom window. Leaning 
down to pick up the ball, he heard Mrs. Gorsky shouting at Mr. Gorsky, “Oral sex? 
Oral sex you want? You’ll get oral sex when the kid next door walks on the moon!” 
Another Apollo astronaut, Jim Lovell, invested in his marriage from space when, 
on Christmas Day, his wife was gifted a mink coat from “the man in the moon” (see 
Lovell and Kluger 1994).

Intelligence and Memory

One of the greater concerns of aging in otherwise healthy people is that they may 
be developing memory problems and that this might be the first clue for an early 
dementia process, perhaps. W. David Crews III promoted a Pfizer-funded project 
for the provision of a memory screening outreach program for middle-aged and 
older adults (Crews et al. 2009). This project funded a clinic for the provision of 
1000 free memory assessments throughout the Commonwealth of Virginia. Within 
a week, each of the available slots was fully booked by otherwise successful and 
active individuals, worried that they might be losing it, at least a bit.

Contrary to popular belief, frontal lobe disorders often defy traditional assess-
ment approaches relying on memory measurement and the quantification of intel-
ligence with standardized instruments. Importantly, these often-serious brain disor-
ders, which convey significant vocational, social, and emotional disability, may not 
be detected using paper and pencil measures. For example, Damasio and Anderson 
(2003) state:
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…impairments of cognitive abilities measured by standard intelligence tests are not striking 
in patients with frontal lobe lesions, even when bilateral. And yet, frontal lobe patients often 
behave in a most unintelligent way. Many of the real life problems encountered by patients 
with frontal lobe lesions are in social situations, raising the possibility of a selective defect 
in some aspect of “social intelligence.” pp. 415

Relatedly, Bear et al. (2007) in their text entitled Neuroscience: Exploring the 
Brain, state:

While frontal lobotomy can be performed with little decrease in IQ or loss of memory, it 
does have other profound effects. The changes…are a blunting of emotional responses and 
a loss of the emotional components of thoughts. In addition, lobotomized patients often 
developed “inappropriate behavior” or an apparent lowering of moral standards. (These 
patients) had considerable difficulty planning and working toward goals. pp. 578

Damasio and Anderson (2003) state that frontal lobotomy:
…may result in major dissociations between well-preserved memory capacity (as dem-
onstrated by normal performances on standardized memory tests) and severely impaired 
utilization of those abilities in real-life situations. pp. 418

An example of the potency of this issue within the clinical setting may be provided 
through discussion of a man who sustained traumatic brain injury resulting from a 
pedestrian motor vehicle accident. The lesions were substantially consistent with 
those who might be induced by frontal lobotomy with an encephalomalacia (soft-
ening of the brain) at the basal forebrain region and with relative left frontal lobe 
pathology (see Fig. 14.6). This minister, previously active in his parish, was unable 
to complete his routine duties and responsibilities despite excellent and, indeed, 
superior performance on the many pencil and paper measures used to assess him 
across multiple neuropsychological evaluations. Some of these results are depicted 
below (see Figs. 14.7–14.9).

It is difficult, not only for the layperson but also for the head injury professional, 
to appreciate the resulting disability from such a brain disorder in the presence of 
preserved memory function and intelligence, at least as assessed on pencil and pa-
per measures. Frontal lobe function is intimate to the constructs of desire or intent. 
More specifically, in the training of graduate students in clinical neuropsychology, 
one of the tasks for the student is to appreciate that when they have personal attri-
butions toward another of intent or desire, they are essentially referring to frontal 
lobe processes. To say, “he did that intentionally” may be a de facto statement of 
frontal lobe function. Thus, the attribution of blame (perhaps) is altered with a better 
understanding of brain function, where dysfunctional frontal lobe regions may alter 
desire, motivation, or the intention to initiate and to complete an act. For the healthy 
left frontal lobe, these intentional acts involve substantial energy, the desire or intent 
to engage socially, and the intent to engage in positive affective and verbally inter-
active activities. These appear to be diminished with the amotivational syndrome 
arising from dysfunctional left frontal lobe origin and medial frontal pathology with 
reduced activation of social reward systems and dopaminergic pathways (see Scott 
and Schoenberg 2011; see also Grossman 2002; see also Granacher 2008; Hu and 
Harrison 2013b).
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Wechsler Adult Intelligence Scale
■ WAIS-III
■ Verbal IQ
■ Performance IQ
■ Full Scale IQ

■ 125 Superior
■ 124 Superior
■ 128 Superior

Fig. 14.7  Performance 
results on the WAIS-III fol-
lowing frontal lobe injury
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Fig. 14.6  Midsagittal brain 
scan depicting the frontal 
lobe encephalomalacia sub-
sequent to a traumatic brain 
injury
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Fig. 14.8  Wechsler Memory 
Scale-III performance follow-
ing frontal lobe injury

 



288 14 Frontal Lobe Syndromes

While the patient with left frontal pathology may present with diminished energy 
and behavioral slowing or inertia, heightened energy or “impulsivity” may result 
from right frontal pathology and, by inference, the release of left frontal systems 
(e.g., decreased caution). Both are described in the scientific literatures as “delayed 
response deficits” (Malmo 1942; see also Cai et al. 2012; see also Allman and Meck 
2012). However, with left frontal pathology, the patient may initiate only follow-
ing inordinate delays with behavioral slowing or bradykinesia, whereas the patient 
with right frontal pathology may initiate substantially prior to implementing the 
organizational planning or caution for successful task completion. This may include 
hypoactivity syndromes derived from medial frontal lobe or left frontal lobe pathol-
ogy and hyperactive or “impulsive” features with pathology within the homologous 
regions of the right frontal lobe presupplementary motor or orbitofrontal cortex (see 
Oades 1998; see also Emond et al. 2009; see also Granacher 2008; Helfinstein and 
Poldrack 2012; see also Cai et al. 2012).

Inertia and Perseveration

Fuster (1980) proposed that the prefrontal cortex plays a role in the temporal struc-
turing of behavior, synthesizing cognitive and motor acts into purposeful sequences. 
Stuss and Benson (1986) argued for a hierarchical role of the frontal lobes, as part of 
a functional cerebral system for the regulation of behavior. This occurs through the 
modulation of the processing of sensory information, performed within the second 
functional unit or the posterior areas of the brain, in contrast to the frontal lobe. 
Two frontal lobe counterparts were appreciated. The first involves the ability to 
sequence, change set, and integrate information. The second involves modulating 

Wechsler Abbreviated Scale of 
Intelligence

■ WASI –
■ Estimated Full Scale IQ
■ Concept Formation Skill
■ Trail Making Test A
■ Trail Making Test B
■ Phonemic Fluency
■ Confrontational Naming

■ 126 Superior
■ Superior
■ Superior
■ Superior
■ Superior
■ Above Average

Fig. 14.9  Wechsler Abbrevi-
ated Scale of Intelligence 
(WASI) performance follow-
ing frontal lobe injury
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drive, motivation, and will. The former are more strongly dependent on the integ-
rity and capacity of the dorsolateral and orbitofrontal regions. The latter are related 
more to medial frontal lobe structures. Related functions of the frontal lobes were 
described in discussions of executive functions to include anticipation, goal selec-
tion, preplanning, and monitoring or vigilance.

Regardless, disorders of initiation, either with inadequate delay (impulsive type) 
or with behavioral slowing (amotivational type: see Scott and Schoenberg 2011; see 
also Grossman 2002) are considered frontal lobe disorders of inertia, presenting ei-
ther with difficulty in the initiation of a response or in terminating a response. Either 
frontal lobe may demonstrate a disturbance in inertia, which may be assessed using 
a variety of procedures, including “go–no-go tasks” for example. But, the nature of 
the inertia differs as a function of the specialization of the left and the right brain. 
Indeed, inertia disorders of left frontal origin approximating Broca’s area may pres-
ent with inertia in phonemic enunciation, perhaps presenting slow, effortful speech, 
but often presenting with perseverative phonemes or phonemic paraphasic errors 
(see Duffau 2012).

Inertia resulting from right frontal pathology might present, more characteristi-
cally, with perseverative figural components either in an alternating design drawing 
(e.g., Ruff et al. 1994; Foster et al. 2005) or extending beyond the boundaries of the 
figure. For example, the drawing of a circle might continue with multiple persevera-
tive loops and failure to terminate the drawing at its origin. Figure 14.10 presents 
the figural copy of a drawing of a flower arrangement by a patient recovering from 
a right frontal stroke. A careful look at the drawing reveals the tangential aspects of 
the patient’s thoughts as the leaves become bird heads and wings and as the birds 
eventually fly away into the right side of the drawing. This is not a tangential lin-
guistic feature but instead this tangent varies the gist or visual perceptual meaning 
of the figure. Figure 14.11 shows the performance of a patient with a right frontal 
stroke on the Draw a Clock Test and on Luria’s ramparts (see Christensen 1979). 
The perseverative features are prominent with the failure to shift from one design 

Copy This Figure
Fig. 14.10  A patient with a 
right frontal stroke attempts 
to copy a drawing with mul-
tiple perseverative errors and 
difficulty terminating each 
figural component
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or figural component in the ramparts task to the next figural component. We might 
also reference some of Vincent van Gogh’s paintings with perseverative or “com-
pulsive” hash marks (see Fig. 12.6) and his poorly regulated anger displays, which 
may be more relevant to his frontal lobe epileptic disorder. In his case, we can ap-
preciate the potential benefits of frontal lobe epilepsy in his artwork, energy level, 
and emotional passion (see Naifeh and Smith 2011).

Perseverative disorders appear to be more prominent with dorsolateral frontal 
and with orbitofrontal dysfunction (see Fuster 2008; see also Morrison and Baxter 
2012). Inertia from left frontal dysfunction may include perseverative phonemes, 
words, or phrases and may include repetitive self-statements. One woman, fol-
lowing her anterior left middle cerebral artery stroke, appeared frustrated and in-
creasingly embarrassed as she repeatedly asked the diagnostician, “May I have this 
dance?” These perseverative aspects of a nonfluent dysphasia may well correspond 
with perseverative graphics where letters, words, and/or phrases may be repetitively 
presented in the patient’s writings. Figure 14.12 provides a sample of one patient’s 

MOTOR DYSGRAPHIA & LEFT FRONTAL CVA
G.Be. Harrison Unpublished

Left Anterior CVA■

Fig. 14.12  Motor dysgraphia 
with perseverative errors 
following a left frontal lobe 
stroke

 

Fig. 14.11  A patient with a 
right frontal stroke attempts 
the Draw a Clock Test and to 
copy Luria’s Ramparts with 
multiple perseverative errors 
and difficulty terminating 
each figural component
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graphics following a left frontal lobe stroke. Some of the graphical mistakes in this 
sample appear to be perseverative errors.

Inertia may result from left frontal pathology, with the positive affective behav-
iors of laughter or gelastic lability, and from right frontal pathology with perse-
verative negative affectivity, including sadness with basal ganglia involvement and 
anger with orbitofrontal involvement (e.g., Fulwiler et al. 2012). The assessment of 
these systems might consist simply of saying the word “sad” and waiting several 
seconds as the patient with diminished subcortical right frontal function decom-
pensates into a crying episode (see Oettinger 1913). The same individual might 
easily be redirected to a positive valence through the statement “It is a beautiful day 
today!” Many clinicians struggle to be effective with angry, reactively violence-
prone individuals possibly referred by the courts or by other significant authority 
figures. Patient decompensation for anger begins with the induction posed by the 
first inquiry of “so what makes you angry?” At this point, the patient may begin to 
perseverate on this theme to the point of terminating therapy and having very nega-
tive attributions toward the therapist. Indeed, psychologists do not have a terrific 
track record serving patients with anger disorders and many interventions, for the 
violence-prone patients are limited to one or two sessions! Also, relevant here is the 
relative likelihood that an individual, sensitive to external control issues and prone 
to anger, would seek counseling or psychotherapy. Cynical life views and social 
anxiety among other issues may reduce the probability of seeking out professional 
care of this sort and the likelihood of compliance with intervention efforts.

Poorly regulated laughter or gelastic lability has seldom been the subject of sci-
entific inquiry; although it was demonstrated to result from a brain disorder early on 
by Constantini in 1910 (see Oettinger 1913). This may be the case due to societal or 
cultural associations with laughter or humor as a positive trait, whereas rumination 
or reactive anger or sadness may be more readily perceived as an emotional disor-
der. Nonetheless, affective deregulation of laughter is a common occurrence from 
brain damage and from heightened social emotional or frontal stress. Each year, 
university staff members and students develop heightened laughter during high 
stress periods, including final exams. This laughter may indeed be incongruent with 
the underlying emotions of fatigue and mild depression. But clinically, gelastic la-
bility must be recognized as it contributes to the syndrome analysis and more read-
ily identifies the stressors that the patient is susceptible to decompensation. Con-
textual therapy may be implemented to minimize the stressors, which specifically 
challenge this functional neural system. In some cases, this may be implemented 
early on with combined vocational counseling and with work-hardening therapies 
to maximize success on return to work.

One young woman had just completed her doctoral degree in veterinary medi-
cine as the first person in her family to not only finish high school but also to far 
exceed these goals as she was accepting her appointment as a resident in an aca-
demic medical setting. With all of the stressors associated with degree completion, 
packing, and relocation to her new job, she developed a small stroke in her right 
frontal lobe. By the neuropsychologist’s impressions, this stroke would have been 
manageable given a little time and therapy, perhaps. But, unfortunately, with the 
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acute onset of right frontal dysfunction, she lost strength at the left hemibody, fell to 
the left, and severely contused her left frontal lobe. She was now severely depressed 
with multiple adjustment issues, the discussion of which resulted in uncontrolled 
laughter and, at times, mirror activation of laughter systems within the doctoral 
students that were working on this case.

Using an ABAB reversal design with three replications (Demakis et al. 1994), 
George Demakis explored the laughter behavior as a function of the emotional con-
tent of the clinical interview. The patient had previously identified and rated the 
content as “neutral” or as “sad” in affective valence, with the latter including state-
ments about her loss of job, the disappointment involved, and the multiple adjust-
ment issues that she must deal with across settings. Note that expressed speech was, 
by itself, a stressor for the left frontal region, with even neutral content eliciting 
gelastic responses. However, the discussion of negative valence and emotionally 
provocative sad themes yielded heightened laughter and gelastic behavior. Concur-
rent with the behavioral display of laughter, skin conductance responses (Galvanic 
skin responses) were recorded from the left and the right hemibody. As depicted in 
Figs. 14.13 and 14.14, laughter was recorded concurrent with lability or deregula-
tion of the Galvanic skin response at the right hemibody. The results provide for 
some initial evidence that laughter may be incongruent with experienced emotion, 
with increased laughter resulting from the processing of negative affective stress. 
Laughter deregulation appears to be an indication of diminished capacity of left 
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frontal or bifrontal lobe systems to manage the dual-task challenge of regulating 
expressed speech concurrent with maintaining the stability of these positive affec-
tive expressions (laughter).

Executive Functions

The assessment of frontal lobe integrity by the neuropsychologist includes vari-
ous measures of executive functions. While there exists some controversy over 
what aspects of the examination should be included under the general rubric of 
the executive functions, these will be defined herein to include behavioral speed 
and sequencing, fluency or generativity, go/no-go behavior, working memory (e.g., 
Hasher and Zacks 1988), and cognitive flexibility (see also Stuss and Knight 2013). 
This includes aspects involved in shifting intention or the deployment of strategies 
that must vary with the changing contingencies involved in the task.

Many studies have shown the importance of the dorsolateral prefrontal cortex in 
the performance of cognitive tasks that are reliant on working memory (see Barbas 
et al. 2013) and related tasks such as executive function and the implementation 
of goal-directed behavior (see Reuter-Lorenz 2013). This is one of the last brain 
regions to develop (Passler et al. 1985; Bystron et al. 2008; see also Barbas et al. 
2013). This developmental delay in maturation, apparent in comparisons with the 
posterior cerebral regions, is now a well-established fact (see Teffer and Semende-
feri 2012). The critical role of this region (Brodmann’s area 46) in cognition has 
been demonstrated in measures of working memory not dependent on current sen-
sory perceptions of the outside world. This area is also somewhat distinct in that it 
does not directly mediate motor responses. Instead, it must integrate these neural 

Fig. 14.15  Relationship 
of fluency type (verbal 
and figural) to functional 
neuroanatomy. (Adapted with 
permission from http://www.
brains.rad.msu.edu and http://
brainmuseum.org, supported 
by the US National Science 
Foundation)
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representations and guide goal-directed behavior (see Morrison and Baxter 2012). 
Interestingly, Schmeichel and Demaree (2010) note in their review of the literature 
that people with heightened working memory capacity follow instructions better 
and better regulate their emotions. Moreover, these researchers provide evidence 
that individuals with higher working memory capacity show more self-enhance-
ment and less negative emotion following negative feedback.

Working memory has been described as “the ability to keep events in mind” 
(Goldman-Rakic 1995) and as such it is constantly updated rather than representing 
long-term memory of events or places. Miller (2000) defines the cognitive domain 
of the dorsolateral prefrontal cortex as the capacity to “acquire and implement the 
‘rules of the game’ needed to achieve a given goal in a given situation,” which is 
further complicated by the ongoing requirement to modify the rules. Also relevant 
to the nature of the cognitive contribution of this brain region is the element of tim-
ing, which is mediated by area 46, as the process must be organized and executed 
in an appropriate sequence if the goal is to be achieved (see Fuster 2008). Morrison 
and Baxter (2012) note that “these are perhaps the most complex cognitive tasks 
that are performed by the cerebral cortex, and it is no surprise that the dorsolateral 
prefrontal cortex is greatly expanded in humans and in nonhuman primates com-
pared with other mammals.”

Moreover, the complexity of these neuronal circuits has been shown to be highly 
vulnerable to aging (e.g., Rapp and Amaral 1989; Raz et al. 1997) and may be 
more so than the hippocampus. This interpretation receives bidirectional support in 
research since the cognitive functions attributed to this region are among the first 
to be affected by the aging process. Morrison and Baxter (2012) argue that “such 
functions, and particularly the establishment of ever-changing rules to guide goal-
directed behavior, may require an extraordinary level of synaptic plasticity, perhaps 
more than in any other brain region.” Such short-term memory frameworks require 
extensive synaptic plasticity, which might explain why the cognitive functions that 
are mediated by this region are so vulnerable to the aging process.

Literatures exist on impairments in executive functions in the elderly, which 
seem to promote stereotypical attributions toward aging, including the term cogni-
tive rigidity. Hasher and Zacks (1988; see Park and McDonough 2013) proposed 
a different perspective in which inefficient inhibitory mechanisms limited work-
ing memory capacity, resulting in impaired abilities such as maintaining or switch-
ing attention to relevant information. Park and McDonough (2013) note that re-
search findings from neuropsychological testing and structural imaging show that 
resource-demanding tasks rely heavily on the frontal cortex. Furthermore, these 
brain regions show some of the greatest age-related decline in structural volume 
(Raz et al. 2005), consistent with the notion of a shrinking pool of resources. Re-
duced functional capacity in these neural structures is found with aging on com-
bined measures of memory capacity (see Reuter-Lorenz 2013). Cappell et al. (2010) 
report parallel evidence indicating that older adults reach their maximal level of 
performance and neural activation of these regions at lower objective levels of de-
mand than do younger adults. But generally, the functions being assessed involve 
the intention to, and the appreciation of, rule-regulated behaviors or strategies, with 
the ability to shift the approach to the task as the rules are changed.
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Foland-Ross et al. (2013) note that depression symptomotology and vulnerabili-
ty to onset and recurrence of depressive episodes appear to be a function of working 
memory capacity. Recurrent negative thoughts or rumination occur with depressive 
episodes and maintain negative affect (Nolen-Hoeksema et al. 2008). These frontal 
systems are capacity-limited in maintaining intention or awareness to the task, strat-
egy, or rule requirements for successful completion of the task. They are relevant 
to dual or multiple concurrent processing demands (Kinsbourne and Cook 1971; 
Kinsbourne and Hicks 1978; Harrison 1991) with a narrowing of the intentional 
field perhaps to a single task or dimension with damage to these systems. Deficits in 
these systems may provide a functional neuroanatomical foundation for ruminative 
thoughts (Kelley et al. 2013).

One of the most consistent findings in major depressive disorder, for example, 
is the preeminent role of negative affective themes, where the individual has dif-
ficulty in disengaging from negatively valenced content (see Foland-Ross et al. 
2013). Godlewska and colleagues (Godlewska et al. 2012) note that patients with 
acute depression manifest a range of negative biases in the processing of emotional 
information, which are believed to contribute to the etiology and maintenance of 
the depressed state. Depressed patients selectively recall more negative, self-related 
emotional information on memory tasks (Bradley and Matthews 1983; Bradley 
et al. 1995) and demonstrate a negatively biased perception of key social signals 
such as emotional facial expressions (Gur et al. 1992; Bouhuys 1999). Moreover, 
emotional biases such as these have been associated with pathological responses 
across a network of neural areas involved in emotional processing, including an 
increased response of the amygdala to negative facial expressions in depressed pa-
tients compared to matched controls (Sheline et al. 2001; Victor et al. 2010).

Research has consistently shown a negative emotional bias, with the depressed 
patient having difficulty disengaging from the processing of negative emotional 
material (e.g., Fritzsche et al. 2010; Harrison and Gorelczenko 1990; Gotlib, Kras-
noperova et al. 2004; see also Crews and Harrison 1995; see also Shenal et al. 2003; 
see also Cox and Harrison 2008b; however, see Crews et al. 1999). Inhibitory defi-
cits in the initial processing of irrelevant negative information have also been de-
scribed (Goeleven et al. 2006) with a relative inability of depressed individuals 
to remove task-irrelevant negative thoughts and memories from working memory 
(Berman et al. 2011; Levens and Gotlib 2010; see also Foland-Ross et al. 2013). 
Joorman and Gotlib (2010) argue that this inflexibility in working memory with a 
failure to expel negative material functions to sustain perseverative thoughts and 
emotional preoccupation that characterizes major depressive disorder. In this fash-
ion, working memory influences or regulates the experience of emotions (see Isen 
1984).

Rumination appears to be a consistent and perpetual display of affective inertia 
or emotional perseveration along a specific valence, where the valence is relevant 
to the dysfunctional neural system involved (Kelley et al. 2013). For example, right 
orbitofrontal lesions promote working memory deficits in anger or hostile themes 
(e.g., Fulwiler et al. 2012; Holland et al. 2012; Mitchell and Harrison 2010; De-
maree and Harrison 1996, 1997a, b; Mollet and Harrison 2007a; Everhart et al. 
1995; Everhart and Harrison 1995, 1996) and right lentiform lesions promote sad 
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emotional inertia (e.g., Ross and Rush 1981; Constantini 1910; cited in Oettinger 
1913; see also Parvizi et al. 2009). Moreover, transcranial direct current stimulation 
over the right frontal region has been used to produce anger rumination (Kelley 
et al. 2013).

It is clear in this respect that working memory capacity is limited and especially 
with damage or pathology within these neural systems. Dual concurrent process-
ing demands may no longer be possible and the individual may lose flexibility in 
thought or emotion with damage to these systems. Pathology or incapacity in work-
ing memory systems promotes perseverative processing and inflexibility in thought 
or emotion. Difficulties disengaging from irrelevant or redundant negative content 
also prevent the individual from processing new, relevant information that might 
facilitate the flexible reappraisal or reinterpretation of events (Siemer 2005). Con-
sistent with this conclusion, Demeyer et al. (2012) found that rumination or difficul-
ties in the disengagement from processing irrelevant, negative emotional content, 
mediate the worsening of depressive symptoms at follow-up evaluation.

Foland-Ross et al. (2013) provide a parsimonious conclusion for the review of 
this line of research stating that “…getting ‘stuck’ processing negative information 
is likely to have deleterious effects on mood.” Clinical interventions often try to 
weaken perseverative thoughts and emotions and the evidenced-based interventions 
are many (e.g., Acceptance and Commitment Therapy-ACT; Hayes et al. 1999; see 
Crews and Harrison 1995; see also Shenal et al. 2003; see also Cox and Harrison 
2008b). Efforts to promote the functional integrity of these systems will benefit 
from practical efforts to diminish processing load. This might include efforts to 
minimize dual or multiple concurrent processing demands (e.g., multiple negative 
emotional events) and efforts to prompt or redirect to a neutral or mildly positive 
emotional valence.

The Category Test originally introduced by Halstead and revised by Reitan as a 
subtest within the Halstead–Reitan neuropsychological battery is purported to be 
one of the more sensitive indicators of brain dysfunction in that battery (see Lezak 
et al. 2012). The successful completion of the Category Test requires specific men-
tal abilities: abstract concept formation, learning capacity, adaptive skill, and cogni-
tive flexibility. Relatedly, the assessment of executive functions is made to be more 
sensitive through the presentation of dual or multiple concurrent task demands and 
through increments in the duration of time on the task where vigilance or concentra-
tion demands may be increasingly relevant. Thus, freedom from distractibility may 
be assessed within the demands of an executive function’s test battery.

Many “frontal lobe tests” exist in multiple forms to improve their sensitivity 
(e.g., through increased vigilance demands or time on the test) and to alter their 
relative sensitivity to detecting dysfunction within the left or the right frontal lobe 
(e.g., Delis et al. 2001; see Strauss et al. 2006; Lezak et al. 2004; see also Lezak 
et al. 2012; see also Milberg et al. 2009). Examples of evidenced-based tests sensi-
tive to frontal lobe executive deficits include measures of speed and sequencing 
such as the Trail Making Test Form A and Form B (Reitan 1958). This test was 
developed by Partington in 1938 (see Partington and Leiter 1949) as a measure of 
divided attention. The form A requires simple sequencing within a set of numbers, 
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connecting them in numerical order, whereas the later version requires alternate 
sequencing among two sets of stimuli (numbers and letters). Thus, the form B is 
generally considered more sensitive to frontal dysfunction and the reduced ability 
to perform the dual task demands of sequencing and alternating the sequence across 
the two sets of stimuli. Investigation of electroencephalographic activity implicated 
frontal lobe activation during performance on the Trail Making Test (Segalowitz 
et al. 1992). Moll and colleagues (Moll et al. 2002) used a verbal adaptation of the 
Trail Making Test and found that the set-shifting component of alternating letters 
of the alphabet and consecutive numbers activated the left dorsolateral prefrontal 
cortex and supplementary motor area/cingulate sulcus, which are areas that are con-
sistently shown to be sensitive to executive functioning and particularly cognitive 
flexibility (e.g., Zakzanis et al. 2005).

Many versions of the test exist, including the Comprehensive Trail Making 
Test (Moses 2004; Reynolds 2002; Kahn et al. 2012), the Color Trail Making Test 
(D’Elia et al. 1996), and Paul Foster’s Figure Trail Making Test (Foster et al. 2013). 
The Color Trail Making Test was developed specifically so that there would be less 
potential for language and cultural bias. For example, the Color Trails Test substi-
tutes colors in place of letters of the alphabet. The Figure Trail Making Test was 
developed to reduce the linguistic demands and to shift the requirements to a figural 
design-drawing activity. This version involves the alternate sequencing of design 
drawings with the expectation that it may be more sensitive to right frontal function. 
The spatial span and letter–number sequencing subtests from the Wechsler Memory 
Scale III (Wechsler 1997) and the spatial addition subtest from the Wechsler Mem-
ory Scale IV (Wechsler 2009) might provide additional examples.

The evaluation of flexibility in thought and the ability to implement a change in 
strategy secondary to the changing contingencies in the setting might be assessed 
by instruments such as the Wisconsin Card Sorting Test (Berg 1948; Psychological 
Assessment Resources 2003). This test requires the subject to pick a response based 
on one or another dimensional strategy, such as color, shape, number, and location. 
Once the effective strategy has been acquired, the strategy is shifted by the exam-
iner such that choices, which would have previously been correct, are now incor-
rect. Frontal lobe executive deficits present with inflexibility in implementing a new 
strategy and perhaps perseveration on a now ineffective approach to the problem. It 
has oft been said that change is hard to implement. But, this may reach a pathologi-
cal level of rigidity in the individual with frontal lobe incapacity.

Tests of fluency and generativity have long been known, within our literatures, 
to be sensitive measures of executive functions. Consistent with Broca’s initial 
claim that “we speak with the left brain,” verbal fluency measures such as the Thur-
ston Word Fluency Test (Thurstone 1938; Thurstone and Thurstone 1949) and the 
Controlled Oral Word Association Test (e.g., Phelps et al. 1997; Baldo et al. 2006; 
Baldo, Shimamura et al. 2001) have been used to assess left frontal brain systems. 
For example, a functional magnetic resonance study of normal participants during 
their performance of the Controlled Oral Word Association Test revealed that the 
left frontal lobe (middle and inferior frontal gyri) was more activated than the right 
(Wood et al. 2001).



298 14 Frontal Lobe Syndromes

In contrast, figural fluency or design fluency measures have been shown to be 
more sensitive to right frontal brain systems (Ruff et al. 1994; Ruff et al. 1986). 
The Ruff Figural Fluency Test (RFFT; Ruff 1996) requires the patient to generate 
as many unique designs as possible, connecting two or more dots from within a 
five-dot matrix. There are multiple forms where the arrangement of the dots varies 
and the data are collected over multiple trials. Figure 14.16 shows the relationship 
between figural fluency and electrical activation over the right frontal lobe using 
quantitative electroencephalography (Foster et al. 2005). It should be noted that 
delta magnitude is commonly used as an indicator of pathology on the electro-
encephalogram and is associated with deactivation or diminished arousal at those 
brain regions.

The results from Paul Foster’s project indicate that decreased right frontal lobe 
activation or cortical synchrony (increased delta magnitude) corresponds with de-
creased figural fluency using the RFFT. Moreover, in related work (e.g., William-
son and Harrison 2003; Holland et al. 2011; Mitchell and Harrison 2010), hostile, 
violence-prone individuals have shown diminished activation over right frontal 
regions and they have been reliably deficient in their performance on the RFFT 
(see Fig. 14.17). Thus, the deficits in figural fluency may, to some extent, predict 

Fig. 14.17  Perseverative 
errors indicating right frontal 
lobe deficits in hostile, 
violence-prone individuals

 

Foster & Harrison, 2005

Right Frontal Delta & Design 
Fluency

Fig. 14.16  Relation-
ship between right frontal 
activation levels on the 
electroencephalogram and 
performance on the Ruff Fig-
ural Fluency Test (RFFT)
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diminished regulation over anger and other functions attributed to these frontal re-
gions. This certainly may include reactive increments to right frontal stress in sym-
pathetic measures of arousal, including cardiovascular measures of blood pressure 
and heart rate, circulating blood glucose levels, and skin conductance. Moreover, 
verbal fluency challenge or left frontal stress has been used to reliably lower sys-
tolic blood pressure and heart rate in hostile individuals, whereas figural fluency 
challenge or right frontal stress reliably increases these measures (Williamson and 
Harrison 2003; Mitchell and Harrison 2010). Oxygen saturation levels should vary 
in a consistent fashion with dyspnea, lowered saturation levels, and elevated sym-
pathetic tone on the RFFT (see Hu and Harrison 2013a). But, support for these 
predictions likely will be contingent upon the use of subjects with minimal frontal 
capacity.

Executive functions are more commonly expressed within the everyday con-
text of managing the self safely within social, emotional, and behavioral settings. 
One man provides an example of safety management concerns as he started his 
car, drove through the garage, across his backyard and through his fence, across 
the alley and through his neighbor’s fence, across his neighbor’s yard, and into 
his neighbor’s bedroom injuring two people as they slept in their bed. The stress 
and excitement likely increased his antigravity posturing with extensor pressure on 
the throttle and a diminished ability to shift to the alternate behavior of applying 
pressure to the brake pedal. Clearly, cognitive and behavioral flexibility are safety-
related constructs predictive of relocation to a nursing care or assisted living facility 
(Cahn-Weiner et al. 2000).

Go/no go procedures are routinely used to investigate regulatory control or ex-
ecutive function deficits resulting from frontal lobe pathology or incapacity (Drewe 
1975). One procedural example (Luria 1980; Christensen 1979) involves a tapping 
task with the instructions “When I tap once, you tap twice and when I tap twice, you 
tap once.” Simple shifts in this sequence may reveal executive deficits with inertia, 
indicated by perseverative tapping patterns. The go/no-go task provides a simple 
paradigm with which to investigate brain activation during operations involving 
response inhibition and response competition. The frontal lobe regions involved 
in the error processing system appear to overlap with brain areas implicated in the 
formulation and execution of articulatory plans (Menon et al. 2001).

Another man was brought into the office by his spouse. When asked how the 
neuropsychologist might be of help, he was adamant that he did not have any prob-
lems. He had no idea why his spouse had brought him in, as he expressed some 
anger-related control issues over his wife’s actions. These were clues for the eval-
uation, of course. But he finally acknowledged that he did have some problems 
mowing his lawn. He noticed that it now took him about an hour and a half to gas 
the mower and to get it ready for the yard work. But, when he started mowing, he 
continued well onto his neighbor’s yard until his wife shouted “Norman, get back in 
your yard!” At this point, he would turn around and mow across his yard and well 
into the other neighbor’s yard until his wife shouted again, and so forth. Clearly, 
this is a good neighbor to have, at least in Florida! These executive deficits were 
apparent within the context of extrapersonal space or geographical boundaries and 
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occurred with minimal appreciation of his deficits (anosognosia). The findings are 
also potentially relevant to rule-regulated behavior within and across these social/
geographical boundaries. The evaluation was sufficient to confirm a right frontal 
lobe problem.

In contrast, those executive deficits, which arise from left frontal dysfunction, 
may be more readily appreciated as grammatical, logical, and/or linguistic in origin 
or in the expression of an ideational dyspraxia (De Renzi et al. 1968; Rothi et al. 
1997). Speech, for example, may be tangential or perseverative at the phonemic, 
phrase, sentence, or paragraph level. The latter involves a deficit in the organiza-
tional regulation of sequential movements. Moreover, the left frontal patients are 
characteristically aware of their deficits to the point of frustration and lowered self-
esteem. These frontal systems include cortical regions essential in the sequential 
regulation of ongoing movement. In addition, these cortical regions intimately in-
teract with subcortical regions (e.g., the basal ganglia) critical for the intentional 
initiation or motivational desire to respond. Energy level and speed of response are 
relevant to ideational dyspraxia and to other features presenting with left frontal 
lobe pathology.

An engineering professor, who was also an avid woodworker, provides an illus-
tration of the construct within the constructional domain where combinatory activi-
ties must be well organized and sequenced to complete a project. The gentleman 
spent one summer after his right frontal lobe stroke attempting to build a simple 
doghouse. Each week during visitations, the lumber would have been assembled 
into a different and nonfunctional array. He would lose his temper and question that 
others might be “messing around” with his project. Eventually, in disgust, he threw 
the lumber across the yard and donated his tools to an assistive living facility. The 
doghouse took on many shapes over these weeks, but the architecture was never 
organized into a meaningful design. But, Paul Foster (Foster et al. 2011, 2012; see 
also Roth et al. 2013) has demonstrated increased probability of infrequent associa-
tions with diminished frontal capacity. Therefore, it is remarkable to expect that in-
capacity here may at least promote creative expressions (less frequent associations) 
and the generation of somewhat novel designs or combinations of the workable ma-
terials. In this sense, one person’s disability might be expressed as an opportunity 
in another. History provides many examples and Vincent van Gogh might be one of 
these (see Naifeh and Smith 2011).

Effortful Control

Efforts to study self-regulation have often focused on behavioral and cognitive pro-
cesses, which may be more generally considered as executive functions. Executive 
function refers to attention shifting, working memory, and inhibitory control pro-
cesses that are critical in organizational planning, behavioral sequencing, problem 
solving, and goal-directed activity. Executive function is similar to effortful control 
in that it also refers in part to the ability to inhibit a prepotent or dominant response 
in favor of a less salient response. That is, effortful control considers the appetitive 
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or aversive nature of the conditions under which control is required, while the pri-
mary focus of work on executive function concerns the deployment of cognitive 
processes under conditions that are essentially affectively neutral. At a neural sys-
tems level, this integration is represented in an approach that examines the role of 
interconnected prefrontal brain structures in emotional reactivity, emotion regula-
tion, attention, and cognitive control (Bush et al. 2000; Groenewegen and Uylings 
2000).

To some extent, the work on executive functions extends into research on effort-
ful control. Though the distinction may appear to lack some clarity, the assessment 
of effortful control may include self-soothing behavior and regulatory function in-
volving emotional displays. Effortful control more specifically refers to the ability 
to inhibit a dominant or prepotent response in favor of a subdominant or less sa-
lient response. This might be assessed within one or another theoretical framework 
of emotional functions such as the approach/withdrawal model (Kinsbourne 1978; 
Davidson 1995; Heller et al. 1998). In this sense, effortful control allows for the 
regulation of approach and withdrawal tendencies in the face of immediate cues for 
reinforcement or punishment and emotion-related regulatory control (e.g., Raver 
2004) and the development of social competence. We might regulate our thoughts, 
emotions, and actions or choose to forego immediate gratification or reward for 
a larger reward following a delay or longer-term investment approach. Planning 
ahead, resisting distractions, and goal-oriented behavior are all fundamental to the 
self-regulation process. Moreover, impairments in effortful control would support 
instability of relationships, impulsivity, and difficulties in controlling emotion. Each 
of these has substantial bases within the literature on disorders of the frontal lobe 
(see Oades 1998; see also Emond et al. 2009; see also Granacher 2008; Helfinstein 
and Poldrack 2012).

Adaptive goal-directed behavior involves monitoring of ongoing actions and 
performance outcomes and subsequent adjustments of behavior and learning. Rid-
derinkhof et al. (2004) provide a review and meta-analysis of primate and human 
studies of the cortical interactions that subserve the recruitment and implementation 
of such cognitive control and suggest a critical role for the posterior medial fron-
tal cortex in performance monitoring and the implementation of associated adjust-
ments in cognitive control. The authors conclude that much of the posterior medial 
frontal cortex, including Brodmann’s areas 6, 8, 24, and 32, is reliably engaged 
following the detection of response conflict, errors, and unfavorable outcomes. The 
authors point to the direct link between activity in this area and subsequent ad-
justments in performance. Moreover, they conclude that critical functional interac-
tions exist between the posterior medial prefrontal cortex and the lateral prefrontal 
cortex, such that monitoring-related posterior prefrontal cortex activity serves as a 
signal that engages regulatory processes in the lateral prefrontal cortex to imple-
ment performance adjustments. This relationship is reminiscent of the perseverative 
disorders, which have resulted from lesions of the lateral prefrontal cortex. Further, 
the relationship is supported by findings of cognitive inflexibility and the failure to 
implement new strategies subsequent to shifting cognitive demands with damage to 
the lateral prefrontal cortex.
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The authors draw three conclusions from the meta-analysis. First, performance 
monitoring is associated with posterior medial prefrontal cortical activation. Sec-
ond, Brodmann’s area 32 represents the area undergoing pronounced activation for 
all types of monitored events, suggesting the importance of this area for a unified 
performance-monitoring function. Third, activations related to pre-response con-
flict and uncertainty occur more often in Brodmann’s area 8 and less often in area 
24 than do activations associated with errors and negative feedback. Activation foci, 
which the authors associate with reduced probabilities of obtaining reward, cluster 
slightly more dorsally than foci associated with errors and failures to obtain antici-
pated reward. This more general monitoring function provides for the capacity of 
this region to signal the need for adjustment to alter the probable outcomes of sub-
sequent responses. The authors conclude that the evidence indicates a tight link be-
tween activity in this area and subsequent adjustments in performance, suggesting 
that the posterior medial prefrontal cortex signals other brain regions that changes in 
cognitive control are needed. The brain region most directly implicated in effecting 
these control adjustments is the lateral prefrontal cortex. Thus, monitoring-related 
medial prefrontal cortical activity appears to serve as a signal that engages control 
processes in the lateral prefrontal cortex essential for adaptive behavior involving 
self-regulation or regulatory control.

Self-regulation relates to the control of emotions, feelings, instincts, needs, mo-
tivations, and desire. It is often beneficial to have the ability to delay gratification, 
control response inclinations or desires, and to pursue goals. Moreover, the fail-
ure to self-regulate is associated with maladaptive behaviors including intoxicant 
abuse, drunkenness, gluttony, aspects of domestic violence, arguments, interper-
sonal conflicts, and so forth. Rostowski and Rostowska (2012) conclude in their 
review that these functions are very important in all aspects of physical and mental 
health and that failure of these systems underlies health and mental disorders of all 
kinds. Ultimately, a better understanding of the factors promoting both successful 
implementation and failures of self-regulation can bring valid insight into these 
health problems and their treatments (see Engelberg and Sjoberg 2005; see also 
Cacioppo et al. 2007).

A large body of scientific evidence on the prefrontal cortex has helped to illu-
minate the regional specificity for various cognitive functions, including cognitive 
control and decision making. Recently, Gläscher et al. (2012) elaborated on this 
specificity, providing detailed causal evidence for functional–anatomical specific-
ity in the human prefrontal cortex. These investigators used a neuropsychological 
approach with a unique data set accrued over several decades. They applied voxel-
based lesion–symptom mapping in 344 individuals with focal brain lesions (165 
involving the prefrontal cortex) who had been tested on a comprehensive battery 
of neuropsychological tasks. Two distinct functional–anatomical networks were re-
vealed within the prefrontal cortex. One of these associated with cognitive control 
(response inhibition, conflict monitoring, and switching), which included the dor-
solateral prefrontal cortex and the anterior cingulate cortex. The second network 
was associated with value-based decision making and included the orbitofrontal, 
ventromedial, and frontopolar cortex. The authors also note that cognitive control 
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tasks share a common performance factor related to set shifting that was linked to 
the rostral anterior cingulate cortex. Instead, regions in the ventral prefrontal cortex 
were required for decision making.

Damage to the prefrontal cortex is related to social errors, including tactless 
actions and the commission of faux pas in social or interpersonal settings second-
ary to diminished emotional self-control, reduced emotional downregulation, and 
errors in the recognition of other people’s emotions. This characteristically pres-
ents with a lack of empathy or intuitive appraisal of the social setting, emotional 
reactivity or instability, and poorly regulated adjustments of autonomic functions 
(see Lieberman 2007; see also Rostowski and Rostowska 2012; Williamson and 
Harrison 2003; Holland et al. 2012). Instead, the functions of the orbitofrontal cor-
tex alter amygdala activation and kindling phenomenon. Within the right cerebral 
hemisphere, this has a moderating effect on anger and reactive aggression, fostering 
instead a calming process and quieting of the emotional activation.

Rostowski and Rostowska (2012) point out that this allows for the making of 
alternative decisions, which as a consequence of effortful control or self-regulation 
may be compliant or subordinate to value systems and strategies to promote indi-
vidual or interpersonal relations. These authors conclude that “the orbitofrontal cor-
tex can support manifestations of appropriate and correct forms of social behavior 
through numerous and different forms of constant monitoring of this behavior, es-
pecially in its relation to and its compatibility with social norms, as well as limiting 
the degree to which emotions influence cognitive processes.” Damage or deactiva-
tion of the orbitofrontal cortex can weaken or reduce these processes of monitor-
ing one’s behavioral appropriateness and insight into oneself. Moreover, reduced 
capacity at the orbitofrontal cortex constrains the possibilities of inducing the social 
emotions of shame, uneasiness, or the feeling of having committed a tactless action. 
Beyond these emotions are others which motivate the effort to make corrective ac-
tions for those who were improper, unsuitable, and socially incorrect.

The discussion of effortful control necessarily includes the potential for carry-
over effects of the experience or learning derived from these events (see Beer et al. 
2006; Beer 2007; see also Rostowski and Rostowska, 2012). These individuals 
display a tendency not only to act improperly but also to induce incorrect emo-
tions, where the emotion functions to strengthen rather than correct the inaccurate 
social behaviors. In the case of anger attributions, these may become principled or 
rationale, supporting the rightful bases for the aggressive actions toward another 
and strengthening the misattribution to the precipitating source. It might also be 
appreciated that, in some cases, the source may fall victim to the high hostile or 
reactively aggressive individual with orbitorfrontal pathology or incapacity. This 
may be fundamental to some forms of bullying behavior, teasing, humiliating oth-
ers, or extremes involving physically abusive behavior or assault. These systems are 
relevant to some forms of psychopathy and even may be present in marital conflicts 
(Beer 2006, 2007; Beer et al. 2006).

Effortful control mechanisms are easily altered in traumatic brain injury and the 
emotional sequelae are well established (Hart et al. 2012). Irritability and anger 
management problems are estimated to affect at least two thirds of those moderate 
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to severe brain injury patients (van Zomeren and van den Burg 1985; Kim et al. 
1999). These effects persist or even worsen over the first year of recovery (van 
Zomeren and van den Burg 1985; Hanks et al. 1999). Poorly managed or regulated 
anger after brain injury has a broad impact on family, social relationships, and out-
comes within the community (Kim et al. 1999). They alter vocational outcomes, 
including employment (Delmonico et al. 1998). Impaired effortful control over 
temper adds significantly to the caregiver’s burden (Marsh et al. 1998a, 1998b) 
and potentially results in the exclusion of the individual from access to treatment 
programs. Hart and colleagues (2012) refer to disruption of these brain mechanisms 
leading to a “vicious cycle” of increasing isolation and loss of sources of social 
support. They further note that anger dysregulation after traumatic brain injury, and 
especially that involving the orbitofrontal and temporal regions, is among the most 
common reasons for neuroleptic and major tranquilizer use, which also have serious 
iatragenic adverse effects limiting recovery (see also Silver and Arciniegas 2007).

Additional evidence exists for the importance of right frontal regions in social 
cooperation in contrast to oppositional social competition. For example, research-
ers (Cui et al. 2012) used near-infrared spectroscopy recording techniques to si-
multaneously measure brain activity in two individuals playing a computer-based 
cooperation game side by side. Calculation of interbrain activity coherence patterns 
between the two participants revealed that the coherence between signals generated 
by participants’ right superior frontal cortices increased during cooperation, but not 
during competition. Increased coherence of brain activity at the right frontal region 
was also associated with better cooperative performance. Importantly, the authors 
argue that this technique, and others like it, heralds the emergence of a new field of 
social neuroscience.

The development of neuroimaging technologies, especially, has deepened our 
understanding of neurocognitive processes underlying social behavior. This is evi-
dent in existing lines of research on theory of mind (Gallagher and Frith 2003), 
moral judgment (Greene et al. 2001), trust (King-Casas et al. 2005), and agency 
(Tomlin et al. 2006). Also relevant here are contributions in understanding struc-
tural and functional differences that exist in the brains of individuals with deficits 
in social cognition, including, for example, childhood autism (Shultz et al. 2000; 
Shultz 2005; Dapretto 2006; Hadjikhani et al. 2004; Pierce et al. 2001; see also Just, 
Kellera, Malavea, Kanab, Varmac, in press) and conduct disorder (see Cubillo et al. 
2012). These technological advances continue and hold much promise for revealing 
the functional neural systems responsible for individual differences and the meth-
odologies and interventions which may improve or maximize the integrity of the 
system and of the individual attempting to overcome one or another disadvantage.

Motor and Premotor Syndromes

The motor strip or motor cortex consists of large pyramidal cells with the cell bodies 
in layer five of this cortex. The dendritic fields extend up through layer one at the 
surface where there is a substantial degree of overlap across the dendritic fields of 
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multiple cells. Stimulation of this outer most layer yields complex motor activation, 
with increasing specificity found upon lowering the electrode into deeper cortical 
layers (see Rothwell et al. 1991). Collectively, these cells are referred to as the up-
per motor neurons, which descend via the corticospinal or corticofugal projections 
down through the corona radiata and through the external and internal capsules. 
They eventually control the motor units via synaptic transmission onto second-or-
der alpha motor neurons, which exit the spinal cord projecting on toward and into 
the motor units within the skeletal muscle fibers. Damage at the upper motor neuron 
level has been related to paresis or plegia and, subsequently, to hyperreflexia or 
altered muscle tone (e.g., Futagi et al. 2012). This region of the frontal lobe makes 
up Luria’s primary projection cortex for this modality and is under the direct influ-
ence of the surrounding secondary association cortices, referred to collectively as 
the premotor cortex (see Fig. 14.18).

The premotor cortex has been found to activate shortly before the motor cortex 
(see Rizzolatti et al. 1996; see also Fogassi and Semone 2013) and to play a signifi-
cant role in the planning or preparation for movement. Processing here is critical to 
properly sequenced or fractionated movements of our body parts in the conduct of 

Fig. 14.18  Lateral view of the left cerebral hemisphere showing the motor, premotor, and supple-
mentary motor cortices. Originally published in Brain–Computer Interfaces: A Gentle Introduc-
tion, Graimann et al. 2010, p. 12
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volitional activities. Less evidence is available for the role of these regions in regu-
lating peristalsis and cardiovascular and cardiopulmonary coordination. However, 
the shared role is likely (e.g., Foster et al. 2010). The premotor cortex is intimately 
interactive with the basal ganglia (e.g., Oguri et al. 2013) allowing for the initiation, 
intent or desire for movement. These processes are conducted in transitional move-
ments concurrent with those which allow for kinesthetic feedback on the melody 
of movement, through interactions with the somatosensory cortices. As the desire 
or intent for the initiation of movement develops, the planning and coordination for 
implementing the activity follows and ultimately with feedback from the somato-
sensory regions to insure that the planned activity was carried out in a coordinated 
fashion, allowing for moderation of the ongoing movements.

The intimate interconnectivity with the extrapyramidal dopaminergic systems of 
the basal ganglia and with the nucleus accumbens within the brainstem tegmentum 
conveys importance not only in motor intent but also for the intrinsic reward sys-
tems underlying intentional movement. This system would be subject to the history 
of the stimulus contingencies or behavioral consequences of action. For example, 
disruption of these pathways (see Öngür and Price 2000) within the left frontal lobe 
may render the individual with reduced social initiation concurrent with a dimin-
ished appreciation of social rewards. Thus, the individual may have reduced social 
initiation (see Scott and Schoenberg 2011; see also Grossman 2002), reduced flu-
ency or sparcity in expressed speech, and lowered self-esteem.

The motor and the premotor cortices maintain a topographical arrangement 
roughly corresponding to the parts of the body with the face and oral motor ap-
paratus located along the ventral paths and with the arm, hand, and fingers; and 
eventually the leg, feet, and toes located more dorsally in this homunculus. Again, 
the historical developments, which were influential in the appreciation of these ar-
rangements, include the stimulation techniques and activities of Fritsch and Hitzig 
(Fritsch and Hitzig 1870) and also of Charles Scott Sherrington’s student Wilder 
Penfield (e.g., Penfiedl and Boldrey 1937; Penfield and Rasmussen 1950; Penfield 
1967), along with his friend Herbert Jasper. Woolsey (1952; see also Woolsey,  
Erickson and Gibson 1979) provided some of our earliest cortical maps (e.g., Wool-
sey 1933, 1952; Woolsey et al. 1979) using evoked potentials with substantial tech-
nological savvy. He also contributed influential comparative data across species. 
Also, multiple lesion studies identified these homunculi, including Broca’s case 
studies (Broca 1861) and others. Lesion of the premotor cortices may be demon-
strated in the functional loss of the fractionation of movement or discoordination 
of the muscle groups involved in the ongoing activity. This might include aspects 
of executive functions underlying movement proper as in a rapid alternating move-
ment or even a rhythm-tapping task (see Luria 1980).

The evaluation of rapid oscillating movements is specific to the representation 
of the body across the homunculi within each cerebral hemisphere. Thus, rapid 
alternating movement tasks include finger tapping, fist to palm alternation, finger 
to thumb alternation, speech alternations in repetition of sequential sounds (e.g., 
“lah-pah-kah”), and foot tapping. Alternating flexion and extension of the mandible 
and guttural contractions underlie the production of phonemic and verbal sounds 
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at the base of the premotor homunculus within the left inferior posterior frontal 
region. But, they may be evaluated also through the movements expressed in the 
oscillations of the violinist’s fingers back and forth upon the instrument’s strings. 
Impairments in these coordinated or sequentially processed movements are referred 
to within the context of frontocerebellar dysfunction as dysdiadochokinesia and 
more broadly in relation to the ideational dyspraxias (see Heilman and Gonzalez 
Rothi 2012a) as opposed to the gestural or ideomotor dyspraxias more common 
with parietal lobe damage.

Damage within the premotor regions may result in both a diminished desire and 
an intent to implement action patterns for that body region located on the homun-
culus at the location of the lesion. This effect may worsen with time as the accumu-
lated learning history for that body region differs from that of the contralateral body 
region under control of the intact homologous premotor cortex. More specifically, 
the contralateral body region may be used less when compared to features of the 
motor neglect. But, the movements of this body region are discoordinated, poorly 
organized, and disturbed in kinesthetic melody. Thus, the feedback reflects inade-
quacies in the performance of the body part concurrent with diminished desire or in-
tent to perform the underlying movements. With the active use of that body part, the 
learning history differentially reinforces the use of the unaffected side of the body 
potentiating the neglect rather than ameliorating the effects with recovery of func-
tions (see Constraint-induced movement therapy: see Miltner et al 1999; Bowden 
et al. 2013; Liepert et al. 1998; see also Wittenburg and Schaechter 2009). Pavlov-
ian features might contribute to this developing response bias, through release (from 
inhibition) of the homologous brain regions contralateral to the lesion location.

The subcortical dopaminergic systems of the left frontal lobe may be differen-
tially involved in processing social approach and positive affect in opposition to the 
more socially avoidant and affectively negative neural structures within the right 
frontal lobe. Poorly effected social engagements might also be sensitive to a dif-
ferential learning history and such might be the case with social anxiety syndrome. 
It is not hard to imagine a differential learning process as a function of two op-
positional and interactive frontal lobes, where social embarrassment and or low-
ered self-esteem might release negative and cynical affective systems more prone 
to social avoidance or withdrawal along with elevations in sympathetic tone. This 
conceptual framework allows for double dissociation (Teuber 1955; Kinsbourne 
1971; Luria 1973, 1980) of the intervention approaches to activate or to promote 
processing within the desired functional neural systems and to deactivate or dimin-
ish the activation of the nonpreferred functional neural systems. For example, social 
skills training, positive socialization, and expanded social support might promote 
left frontal activation just as stress management, deep breathing, and progressive 
muscle relaxation might deactivate or diminish the activation of negative affect 
analysis and sympathetic drive.

To counteract these potentially cumulative effects with experience, consent may 
be acquired and the unaffected extremity may be carefully restrained to foster the 
development of improved and coordinated movement with the affected limb (e.g., 
see Taub et al. 2002; however, see Bowden et al. 2013). The patient may mislocate 
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or misuse the limb, initially, with efforts to overcome the restraint. But, with con-
tinued therapy and supportive positive rationale, the neglect may resolve. This may 
result subsequent to the required activation of the affected premotor cortex and 
through the effects of experience or learning; as with the integration of the aesthetic 
or somatic basis for coordinated movement. The intent and initiation of movement 
at the unaffected extremity may further extinguish the intent and initiation of the 
affected extremity via inhibition processes across the corpus callosum. Activation 
of the left premotor cortex may be expected to diminish activation of the homolo-
gous region of the premotor cortex in the opposing brain. Again by analogy, the 
lateralized affective processing systems might be found in the clinical variants of 
exposure therapies for social anxiety disorder. Although motor extinction is typical 
or common with relative motor impairments at one extremity or the other, motor 
generalization may occur with more severe pathology. Motor generalization across 
the corpus callosum to the unaffected limb is common with exertion efforts to move 
the more severely compromised extremity.

Broca’s area, at the left inferior posterior frontal lobe, is part of this system. Acti-
vation of Broca’s area is associated with the organized and well-regulated fluent ex-
pression of speech, wherein phonemic articulation sequences are fluently presented 
without articulation or perseverative errors (see Duffau 2012). Activation of the 
region corresponds with the desire or the intention to talk and the temporal sequence 
of activation spreads ultimately to the motor cortex or final motor pathway to the 
oral motor apparatus, including the tongue, lips, and surrounding anatomical re-
gions. Partially, due to the rich interface with the dopaminergic systems of the basal 
ganglia and to the reward circuits of the nucleus accumbens, these premotor regions 
are involved in the desire or the intent to perform or to engage in activities. More-
over, the preferential relationship for engaging in activities within the contralateral 
hemispace is largely maintained and expressed by activation of these brain regions. 
A notable example might be drawn from the dorsolateral premotor and prefrontal 
regions described as the frontal eye fields. Lesion, functional incapacity, or exces-
sive stressor demands over the right frontal eye field characteristically results in a 
right gaze bias, ipsilateral to the lesioned frontal lobe (Guitton et al. 1985; Ladavas 
et al. 1997; Pierrot-Deseilligny et al. 1991) and heightened distractor responsiv-
ity at the right side (e.g., Suzuki and Gottlieb 2013). Also, transcranial direct cur-
rent stimulation over the right frontal lobe promotes anger rumination (Kelley et al. 
2013), revealing the combined role of the premotor cortex in the regulatory control 
over behavior, cognition, and emotion.

Distractibility: Frontal Eye Fields

Presentation of discrete visual events can generate activity in the superior colliculus 
within as little as 40 ms (Guitton 1992) and electrical stimulation of the superior 
colliculus establishes an ipsilateral saccade response with minimal delay on the 
order of just 20 ms (Sparks 1986). Saccadic eye movements are rapid reflexive 
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visuomotor responses reaching stereotypical velocities of 900° per second (Wurtz 
and Goldberg 1989) often triggered by the abrupt appearance of a visual stimulus 
within the peripheral visual fields. These saccadic eye movements provide for the 
relocation of the peripheral challenge onto the foveal area of the retina for improved 
acuity and perceptual analysis (Carpenter and Reddi 2000). Frontal lobe regulatory 
control and decision-making processes which modulate this response are largely 
derived from the frontal eye fields (Holmes 1938; Guitton et al. 1985; Walker et al. 
1998; Suzuki and Gottlieb 2013) with downregulation of a rightward saccade by the 
ipsilateral right frontal eye field and with downregulation or inhibition of a leftward 
saccade by the ipsilateral left frontal eye field. In contrast, intentional direction of 
left gaze is instrumented by the contralateral right frontal eye field, whereas inten-
tional rightward gaze is instrumented by the contralateral left frontal eye field.

Clinically, there appears to be substantial necessity for the integrity of this tis-
sue in order to complete smooth and persistent directional eye movements to the 
contralateral side. Indeed, it appears that directed head movements require minimal 
integrity of these regions in comparisons with that necessary for directed eye move-
ments. Thus, recovery of function, as with an intentional or motor neglect is initially 
approached in therapy through increments in the saliency or novelty of the sensory 
information originating from that hemispace to take advantage of the second func-
tional unit and the integrity of the sensory systems within the posterior brain re-
gions. Secondly, directional head movements toward the neglected hemispace may 
be functionally intact or recover prior to the ability to move the eyes or to persist 
in directional gaze in that direction. Thus, the head movements may be prompted 
and rehearsed to compensate for the motor neglect. Eventually, the therapeutic goal 
becomes one of persisting in lateral gaze and in smooth visual pursuit within that 
hemispace. By extension, the goal might be maintenance of eye contact in a gaze-
aversive individual (e.g., with autism spectrum disorder). The measurement of gaze 
or persistence might be further analyzed within left and right hemispace or concur-
rent with the affective valence (positive or negative).

Frontal eye field dysfunction may be evident in the form of rapid eye movements 
(REM) to the right, secondary to damage in the right frontal eye field and to the left, 
secondary to left frontal eye field damage. Bilateral frontal eye field dysfunction 
may present with bilateral motor neglect and poorly regulated REM. These behav-
ioral deficits correspond with deactivation or diminished metabolic activation with-
in these regions. In contrast, heightened activation or metabolic increments may 
yield the oppositional eye movements contralateral to the side of the elevated corti-
cal activity. This may occur clinically with seizure activity proximal to the premotor 
or prefrontal regions and with the intent for lateralized eye movements away from 
the seizure focus. But, the location along the homunculus extending across these 
areas is relevant, where activation of the ventral components of the premotor or 
prefrontal regions may be evidenced in directional jaw movements as with a pulling 
of the mandible in a direction opposite to the basal frontal or orbitofrontal seizure.

In contrast to the cortical regions responsible for directional gaze and visual pur-
suit, a lesion of the dopaminergic system (e.g., see Suzuki and Gottlieb 2013) within 
the substantia nigra and/or basal ganglia may produce depletion in the initiation of 
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eye movements. This might be expressed more broadly in the Parkinsonian patient, 
for example, with masked faces, locked gaze, sparse blink rate, and bradykinesia 
(Karson 1983; see also Bologna et al. 2012). But, ultimately, the presenting features 
may vary as a function of the Parkinsonian syndrome with right hemibody onset 
featuring left frontal dysfunction as previously described and with left hemibody 
onset yielding alternative features consistent with a right frontal syndrome (Foster 
et al. 2010; Foster et al. 2010, 2011). Right hemibody onset of Parkinson’s disease 
appears to be associated with more severe depressive and anxiety symptoms, but 
only when disease duration is considered (Foster et al. 2013). Thus, the extent of pa-
thology may be relevant in the appreciation of the functional features in the patient’s 
presentation consistent with cerebral lateralization.

Cerebral balance theory may be relevant to the interpretation of the positional 
location of the head and eyes in the evaluation of a patient with a frontal lobe disor-
der. Relative activation of one or the other frontal lobe may be the initial clue in the 
assessment with directional gaze bias to the left, secondary to relative right frontal 
activation and with directional gaze bias to the right with relative activation of the 
left frontal region. Furthermore, head, neck, or truncal rotation about the neuraxis 
may present toward an ipsilesional position. More directly stated, the left frontal 
lobe appears intent on interacting toward and within the right hemispace, whereas 
the right frontal lobe appears intent to interface with the left hemispace. Intentional 
bias may be manipulated through demands reflecting the associated specializations 
of either brain. For example, time urgency or rapid pacing demands on the game 
clock yields a rightward hemispatial bias in soccer goalies’ approach to the ball 
just as does approach for a romantic kiss (Roskes et al. 2011). Appetitive behavior 
yields a rightward bias on approach (Harmon-Jones and Gable 2009) just as preda-
tory behavior might yield a leftward directional bias (see Ghirlanda and Vallortigara 
2004). This may generalize to other species with some 77% of walruses having 
a right flipper preference when feeding (Levermann et al. 2003), whereas toads 
are reported to have a left forelimb feeding bias (Sovrano 2007; see also Corbalis 
2010). Indeed, empirical research shows that lateralization can affect both when 
predators are detected (Lippolis et al. 2002) and the direction in which prey tends to 
escape (Cantalupo et al. 1995).

Lateralized emotional processing bias has been demonstrated across species and 
across multiple categories or dimensional aspects of the stimuli being processed. It 
has been detected in the intentional responses to the event(s) evident in directional 
response bias and it has been found within the perceptual analyzers of the second 
functional unit. Even the common QWERTY keyboard has been used to demon-
strate directional emotional processing bias as a function of positional location of 
the keys within the left or the right side of the keyboard (Jasmin and Casanto 2012). 
These researchers found that words spelled with more letters on the right side of the 
keyboard, and others with more letters on the left side, influence our evaluations of 
the emotional valence of the words. This relationship was significant across Eng-
lish, Spanish, and Dutch languages, with words containing more right-sided letters 
rated as more positive in valence than words with more left-sided letters.
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However, multiple brain regions may participate in these positional biases and 
ultimately in the postural placements of our body parts. The parietal eye fields ap-
pear to be organized along gaze-centered coordinates such that goal-related activity 
(e.g., reaching for an object) is remapped when the eyes move (Medendorp et al. 
2003). This might be expressed by the description of an individual with a right 
parietal lesion where the patient has diminished awareness of body part location 
within extrapersonal space and presents with a proprioceptive torticollis (Harrison 
et al. 1985). Alternatively, a spasmodic torticollis may be reflected in rotation of the 
head about the neuraxis and often with the spasm in the sternocleidomastoid region 
secondary to an upper motor neuron or combined extrapyramidal motor lesion. The 
therapeutic goal may initially be that the patient will maintain the head, neck, and 
truck upright and at midline. But, the intervention modality and the progression 
of therapeutic techniques might better be derived from the integrity of surround-
ing brain regions. Moreover, the spasmodic features may be approached in therapy 
somewhat like the dystonia seen elsewhere in the body, through ranging techniques 
and exertional therapy, to strengthen the oppositional antagonistic muscle group(s).

The broader role of the frontal regions in the regulatory control or inhibition 
of reflexes may be demonstrated within this system. Brain-stem reflexes, through 
pathways involving the pons at the brain-stem tegmentum (floor) and the superior 
colliculi at the brain-stem tectum (roof), provide for an ipsilateral saccade to a pro-
vocative visual stimulus at the left or the right visual field. By way of example, the 
birdbrain consists largely of the superior colliculus, which may directly facilitate 
the orienting response to find the worm. The right frontal eye field activates not 
only for an intentional leftward gaze but also for the inhibition of an ipsilateral 
reflexive saccade (however, see Suzuki and Gottlieb 2013). This system is intimate 
to any discussion within the context of distractibility or selective attention. The role 
of the frontal lobes in the suppression of reflexive ocular behavior was appreciated 
early on (Holmes 1938; Guitton et al. 1985; Walker, Husain et al. 1998). Decreased 
activation or a functional lesion within the right frontal eye field may release an ip-
silateral right gaze bias and concurrently disinhibit the homologous left frontal eye 
field promoting rightward-directed gaze. Moreover, it may release the ipsilateral 
saccadic reflex originating within brain-stem regions, including the right tectum at 
the superior colliculus (e.g., see Suzuki and Gottlieb 2013).

This lesion, though, implies relative distractibility toward the right or the side 
ipsilateral to the lesion. Thus, right frontal lobe deactivation in a child may present 
with heightened distractibility to the right hemispace with an inability to override 
the saccadic reflexes to right-sided visual events. With the appreciation of the asym-
metry of brain function, a more refined assessment may be conducted, including the 
recognition that the treatment for distractibility may be restricted to the lateraliza-
tion of the brain disorder. This child might benefit from the provision of minimal 
distraction within the right hemispace, perhaps by placing the child in the classroom 
setting adjacent to the wall at her right. Moreover, therapeutic intervention would 
involve exertional eye movements toward and within left hemispace, again facili-
tated by placement against the wall at the child’s right side. The therapy might be 
more confrontational perhaps, through visual motor exercises with lateral pursuit 
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and persistence components built into this technique. The focus, in this example, is 
on intentional and motor systems. The understanding of the integrity of this func-
tional unit will partially depend on the use of double dissociation techniques in the 
neuropsychological evaluation (Teuber 1955; Kinsbourne 1971), which might es-
tablish functional integrity of the sensory modalities represented within the second 
functional unit of each cerebral hemisphere.

A potential consideration for any task demanding the allocation of metabolic 
resources or activation of the regulatory brain systems of the frontal region is that 
the task itself is a stressor, by definition, for that brain region (Kinsbourne and 
Cook 1971; Kinsbourne and Hicks 1978; Harrison 1991). If the cellular network is 
contributing to ongoing respiratory function or, perhaps, to the regulatory control 
over sympathetic activation and anger, then the dual-tasking demands of the therapy 
task may result in deregulation or decompensation of these secondary functions. If 
this is expected and monitored for, with caution, then all may go well during the 
intervention. However, if the frontal lobe stressor decompensates the regulation of 
other functions and there is naïve appreciation of the dual concurrent task demands, 
the outcome may be negative or costly in some unexpected way.

Delayed-Response Deficits

Cerebral asymmetry exists in the opposing functions of rapidly initiating move-
ment or rapidly stopping movement, with these functions being implemented by 
a prefrontal basal ganglia network including the presupplementary motor area, the 
inferior frontal gyrus, and the basal ganglia (Malmo 1942; see Aron et al. 2007b; 
Chambers et al. 2009; Hampshire et al. 2010; Chikazoe 2010; see also Cai et al. 
2012; see also Oguri et al. 2013). Impairment in right frontal lobe function is im-
plicated in clinical presentations of delayed response deficits involving initiation 
without adequate delay or in “go–no-go” situations where implementation of a “no-
go” response is required, fundamentally derived from social rules and/or pragmat-
ics. Functional magnetic imaging studies (e.g., Aron and Poldrack 2006; Aron et al. 
2007a; Boecker et al. 2010) and neurophysiological studies (e.g., Swann et al. 2012) 
show activation in the right presupplementary motor area which increases on trials 
involving the successful cancellation of a prepotent response prior to and during 
response inhibition or stopping. Also, studies of epilepsy patients and Parkinson’s 
patients using macroelectrode stimulation techniques have demonstrated an arrest 
of ongoing vocal or manual movements with stimulation of the presupplementary 
motor area (e.g., Luders et al. 1988; Swann et al. 2012).

Bechara (2004) suggests that there may be several mechanisms of impulse con-
trol or response inhibition that can be measured by different tasks and attributed 
to different neural regions. These different mechanisms of impulse control include 
motor impulsiveness or initiation without adequate delay. This has been proposed 
in humans to have several forms (Evenden 1999) including impulsive preparation, 
which involves making a response before all the necessary information has been 
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obtained, and impulsive execution, which involves quick action without thinking 
(Evenden 1999). Moreover, Bechara (2004) draws a distinction between two sub-
types of motor impulsiveness based on functional neuroimaging and clinical lesion 
studies. These consist of motor impulsiveness of a nonaffective nature, reflecting 
an inability to inhibit a prepotent response that is outside of the emotional domains. 
Stuss and colleagues have presented performance findings on the Stroop Test from 
a large number of patients with lesion of the prefrontal cortex (Stuss et al. 2001), 
which indicate that this general area (cingulate and mesial aspect of the superior 
frontal gyrus) may be critical for the type of response inhibition required by the 
Stroop.

Secondly, emotional impulsivity reflects an inability to inhibit a prepotent re-
sponse that is affective in nature, perhaps based upon previously acquired reward 
associations. Bechara (2004) suggests that go/no-go tasks, delayed alternation 
tasks, and reversal learning tasks are “prime examples of paradigms that measure 
this type of behavioral control.” Beyond the assessment of motor impulsiveness, the 
author suggests that there may be a similar mechanism at the “thought” or “short-
term memory” level, reflecting an inability to inhibit a recurrent thought held in 
working memory. Perseveration on the Wisconsin Card Sorting Task (WCST) and 
an inability to shift attentional sets provide reasonable measures of this type of 
deficit in impulse control (Dias et al. 1996, Milner 1963). Bechara (2004) argues 
for the importance of the lateral frontal and anterior insular cortices as critical for 
the regulatory control over this type of impulsiveness, based on functional neuroim-
aging (Konishi et al. 1999; Lombardi et al. 1999) as well as clinical lesion studies 
(Anderson et al. 1991; Milner 1963) using the WCST.

Delayed-response deficits also reflect a temporal component that has gone awry. 
The left hemisphere appears specialized for the rapid sequential analysis, compre-
hension, and expression of information as might occur with linguistic or propo-
sitional speech processing or with the implementation and use of familiar tools. 
Relative left cerebral activation and a right hemispatial bias are expected in ap-
proach-motivated activities and time-urgent demands requiring rapid pacing. The 
right cerebral hemisphere appears specialized for appreciating the need for caution 
and perhaps more holistic analysis of the perceptual array. These differences may 
be expressed more directly in the nature of delayed-response deficits resulting from 
the relative activation of one or the other frontal lobe. These may present in the 
brain-damaged patient, where right frontal deactivation may leave the patient with a 
preponderance of rapid or ballistic initiation of behavior afforded by the left frontal 
region (left frontal release).

Many people refer to such behavioral initiation as “impulsive,” though this lan-
guage is not clearly definable, and lends itself to nonscientific origins. Instead, the 
delayed-response deficit more common after right frontal or orbitofrontal injury 
is one of initiation without adequate delay or the failed imposition of a time delay 
necessary to properly and discretely organize the behavioral, cognitive, or affective 
display (see Oades 1998; see also Thompson-Schill et al. 2005; see also Emond 
et al. 2009; see also Granacher 2008; Helfinstein and Poldrack 2012). Thus, the 
behavior may appear reactive, disorganized, or abrupt and may have unexpected 
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consequences, including safety management issues and the like. Alternatively, 
through the initiation of a rapidly paced ballistic response, the individual may 
poorly manage the social or emotional context and appear out of control or poorly 
regulated in some respect, including the poor implementation of rule-regulated be-
haviors lacking social propriety or pragmatics (see Granacher 2008; see also An-
derson et al. 1999; Eslinger, Flaherty-Craig and Benton 2004; see also Yeates et al. 
2012; see also Helfinstein & Poldrack 2012; see also Damasio and Anderson 2003; 
Damasio et al. 2012; see also Hu and Harrison 2013b; see also Keenan et al. 2003; 
see also Tompkins 2012). Others note the associated insensitivity to future conse-
quences of behavior subsequent to prefrontal damage (e.g., Bechara et al. 1994).

A common complaint of the individual with left frontal deactivation or damage 
is “my get up and go got up and went.” This may be most clearly the case with dec-
remental loss of the dopaminergic areas of the left frontal lobe, where behavioral 
slowing or inertia is often dense and with presenting features of chronic fatigue. 
More severe dysfunction in this region may leave the patient on a substantially dif-
ferent time basis for interacting with others and with the contextual events within 
the world, beyond the social array. One might appreciate the temporal disconnection 
on observation of a patient within a hospital setting, for example, where staff might 
ask the patient if he would like some food or a treat, perhaps. The staff member, 
with a busy schedule and many to care for, then leaves the room followed finally 
by the patient’s response to the question, “yes.” But, alas no one is there to hear the 
response. This disconnect may be debilitating and deeply frustrating for the patient 
with behavioral slowing or bradykinesia. It seems as if the entire world is working 
in a different temporal dimension, lending the patient to increasing social isolation, 
and aggravating a dysphoric disposition with sparsity for positive affect or pleasure 
in life. Even milder forms of initiation deficits in speech may promote increased 
anxiety and lowered self-esteem. This point resonates with evidence showing rela-
tive deactivation of the left frontal region and right frontal activation with anxiety.

Substantial scientific evidence relates the affective dimension of happiness, high 
levels of self-esteem, and energetic initiation fundamentally derived from dopami-
nergic or left basal ganglia brain systems and the left frontal region more broadly 
defined. Yet, the most overlooked construct, altered by pathology in this region, is 
simply the time base derived from these neural networks (e.g., Holland et al. 2007, 
2009; see Allman and Meck 2012). This time base may run fast with relative right 
frontal deactivation and with right frontal/orbitofrontal pathology. Release of the 
left brain, via right frontal damage, reveals somewhat of a “happy-go-lucky” brain, 
devoid of caution or appreciation of social proprieties or concerns, as it seems to 
fail to appreciate risk within the external threat setting. This might even be of vital 
import in urgent settings, where we must “throw caution to the wind.” With its de-
mise, we see the loss of energy, a slow temporal basis for initiation, social apathy 
(see Scott and Schoenberg 2011; see also Grossman 2002), increasing caution, and 
lowered self-esteem. Relatedly, Heath Demaree (Demaree et al. 2005) presented the 
theoretical position incorporating dominance, where chronic relative left and right 
frontal activation would be associated with feelings of dominance and submission, 
respectively.
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There exists a relationship between these altered characteristics of the individual 
suffering a brain disorder and the attributions of those family members and health-
care professionals working with the patient, which is often emotionally negative. 
The slow, low-energy level, left frontal lobe patient is described by others as lacking 
motivation or active and fully engaged participation in the recovery or rehabilita-
tion efforts. The attributions reflect negative intonations that the patient “wants me 
to do everything for him.” It may be useful for the caregiver or staff member to 
appreciate the mirroring that may occur in response to the social encounter with 
someone, expressing diminished or compromised integrity for these brain regions. 
It may also help to physically provide an altered time base to cue the caregiver for 
the distinct differences between the patient’s and their own time base. This might 
result from sample time estimation procedures (e.g., Holland et al. 2010) to empiri-
cally determine the extent of slowing in the patient. Providing additional time may 
require the patience of a saint. However, it may at least prompt and remind others 
of this fundamental processing difference, with the hope of reducing frustration on 
everyone’s part.

The homologous frontal regions of the right brain normally provide regulatory 
control to implement slow and cautious rule-regulated behaviors, including social 
proprieties, control over negative affective displays, and pragmatics. Others note 
the associated insensitivity to future consequences of behavior subsequent to pre-
frontal damage (e.g., Bechara et al. 1994). When lesioned, the patient may show 
left frontal release symptoms corresponding with the now dominant position of the 
intact left frontal systems, charged with heightened energy levels and rapid process-
ing speed free of the caution and slowing mechanisms of the lesioned right frontal 
lobe. This time-base disorder, then, is one of rapid, ballistic initiation. But, the pa-
tient’s attributions are fundamentally derived from their perceptual appreciation of 
elapsed time. One of the early discoveries associated with hostility and rage-related 
behavior, but also with cardiovascular reactivity and cardiovascular disease, was 
the temporal construct of time urgency. With diminished right frontal capacity, the 
individual is set apart from others in the domain of time management and estimation 
of elapsed time, where the clocking mechanisms are accelerated. Thus, the percep-
tion is that more time has elapsed than might be realistic or accurate when held to 
the standards of a calibrated timepiece. Many of us have appreciated this relation-
ship between time urgency and anger management deficits at the traffic intersec-
tion, where the angry persons behind us are honking their horn having perceived 
that our initiation was substantially behind their schedule.

Many brain-injured patients have been evaluated for urinary incontinence on 
the hospital ward. When the nursing staff or others charged with patient’s care are 
interviewed, attributions are commonly expressed that this individual may be doing 
this “intentionally,” a clue to the examiner that frontal systems may be involved. 
The assessment involves double dissociation techniques to determine whether or 
not the patient has urgency or sensation signaling the need to void. Somatosensory 
sensitivity, reception, and comprehension of bodily signals indicating a filling blad-
der are very helpful and support an improved prognosis as might be expected. Once 
the integrity of these systems is established, the examiner may evaluate the third 



316 14 Frontal Lobe Syndromes

functional unit for regulatory control over bladder reflexes and voiding. But, most 
relevant to the discussion at hand are the temporal processing constraints and attri-
butions of the patient and, especially, with evidence for dysfunctional right frontal 
mechanisms. This patient might describe their attributions on interview, stating that 
“I pushed the call bell and I waited and waited and waited.” “No one came.” “So 
I waited some more.” “Finally, I said to hell with them and (voided) on the bed!”

Assessing the individual for time estimation may reveal an accelerated clock and 
the failure to fully appreciate the personal relevance of social proprieties or social 
rules. Others note the associated insensitivity to future consequences of behavior 
subsequent to prefrontal damage (e.g., Bechara et al. 1994). This may establish the 
foundational basis for subsequent interventions relevant to the temporal contingen-
cies involved and the interindividual discrepancies (nurse vs. patient; or caregiver 
vs. patient) which promote discord or poor communication. The patient with an 
accelerated clock may derive attributions that she/he has waited for longer than she/
he should have been asked to wait. Control issues may be promoted as the dominant 
theme, with negative attributions toward the staff for their response to expressed 
needs for care. Education of the caregiver or family member of these temporal man-
agement problems, through the provision of supporting time estimation data, can 
sometimes be helpful and diffuse the situation a bit. The integrity of the patient’s 
verbal acknowledgment of the rules, though, against a backdrop of rule violations, 
supports another literature here on social anarchy, resulting from right prefrontal 
damage (see Beer 2006, 2007; Beer et al. 2006). Similar findings exist in the litera-
ture on the ventrolateral prefrontal region or orbitofrontal cortex using nonhuman 
primates (e.g., Agustín-Pavón et al. 2012).

It might be useful for the family member or caregiver to appreciate that stressors 
specific to these right frontal brain regions may further decompensate the patient 
and amplify these management problems. Stressors, which may be expected to sub-
stantially decompensate someone with diminished right frontal capacity, include 
anger or fear provocation; the perception of control issues or being forced to do 
something; elevated prosody, volume, or “motherese” (Bunce and Harrison 1991); 
and implied or directed threats in the broadest sense of the word. These may include 
negative facial expressions or tone of voice as conveyed through others’ prosodic 
expressions or the conveyance of dislike through abrupt mannerisms or expres-
sions. Active right frontal stressors also include those yielding elevations in sym-
pathetic tone as with incremental systolic blood pressure, heart rate, sweating, and/
or facial engorgement and this may include those changes derived from exertional 
activities. Moreover, the dual-tasking demands of a noisy environment conveying 
multiple distractions and negative affectivity of others may decompensate these 
systems and accelerate the clock.

The clock may be altered through perseverative inertia for some. Many individu-
als try to cope with disorganization syndromes and rapid pacing or hyperkinesis 
from right frontal brain disorders. Many have decompensated in the performance 
of behavioral chains and where, initially, the task performance was functional but 
where the activities accelerated on repetition to the point of being temporally out 
of control. One housewife comes to mind who would initiate house cleaning with  
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everything seemingly under control. But, as she continued on these exertional activ-
ities, she would be going faster and faster. This would continue until she was rapidly 
pacing with elevated heart rate, sweating, and the appearance of being compulsively 
out of control. She improved with the implementation of frequent relaxing breaks or 
time-out periods in order to return to baseline levels. Indeed, she seemed capable of 
managing up to 5 min of house cleaning at a time through this approach. She would 
also benefit from interventions designed to promote a quiescent state of parasym-
pathetic dominance, including deep breathing and progressive muscle relaxation 
techniques. She preferred environmental design and modified her architecture with 
garden spaces inside and outside of her house, which she had fitted with a Koi pond 
and pleasant waterfalls.

Clocking mechanisms have been successfully manipulated even as a function of 
the concurrent performance on standardized neuropsychological testing involving 
designs or figural fluency in contrast to verbal fluency tasking. Initially, the predic-
tions involved a test of functional capacity theory (see Klineburger and Harrison 
2013) where the dual task demands over the left or the right frontal region would 
reduce the regulatory control over the time-based estimate. Thus, Kate Holland 
was able to accelerate the time base with the concurrent performance of the figural 
fluency test and, to decelerate the time base with the concurrent performance of 
the verbal fluency test (Holland et al. 2007; see also Holland et al. 2010). These 
diametrically opposite effects on time estimation or temporal processing are remi-
niscent of the diametrically opposite effects recorded in heart rate, systolic blood 
pressure, and skin conductance as a function of left or of right frontal task demands. 
Specifically, verbal fluency demands, positive affective learning, and happy facial 
expressions have lowered these indices of sympathetic drive, whereas figural flu-
ency, negative affective learning, and angry facial expressions have increased these 
measures (Herridge et al. 2004; Mollet and Harrison 2007a, b; Williamson and Har-
rison 2003; Holland et al. 2011).

Interestingly, the evidence for cerebral asymmetry differences, where right fron-
tal pathology relates to initiating abruptly or “impulsively” and where left frontal 
pathology relates to behavioral slowing or bradykinesia and amotivational states, 
is also evident in research on neurotransmitter systems (see Welberg 2013). Sero-
tonergic activation in the raphe nucleus has been related to the ability to wait for 
delayed rewards in rats. Miyazaki et al. (2012) used a laboratory task requiring rats 
to remain in a fixed posture at a reward site to receive food or water reward. Sero-
tonergic inhibition at the dorsal raphe nucleus resulted in delayed response deficits 
where the rats failed to wait for a reward if there was a longer delay interval. In 
contrast, no effect was appreciated under conditions in which the delay was short. 
Also, the authors concluded that the inhibition of the raphe site did not affect cogni-
tive or motor functions. The authors concluded that activation of serotonin neurons 
is essential for delay in initiating reward behaviors.

Also, Haleem (2012) concludes from review of the literature that decreases in 
serotonin neurotransmission at postsynaptic sites (subsequent to dietary restriction) 
lead to hyperactivity, depression, and behavioral impulsivity. A meta-analytic re-
view of the literature (Baglioni et al. 2011) revealed a link between depression and 
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elevated arousal with insomnia. This evidence is consistent with potentially over-
lapping areas of research showing lateralization of serotonin and/or heightened se-
rotonergic responsiveness within right cerebral systems (e.g., see Fitzgerald 2012). 
Furthermore, sex differences appear to exist in temporal processing speed. Sex dif-
ferences in neurocognitive performance have repeatedly been reported in adults and 
in adolescence, with a female superiority in processing speed (Camarata and Wood-
cock 2006; Waber, De Moor et al. 2007) and a male superiority in perceptual analy-
sis and working memory (Waber et al. 2007; Reynolds et al. 2008). Van Deurzen 
et al. (2012) investigated the relationship between response time and depression, 
providing evidence that, in girls, enhanced response time variability is associated 
with affective problems. These authors further note the potential relevance of these 
findings, since twice as many women than men are found to suffer from depression 
and a gender difference starts to emerge in adolescence (Hankin and Abramson 
1999; Angold and Costello 2006).

Hypokinesis and Mutism: Supplementary Motor

Earlier on, the basic speech systems were discussed, including the neural archi-
tecture interfacing Broca’s and Wernicke’s areas via the arcuate fasciculus. This 
functional anatomy has been found to relate to expressed speech fluency and to 
receptive speech comprehension and semantic relevance. Perhaps one of the most 
interesting areas within the frontal lobes is the supplementary motor cortex (see 
Fig. 14.18) overlying the cingulate gyrus and the behavioral effects resulting from 
lesion, incapacity, or destruction of this tissue. The supplementary motor region is 
found on the midline above the anterior cingulate gyrus and within the distribution 
of the anterior cerebral artery, substantially removed from the traditional speech 
regions both in cortical and in vascular anatomy. However, lesion of the left or bilat-
eral supplementary motor cortex often presents with mutism (however, see Fontaine 
et al. 2002), followed perhaps by recovery to soft, hoarse, whispered speech. This 
occurs with akinesis at its worst, often recovering to hypokinesis over time.

Patients suffering from akinetic mutism are characterized by unresponsiveness 
contrasting with the superficial appearance of alertness. The eyes are open, appar-
ently following the examiner, but without speech or movement and without com-
munication with the examiner or others. Poppen (1939) and Dandy (1946) provided 
reports on early cases of akinetic mutism following bilateral anterior cerebral artery 
ablation. Another patient was described by Skultety (1968) subsequent to a right 
anterior cerebral artery clipping to remove a falx meningioma but with probable 
thrombosis at the left anterior cerebral artery distribution (see Freemon 1971). The 
left anterior cerebral artery distribution appears to be a requisite area for pathology 
with lesion overlay affecting the supplementary motor cortex and often including 
the left cingulate gyrus and/or the basal ganglia (e.g., Fontaine et al. 2002; see also 
Duffau 2012).
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One adolescent boy was seen after a “suicide attempt” with a bullet entering the 
left midsagittal region of the skull from above. The neuropsychologist was a bit 
suspicious of the entry wound from above and at the left side of his head as he was 
a right-handed male and he remained apprehensive on the unit. The lesion extended 
down through the supplementary motor region and through the cingulate gyrus ren-
dering him akinetic/hypokinetic and essentially mute. He was effectively unable 
to share his circumstances with the team. But, over time, his fear of the mother’s 
boyfriend was revealing. He was eventually able to confirm that he had been shot, 
while on his knees, as his speech recovered to a soft, hoarse whisper.

The evaluation of the supplementary motor region will overlap with brain areas 
critical in the assessment of the arousal systems, including the underlying anterior 
cingulate gyrus associated with the classic startle response (e.g., Pissiota et al. 2003; 
Levenson et al. 2012) and the dorsomedial thalamocortical projections. Neuroana-
tomical studies of the cortical modulation of the startle reflex demonstrate that ex-
aggeration of the startle reflex arises with loss or diminished capacity of the “top-
down” inhibitory or regulatory functions of the anterior cingulate cortex on either 
the reflexive brain-stem startle circuit or on the amygdale or both (Yeomans and 
Frankland1995; Sanchez-Navarro et al. 2005; Thayer and Brosschot 2005; Kline-
burger and Harrison 2012). The cingulate and supplementary motor cortices are 
probable sites processing extreme arousal-related events, including those providing 
a release of reflexive freezing responses and the Pavlovian-conditioned emotional 
response or CER. The supplementary motor cortex has been linked to the perfor-
mance or initiation of motor sequences from memory rather than the performance 
of movements guided by a visual cue. This system appears to prefer a specific se-
quence of movements that have been learned. In this sense, it plays a prominent 
role in the initiation of actions under internal volitional control, where the memory 
sequence is established, rather than being responsive, to external stimulus-driven 
cues (Shima and Tanji 1998).

A young woman was evaluated initially in a stuporous state with akinesis and 
mutism. She had answered the doorbell at her home with her baby in her arms when 
her boy friend placed a small caliber revolver between her eyes and extirpated the 
supplementary motor cortex. The family expressed concerns about her inability to 
speak. But, the prognosis at that point for speech was rather good, since she had 
no evidence of direct trauma to the classic speech systems. The neuropsychologist 
expressed optimism for her recovery to soft, whispered speech. But, the prognosis 
for her lower extremities was less optimistic with ablation of the dorsomedial mo-
tor and premotor cortices. She was a country music enthusiast. She confirmed her 
comprehension of speech and her preference for entertainment as she initiated a bit 
more with the music. She gradually recovered meaningful, but with low volume, 
hoarse-whispered speech and remained hypokinetic over the 6-month period that 
she was followed.

To the diagnostician and therapist alike, the appreciation of the proximal func-
tional systems with the bladder, genitalia, and contralateral lower extremity may 
be useful. Also, the evaluation is relevant to the startle response, the freezing re-
sponse, and tonic immobility with proximity or overlay on the cingulate gyrus. 
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The prognosis will vary as a function of the lesion overlay on the medial left basal 
ganglia where social rewards, initiation, and energy level may be affected (see Scott 
and Schoenberg 2011; see also Grossman 2002). Therapeutic intervention might 
manipulate the arousal systems with substantial controversy over the potential for 
hyperarousal with a hypokinetic state. But my first intervention efforts with akinetic 
mutism as a postdoctoral fellow were more effective with arousal reduction thera-
pies, perhaps.

Another young man was a recent university graduate found hanging, with pants 
down, from the ceiling beam. He was initially diagnosed with an anoxic encepha-
lopathy but, following the completion of the neuropsychological evaluation, his 
secondary diagnosis was akinetic mutism. He recovered slowly at a regional head 
injury facility where, at follow up, he was found to be rotational in his walking pat-
tern possibly indicating lateralization in his cerebral activation patterns. Relaxation 
techniques and, earlier on, hypnosis had sometimes been used successfully as an 
intervention for mutism with theoretical underpinnings involving arousal mecha-
nisms (hyperarousal vs. hypoarousal states). Some evidence has been in support of 
a stuporous arousal state with this syndrome, whereas diametrically opposite theo-
retical interpretations have received some support. Following relaxation techniques 
and a gentle massage, this man who appeared stuporous, was now conversing flu-
ently. He would also wake up reliably alert, verbal, and seemingly normal asking if 
“…NC State really won the national basketball championship.” This happened in 
1984; the year of his anoxic event.

Mutism might also be present within the developmental context of infancy and 
childhood. A beautiful 8-year-old girl was brought in by her parents with concerns 
that “she doesn’t really seem to talk.” She appeared normal in every respect with 
loving parents and a pleasant demeanor. The interview revealed problems with 
bladder control and bedwetting. She was a bit hypoactive and was unsteady at her 
lower extremities. She was impersistent on motor tasking and vocalization. Her 
speech was expressed as a soft, low-volume whisper. But, she was essentially mute. 
Palpation of her head, along with the underlying symptoms, led to the discovery of 
a neural tube defect with an incomplete closure over the midsagittal frontal region. 
The family was referred to a neurosurgeon and they opted to close the previously 
undiscovered skull defect.

Another possible developmental mutism was evident in the 16 April 2007 kill-
ings at Virginia Tech, perhaps. Seung-Hui Cho was diagnosed with mutism in mid-
dle school, which was associated with severe anxiety and major depressive disorder. 
He received treatment and continued to receive therapy and special education sup-
port until his junior year of high school. At Virginia Tech, it might be reasonable 
that some may have noted his mutism as a lack of participation. In retrospect, and 
with the benefit of hindsight, the social isolation and performance deficits from 
this disorder may have fueled the flame of passionate anger within this young man, 
subsequent to public embarrassment and having “lost face” in front of his peers.

Less is known of the functions of the right supplementary motor region (e.g., 
Heilman et al. 2004). However, patients generally show an alteration of pitch in 
speech toward the higher frequencies and staccato speech with lesion extension into 
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the subcortical regions. Moreover, deactivation of these regions more realistically 
relates to hyperkinesis and a rapid or ballistic initiation style. Although hyperkine-
sis looks much different in an elderly person in comparison with that seen in early 
childhood, the basic syndrome appears at least similar. The therapists and caregiver 
may appreciate this, as the patient may be a management issue in the office, in the 
therapy setting, and in the hospital room where safety is a concern.

One hyperkinetic elderly woman, following recovery from her right anterior ce-
rebral artery cerebrovascular accident, was delighted with her discharge and return 
to home, having never fully appreciated her stroke or functional deficits in the first 
place. Upon return to home, she prepared the first meal for her family as she made 
40 bologna sandwiches for her husband and adult son. By her husband’s account-
ing of this episode, her son laughed! The father said that he made him eat all of the 
remaining sandwiches over the next several days!
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Some psychologists and psychiatrists have been slow, or even at times reticent, 
to  embrace the neuroscience findings providing for the anatomical bases of emo-
tion, cognition, and behavior. Others have been equally oppositional to the dynamic 
 responses and structural changes within and between neural systems as a function 
of experience and environmental influences. Much of the language, including the 
diagnostic terminology within the field, was developed prior to the appreciation of 
these discoveries and reflects substantial heterogeneity of variance of brain functions. 
For example, the term depression may encompass multiple brain disorders, involv-
ing disparate areas of the brain (Crews and Harrison 1995; Shenal et al. 2003; Crews 
et al. 1999; Bruder et al. 2012). Even the more robust literatures on brain pathology 
have been ignored until recently, for example, including the dementias, dysphasias, 
and dyslexias.

Allen Frances, the chairperson for the Diagnostic and Statistical Manual of Mental 
Disorders, Fourth Edition Task Force (DSM-IV: American Psychiatric Association 
2000), presided over an enormous expansion of the “mental disorder” vocabulary. 
Yet, the inherent flaws of this ever-expanding language base were summarized by 
Frances in plain language. “There is no definition of a mental disorder. It’s bullshit. 
I mean, you just can’t define it” (Greenberg 2011; see also Kirk et al. 2013). With 
specific relevance to the new Diagnostic and Statistical Manual of Mental Disor-
ders, Fifth Edition (DSM-V; American Psychiatric Association 2013), he charges 
that it lacks sufficient scientific support, defies clinical common sense, and was pre-
pared without adequate consideration of risk–benefit ratios and the economic cost 
of expanding the reach of psychiatry (Science Codex, May 20, 2013). Dan Blazer 
(2013) of Duke University, who served on the DSM-V task force, states that “we’re 
basically drawing artificial lines, and the body and the mind do not work like that.” 
Revolution is at hand when archaic language and diagnostic categories defy more 
specific understandings of the nature and location of components of the disorders as 
understood within functional neural systems theory.

The fundamental problem is captured to some extent by Damasio (1994, pp. 40). 
He states: “The distinction between disorders of ‘brain’ and ‘mind,’ between 
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‘neurological’ problems and ‘psychological’ or ‘psychiatric’ ones, is an unfortu-
nate  cultural inheritance that permeates society and medicine. It reflects a basic 
 ignorance of the relation between brain and mind. Diseases of the brain are seen 
as tragedies visited on people who cannot be blamed for their condition, while dis-
eases of the mind, especially those that affect conduct and emotion, are seen as 
social inconveniences for which sufferers have much to answer. Individuals are to 
be blamed for their character flaws, defective emotional modulation, and so on; lack 
of willpower is supposed to be the primary problem.”

These problems may be accentuated with the layperson’s take on “psychologi-
cal” problems as something separate from the disorders of the body and where 
the onus is on the individual as a faulty person or, worse still, a lunatic or nut of 
psychiatric proportions. Many individuals experience hallucinations or formesthe-
sias as discussed earlier in these writings. Knowing the functional neuroanatomy of 
the sensory system affected and the laterality of the projections and the emotional 
valence of the event may be critical in providing a framework or rationale for the 
patient to feel comfortable in revealing these “secrets.”The historical attributions 
within the field were disturbing and relevant to competency as an individual, rather 
than to the diagnostic utility afforded and its relevance to therapeutic interven-
tion—other than with antipsychotic medication. These individuals may achieve 
solace in the knowledge that the brain cells are alive and overactive as opposed to 
the  psychological attributions. They may also be comforted in the statistical basis 
where about one in five patients experience these, at least temporarily, following a 
stroke (Walters et al. 2006).

Thomas Insel, director of the National Institute of Mental Health, largely 
 dismissed the current language used in the DSM- V, for lacking “validity” and for 
its foundational bases drawn from opinions rather than from science. The diagnostic 
manual was described as “a dictionary, creating a set of labels and defining each…. 
Patients with mental disorders deserve better.” he writes in a blog (see Earley 2013, 
USA Today, May 24, 2013). Under Insel’s leadership, the National Institute of Men-
tal Health will no longer attend to the Diagnostic and Statistical Manual of Mental 
Disorders as it allocates monies for scientific research. Insel clarified the position 
of the National Institute of Mental Health further, stating that “mental disorders 
are biological disorders involving brain circuits.” This position statement initially 
seems to exclude environmental activation of biological circuits. However, from 
this foundational view, the institute will focus its support of scientific research, 
and language, on identifying the neural systems responsible for thoughts, emotions, 
and behaviors and causal mechanisms, fundamental to the environmental array and 
experiences, which alter their functional integrity.

The purpose of the present section is not to provide a functional analysis of all 
of the varied disorders described by language systems not directly based on brain 
function. Instead, it is encouraged that problems ascribed to “psychopathology” be 
held to higher standards, where conceptual arguments and pathological constructs 
are based on neural systems theory. This perspective does not require brain  damage 
for the expression of psychopathology. Rather, the stress of life and learning  history 
are conceived within the functional neural system processing the demands or re-
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quirements of that specific stressor and where the capacity for processing may be 
inadequate with altered metabolic processes within these systems. From this per-
spective, alternative attributions might better be rendered to understand anxiety, 
depression, and fearful states.

This is evident for the disorders of diminished emotional sensitivity found with 
deactivation within the right parietal systems (Heller 1990; Heller et al. 1998; 
 Heilman et al. 1978; Heilman and Bowers 1990; Bruder et al. 2012). It is also be 
evident in the stress-related disorders, like that with social anxiety and depression 
(Everhart et al. 2002; Crews et al. 1995); with affective disorders like hostility; 
with the posttraumatic disorders (Rhodes et al. 2013; Demaree et al. 2002); and 
even with childhood learning disability (Huntzinger and Harrison 1992) and child-
hood depression (Emerson et al. 2005).Also, neuroanatomical change underlies 
posttraumatic stress disorders, where exposure to traumatic events exceeding the 
functional capacity of specific circuits results in alterations and perhaps damage of 
the circuit(s) involved (e.g., Knutson et al. 2013; Sartory et al. 2013).

The weight of valid constructs derived from other theoretical perspectives would 
survive as integral to a living brain system and its environmental array, whereas the 
ever more complex and potentially invalid constructs might be gradually  discarded. 
For therapeutic intervention, a look under the hood would be revealing. If, by anal-
ogy, we took our car to the mechanic and she cared not about the system involved 
(e.g., fuel or electrical), then a more heterogeneous diagnosis might  involve “treating 
the whole car.” Certainly, this less tailored intervention would ultimately be costly 
and maybe less precise (e.g., replacing the starter). Upon accepting the  language of 
neuroscience, psychologists may have language which allows for  communication 
with our colleagues in the other sciences, where all may benefit from a more univer-
sal language system; and one ultimately built upon anatomy. This substrate meets 
the demands of science, broadly defined, as it is visible, quantifiable, and subject 
to manipulation.

Instead, the present framework will be applied to depression by the way of 
 example. Subsequent to this discussion, a framework of language based on func-
tional cerebral systems will be provided. The key to this system is the appreciation 
of dynamic functional brain systems, wherein stress is relevant to the brain system 
or region where altered metabolic activation may take place and where capacity 
limitations may be relevant. Thus, the conceptual framework does not require a 
physical lesion of brain cells for a diagnosis of a pathological state. Instead, altered 
metabolic function or imbalance may be sufficient for a psychological problem. 
But, the nature of the disordered system will in many cases be identifiable within 
the diagnostic system derived from pathological brain function. It is reasonable to 
expect that this perspective may provide for specificity in the disorder and associ-
ated features derived from proximal brain regions. The labeling of a patient with the 
diagnosis of schizophrenia might be improved by identifying the neologisms, word 
salad speech, semantic paraphasic errors, poor linguistic carryover, and  positive 
affective auditory hallucinations as a receptive dysphasia originating from the left 
superior posterior temporal gyrus and underlying brain stem structures.A psychot-
ic disorder characterized by social impropriety, negative affective deregulation, 
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perseveration on negative affective themes, social anarchy, and highly tangential 
 emotional themes might be understood within the neuroanatomical domain of the 
right prefrontal region.

Earlier on, Brian Shenal and W. David Crews III provided a framework for the 
analysis of depression from within quadrant theory (Crews and Harrison 1995; 
 Shenal, Harrison and Demaree 2003). However, the nature and specifics of the 
 depression differ with the relative activation of the left and right brain and with the 
relative activation and integrity of the three functional units within each brain. From 
this perspective, left frontal incapacity or diminished metabolic rate may feature a 
loss of energy, diminished positive emotion, reduced self-esteem, attributions of 
self-blame, somatic concerns, diminished social approach behaviors, and dimin-
ished verbal fluency. Research supports that this may result from multiple origins, 
ranging from a series of failure experiences to altered catecholamine levels (dopa-
mine and norepinephrine) and to loss of cellular integrity of this brain region.

Right frontal incapacity or diminished metabolic rate may feature negative emo-
tional reactivity or lability with crying (right basal ganglia; e.g., Ross and Rush 
1981; Constantini 1910; cited in Oettinger 1913; see also Parvizi et al. 2009) or 
anger deregulation and lability (right orbitofrontal; Fulwiler et al. 2012; Everhart, 
Demaree et al. 1995; Everhart and Harrison 1995, 1996; Demaree and Harrison 
1996, 1997b). The later, along with anxiety or fear disorders (e.g., Agustín-Pavón 
et al.2012), might feature perceived external control issues or threats originating 
from extrapersonal space and with anosognosia or diminished appreciation of that 
individual’s role as causal to the emotional disturbance. Research again supports 
that these may result from multiple origins, ranging from negative emotional stress 
to control issues originating from extrapersonal space, diminished serotonergic 
 resources, and loss of the cellular integrity of this brain region.

Right posterior incapacity or diminished metabolic rate may feature emotional 
emptiness along with flattened or bland affect (Heilman et al. 1978; see also Heil-
man et al. 2012). Elevated intensity in the perception of negative emotional events 
might result from increments in the metabolic rate of these same brain regions, 
whereas the topographical specificity would relate to the sensory system affected. 
The disturbance would relate to arousal level and to extrapersonal space to include 
delusions of space and confusion for places and faces. Altered activation of the fu-
siform gyrus, by way of example, might correspond with gaze aversion in someone 
otherwise diagnosed with a more heterogeneous label of autism spectrum disorder 
(Hadjikhani et al. 2004).

The left posterior regions provide for psychological disturbances in body aware-
ness, postural integrity underlying ideomotor or gestural praxis (e.g., Vingerhoets 
et al. 2012), and delusions of personal space. Reception or comprehension of 
 language might be disturbed with dyslexia and dysgraphia, verbal hyperfluency, 
hypergraphia, and auditory verbal or somatic hallucinations. To facilitate some 
thought in this regard, a sample of empirically supported diagnostic categories rel-
evant to clinical neuropsychopathology has been included in Table 15.1. It is of 
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Aphasia Aprosodia
Expressive Expressive
Receptive Receptive
Mixed Mixed
Global Global
Transcortical expressive Transcortical expressive
Transcortical receptive Transcortical receptive
Transcortical mixed Transcortical mixed
Alexia Agraphia
Expressive Expressive
Receptive Receptive
Mixed Mixed
Global Global
Transcortical expressive Transcortical expressive
Transcortical receptive Transcortical receptive
Transcortical mixed Transcortical mixed

Alexia with agraphia
Alexia without agraphia

Agnosia Affective agnosia Formesthesia dysesthesia
Visual  Visual affective Visual
 Letter  Auditory affective Auditory
 Line  Somatic affective Tactile
 Facial Temperature
  Prosopagnosia Pain
 Pattern Vestibular
 Symbol
Auditory
 Word
 Affect
Tactile
 Astereognosis
 Agraphesthesia
Temperature
Pain
Vestibular
Apraxia Affective apraxia Constructional apraxia
 Gestural  Gestural  Motor
 Ideational  Ideational Sensory
 Ideomotor  Ideomotor  Mixed

Table 15.1  A sample of empirically supported diagnostic categories for clinical neuropsycho- 
pathology
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some relevance here, that earlier Diagnostic and Statistical Manuals excluded dis-
orders of speech and language and even the dementia disorders. Without  integration 
of  findings drawn from the neurosciences, surely more delays are inevitable, along 
with the growing burden of new language (e.g., receptive aphasia vs. receptive 
speech disorder).

 Mixed  Mixed  Global
 Global  Global

Geographical confusion
Left–right confusion

Table 15.1 (continued) 
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Roger Sperry, in his 1981 Nobel lecture, summarized the prevailing view of the 
right hemisphere when he began studying it:

The right hemisphere was not only mute and agraphic, but also dyslexic, word deaf and 
apraxic, and lacking generally in higher cognitive function.

But Sperry’s research with split-brain patients was, at least for him, convincing 
evidence that the right hemisphere was not a mere accessory. The view that the right 
hemisphere is a minor, less important player (or “relatively retarded,” as Sperry col-
orfully put it in his 1981 Nobel Laureate address published in 1982; Sperry 1982) 
was no longer tenable:

Everything we have seen indicates that the surgery has left these people with two separate 
minds, that is, two separate spheres of consciousness. What is experienced in the right 
hemisphere seems to lie entirely outside the realm of awareness of the left hemisphere. This 
mental division has been demonstrated in regard to perception, cognition, volition, learning 
and memory. Sperry (1966, p. 299)

The weight and the essence of the world rest squarely on the shoulders of the right 
brain, as it watches over all else, including its literal and loquacious brother. There 
exists the functional and anatomical equivalent of two brains (Gazzaniga et al. 1962; 
Sperry 1966, 1982; Gazzaniga 1998, 2000; see also Springer and Deutsch 1998), 
much like the dual representatives of most other structures in the human body, in-
cluding two kidneys, two lungs, and so forth. The two cerebral hemispheres are set 
on top of their respective brain stems, with each brain having its own complement 
of brain-stem structures. This arrangement is somewhat reminiscent of the appear-
ance of a cauliflower with a large head on top of the stem. Several explanations 
for the emergence of hemispheric specializations have been proposed, including an 
enhancement of an individual’s ability to perform two different tasks at the same 
time (Rogers et al. 2004), an increase in neural capacity due to an avoidance of un-
necessary duplication of neural networks (Vallortigara 2006), and the greater speed 
of uni-hemispheric processing since no interhemispheric transfer via the corpus cal-
losum is required (see Ocklenburg and Güntürkün 2012; Ringo et al. 1994).
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The modern view of brain lateralization draws upon the findings of clinical 
lesion studies derived from early work in patients with unilateral brain damage. 
Provocative findings of cerebral asymmetry also accrued from more recent work in 
split-brain patients (Gazzaniga 1998, 2000). It is no longer questionable in science 
that each cerebral hemisphere has become specialized for different but complemen-
tary processes that together account for aspects of behavior, cognition, and emotion. 
This specialization of function provides a neuroanatomical mechanism to reduce 
processing time and energetic expenditure associated with transmitting information 
over long distances. This seems more relevant from an evolutionary standpoint with 
increasing brain size required to accommodate newer and more adaptive functions. 
Moreover, this interpretation is supported by evidence that an increase in brain vol-
ume in primates is accompanied by a decrease in the relative size of the corpus cal-
losum and anterior commissure, and an increase in local intrahemispheric circuitry 
(Rilling and Insel 1999; Herculano-Houzel et al. 2010; cited in Mutha et al. 2013).

Mutha et al. (2013) argue along with Gazzaniga (2000) that “the development of 
specialized local circuits lateralized to a single hemisphere could allow the emer-
gence of greater behavioral complexity without incurring the cost of always cou-
pling the two hemispheres for every aspect of neural processing.” It is clear from 
studies of lateralization of cognitive and perceptual processes that each hemisphere 
contributes unique mechanisms to the control of any given function. For example, 
language comprehension recruits the left hemisphere for lexical, semantic, and syn-
tactic processing, and the right hemisphere for processing its emotional and nonver-
bal features such as prosody (e.g., Grimshaw 1998; see also Heilman et al. 2012). 
Mutha et al. (2013) further note the dependence of visual perception on the synthe-
sis of global features of a stimulus, which occurs largely in the right hemisphere, 
and characterization of the details of the same stimulus, which occurs primarily 
in the left hemisphere (e.g., Delis et al.1986; Weissman and Woldorff 2005). The 
distinctiveness of processing styles conveys well beyond the distinction of handed-
ness. For example, Mutha et al. (2013) found specialized mechanisms in the func-
tional use of each side of the body consistent with the functional specializations of 
the brain largely in control of the extremity. Specifically, these authors found that 
the left hemisphere provides predictive control mechanisms necessary for the shape 
and the direction of movement, while the right hemisphere stabilizes the extremity 
(arm) at a desired or intended position, through specifying the impedance around 
that position and relative to the body axis.

At this point in the history of neuroscience, several rather clear anatomical dis-
tinctions can be identified in comparisons of the left and the right brain (Amunts 
2010; see also Ocklenburg and Güntürkün 2012). But these discrepancies are not 
easily discerned. Much of the effort at gross inspection of the nervous system early 
on resulted, instead, in the impression of a seeming lack of morphological distinc-
tiveness. In these gross inspections, there were clear problems in distinguishing the 
structures of the left brain from those of the right brain. They look alike. More care-
ful inspection reveals a characteristic counterclockwise torque or “petalia,” which 
in humans is expressed with extension of the left parieto-occipital region beyond 
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that of the right hemisphere and with extension of the right frontal region beyond 
that of the left hemisphere (Chiu and Damasio 1980), for example.

Beyond this, at once superficial inspection, major functional differences have 
been uncovered in how each brain processes sensory events from our world and 
how perception and expression differ between them. They do not see the world the 
same way. They do not feel the world the same way. They are specialized for dif-
ferent aspects of learning and memory. They differ remarkably in basic functions 
including emotions, cognition, and behavior. In the following sections, some of 
these differences will be discussed. To understand these differences is to understand 
much of the nature of various brain disorders. To better understand these two brains 
and the rather precarious balance between them, we may provide an improved foun-
dation for our attributions towards others’ behaviors and especially those with a 
disturbed equilibrium or imbalance between the two brains. Also, the activation 
or metabolic rate of each brain is dynamically responsive to provocation, as for 
example, in response to threat or with more extreme activation states such as those 
underlying confusion and agitation.

An elementary distinction between the two brains can be made initially in the ra-
tional, logical, and linguistic features of the left brain, which is deeply distinguished 
from the intuitive, spatial, and emotional features of the right brain. The weight of 
the world may fall differentially on the right brain and it is suited for meeting these 
needs and responsibilities. It is adept at distinguishing a lie from the truth in its 
reliance on subtle nonverbal nuance rather than what has been verbally presented 
in the presentation of the case (Etcoff et al. 2000). In some nonlinguistic ways, the 
left brain appears naïve in comparison with the intellect and capacity of the right 
brain, which sits more comfortably in the evolution of the mammalian and primate 
line. Pencil and paper tests, including questionnaires and measures of intelligence, 
fall short of measuring this brain in its capacity as it appreciates the gist of the situ-
ation within a heartbeat and broadly expands our depth of knowledge beyond the 
linguistic and rational discourse. Our intuitive capacity and nonverbal perception of 
the truth or the essence are the source of our most authentic “gut feelings” and our 
most creative capacities.

Efficient recognition of salient events signaling threat or beneficial returns to the 
individual is crucial to survival and these cues may be discordant with verbal dia-
logue or they may arise from other than human species or events, where language 
does not provide the relevant cues (see Larson et al. 2012). Indeed, preferential 
processing of potential threat cues and reward has been well demonstrated (e.g., O¨ 
hman and Mineka 2001; Gable and Harmon-Jones 2008). Beyond those contextual 
events conveying critical import to survival, Lorenz (1943; see Larson et al. 2012) 
argued that the even the configural aspects of a human infant’s head and facial con-
figuration evoke adult care. Research such as this and that of Darwin (1872/1998) 
and Ekman (1973; Ekman et al. 1990), which has identified universal emotional 
facial expressions, indicates that very elementary features convey connotations of 
strong survival value. Larson et al. (2012) further note that “…pioneering work 
by ethologists such as Tinbergen demonstrated that even in animals well down the 
phylogenetic hierarchy, there exist mechanisms for prioritized responding to very 
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primitive survival-relevant cues (EiblEibesfeldt 1989).” Based on this work, Larson 
et al. (1990) used an implicit association test to examine emotional associations 
between three simple shapes (downward- and upward-pointing triangles, circles) 
and pleasant, unpleasant, and neutral scenes. Participants were significantly faster 
to categorize downward-pointing triangles as unpleasant compared to neutral or 
pleasant categorization. These findings were specific to downward-pointing shapes 
containing an acute angle, supporting the hypothesis that simple geometric forms 
convey emotion and that this perception does not require explicit judgment or lan-
guage processing.

To a great extent, psychology and modern society have placed the higher pre-
mium on verbal intellect and rationale or logical linguistic thought with a devalua-
tion of our more original, instinctive, nonrational, and holistic ways of knowing. To 
lose touch with these mechanisms is, by definition, an emotional disorder and may 
preclude our search for a verbal analysis of what is processed nonlinguistically by 
the “emotional brain.” This disconnect is obvious as many right brain issues defy 
efforts to place them into words. Albert Einstein, though heralded as the most highly 
regarded scientist in recent times, rejected this approach as ineffective and amiss 
with the capacity of the human for creative thought. In this context he said, “The 
intuitive mind is a sacred gift and the rationale mind is a faithful servant. We have 
created a society that honors the servant and has forgotten the gift.”

Einstein was born on March 14, 1879 and shares the first three digits of his 
birthday (3.14) with the mathematical constant “pi.” He lived in Princeton during 
the later years of his life with an office on campus, though he was not a university 
faculty member. He was on the faculty at the Institute for Advanced Study and 
remained a contributing member of the larger intellectual community of Princeton. 
He was born in Ulm, Württemberg, Germany in 1879, and developed the special 
and general theories of relativity. In 1921, he won the Nobel Prize for physics for 
his explanation of the photoelectric effect. He died on April 18, 1955, in Princeton, 
New Jersey.

Disconnection Syndromes

Gross inspection of a debrided brain will reveal a system of interconnections with 
“cables” traversing across the corpus callosum (e.g., the splenium), interfacing one 
region of the left or the right brain with the homologous region in the contralateral 
cerebral hemisphere. Also revealed by debridement are longitudinal connections 
within each brain interfacing posterior brain regions with the frontal lobe. Incre-
mental access to these large highways within and between the cerebral hemispheres 
is available as processing moves from the primary projection area(s) to the sec-
ondary and tertiary association cortices (e.g., Hofer and Frahm 2006). Within each 
functional unit are still other interconnections providing for the interface of one sen-
sory modality with another sensory modality. Still other “U-connections” provide 
for tight influences among interactive brain regions. This is most clearly exempli-
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fied in the U-connection between the premotor cortex and the somatosensory cortex 
(e.g., see Cappe et al. 2012), where planned movement is altered by the dynamic 
feedback on positional changes or locations of body parts involved in these coordi-
nated expressions or ideational praxis.

Appreciation of the functional role of these connections provides a basis for un-
derstanding one or another “disconnection syndrome.” Historically, the discovery 
of these disconnection syndromes has contributed much to our understanding of 
how the brain works on even a broader scale and through the combined interactions 
of functional neural networks or systems. Severing of the corpus callosum, connect-
ing the association areas of one cerebral hemisphere with the homologous regions 
within the other, produces a “split-brain syndrome.” This was first appreciated as 
the “alien-limb syndrome” (e.g., Bejot et al. 2008), though the disconnection ex-
tends substantially beyond our limbs, to include a disconnection between our emo-
tions and the logical verbal discourse of the other brain. Although massive in effect, 
this disconnect is seldom appreciated by the layperson and by the health-care pro-
fessional. To elucidate on these disorders, one must first know what questions to ask 
and what to look for in this individual. Having this knowledge may open the door 
to a new enlightenment and to new opportunities for discovery and intervention.

Alien-Limb Syndrome

The neuropsychologist Roger Wolcott Sperry received the Nobel Prize in 1981, 
along with the visual researchers David Hunter Hubel and Torsten Nils Wiesel (see 
Berlucchi 2006), for his research on patients who had undergone complete corpus 
callosotomies (i.e., split-brain operations) for the purposes of controlling intractable 
epilepsy. Sperry stated (1966, p. 299) that “Everything we have seen indicates that 
the surgery has left these people with two separate minds, that is, two separate 
spheres of consciousness. What is experienced in the right hemisphere seems to lie 
entirely outside the realm of awareness of the left hemisphere. This mental division 
has been demonstrated in regard to perception, cognition, volition, learning and 
memory.” Redemption for the right hemisphere would come slowly as the talking 
brain has been the priority. Roger Sperry, in his 1981 Nobel lecture, summarized the 
prevailing view of the right hemisphere when he began studying it: “The right hemi-
sphere was not only mute and agraphic, but also dyslexic, word deaf and apraxic, 
and lacking generally in higher cognitive function.” But Sperry’s research with 
split-brain patients was, at least for him, convincing evidence that the right hemi-
sphere was not a mere accessory. The view that the right hemisphere is a minor, less 
important player (or “relatively retarded,” as Sperry colorfully put it in his 1981 
Nobel Laureate address published in 1982; Sperry 1982) was no longer tenable.

Although the layperson and many health-care professionals would never appre-
ciate that they are in the presence of a patient with a split-brain syndrome (Gazza-
niga 1998, 2000, 2013), the disorder may indeed be among the most provocative in 
its impact on the patient and in its potential impact on progress within neuroscience. 
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Though at once sharing the responsibilities of all that a person is or is able to do 
as a person, these separated cerebral hemispheres are clearly independent in their 
thoughts, feelings, and actions. Just as two roommates may coexist within an apart-
ment in harmony, these two hemispheres may coexist in harmony. Or, they may not!

That the two brains are capable of quite independent processing is clearly evi-
dent in oppositional syndromes where the two brains are pitted, one against the 
other, following disconnection of the communication corridor known as the corpus 
callosum (Gazzaniga et al. 1962; Sperry 1966, 1982; Gazzaniga 1998, 2000; see 
also Springer and Deutsch 1998). For the linguistically communicative left hemi-
sphere, this may be identified in verbal complaints, confirmed by our observations, 
of an alien limb. The other hemisphere controlling the limb may defy the wishes of 
the conversant left hemisphere and even attempt to inflict pain or harm on its cere-
bral brother. Patients with alien-hand syndrome may spontaneously grasp objects 
and even other people (see Scepkowski and Cronin-Golumb 2003; see also Husain 
2013). These individuals are able to talk about their hand making these movements, 
but the cerebral hemisphere discussing the alien limb reports that it (left hemisphere 
inferred) is not controlling them, and instead that it feels that the movements are 
being controlled by an external agent (right hemisphere inferred).

One man was caught trying to strangle his wife with his left upper extremity, 
while his right upper extremity fought to save her life, with one hand upon the other 
in active opposition. This act was carried out by two oppositional brains, like two 
separate individuals embroiled in a desperate struggle, even with vital implications. 
In his interviews, he was adamant that he had no desire to harm even a hair on her 
head. Nor would he even entertain such an idea. In his logic and in his linguistic 
expressions of his logic, he loved his wife and had positive thoughts about her. But, 
these were the musings and expressions of the brain that was doing the talking. 
This was the brain that had intervened to protect his wife, through the interface 
at his right arm and hand. This was not the “guilty” brain! The discussions of the 
“attempted murder” or of the physical assault might have been as relevant if the 
inquiry was of another person, removed from the animosity, the anger, and the sense 
of deep hatred and anguish that drove the attack and that controlled the left side of 
the body. The initial clues came instead from facial expressions, directional gaze, 
body movements at each side, and from sympathetic tone, perhaps.

Substantial controversy arose in the case originally from the disbelief that a man 
could distort the clear and evident truth that he had been caught in the act of harm-
ing his wife by attempting to strangle her. The skepticism was paramount based on 
the implications drawn from the assessment of this man. You might imagine the 
raised eyebrows when the brain scans revealed a “butterfly tumor” with agenesis 
of the corpus callosum effectively rendering the two brains disconnected, isolated 
from one another, and even oppositional in their thought without communication 
access along this interhemispheric cable. The talking brain, instead, now was rea-
sonably found to be innocent of the assault and motives and even protective in its 
efforts to save his wife from the sinister (left sided) limb.

Oligodendroglia cells wrap around these long axons and function in very com-
plex ways, much like “mother cells.” They are, themselves, influenced by the as-
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sociative analysis of many astrocytes which control neurogenesis and which influ-
ence all decision-making activities prior to accessing the neuronal highways (see 
Koob 2009). At an elementary level, they function to speed conduction of the action 
potential along the neuron, where they are more common on longer axons that are 
traveling some distance for communication with other areas of the nervous system. 
These longer axons originating from pyramidal cell bodies are most common in the 
longitudinal tract connecting the front and back parts of each brain, in the descend-
ing pyramidal motor system connecting the motor cortex with lower motor neurons 
(alpha motor neurons) influencing muscle contractions, and in the corpus callosum 
where the cells interface with the homologous brain areas within the left and the 
right cerebral hemisphere. The myelin secreted by these cells allows for “saltatory 
conduction,” which is roughly 20 times faster than conduction of the action poten-
tial down an unmyelinated axon (see Bartzokis 2012). Glial cells function in many 
ways, including assistance with the nutritional requirements of neurons. They have 
a high metabolic rate and are the source of most primary brain tumors or gliomas. 
In this case, the tumor has an affinity for the glial cells covering the corpus callo-
sum and, on exposure, appears like a butterfly resting between the left and the right 
cerebral hemispheres.

The corpus callosum is subject to other pathological processes beyond tumor 
genesis, including cerebrovascular accidents involving one or another division of 
the anterior cerebral artery and specifically the pericallosal and callosomarginal 
arteries. Alternatively, one or another division of the posterior cerebral artery might 
be affected, disconnecting communication at the posterior brain regions. The alien-
arm syndrome is most shockingly apparent with a complete dissection of the corpus 
callosum. But, permutations exist for disconnection of any homologous region of 
the left and of the right hemisphere. By example, the latter might occur with a le-
sion to the splenium of the corpus callosum. This might disconnect the parietal–oc-
cipital–temporal regions of one hemisphere from the occipital input of the other 
brain. This is evident in the syndrome of alexia without agraphia (Wernicke 1874; 
Kleist 1934; see also Ardila 2012) discussed elsewhere in these writings, where the 
patient may write but be unable to read what she/he has just written. A stroke in the 
distribution of the posterior cerebral artery of either brain may encroach upon the 
splenium of the corpus callosum, effectively disconnecting visual analyzers and 
their distinct perceptual specializations.

The neuropsychologist might, upon occasion, be prompted to assess for an alien-
arm syndrome as she/he arrives at the hospital early in the morning with a newer 
therapist or nurse stating that the patient is “inappropriate” or that “his behavior is 
unacceptable.” On inquiry, the behavior that is unacceptable is commonly at the left 
hemibody, such as heterosexual advances or groping with the left hand or arm. The 
clinical expression of this brain disorder is known as “the alien-arm syndrome.” 
In actuality, though, it may present at the upper and/or the lower extremity on the 
left side. The probability of an alien limb complaint differs between the upper and 
the lower extremity (e.g., Ito et al. 2013), since dorsal lesions within the axial or 
mesial brain regions more readily yield paresis or plegia in the lower extremity. 
But, the probability of alien features in the lower extremity may increase during 
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the recovery phase and with improved lower-extremity mobility. These behaviors 
are frequently socially inappropriate with gestures or groping characteristics of the 
right brain (e.g., see social pragmatics and proprieties). They may convey negative 
affect in their content, reflecting not only improprieties but also coercion or control, 
emotional content, and postural gesturing. For example, one man was described af-
ter an infarction within the bilateral anterior cerebral artery distribution (Bejot et al. 
2008). Though quite out of character by family accounts of his prior disposition, 
this man’s left hand would expose his genitals and engage in public masturbation 
with that extremity. All the while, he verbally expressed his condemnation of these 
behaviors and his anxiety of having been a part of the behavioral display.

One fearful woman suffering a remote right-sided posterior cerebral artery cerebro-
vascular accident was experiencing left visual field hallucinations of “mean and scary” 
people as she tried to kick at them with her left leg. Everyone knew to watch out for 
that left leg and to approach her from her less apprehensive right hemispatial processing 
system (her left hemisphere). In the hospital or skilled-care setting, the odds are good 
that the nursing and therapy staff, along with concerned friends and family, are access-
ing the patient at their left hemispace and left hemibody. Simply placing the bed with 
others accessing the patient’s more positive, socially engaging, and less fearful left brain 
through the right visual, auditory, and somatosensory pathways and right hemispace 
may be clinically significant in reducing negative outcomes. Moreover, approach from 
within the left hemispace and possibly manipulating the patient’s left side for care and 
cleaning may activate sympathetic drive with incremental heart rate (even tachycardia), 
blood pressure, glucose mobilization, and so forth, which may further destabilize or 
threaten the patient’s medical status and care.

Now, on discussion of the limb with this person, the therapist/practitioner may 
hear a different account from that reported by others. One successful businessman 
and community leader stated “Doctor you must do something about that arm. It is 
getting me in trouble! My wife is angry and leaving me because of what it is doing. 
I would never do anything like that.” Regardless, the left hemisphere usually has 
its accounting of what is going on at the ipsilateral left side of the body and at the 
left hemispace. Interestingly, sometimes an inappropriate smirk at the left hemiface 
might be appreciated while the left brain tells its story much like an uncooperative 
observer where the guilty brain is relishing in the duress of its loquacious roommate 
(the left hemisphere).

One woman had been referred with a diagnosis of “kleptomania” with recurrent 
theft, which she adamantly denied in her verbal accounts during the interview. Fol-
lowing her around the hospital allowed for observation of the thievery or stealing 
behavior by the left hand and arm, within the left hemispace, and at the left visual 
field. In her logical accounting of this on confrontation, she expressed her attribu-
tions that “someone or something was doing this” to her, still adamant that she 
would not steal. The left brain that was responding to the verbal inquiry had not 
performed these activities and was generally not aware, though it appeared to be 
somewhat perplexed. To say that she was “in denial” would be incorrect as there 
was no recognition by this brain of the event or the motive. The brain that was talk-
ing was innocent, naïve, and honest! It had little to no experiential or cognitive basis 
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for appreciating the behaviors and motives of the other brain and with isolation of 
one cerebral hemisphere from the other.

The alien arm may also engage in harmful self-destructive activities through injuri-
ous behavior directed to the ipsilateral hemibody (right hemibody). This might torture 
the left hemisphere, whereas the right hemisphere would be relatively exempt from 
pain. One woman complained in a flat affective intonation as the right brain pulled her 
hair out on the right side of the head, the side with relative projections to the left brain 
expressing the complaint. The left arm and hand would extend over to the right side 
of the head, grab a handful of hair belonging to the other brain, and pull. To say that 
these two brains were oppositional might be an understatement. The verbal expressions 
from the left brain provided complaints and confirmed discomfort induced by these 
activities. But, the verbal arguments made to others within the social array (doctors and 
therapists) were arguably less relevant to the socially avoidant and less loquacious right 
brain effecting the pain. An exception might be readily appreciated if there are tactile 
formesthesias at the left hemibody. For example, one woman with combined damage to 
the corpus callosum and right thalamus repetitively hit herself at the left hemiface and 
arm where she felt “snakes biting” her.

The disconnection may or may not be emotional in nature and some researchers 
appreciate the motor components of grasping objects with the inappropriate hand 
(see Husain 2013). An example of a more circumspect motor integrative disorder 
might be provided by another patient following a stroke within the distribution of 
the anterior cerebral artery. The resulting lesion effectively disconnected the two 
frontal lobes and altered bimanual integration activities. When asked to transfer the 
pencil in his right hand over to his left hand, he could not complete the task and 
appeared confused. Similarly, he could not take his right hand and place it over into 
the space belonging to the other cerebral hemisphere (left hemispace). Also, these 
failures to transfer material or objects across to the other hemibody resulted with 
left-hand placements. Finally, he mastered the task at his level, as each hand was 
able to find his mouth. Thus, he would relay materials or objects, such as the pencil 
in the palm of his right hand, by first moving it to his mouth, where it would be held 
in place for the other hand to find it. Throughout his recovery, and with therapy in-
terventions for this, he gradually expanded the overlapping spaces of each cerebral 
hemisphere, providing for bimanual activities at improved levels of competency.

This “alien-limb syndrome” should not be confused with “limb alienation syn-
drome.” The latter does not result exclusively from a disconnection between the two 
brains, but rather from substantial damage to the right cerebral hemisphere. More 
often with a left upper extremity plegia, the intact left hemisphere must account 
for this cumbersome and orphaned left arm, now attached to the body but devoid 
of ownership. The resulting account may be expressed in the form of alienation or 
disgust with the left arm and the attribution that “Someone stuck it on me. It is not 
mine. I want to throw it away or get rid of it.” One man asked in earnest “why did 
the doctor cut my arm off and attach this thing to me?” Instead, the therapists will 
want the patient to learn to care for it, to protect it from the spokes of the wheelchair, 
and to begin to integrate the extremity into a unified concept of the self. This is best 
accomplished by placing the orphaned limb within the right hemispace and through 
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multimodal interactions including visualization, active touching, and manipulation 
using the right hand and arm, and of more relevance here, the left brain.

An alien leg is less common, but failure to appreciate this problem may confound ef-
forts to manage the limb in recovery. Figure 16.1 provides some descriptors of a woman 
with chronic left leg problems and feelings of alienation, following a traumatic injury to 
the back of her right brain in childhood. The confusion for the leg and alienation with it 
were not appreciated until after her second left hip replacement, secondary to continued 
falls and misplacement or separation of the implant. She had complex symptoms largely 
involving her left hemibody and left hemispace, including a recurrent left visual form-
esthesia of a devil that would spring up and come at her. Her father’s voice heralded the 
impending assault and the intent of the devil “he is going to kill us!” The left leg would 
become paralyzed with the onset of the hallucinations.

Group studies on alien-arm syndrome are virtually nonexistent. However, some 
more detailed investigation is available from Riddoch and her colleagues (Riddoch 
et al. 1998; Humphreys and Riddoch 2000; see McBride et al. 2012). They provided 
evidence that patients with an alien right hand can correctly pick up a cup with the 
left hand as long as the cup’s handle is also on the left. However, when the handle 
is on the right, the patients are more likely to grasp the cup with the right hand, 
despite instructions to the contrary. These “interference” errors were reduced when 
the task was to point to the object, rather than grasp, and also when the objects were 
inverted. Therefore, it might be argued that these patients respond according to 
well-learned action associations rather than according to the verbal directions that 
they were given. The action afforded by the object was disrupted when the object 
was inverted, or when the action required was not the one usually made to the ob-
ject (pointing instead of grasping), so fewer interference errors were reported under 
these conditions.

In a review of automatic motor activation in the executive control of action, 
McBride and colleagues (McBride et al. 2012) report that alien-limb syndromes 
are most often associated with focal lesions to the medial frontal lobes (particularly 

Patient’s Drawing of Her Recurrent Visual 
Formesthesia & Complaints

■ Childhood TBI
■ Subsequent “Fits” Anger/Fear
■ Left Visual Formesthesia
■ Left Leg Paralyzed in the Presence 

of the Devil
■ Left Hip Replaced Age 60

Failure & Refitting Age 64
■ Left Paracusia
■ Tachycardia
■ Panic Symptoms

Fear & Coercion

Fig. 16.1  Complaints and 
a drawing of a left-sided 
hallucination in a woman 
with chronic left-leg 
alienation, recurrent falls, and 
multiple efforts at repair and 
replacement of her left hip. 
TBI traumatic brain injury

 



343Alien-Limb Syndrome  

the supplementary motor area; e.g., Lhermitte 1983; Boccardi et al. 2002), damage 
to the corpus callosum (e.g., Biran and Chatterjee 2004), and following medial pa-
rietal lesions subsequent to posterior cerebral artery stroke (e.g., Coulthard et al. 
2007; Bartolo et al. 2011). They note that the syndrome is increasingly recognized 
in patients with corticobasal degeneration, a slowly progressive neurodegenerative 
condition which affects cortical regions as well as the basal ganglia (e.g., Murray 
et al. 2007; Tiwari and Amar 2008).

When the neural correlates of unwanted movements were investigated using 
functional imaging techniques in a patient with alien-limb syndrome with corti-
cobasal degeneration, the researchers (Schaefer et al. 2010; see also Husain 2013) 
reported that voluntary and alien movements activated similar brain regions, includ-
ing motor and parietal cortices. However, the right inferior frontal gyrus, which has 
been associated with inhibitory control of motor responses (e.g., Swann et al. 2012; 
Hampshire et al. 2010), was activated only during alien movements. McBride and 
colleagues conclude that right frontal activation may reflect unsuccessful attempts 
to inhibit alien movements, highlighting the impact of automatically afforded ac-
tions, where alien-limb patients might find them particularly difficult to inhibit.

The present discussion of a disconnection between the cerebral hemispheres has, 
for the sake of simplicity and demonstration, focused on the actions of the left side of 
the body that occur without the awareness of the left brain and without access to the 
language systems and verbal linguistic mediation. Equally important, though, are the 
cognitive and emotional disadvantages of diminished communication and analysis by a 
functional and/or structural disconnection between the cerebral hemispheres.

Many other variants likely exist for diminished communication between the ce-
rebral hemispheres, which may present as psychopathology of one sort or of anoth-
er. Social and linguistic deficits have been documented in individuals with agenesis 
of the corpus callosum (e.g., Symington et al. 2010; see also Paul 2011). Using the 
child behavior checklist, Badaruddin and colleagues (Badaruddin et al. 2007) ac-
cessed a data set ( n = 733) of individuals with a community diagnosis of agenesis of 
the corpus callosum. Evaluating a subset of high-functioning children, aged 6–11 
years, they found that 39 % exceeded clinical cutoffs for social problems and that 
48 % exceeded clinical cutoffs for attentional difficulties.

Autism spectrum disorders are clinically defined by a constellation of deficits 
in communication, social skills, and repetitive interests and behaviors (American 
Psychiatric Association 2000). Autism spectrum disorders are known to have nu-
merous etiologies, including structural brain malformations. One area of research 
has investigated the brain malformation consisting of agenesis of the corpus cal-
losum. For example, Lau and colleagues (Lau et al. 2013) measured the occurrence 
of autism traits in a cohort ( n = 106) of individuals with agenesis of the corpus 
callosum. Forty-five percent of children, 35 % of adolescents, and 18 % of adults 
with agenesis of the corpus callosum exceeded the predetermined autism screening 
cutoff. The authors also note that magnetoencephalography measures of resting-
state functional connectivity of the right superior temporal gyrus were inversely 
correlated with performance on the autism spectrum quotient’s imagination domain.
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For many years, self-awareness was beyond scientific inquiry and lost in language 
that defied investigation using the scientific method. This included very diffuse 
language like conscious or unconscious thought, which was largely the language 
of the Freudian and Neo-Freudian era, historically. These diffuse attributions might 
be replaced with evidence of inaccessibility of one or of another brain region to the 
language-processing systems in the left cerebral hemisphere, for example. But, with 
the development of neuropsychological methods, scientific language evolved with 
relevance to the role of differing cerebral regions in the awareness of self. Heath 
Demaree (Demaree and Harrison 1997) initially discussed this in a model of self-
awareness of deficits underlying the emotional disorders. Each brain contributes a 
somewhat different understanding of our self and evidence for this is fundamental 
to several of our theories of spatial analysis (Heilman et al. 1995; Heilman and Van 
Den Abell 1980; Heilman, Watson and Valenstein 2012). One example might be the 
differential specialization of each brain for the processing of space, with superiority 
of left cerebral systems in personal spatial analysis (e.g., body parts and gestures) 
and with superiority of right cerebral systems in extrapersonal space (e.g., the role 
of others in my attributions of causality). Paul Foster extended this model of spatial 
analysis to emotional valence (Foster et al. 2008).

Anosognosia and Anosodiaphoria

Clinical neuroscientists have had access to a methodological technique, which al-
lows for a temporary or reversible lesion of one or the other cerebral hemisphere, 
through the administration of a barbiturate to one or the other carotid artery ascend-
ing toward the brain along the front of the neck. This artery, on each side, bifurcates 
with the internal carotid artery branches merging alongside the Circle of Willis at 
the top of the brain stem. From here, much of the cerebral blood flow, and espe-
cially that within the middle cerebral artery distribution, is supplied to the left brain 
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(left carotid artery) and the right brain (right carotid artery). This Wada technique 
allows for one or the other cerebral hemisphere to be put to sleep for the purpose of 
uncovering or releasing the functions served by the contralateral, and still awake, 
cerebrum.

Kirt Goldstein (1952) may have been the first to report what he termed a “cata-
strophic response” associated with injury to the left frontal lobe. With deactivation 
of the left brain, the subject may experience a “catastrophic reaction” wherein he or 
she is quite aware of the resulting functional deficits, including paralysis of the con-
tralateral limb(s). Indeed, elevated somatic concerns and actively seeking help for 
one’s problems is a hallmark for relative left cerebral dysfunction or deactivation. 
Sodium Amytal (amobarbital sodium) injection studies found that injection at the 
left carotid artery produced dysphoric behaviors, pessimistic statements, guilt, so-
matic complaints and worries about the future (Rossi and Rosadini 1967; Silberman 
and Weingartner 1986). Quite the opposite effect corresponds to deactivation of the 
right cerebral hemisphere, where the subject displays “indifference” to the deficits 
or a lack of appreciation or concern for functional loss resulting from the reversible 

Fig. 17.1  MRI depicting right middle cerebral artery distribution cerebrovascular accident in a 
patient with anosognosia and anosodiaphoria. MRI magnetic resonance imaging (Originally pub-
lished by Schirmer, Clemens M., Decompressive Craniectomy, Neurocritical Care, Volume 8 Issue 
3, p. 459)
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lesion. Injection at the right carotid artery produced euphoric reactions consisting 
of smiling, laughing, mimicry, and a sense of well-being. Note that injection within 
one or the other hemisphere was thought to result in a release of the opposite brain 
from contralateral inhibitory influences (Silberman and Weingartner 1986).

These laboratory findings generalize to patients suffering acute cerebrovascular 
accidents of the left or right cerebral hemisphere, where left-sided cerebrovascular 
accidents typically correspond with awareness of one’s functional deficits and an 
urgent admission to the emergency room with the patient actively seeking help. 
These features of left cerebral dysfunction contrast dramatically with the features 
of an acute right-sided cerebrovascular accident. Indeed, many of these patients fail 
to appreciate their deficits and do not seek help or medical care. Often, the patient 
with a right-sided cerebrovascular accident is admitted some time after the event 
with others (e.g., family members or employers) bringing the patient to the hospital 
stating that “something is wrong with him,” in opposition to the patient’s report. 
Individuals with a right middle cerebral artery distribution cerebrovascular accident 
(see Fig. 17.1) somewhat characteristically present with anosognosia and anosodi-
aphoria as do those with injury to these brain regions from other mechanisms (Pia 
et al. 2004; Orfei et al. 2007; see also Prigatano 2010; see also Gerafi 2011).

A construction worker was remodeling the exterior of a physician’s office with 
the use of nail guns and 16d nails using a multilevel scaffold. The worker above 
him sat his gun down on the scaffold, which was at the level of this young man’s 
head. The gun discharged with the nail completely imbedded into the man’s right 
parietal lobe extending down toward the brain stem. This young man went in to see 
the physician at the encouragement of his coworkers, appreciating the blood at the 
right side of the head. The physician did not appreciate that there was a nail in the 
worker’s brain, and the patient did not appreciate that he had a problem. Indeed, 
he stated to the physician that he was fine. Following the placement of sutures to 
the scalp laceration, he promptly returned to work; until his deteriorating condi-
tion was appreciated by others now demanded that he go to the emergency room. 
Family members and the workers’ compensation case manager were informed of 
his safety risk, predicting an injury should he return to work and to the upper-level 
scaffolding. The case manager, though, was under pressure to return her cases to 
work, and she did. It was shortly thereafter, unfortunately, when he again presented 
to the office, but now with multiple, and seemingly preventable, physical injuries 
and disabilities.

Eventually, on the rehabilitation unit, the patient with this disorder may continue 
to fail to acknowledge functional deficits corresponding with a right-sided brain 
injury. Many of those with right-sided brain disorders will continue to explain away 
even the most severe functional deficits stating that “I shouldn’t be doing these silly 
therapy activities.” “I wouldn’t have any problems, if I were not in the damned 
hospital!” Some may remember the Presidential Press Secretary James Brady after 
the attempted assassination of President Ronald Reagan on March 30, 1981 (Shaf-
fer and Henry 1981; see also Abrams 1994). The first of six bullets fired from John 
Hinckley, Jr.’s gun hit Mr. Brady in the head. During his recovery in the hospital and 
on national news, he appeared to be somewhat irritated that the president might not 
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ask him to return to his former job as the presidential press secretary of the USA. 
He maintained his language abilities but seemed instead to have poor insight into 
his deficits and the insurmountable odds against his return to his former occupa-
tion. Consistent with his former demeanor and good sense of humor, the president’s 
words to his surgeons were “I hope you’re all Republicans,” and to his wife he said, 
“Honey, I forgot to duck” (Britton 2009).

Anosognosia is the failure to recognize one’s deficits with a lack of insight or 
underestimation of sensory, perceptual, motor, cognitive, and/or affective deficits 
as the result of brain pathology (Orfei et al. 2007). This disorder was first named 
by Joseph Babinski in 1918 (Babinski 1918; see Prigatano 2010; see also Starkstein 
and Tranel 2012). Although anosognosia has been studied primarily in patients suf-
fering right-sided cerebrovascular accidents with left hemiplegia (e.g., Pia et al. 
2004; Berti et al. 2005), the diagnostic term is relevant to a much broader array of 
problems for which the patient seems to lack insight or the recognition of their defi-
cits. However, confounding variables have been identified which may ultimately 
affect diagnosis and the interpretation of laterality effects (Starkstein et al. 2010). 
Among these are variables associated with the reliance upon verbal reports from the 
patient which might exclude some of those with aphasic disorders resulting from 
left hemisphere damage or those suffering from dementia processes, perhaps.

Geschwind (1965a, b) provided an anatomical explanation for anosognosia in re-
lation to left hemiplegia based upon a classic disconnection syndrome. In this case, 
the critical lesion might be to the corpus callosum yielding a disconnection from 
the right brain and the presumed awareness of the hemiplegic limb to the language 
analyzers of the left cerebral hemisphere, which would be required for the verbal 
processing of the event. The left brain would have awareness for its right hemibody 
and a general lack of awareness for the left hemibody, which is instead a function 
of right cerebral systems. Also relevant here would be the emotional appreciation of 
the deficit generally derived from right cerebral systems analysis and comprehen-
sion. Thus, recovery might begin with teaching the left brain to say that there is a 
problem, based upon a logical and rational verbal analysis. This might well be ac-
complished long before the patient actually believes that there is a defect, reflecting 
depth of emotional processing and understanding perhaps somewhat beyond the 
basic processing specializations of left cerebral systems.

Pia et al. (2004) provide an extensive meta-analytic review of some 85 studies 
published from 1938 to 2001 on the underlying anatomy of anosognosia. There is 
general agreement that anosognosia arises most frequently from lesions within the 
right hemisphere. The authors suggest that damage to frontal, parietal, or temporal 
cortex is sufficient to produce anosognosia, but also these symptoms may arise from 
damage to specific subcortical structures within these regions. Anosognosia was 
found to be more common following lesions to frontal and parietal cortex without 
significant subcortical involvement, when compared to temporal lobe cortical le-
sions without significant subcortical damage. Anosognosia was most common fol-
lowing frontoparietal lesions as part of a cortico-subcortical network involved in the 
awareness of and production of motor acts.
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This conclusion, however, is relevant to a potential historical bias in the assess-
ment of anosognosia for left hemiplegia or the lack of awareness of motor defect. 
Also, it is reasonable to expect that although somatosensory awareness of motor 
acts may be primary in the detection of a disorder in limb movement other sensory 
modalities play an integral role in this system. For example, failure of the limb to 
move under intentional conditions might also be assessed within visual analyzers if 
they remain intact. Moreover, the assessment of the relative integrity of each sen-
sory and motor system is fundamental to neuropsychological interventions, where 
compensatory mechanisms are brought into play within the rehabilitation context.

In another project (Berti et al. 2005), using anatomical neuroimaging techniques 
and people with right-hemisphere lesions and left hemiplegia, results indicated that 
anosognosia was characterized by lesions to premotor cortex (area 6 and 44), pri-
mary motor cortex, and somatosensory regions. Also differentially involved were 
Brodmann’s area 46 and the insular region. Berti et al. (2005) reasoned that the 
intentional aspects of movement originates from more than a single cortical region 
and likely involves different premotor areas. Damage to these areas may distort the 
intended representation of the motor act altering the process of initiation, planning, 
and monitoring of activity from the affected body parts. Thus, separate processes 
may contribute to altered awareness or appreciation of deficits in the anosognostic 
patient.

Karnath et al. (2005) also used neuroimaging techniques, including magnetic 
resonance imaging and computed tomography for a right hemisphere lesion location 
analysis of patients with and without anosognosia for their left hemiplegia. Lesions 
in both groups involved parietal and temporal cortical areas, the insular region, 
and the deep white matter regions. A lesion subtraction analysis was performed 
between the groups to identify the regions critical for anosognosia of left hemiple-
gia. The results indicated that the right posterior insula was usually damaged in the 
anosognostic group compared with those without anosognosia. This finding was 
substantiated by others (Vocat et al. 2010) during the initial stages of recovery from 
stroke, where damage to the insula is a common finding with anosognosia. Also, 
these results attest to the underlying neural architecture, where the posterior insular 
region shares connections to the primary and secondary somatosensory cortex, the 
premotor cortex, the prefrontal cortex, and the superior and inferior temporal cortex 
(see Appelros et al. 2007). Regardless, the lesion location of the participants in the 
Karnath et al. (2005) project was not circumscribed and included other structures 
extending beyond the posterior insula, such as the temporal and/or parietal cortex, 
the basal ganglia, and deep white matter regions (see Gerafi 2011).

Therapy for this disorder may be initiated through the resources of the intact 
left cerebral hemisphere. More specifically, the patient is provided the verbal and 
logical rationale for the conclusion that there must be a substantial brain disorder, 
and this rationale is overrehearsed. The initial phase of treatment is successful at the 
point that the patient can state his deficits verbally as have been described by his 
therapists or counselors. Yet, the patient with a right-brain disorder, when asked if 
he actually believes what his therapists have told him, if honest, may state, “no, I 
don’t think that it is true.” Thus, the belief or emotional impact of a loss of function 
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is assigned to the damaged right brain with an inability to fully appreciate loss or 
the impact of the damage to this hemisphere. The emotional belief or depth of un-
derstanding that there is a problem with me appears to require the negative affective 
analysis of the right brain. For many, the weight and the essence of the world rest 
squarely on the shoulders of this right brain as it watches over all else, including its 
literal and loquacious brother!

This diagnostic distinction is predictive of outcome or prognosis as the patient 
with right-sided brain dysfunction may more readily “get back on the horse” or, 
more realistically, return to work perhaps. This may actually be indicative of a suc-
cessful outcome, overall. However, this patient more readily returns to the hospital 
secondary to a safety failure, including fall injuries, driving accidents, mechanical 
safety violations, and such. Also, if the spouse or caregiver is overly heroic and 
fragile, as might be the case with an elderly woman caring for a physically large 
man, the risk may compromise the patient with loss of the caregiver and with both 
the patient and the caregiver requiring medical care (e.g., with a fractured hip, gen-
eral anesthesia, and repair). For many people with right-brain disorders, the even-
tual outcome will hinge on supervision or safety interventions designed to minimize 
risk for the patient and the caregiver.

Family members and the less experienced health-care professional may not ap-
preciate the safety risk if they rely on the patient’s verbal report. Once the anosog-
nosia has resolved, the patient may verbally state “I am not safe driving the car or 
cutting down trees with my chainsaw.” But, devoid of the emotional appreciation of 
the safety risk and the implementation of caution by the right brain, this patient will 
return to high-risk behaviors without appropriate caution. Thus, the onus is more 
specifically on others, including the caregiver and health professionals charged with 
the patient’s care. In many cases, the caregiver of a patient with a right-brain dis-
order faces the challenge of contributing to the safety management issue at the 
direct expense of dealing with active control issues and emotional discomfort, for 
example, in managing the activities of a fiercely independent parent with no real ap-
preciation of his deficits. In contrast, the burden on the caregiver and the health-care 
providers, working instead with a left-brain disorder, often is derived from process-
ing numerous somatic complaints, self-critical concern, apathy, and/or amotivation-
al features (see Scott and Schoenberg 2011; see also Grossman 2002) and perhaps 
with aggravation of a metabolic syndrome (i.e., obesity; Anthony et al. 2006) with 
weight gain and inactivity or hypokinesis.

Another way to look at this issue of the differential appreciation of risk by the 
two brains and, likewise, the appropriate implementation of caution, is to appreci-
ate the supervision needs of the left and the right cerebral hemispheres. Within the 
context of preparation of the patient and caregiver for discharge from a rehabilita-
tion unit, the multidisciplinary team will meet and derive a recommendation for 
the level of care required in the supervision and assistance of the patient for basic 
safety and the completion of functional activities of daily living. The supervision 
and assistance needs of the patient with a left-hemisphere disorder are more typi-
cally based on confusion with body parts or praxis, speech-related deficits perhaps, 
and behavioral slowing or initiation deficits. So risk is certainly an issue. However, 
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by and large, a patient with integrity of right cerebral systems and orbitofrontal 
regions will implement caution in their activities and appreciate their safety risk. 
In contrast, the patient with a right-hemisphere disorder, and especially with a dys-
executive disorder of the right frontal lobe, may be unsafe and initiate behaviors 
“impulsively,” with diminished organizational preparation and a general failure to 
appreciate that they have a safety problem. More simply said, individuals with func-
tional and structural integrity of the right cerebral hemisphere can generally take 
care of themselves, whereas the unsupervised happy go lucky and loquacious left 
brain is a formula for trouble and sometimes fordisaster.

This phenomenon raises an interesting issue for the psychologist and for science 
in general as much of our current efforts in research are investments in self-report 
questionnaires or other verbal inquiry. This is more clearly the case in clinical psy-
chology where it may be acceptable to “simply ask the patient.” This approach has 
reached the pinnacle of clinical practice mandates, where the professional progeny 
of the earlier behavioral psychologists, focused on objective behavior, now consider 
subjective self-report indices to be “objective measures.” The assumption in science 
has long been that the left brain was the dominant brain because of its capacity for 
speech and logical and literal analysis. However, this talking and logical brain may 
not be able to take care of itself any more than a young child.

It is the richness and the depth of processing by the right brain that contributes 
more to our appreciation of risk and implementation of appropriate caution. It may 
be that this largely nonverbal brain is indeed the dominant brain by comparison and 
one which benefits from a long evolutionary history. It will activate in situations of 
threat or risk and it may, indeed, take care of me and insure my safety or my family 
member’s safety. To this end, it is somewhat reminiscent of the male gorilla at play 
with other family members. Although seemingly involved with playful activities, 
the alpha male stops to check the horizon periodically. It is always alert for potential 
threats to you or to your group and, if ever there is conflict, your right brain is the 
one on which you may rely. It will know what to do if your child is threatened or if 
there is an intruder in the house, and it will know when you should not be behind 
the steering wheel of the automobile or the bar of a chainsaw.

One man sought a rapid release from the rehabilitation setting and prior to com-
pletion of his therapy protocol, after his right-sided cerebrovascular accident. In 
short order, he used his chainsaw to fell a large oak tree. His adolescent son was 
assisting him as the tree landed on the family’s house. Another young woman with 
a large right-sided stroke returned to the cab of her tractor-trailer rig despite her ver-
bal acknowledgment that these vocational activities were no longer an option. An-
other man returned to his political campaign with minimal appreciation of his left-
sided paralysis, geographical confusion, facial agnosia, dysprosodia, and emotional 
disorder. At the point of his abrupt departure, the therapists were working on the 
goal of dressing his left hemibody with maximum cuing and redirection to this task.

The differential aspirations of the two brains may play out in ways not previously 
appreciated by many. One of the most difficult areas of clinical science has been in 
the treatment of alcoholism with recurrent consumption despite substantial costs to 
the individual, to the family, and to society. One interesting aspect of this form of 
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substance abuse consists of the corresponding associations with negative affect or 
anger management issues. Scientists and nonscientists alike have long recognized 
a two-way association between alcohol consumption and violent or aggressive be-
havior (Reiss and Roth 1994; Moss and Tarter 1993; Roizen 1997; Cherpitel, Mar-
tin et al. 2013). Many spouse abusers and child abusers have expressed their worst 
traits following a heavy drinking episode. This negative emotional relationship with 
alcohol, featuring anger and/or violence, may co-occur with poor insight or a failure 
to appreciate one’s deficits. For example, Witt et al. (2013) conducted a systematic 
review and meta-analysis of studies that reported risk factors associated with vio-
lence using six electronic databases (CINAHL, EBSCO, EMBASE, Global Health, 
PsycINFO, PUBMED) and Google Scholar. The studies were selective, in that they 
identified violence in adults diagnosed, using Diagnostic and Statistical Manual of 
Mental Disorders (DSM) or International Classification of Disease (ICD) criteria, 
with schizophrenia and other psychoses. There were 110 eligible studies reporting 
on 45,533 individuals, 8439 (18.5 %) of whom were violent. The authors found that 
the risk factors included hostile behavior, recent drug misuse, nonadherence with 
psychological therapies, poor impulse control scores, recent substance misuse, re-
cent alcohol misuse, and nonadherence with medication.

For generations, other’s attributions have been expressed that the alcoholic is in 
denial. But, this attribution may well be incorrect, based on what we have learned 
about right-brain disorders, negative emotions (anger), and self-awareness of defi-
cits. From this perspective, it may be reasonable for future researchers to ask ques-
tions based on functional cerebral laterality. It is possible, for example, that the poor 
appreciation of one’s deficits along with the positive emotional bias (“happy, go 
lucky”) of the left cerebrum may play out in drinking disorders. The left brain may 
be characterized by optimistic anticipation of future events with positive emotional 
attributions, whereas the right brain may be prepared for the negative reflection on 
past failures (see Manuck et al. 2000). If so, then this theoretical position may be 
applied for an improved understanding of alcoholism to provide a tentative expla-
nation for this seemingly illogical behavior. From this perspective, the individual 
returns once again to the bottle with the optimism and lack-of-caution characteristic 
of the left hemisphere for the positive or beneficial effects associated with drinking, 
rather than a cautious appreciation of the cost involved in these behaviors.

The impact of anosognosia may be a function of the impact on the person with 
this syndrome, and the potential for the individual’s influence or legacy to alter 
history. An interesting account of this is provided by Edwin Weinstein (Weinstein 
1981), a neuropsychiatrist charged with reviewing the medical history of President 
Woodrow Wilson. He writes: “The symptoms indicated that Wilson suffered an oc-
clusion of the right middle cerebral artery, which resulted in a complete paralysis 
of the left side of the body, and a left homonymous hemianopsia—a loss of vision 
in the left half fields of both eyes. Because he had already lost vision in his left eye 
from his stroke in 1906, he had clear vision only in the temporal (outer) half field of 
his right eye.” He continued in the description of this brain disorder stating, “Fol-
lowing his stroke, the outstanding feature of the President’s behavior was his denial 
of his incapacity.” Wilson appreciated no loss of capacity other than acknowledging 
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his cane as his “third leg.” But, his associates noticed changes in his personality as 
he became increasingly suspicious or paranoid. His brother-in-law from his first 
marriage wrote that Wilson “would be seized with what, to a normal person, would 
seem to be inexplicable outbursts of emotion.” He was described as easily angered 
and by anyone questioning his competency with the later days of his presidency 
described as a “graveyard of fired associates” (Morris 2010).

One professional musician (pianist) who had developed her own television show 
featuring celebrity interviews, including Elizabeth Taylor, was recovering from a 
large right-sided cerebrovascular accident. She had a left upper extremity plegia, 
dramatic right gaze preference, and a dysmusia from her stroke. But, her left brain 
appreciated no real deficits. She held her right arm out straight in front of the neu-
ropsychologist as she stated with robust and assertive clarity, that she would have 
no difficulty playing her piano at all! She stated that, “I have two strong arms and 
hands and they are well coordinated.” The talking left brain seemed to have no real 
appreciation of the paralyzed left arm and hand. Nor did it have any appreciation for 
the loss of musical-processing capability with the loss of its sister and roommate…
the right cerebral hemisphere.

Body Part Awareness and Gestures

Parietal lesions are associated with disorders of body schema, personal space, and 
left–right orientation (DeRenzi 1982). The left brain contributes to self-awareness 
primarily for proximal space or specifically body part awareness (see Goldenberg 
2000). A brain disorder referred to as autotopagnosia is defined by the inability to 
recognize one’s body parts. However, the term itself is controversial with its use in 
reference to both one’s own body parts and the body parts of others. In the present 
discussion, the reference is restricted to the identification of one’s own body parts. 
This awareness involves the appreciation of individual body parts and their relative 
or relational location with other body regions. This includes left–right awareness 
and aspects of the relative size of different body regions. This awareness appears 
intimate to the movement disorders referred to as the ideomotor or gestural dys-
praxias. Persons with damage, especially to the left parietal region, often evidence 
impaired body part awareness and ideomotor or gestural dyspraxia. Ultimately, 
these postural placement errors may be poorly appreciated. Yet, the patient with the 
brain disorder and the family members may be critical to safety. Careful assessment 
and appreciation of these problems may prove useful in the prediction of a fall and 
the probability of readmission to the medical center. This may especially be evident 
with placement errors for the lower extremities.

In their research review, Ferri and colleagues (Ferri et al. 2012) conclude that the 
existent literature on body representation ascribes a crucial role to the parietal corti-
ces in the assignment of body identity (Hodzic et al. 2009; Sugiura et al. 2006; Ud-
din, Kaplan et al. 2005), in the representation of the position of body parts in space 
and, collectively, the body schema (Creem-Regehr et al. 2007; Bonda et al. 1995). 
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They contrast the functional aspects of cerebral laterality stating that right parietal 
lesions often give rise to a deficit of body identity such as personal neglect (Com-
mitteri et al. 2007; Guariglia and Antonucci 1992; Bisiach et al. 1986), whereas left 
parietal lesions lead to a deficit in localizing body parts in relation to one’s own or 
others’ body as with autotopagnosia and heterotopagnosia, respectively (Cleret de 
Langavant et al. 2009; Sirigu et al. 1991; Semenza 1988; Ogden 1985).

Vingerhoets et al. (2012) investigated the effect of which hand was used and 
handedness on the cerebral lateralization of gesturing learned movements for tool 
use. Fourteen right-handed and fourteen left-handed volunteers performed uniman-
ual and bimanual tool-use gestures with their dominant or nondominant hand during 
functional magnetic resonance imagery. The authors report a left hemispheric later-
alization of function in the right- and left-handed group, regardless of which hand(s) 
performed the task. Asymmetry was most marked in the dorsolateral prefrontal cor-
tex, the premotor cortex (Exner’s hand area), and the superior and inferior parietal 
lobules. No significant difference was found in the asymmetric cerebral activation 
patterns between left- and right-handers during unimanual tool-use gesturing. Bi-
manual tool use showed increased left premotor and posterior parietal activation in 
left- and right-handers. Lateralization indices of the 10 % most active voxels within 
these brain regions were calculated for each individual in a contrast that compared 
all tool versus all control conditions. Left-handers showed a significantly reduced 
overall lateralization index when compared with right-handers, largely due to di-
minished asymmetry at the parietal lobe (superior and inferior parietal lobules). 
The authors conclude that the recollection and expression of learned gestures re-
cruits a similar left-lateralized activation pattern in right and left-handed individu-
als. Handedness was found to only influence the strength, and not the side, of the 
lateralization, with left-handers showing a reduced degree of asymmetry that was 
most readily observed over the posterior parietal region.

One patient comes to mind as an example of left parietal pathology, specifically. 
This was a 13–year-old boy who was large for his age having reached a towering 
6 ft 3 in. in height. He was late on returning home with his mother expressing her 
irritation over the phone and demanding his rapid return to their house. During his 
return on his bike, he developed right hemiparesis and was subsequently shown on 
computerized tomography (CT) scan to have a large left parietal cerebrovascular 
accident within the middle cerebral artery distribution. On the neuropsychological 
evaluation, he identified his elbow as his “nose” and his hand, extending around his 
index finger toward his thumb in a curvilinear manner, as his “ear” with substantial 
body part confusion.

In rehabilitation of a body confusion disorder, therapy typically begins with lo-
cating the correct body parts prior to implementing therapeutic demands for the 
proper postural placement of these body parts underlying more complex praxis. 
Subsequent to this, therapeutic interventions attempt to assist the patient in learn-
ing to sequence body postures for more complex movement or for the successful 
completion of functional activities of daily living. With the specialization of the 
right brain in peripersonal or extrapersonal space (see below), therapy was initiated 
by placing the young man in a supine position on top of white butcher paper and 
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working with him to trace his body with a magic marker onto the paper. Once com-
pleted, the paper was placed in front of him on the opposing wall in extrapersonal 
space. Using right brain visual–spatial techniques, he located various body parts 
with substantial accuracy. The challenge for the boy and his therapists then became 
the integration of recognized body parts from extrapersonal space into the self-con-
cept of his body parts within personal space. Progress was gradual and cumulative 
in this regard with the young man eventually improving postural or gestural praxis 
and sequencing these for more complex movements.

Limb Alienation Syndrome

Damage to the right brain may provide a red flag for the clinician with a need 
to assess for various alterations in emotional processing and the understanding of 
aspects of our identity that make up the self-concept. Limb alienation syndrome is 
a sometimes robust misattribution of disgust, anger, or fear towards our own body 
parts, following a right-brain injury. The patient may confirm on inquiry “that thing 
is not part of my body!” in reference to their left arm. The explanations may reflect 
somatosensory delusions using more antiquated language where the limb is viewed 
as having been attached and against the patient’s will or preference. An engineering 
professor, after his right-sided cerebrovascular accident, explained that he had been 
forcefully and violently disconnected from his wife (previously attached to the left 
arm) by a silkworm missile. He expressed his spatial delusions with the belief that 
he had been relocated “from California” to the Virginia facility and against his will 
and directives. He expressed his anger toward his left hemibody, as an appendage 
placed on him against his will. He continued to have delusions of being moved 
around the Virginia Medical Center coercively and beyond his own control. But, 
of course, he had experienced some relocation within the hospital setting. Paranoia 
does frequently have some factual basis in reality, but with distortion (see Bentall 
and Udachina 2013).
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Perceptual appraisal and attributions toward one’s self or toward others for causality 
appear to differ as a function of the relative activation of the two brains. This was 
expressed early on with the balance or valence theories (Ehrlichman 1987; Silber-
man and Weingartner 1986; Davidson and Fox 1982) where relative activation of 
the right cerebral hemisphere was found to correspond with negative affective ap-
praisal of sadness, anger, fear, or disgust. In contrast, relative activation of the left 
cerebral hemisphere was found to correspond with either a somewhat bland, neutral 
appraisal of events, ranging to happy or interesting attributions toward others and 
toward the self. The preponderance of evidence suggests that these cognitive, emo-
tional, and social derivations are lateralized to the brain making them and to the 
specializations of that cerebral hemisphere.

Research indicates a negative attribution bias for those sitting within your left 
hemispace or left visual field in varied settings (e.g., Jaeger et al. 1987; Harrison 
and Gorelczenko 1990). Interestingly, this might include a classroom where you are 
within the instructor’s left hemispace. It might also include a business meeting with 
half of the attendees at the left and the other half at the right side. While the research 
shows these effects to be statistically reliable, they are generally considered to be 
small and unlikely to determine your grade in the class, your promotion, or your 
job assignments. However, with dynamic activation of the right brain through an 
emotional induction, perhaps, or through one or another background sympathetic 
agonist, the effect may become more meaningful (see Mitchell and Harrison 2010). 
Also, this might be especially the case, if your instructor or employer is highly hos-
tile and where affective stress or pain may differentially activate his/her right brain 
with the intensity of the negative affective attributions toward you now becoming 
potentially meaningful (Demaree and Harrison 1997b).

These affective attributions and perceptual appraisals differ with more extreme 
and inappropriate activation of either the left or right brain’s sensory processing 
regions (the second functional unit). Rob Walters looked at the evaluations of about 
150 patients recovering from a recent cerebrovascular accident (Walters et al. 2006). 
Roughly one in five was found to be experiencing sensory events (hallucinations 
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or formesthesias) that would result from inappropriate activation of a brain region, 
rather than from a complete death of these cells. In the majority of cases, these 
events appear to resolve rather rapidly during the recovery process. The clinical 
inquiry for these events originating within the right brain must be persistent and 
the examiner must be observant as the patient’s access to left brain verbal process-
ing centers may be minimal and, especially, if the pathology disconnects the right 
cerebral hemisphere’s access to the left hemisphere via the corpus callosum. This 
would be more probable with a stroke within the axial circulation as with occlusion 
of the posterior cerebral artery, which supplies the visual projection cortex but also 
the splenium of the corpus callosum. But, diminished access to the verbal analyzers 
within the left hemisphere is a prominent, if not fundamental, feature inherent to the 
functional analysis performed by the right hemisphere. It is often very difficult to 
express these and other negative affective events through logical linguistic speech. 
The overwhelming body of evidence indicates that the neural processing systems 
within the right brain simply do not process information in this manner! Right ce-
rebral systems, instead, appear more capable of single word utterances, expletives, 
emotional sounds, emotional facial expressions, and directed gaze toward the left 
side (with activation).

The clinical feature indicating the occurrence of hallucinations originating with-
in the right posterior cerebral region may be agitation or extreme fear concurrent 
with elevated sympathetic tone. This might correspond with cardiovascular features 
of elevated blood pressure and heart rate often with a cascade into tachycardia. 
Sweating is one of our better indicators of elevated sympathetic tone (e.g., skin 
conductance responses; e.g., Elie and Guiheneuc 1990). A slow reflex depolariza-
tion of the skin, the so-called galvanic response, is known to occur to an arous-
ing stimulus. This response is thought to originate from synchronized activation of 
sweat glands as a response to a volley discharge in efferent sympathetic nerve fibers 
(e.g., Elie and Guiheneuc 1990) under cerebral control (e.g., Critchley et al. 2000). 
But, overt behaviors may provide the clue with evidence for a preoccupation for 
the left hemibody or left hemispace with facial expressions conveying fear or ap-
prehension or perhaps anger or disgust. Abnormal activation of these posterior right 
cerebral regions corresponds with attributions that someone or something (often a 
devil-like creature) is trying to do them harm. Also common are negative attribu-
tions involving the perception of significant control issues conveying threat or the 
intent to harm. There is substantial evidence that the right hemisphere is specialized 
for processing faces and places. Thus, the control issues may involve delusional 
beliefs that someone or something is trying to force them into another space/place 
against their will. These spatial delusions include the perception of being put in a 
place or forced through space all while experiencing a loss of control over the self 
during these events.

With practice, the patient may become increasingly capable in his or her ability 
to verbally identify these events, their emotional valence, directional movement, 
and specific location within the left hemispace. More than 90% of the negative af-
fective visual formesthesias may be located within the left hemispace or specifically 
within the left visual field (see Fig. 18.1; Walters et al. 2006; Mollet et al. 2007). 
Negative affective attributions or appraisal of these events include perceptions of 
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the devil, drug dealers, people trying to do them harm, snakes, and similar events. 
Quite the opposite attributions present with hallucinations occurring within the right 
visual field or right hemispace (left brain). Specific descriptions by the patients in-
clude the visualization of “happy children,” “funny looking donkeys,” “a little man 
walking up the wall,” “pretty balloons,” “funny little frogs,” and “happy people that 
like me.” For many, these events are experienced with great interest and enjoyment 
with a preference to observe the events and without negative affective symptoms or 
cardiovascular features as identified originating from the other hemisphere.

One woman demonstrated both the affective attributions and appraisal relevant 
to this discussion and the features of anosognosia described somewhat earlier on, 
following a right thalamic stroke (see Fig. 18.2). She developed an abrupt onset of 

Fig. 18.2  Brain MRI of a patient with right thalamic stroke developing acute left hemiplegia 
with attributions that “the devil was holding me down” corresponding with anosognosia and left-
sided multimodal hallucinations. The anatomical relationships include the motor nucleus ( VL), the 
somatosensory nucleus ( VPL), the visual nucleus ( LG), and auditory nucleus ( MG) of the thala-
mus. LG lateral geniculate, MG medial geniculate, MRI magnetic resonance imaging, VL ventral 
lateral, VPL ventral posterolateral

 

Visual Hallucinations
Affective Valence by Visual Field

Fig. 18.1  Positive and 
negative affective attributions 
corresponding with 
hallucinations within the left 
or right visual fields
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left-sided paralysis. She was unable to appreciate that the deficits resulting in her 
inability to get off the floor were due to problems with her body. The attribution or 
appraisal of the event was, instead, that the “devil was holding me down against 
my will.” She failed to know her functional deficits consisting of left hemiplegia. 
Instead, she made external attributions to the manipulations of the devil on her per-
son. In addition to these left-sided somatosensory events, she saw this demon at her 
left, was able to hear him grunting and making evil noises, and could taste him. She 
describes the odors of hell consisting of dead bodies, sulfur, and the taste of vomit. 
She further stated her attributions that he had urinated on her while she was on the 
floor! During her recovery, she experienced episodic left hemiplegia. She remarked 
that her “…left arm was paralyzed each time that he came around,” conveying her 
perceptual attribution that the origin of the functional loss was from an external 
source within extrapersonal space.

Olfactory hallucinations were suffered by a brilliant 38-year-old composer along 
with severe headaches several months before he died of a right temporal lobe glio-
blastoma multiforme (see Waxman 2010, pp. 232). A colleague confirmed that 
George Gershwin had experienced an “…indefinable burning smell…” “…at the 
end of the second concert….” Some describe these olfactory hallucinations origi-
nating within right cerebral and brainstem regions as “the odors of hell.” Many have 
experienced the odor of burning or rotting corpses, burning sulfur, and/or putrid 
vomit. With improved knowledge of functional neural systems, a syndrome analysis 
might have easily revealed a left upper quadrantanopsia with the tumor impacting 
the optic radiations projecting through the right temporal lobe carrying visual in-
formation from the left visual field. More relevant with this composer might be the 
expectation or clinical ruling out for an associated dysmusia and altered affective 
comprehension for emotional sound (auditory affective agnosia) with functional 
alterations of the right temporal region (see Limb 2006; Zatorre et al. 1992; Zatorre 
et al. 1994; Nan and Friederici 2012). With the proximity of the lesion to auditory 
affective processors in the right temporal lobe, nonverbal hallucinations of fearful 
sounds (screams, groans, drums) might also be probable. Instead, his physicians 
attributed these symptoms to “a neurotic disorder” and referred him for psycho-
therapy several months prior to the onset of coma and subsequently his death.

Another woman was preoccupied at the left side of the office, where she con-
firmed her fear of a “five foot, four inch tall black devil with a red tail.” This evil 
entity was threatening her. She stated that “he looks like a bear.” These events con-
sisted of auditory and visual formesthesias with the devil “telling me to go with 
him.” This was perceived as a threat or control issue as she did not want to go with 
him. She expected that he “would tell me to die.” She was clear that he was trying 
to make her do things that she did not want to do. However, she did not hear him 
talking or speaking words, per se. She stated that “I think that he may be wetting 
my bed (instead of me).” She noted “I can’t use my left arm when he is around.” 
She also described spatial delusions where “he moves me around the hospital…I 
don’t like it.” The size was interesting as she was clear that he was large. But, there 
was space enough on top of the sink (where he was standing) for only a 2-ft. devil, 
at most. She was able to confirm the logic of this argument, but remained adamant 
that he was 5 ft 4 in. tall! Her visual representations of this multimodal creature are 
presented in Fig. 18.3.
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A young boy had a substantial effect on the reputation of one clinician in town. 
His well-educated parents (engineering professors) brought the boy to the neu-
ropsychological assessment team with a previous diagnosis of “Asperger’s syn-
drome.” The neuropsychological evaluation confirmed right occipital and temporal 
lobe functional deficits with social apprehension or fear with acute and replicable 
onset of his symptoms following left-sided visual oscillation. The parents and the 
previous diagnostician were unaware that he was having threatening and fearful 
visual hallucinations. Again, the right brain does not talk. You generally have to 
look at the affective and directional behavior for the initial clues! Well, the therapy 
recommendations included “no video games for awhile” with the rapid visual (and 
auditory) oscillation substantially sufficient and fully adequate to induce the events 
just described. Years later, this unfortunate clinician is still known, unfairly, by the 
children in the town as the doctor who will take your video games away. What an 
awful reputation to have!

Formesthesia may be less common following left brain syndromes, but these cer-
tainly do occur with some frequency. The left hemisphere favors a positive appraisal 
bias. These events yield “interesting” attributions or enjoyable pleasant and positive 
attributions, which may impact reporting frequency, perhaps. Figure 18.4 depicts 
focal areas of encephalomalacia specifically at the dorsal somatosensory cortex 
(tactile), the superior temporal gyrus (auditory), and the occipital lobe (visual) in 
a patient after surgical repair of a skull fracture. This gentleman experienced posi-
tive affective components with the vision of an angel at the right side “doing good 
things” and with tactile formesthesias of “interesting things crawling up my right 
leg.” Further, he experienced “clicking sounds” originating at the right hemispace. 
By inference, an encephalomalacia a bit posterior to the auditory projection cortex 
might have resulted in hearing people talking and enjoyment in listening to them.

The distinction between the attributions derived from left and right brain hal-
lucinations are made a bit clearer with the features presented by a man with left 
thalamic lacunar infarctions. This gentleman appeared to see food, chew the food, 
enjoy its flavor and texture, and manipulate it with his hands through movements 

Fig. 18.3  Patient’s drawing 
of the devil at her left side 
standing on the sink in the 
neuropsychologist’s office. 
She expresses her attributions 
that the devil is the one 
wetting her bed! She notes 
her inability to use her left 
arm, when he is around. 
The figure is viewed as 
threatening and coercive
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of the extremities, which correspond with eating behaviors. The affective display 
was one of quiet enjoyment of these appetitive behaviors, while others looked on in 
astonishment. These multimodal and actionable hallucinations may occur in gener-
ally toxic states, following anesthesia or anoxia, with kidney failure, dehydration, 
overmedication, and a multitude of other brain disorders. For another man, a left 
thalamic infarction was fully sufficient for the occurrence of these seemingly enjoy-
able and multimodal events.

Following a traumatic brain injury with bilateral temporal occipital injury, a 
woman described her right-sided formesthesias of dead relatives and friends who 
talked to her with reassurance, calming her fear, and helping her to feel secure. 
These occurred with perceptions of bright light or sunshine and a warm, quiescent 
state of peace, by her descriptions. However, the right temporal lobe encephalo-
malacia appeared to promote pervasive apprehension and anger as she was forced 
away from this pleasant, peaceful place and back to “this world,” a place in which 
she acknowledged feelings of great fear and insecurity. She described her mate as 
an anchor and her primary source for security since the accident. She was calmed 
by maintaining nearly constant physical contact with him through somatosensory 
afferents. In his absence, she would place his shirt close to her face potentially to 
augment olfactory afferents and pheromones from her man.

Clearly, some of these examples of the differential attributions and appraisals of 
the left and the right brain reflect acute to subacute pathology as might be evident 
after a stroke, perhaps. In other scenarios, the attributions and appraisals appear to 
be more chronic manifestations of these differences between the perceptual biases 
of the two cerebral hemispheres. The influences of negative emotional biases on 
health, behavior, and cognition have been investigated in a number of experiments 
(e.g., Frasure-Smith et al. 1993; Shenal and Harrison 2003; Shimojima et al. 2003; 
Sirois and Burg 2003). In the context of this research, hostility has arisen as one of 
the most frequently examined emotional constructs in health psychology due to its 
correlation with the development of cardiovascular disease and more recently with 

Fig. 18.4  Positive attribu-
tions of right-sided sensory 
hallucinations originating 
from focal encephalomala-
cia at the left occipital, left 
parietal, and left temporal 
regions
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the metabolic syndrome (see also Anthony et al. 2006). Anxiety, fear, or apprehen-
sion may follow closely behind in terms of the research areas where efforts are 
expended on these emotional disorders via psychological investigations.

Behaviorally, hostility is described as an attitude that motivates aggressive be-
havior toward objects and people (Spielberger et al. 1985). It is a negative emo-
tional trait that encompasses cynicism, suspiciousness toward others, and proneness 
to anger (Prkachin and Silverman 2002). Physiologically, high hostility may result 
in overactivation of the sympathetic nervous system (Keefe et al. 1986) and hyper-
reactivity to environmental (Frederickson et al. 2000) and laboratory stress (Dema-
ree and Harrison 1997b; Klineburger and Harrison 2012). Therefore, even milder 
attributional biases and appraisal differences may have a large and costly impact 
on the individual and their family and, in the broader context, on society at large. 
In this respect, highly hostile individuals have demonstrated negative appraisals 
and cynical, hostile, and angry perceptual attributional bias toward auditory, visual, 
somatosensory, and vestibular events and defensive or reflexive motor responses in 
facial expressions and antigravity posturing (e.g., Futagi et al. 2012). The attribu-
tional biases in these experiments have been largely within the left hemispace and 
at the left hemibody with origin within the right cerebral systems (see Cox et al. 
2012; see also Carmona and Harrison 2009; Mitchell and Harrison 2010; see also 
Holland et al. 2012).

Godlewska and colleagues (Godlewska et al. 2012) note that patients with acute 
depression manifest a range of negative attributional biases in the processing of 
emotional information, which are believed to contribute to the etiology and main-
tenance of the depressed state. When compared to healthy controls, depressed pa-
tients selectively recall more negative, self-related emotional information on mem-
ory tasks (Bradley and Matthews 1983; Bradley et al. 1995) and demonstrate a 
negatively biased perceptual appraisal of key social signals such as emotional facial 
expressions (Gur et al. 1992; Bouhuys et al. 1999). Moreover, emotional biases 
such as these have been associated with pathological responses across a network 
of neural areas involved in emotional processing, including an increased response 
of the amygdala to negative facial expressions in depressed patients compared to 
matched controls (Sheline et al. 2001; Victor et al. 2010).

Harmer and colleagues proposed that the therapeutic effect derived from antide-
pressant medications might be mediated by early reversal of these negative emo-
tional biases (Harmer et al. 2009). Using healthy volunteers, the authors report that 
7-day treatment with the selective serotonin reuptake inhibitor (SSRI) citalopram, 
and the selective noradrenalin reuptake inhibitor reboxetine diminished the recogni-
tion of negative emotional faces, increased recall of positive self-referential words, 
and attenuated the amygdala response to fearful faces as measured by the functional 
magnetic resonance imaging. Similarly, studies in depressed patients have shown 
attenuation of the amygdala response to sad and fearful facial expressions during 
SSRI treatment (e.g., Victor et al. 2010; see also Haleem 2012).
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With mesial temporal lobe lesion, incapacity and/or metabolic extremes affecting 
the hippocampal and perihippocampal regions, anterograde memory deficits may 
be present with confabulation (e.g., Gilboa and Verfaellie 2010). However, sub-
stantial evidence supports a loss of the temporal tag with confabulation follow-
ing orbitofrontal or basal frontal lesions and possibly with disconnection from the 
hippocampus (see Hirstein 2009). Confabulation may appear to the caregiver and 
therapists to be something along the lines of pathological lying and dissimilation. 
But, there are many ways to cross-validate these features. Ultimately, this might 
be accomplished through the demonstration of a functional metabolic or structural 
lesion to the brain systems responsible for the assimilation, consolidation, and stor-
age of new information into memory. The processes are evident in learning with 
anterograde memory deficits and poor consolidation or carryover of new informa-
tion resulting from damage or functional denigration of these neural systems (e.g., 
Fernaeus et al. 2013).

The hippocampus and fornix are arranged in a curvilinear fashion, swinging like 
a ram’s horn from the anterior temporal region and immediately proximal to the 
amygdala, around through the subcortical occipital and parietal regions. The “ram’s 
horn” culminates proximal to the origins of the secondary memory system at the 
dorsomedial thalamus (see Heilman and Valenstein 2003, 2012; e.g., Unsworth 
et al. 2012). The hippocampus has long been considered the primary memory sys-
tem essential for learning new information, through the processes of long-term po-
tentiation (Bliss and Lomo 1973; Alger 1984), consolidation (e.g., Guzowski et al. 
2000), and reverberation (see Wang 2001) of the neural circuit. The consolidation 
process may occur as the hippocampus maintains the persistence or long-term po-
tentiation of sensory information for a substantial period of time as with short-term 
memory. This appears to be augmented by kindling phenomenon at the anterior end 
of the hippocampus through emotional activation of the amygdala (e.g., Goodard 
and Douglas 1975; Kellett and Kokkinidis 2004; see also McGaugh 2004).

Bliss and Lomo (1973) discovered that high-frequency stimulation of neurons 
in the hippocampus results in a lasting increase in synapse strength, known as 
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long-term potentiation. The long-term potentiation relies upon glutamate receptors 
( N-methyl-d-aspartate, NMDA) and blocking the long-term potentiation may elimi-
nate learning or the consolidation of new information. Moreover, stimulus persis-
tence at the hippocampal region may be augmented by kindling phenomena at the 
amygdala, if emotional learning is underway (see McGaugh 2004). Dysfunction in 
this system may convey with impersistence of the memory trace to the extent that 
the information is insufficient for acquisition or consolidation into more permanent 
memory stores. Alternatively, reduced regulatory control with functional incapacity 
of the frontal region may heighten persistence and promote rumination or perse-
verative themes, perhaps (see Sotres-Bayon et al. 2004; Lee and Choi 2012).

Much effort has been expended to improve or to facilitate hippocampal neu-
rogenesis, another specialized function of this brain region. Pereira et al. (2007) 
used a magnetic resonance imaging approach to generate cerebral blood volume 
maps over time in the hippocampal formation of exercising mice. Among all hip-
pocampal subregions, exercise was found to have a primary effect on dentate gy-
rus cerebral blood volume, the only subregion that supports adult neurogenesis. 
Moreover, exercise-induced increases in dentate gyrus cerebral blood volume were 
found to correlate with postmortem measurements of neurogenesis. Secondly, using 
similar magnetic resonance imaging technologies, the authors generated cerebral 
blood volume maps over time in the hippocampal formation of exercising humans. 
Similar to the findings with mice, exercise had a primary effect on dentate gyrus 
cerebral blood volume and these changes in cerebral blood volume were found to 
selectively correlate with cardiopulmonary and cognitive function. Taken together, 
these findings show that dentate gyrus cerebral blood volume provides an imaging 
correlate of exercise-induced neurogenesis and that exercise differentially targets 
the dentate gyrus—a hippocampal subregion important for memory and one which 
is implicated in cognitive aging and dementia (see Morrison and Baxter 2012).

The bulk of the hippocampus lies within the temporal lobe, where it has direct 
access below the auditory cortex for the acquisition of sounds, including linguistic 
speech sounds in the left temporal lobe and prosodic or melodic sounds within the 
right temporal lobe. But, the hippocampus travels toward the occipital lobe for the 
acquisition of visual information as with the lexical memory systems in the left oc-
cipital and temporal region (e.g., Vogel et al. 2012; Jobard et al. 2003; Turkeltaub 
et al. 2002; Bolger et al. 2005; Vigneau et al. 2006; see also McCandliss et al. 2003) 
and with the visual pattern or spatial memory systems of the right occipital and 
temporal region (see Kanwisher and Dilks, in press). Continuation into the parietal 
lobe allows for acquisition of somatic memories with postures underlying function-
al praxis within the left parietal region and with specialization for emotional pos-
tures and body sensations involved in heightened arousal at the right parietal region 
(Chewning et al. 1998; Heilman et al. 1995; Jeerakathil and Kirk 1994; Jeong et al. 
2006; Heilman and Valenstein 1979; Ota et al. 2001; Hillis et al. 2005; Watson et al. 
1994). This right parietal structure may be necessary and sufficient for the learning 
or acquisition of extrapersonal spatial locations (e.g., Capotosto et al. 2012) and 
those locations distant from the body proper. Also, this map maintains its dimen-
sional integrity with repositioning of our body or eyes (see parietal eye fields).
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This involves the consolidation of geographical coordinates, including those lo-
cated at specific radial directions of the compass and more simply known as east, 
west, north, and south. These provide for internal three-dimensional representations 
of space distal to our bodies. The shifting of dynamic perspective may provide per-
ceptual depth as with a hologram image (see Pribram 1991). The three-dimensional 
cytoarchitectural locations within our brain allow for this extrapersonal represen-
tation of space with replication of the dimensional coordinates in the pattern of 
neuronal networks activated from interacting with and traversing the terrain. A po-
tentially important functional homologue presents here with the right parietal lobe 
specialized for east and west spatial comprehension (Paterson and Zangwill 1944; 
Benton et al. 1974, Walsh 1978), whereas the left parietal region appears specialized 
for left and right spatial comprehension (Gerstmann 1940, 1957; see also Cabeza 
et al. 2012). The former involves knowledge and comprehension of extrapersonal 
space and the latter involves knowledge more intimate to our body and awareness 
of personal space.

Damage within the right parietal region may evidence in geographical east–west 
confusion or spatial agnosia (Paterson and Zangwill 1944; Benton et al. 1974, Walsh 
1978), whereas damage within the homologous left parietal region may evidence 
in left–right confusion (Gerstmann 1940, 1957; see also Cabeza et al. 2012) and 
confusion of the body parts and their fundamental postures or gestures (Heilman 
1973). Language may ultimately bring both extrapersonal space and personal space 
under discussion. But, the depth of processing and analysis performed by the right 
hemisphere likely extends well beyond the level of the language processing sys-
tems providing access to bodily systems well beyond the linguistic or propositional 
speech systems. These regions stand ready to engage even under vital challenge or 
threat, where words no longer prevail and where language may prove ineffective.

Early research on the hippocampus involved the isolation of a slab of this tissue, 
extending from the hippocampus out to the cortex (Alger 1984). These cells are 
remarkable anatomically, in that they are, in essence, designed as reverberatory cir-
cuits to promote the persistence or the long-term potentiation of the iconic or echoic 
or haptic trace arising from the transduction of the sensory events within our envi-
ronment. Indeed, the activation of this slab of tissue, maintained in a petri dish in a 
bath of physiological saline, was sufficient to result in repetitive action potentials of 
indefinite duration. The cell body within the hippocampus would be activated with 
a minute electrical current with the action potential moving toward the cortex. But, 
the axonal fibers of these cells bifurcate and the collateral axons return to stimulate 
that cell’s soma once again—and again! These reverberatory neurons (Iijima et al. 
1996) are self-stimulating in a fashion to perpetuate the sensory memory trace.

The repetitive and reverberating activation then may promote persistence of the 
memory trace available for consolidation or learning (Kinsbourne and Wood 1975; 
O’Keefe and Nadel 1978; Squire 1992; Eichenbaum and Cohen 2001). These hip-
pocampal cells are cholinergic and cholinergic agonists (e.g., acetylcholinesterase 
inhibitors) may promote improved consolidation of the trace or learning (Lewis 
and Shute 1967; Woolf et al. 1984). Choline and the vitamin B complex are criti-
cal here in the manufacture of acetylcholine, the primary neurotransmitter of the 
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hippocampus essential for learning and memory. Choline, often grouped with vita-
min B, is the limiting factor for the production of acetylcholine, whereas acetate is 
relatively cheap and readily available for acetylcholine synthesis. Relevant to the 
college student or anyone wanting to promote learning and memory, is the func-
tional relationship between ethyl alcohol consumption and the depletion of vitamin 
B (Morgan 1982; Martin et al. 2004). Vitamin B complex promotes learning and 
memory and its depletion provides for one of the nutritional dementias, secondary 
to chronic or repetitive alcohol consumption. Often the younger college students 
invest substantial resources in their tuition in order to learn, only to counteract these 
processes through their social activities with excessive alcohol consumption. Nutri-
tional supplements might be helpful in this regard, and even in advance of the social 
or “the bar crawl.”

The persistence and reverberatory action of hippocampal cells may be aug-
mented by kindling phenomena (Goddard and Douglas 1975), which are observed 
with the activation of the amygdaloid bodies. The amygdala, located at the anterior 
medial temporal lobe, occupies a strategic anatomical location proximal to the an-
terior end of the hippocampus with projections from the cingulate gyrus. These 
connections provide access with startle stimuli or salient environmental events to 
systems facilitating habituation to the novel and/or salient stimulus (e.g., Levenson 
et al. 2012). But, the amygdala appears to function in kindling phenomena, where 
affective primes may accumulate and persist resulting in heightened intensity of 
the affective state with these events. Negative affective kindling may be critical to 
survival, insuring the consolidation and duration of emotional memories. Kindling 
phenomena from the amygdala may augment the persistence of information within 
these primary memory circuits partially as a function of the affective intensity of 
the event. Moreover, laterality research has focused on the asymmetry of emotional 
learning as a function of the affective valence. Strong negative emotional augmen-
tation of learning or consolidation has commonly been ascribed to the neural archi-
tecture of the right brain (e.g., LeDoux 1992; Abercrombie et al. 1998).

The secondary memory system consists substantially of the bidirectional dorso-
medial thalamic projections up to the frontal lobe within each brain (see Heilman 
and Valenstein 2003, 2012; e.g., Unsworth et al. 2012). This memory system pro-
vides for the maintenance of intention to the task and freedom from distractibility, 
allowing for concentration or focused intention to the task. Dysfunction in the sec-
ondary memory system may result in increased distractibility for what that brain is 
distracted by, as with tangential verbiage for the left brain and as with tangential 
spatial designs or emotional themes for the right brain. These systems are late to 
develop, though. Indeed, the more common complaint among freshman students 
for learning in their classes is that they cannot concentrate. They frequently report 
reading the same paragraph over and over again, failing to focus their intent on 
the material and without carryover of the material being learned. This improves 
as the student continues beyond their freshman year and with their advancing de-
velopment of the frontal lobes. These dorsomedial frontal projections are potenti-
ated through noradrenergic agonists and interactions with the locus coeruleus in the 
brain stem (Radley et al. 2008).
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Learning is very much the function of the entire brain. Indeed, one might argue 
that learning is what the brain is all about, regardless of the brain area involved or 
the functional part of a cerebral system. The hippocampus or primary learning sys-
tem allows for acquisition or learning (facts and events), whereas the frontal mecha-
nisms allow for vigilance and concentration or intent to the task free from distrac-
tion or tangential variations in cognition (e.g., see Fuster 1980, 2004; see Barbas 
et al. 2013; Suzuki and Gottlieb 2013). With more severe hippocampal dysfunction 
or disconnection with the frontal region or with older and, perhaps, compensated 
lesions, patients may confabulate or seem to make up memories to fill the void 
(see Herstein 2009). The right temporal lobe patient or the individual with a deep 
posterior right cerebral lesion may confabulate for faces and places. The discussion 
might be initiated by saying to the patient “Do you remember me?” Before the con-
versation is finished, the patient might be discussing the many experiences together 
over the years, even though it was a first encounter. The focus is for the familiarity 
of a face and for the familiarity or experiences with a place. These confabulations 
for space or places may occur with fear and coercive complaints of being relocated 
or placed there against their desire with delusionary content.

Milner et al. note specific impairments in epileptic patients undergoing unilateral 
brain operations for the relief of epilepsy. Impairments are revealed on a variety of 
spatial learning and spatial memory tasks after right anterior temporal lobectomy, 
but only if the ablation encroached extensively upon the hippocampus and/or the 
parahippocampal gyrus. The tasks sampled ranged from simple delayed recall of the 
position of a point on a line (Corsi 1972; Rains and Milner 1994) to more complex 
ones, such as stylus maze learning. These demonstrations extend to visual (Milner 
1965), tactile (Corkin 1965), and spatial conditioning or associative learning (Pe-
trides 1985). Milner notes that the results for spatial memory are in marked contrast 
to those with visual patterns, including faces, abstract designs, or the figurative 
detail in representational drawings, where an impairment in recognition memory is 
demonstrable after right temporal lobe removal even when the hippocampal region 
is spared (Kimura 1963; Milner 1968; Burke and Nolan 1988; Pigott and Milner 
1993). They also contrast with those for verbal material, where memory impairment 
is typically seen after left-sided but not right-sided temporal lobectomy.

Individuals prone to panic attacks with unbridled fear may be sensitive to incre-
ments in carbon dioxide levels (see Homnick 2012) and right frontal incapacity 
with dyspnea to stress or on exertion. These provide two fundamental mechanisms 
for the treatment of panic through manipulation of oxygen saturation levels and 
through minimal right frontal stress. Deep breathing may be helpful. But, these 
interpretations are contraindicated for the oft tendered “just breath into a paper bag” 
advice to increase carbon dioxide levels. Confabulation for space or place may also 
appear to be a disorder of orientation or mental status with confusion for place be-
ing the clue for a right brain disorder. Luria (1973) may have been one of the first 
to describe these disorders in neuropsychological terms in his book The Working 
Brain. He described lesion-induced spatial delusions in the temporoparietal cortical 
areas, whereby patients believed that they were simultaneously present in two sepa-
rate towns. Benton and Tranel (1993), in their review of left and right hemisphere 
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disease patients, further suggested that right-sided lesions may decrease topographi-
cal memory and the ability to recognize familiar surroundings. These findings are 
extended by the longitudinal investigations of taxicab drivers in London, where 
anatomical augmentation or structural enhancement occurs within these regions 
with topological experience over time (Woollett and Maquire 2011).

One construction contractor expressed extreme anger and homicidal thoughts 
after a head injury in a motor vehicle accident. He stated clearly that his anger 
was the result of being forced back into his “box.” His attributions of coercion 
provide insights into the workings of the right cerebral hemisphere and its rela-
tive specialization for external threat. His spatial delusions involved movement to 
another place and a location which he related to something like nirvana with peace 
and calm. The delusions involved a forced or coerced relocation “back into this 
box” and expressed feelings of being hurtled through extrapersonal space. In his 
theoretical paper on vestibular spatial processing and emotion, Joseph Carmona 
(Carmona et al. 2009) provides relevant discussion. Joseph notes that the patient 
reported extreme hostility and homicidal cognitions associated with loss of spatial 
control during these delusions. The electroencephalogram was recorded during an 
anger induction phase, and the patient was encouraged to imagine a spatial episode. 
Results indicated marked right hemisphere beta activation at temporoparietal elec-
trode sites during the session. He continues stating that the case described above 
illustrates the possibility that spatial processing interactions with anger or hostility 
may converge on a theme of control or coercion.

The spatial delusions occurred with generally impoverished learning and severe 
deficits in memory for human faces and places. The evaluation involved double 
dissociation techniques (Teuber 1955; Luria 1973; Luria 1980) and the use of syn-
drome analysis techniques (see Tonkonogy and Puente 2009; Luria 1980; see also 
Shenal et al. 2001), along with normative comparisons on standardized neuropsy-
chological measures, and quantitative electroencephalography. This three-pronged 
assessment approach provides a substantial basis for syndrome analysis and for the 
localization of brain disorders. This approach benefits from converging evidence 
from each of the three assessment methodologies and stands solid on its legs, some-
thing like a three-legged stool, by analogy.

The findings from the quantitative electroencephalogram indicated decreased 
activation of the right hemisphere relative to the left. Specifically, there was a de-
creased beta activity over the right temporal and parietal region, which was consis-
tent with the findings from the neurobehavioral status exam and from the standard-
ized test results in the neuropsychological evaluation.The results were interpreted 
as supporting the role of the right hemisphere, and more specifically, the right pa-
rietal and temporal mediation of awareness of one’s self in relation to one’s loca-
tion in extrapersonal space (Everhart et al. 2001). A similar patient may have been 
discussed in a case study by Nighoghossian et al. (1992). They described a patient 
with a right internal capsule infarct whose spatial delusion consisted of sensations 
of traveling through European cities on various days. He insisted on leaving the 
house, despite the protests of his family.
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The patient suffering these problems may be at substantially increased risk for 
related problems due to the proximity of the brain regions involved and the now 
untrustworthy functions of those brain regions. One issue here with the spatial con-
fusion, coercive feelings, and the like, is the risk for elopement. Some with right 
posterior lesions may walk into space with spatial confusion and travel indefinitely 
without appreciating that they are lost or that they are in the wrong place. A young 
businesswoman and chief executive officer (CEO) of her company was recovering 
from a right posterior brain disorder. She had been asked by her case manager to 
travel from Charlottesville, Virginia to an office in Salem, Virginia. After becoming 
concerned that she missed her appointment and after some follow-up investiga-
tion, she was found several states over, having driven or travelled through space 
as a person lost in space. All were grateful for her cell phone technologies, which 
provided the resources necessary to track her down. Pathology in this neural system 
might also be evident in the elderly dementia patients found on the freeway walking 
indefinitely and confabulating their directions and activities.

This is quite different from the rapid pacing and hyperkinesis that might be ex-
pressed in right frontal lobe dementia patients, where they may typically walk to-
ward and from distinct landmarks in the setting. The right frontal lobe damaged 
patient may be characterized by descriptors like “impulsive” or “ballistic” or as 
having poor insight to safety. But, the secondary memory system in the right frontal 
region, if deactivated or dysfunctional, may lead to tangential variants of activity, 
initiated abruptly, without cautionary discretion. This may appear to the caregiver or 
therapist as indiscretion, with the attribution being that the patient is not following 
the rules or that the patient is a management issue. Although these are functionally 
accurate accountings of the patient’s behavior, it may be helpful to understand that 
this is a brain disorder and one affecting the brakes or executive controls, which 
would normally prevent the initiation out into space without discretion or caution. 
This has survival value in many settings and may not only put the patient at risk but 
also the person trying to assist or manage the patient’s care needs.

Confabulation with the left temporal lobe patient or the patient with deep pos-
terior left cerebral lesions may consist of nonsense accountings for what has been 
said to them or the basic activities that they have been involved in during the day. 
This patient might be asked “What did you have for breakfast this morning?” The 
response might be “ham and eggs,” initially. But, when asked again after 5 min, the 
patient might say “pancakes with syrup. And, yes, they were good.” This can be 
most frustrating to the caregiver or therapist as the individual is communicative and 
speech appears to be functional, but the patient may be unable to learn or to recall 
the information provided them verbally.

In the absence of carryover for verbal information with a patient who appears to 
be verbally capable, the inference might be that this individual is not taking therapy 
seriously or that they are not trying. But, the caregiver will appreciate that the hip-
pocampal lesion is demonstrative of a subcortical dysphasia, wherein the cortical 
speech analyzers of Broca’s and Wernicke’s areas may be intact, but where their 
connections with the primary memory system may be defunct. This might produce 
an impersistence of the memory trace for speech sounds and a failure to acquire 
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or consolidate the verbal information (e.g., Morris, Friston, Bu¨chel, Frith, Young, 
Calder, and Dolan; also see review by Hamann 2001). Working memory may re-
main intact, for example, but result in a flattened acquisition curve, where no or 
little improvement or carryover is observed across multiple learning trials (e.g., 
Fernaeus et al. 2013). This may be more remarkable for the acquisition of events 
and facts, whereas procedural memory requiring the memory of rules, habits, or 
skills may be more affected with damage to the basal ganglia or striatum (Saint-Cyr 
et al. 1988; Packard and Poldrack 2003; see also Squire 2004). This might account 
for the bradykinesia with Parkinson’s disease, for example.

The integrity of these systems, involved in the acquisition of new information, 
may be partially assessed using standard test instruments to measure verbal list 
learning. The Rey Auditory Verbal Learning Test (RAVLT: Rey 1964; Shapiro and 
Harrison 1990; Strauss et al. 2006; Fernaeus et al. 2013) and the California Verbal 
Learning Test (CVLT: Delis et al. 1987; Delis et al. 2000; Silveri et al. 2013) have 
been extensively used to assess for these purposes. Verbal learning or acquisition is 
assessed using one or another test of verbal paired associate learning and/or logical 
verbal information. The latter may be assessed through the recall of a short story 
(see Wechsler et al. 2009). Following a delay, the resiliency of these memory traces 
might be assessed a second time through delayed recall of a story, delayed paired 
associates, and so forth. Examples of this common technique are available through 
the Repeatable Battery for the Assessment of Neuropsychological Status (RBANS: 
Randolph 1998) and also through the Wechsler Memory Scale-IV (WMS-IV: 
Wechsler 2009; Wechsler et al. 2009). The consolidation of the memory trace dif-
fers from access to the memory. Problems with the latter have been related to sec-
ondary memory system deficits (e.g., Unsworth et al. 2012), where the integrity 
of the primary memory system may be demonstrated through intact recognition of 
the material among distracter items. Discrepancy analysis with comparisons among 
recall and recognition measures may be useful for this purpose.

Nonverbal learning and memory, including face encoding appear to be consis-
tently implicated with right medial temporal function while word encoding is un-
derpinned by the left hippocampus (e.g., Kelley et al. 1998; see Kalapouzos and  
Nyberg 2010). These functions may be evaluated through many alternative stan-
dardized tests administered with a focus upon one or another sensory modality. 
However, the majority are like those used within the public school system and con-
sist of pencil and paper tests administered through auditory and/or visual modalities 
to the exclusion of the remaining sensory modalities. Commonly used tests designed 
to be less dependent upon auditory linguistic processing include the Rey Complex 
Figure Copy Test (Loring et al. 1990), Musical Tones & Melodies (e.g., Denman 
1987), and the visual–spatial subtests of the WMS-IV (Wechsler et al. 2009) or 
with the earlier Wechsler Memory Scale-III (Wechsler 1997). The later instrument 
includes several of these subtests along with the deletion of facial recognition sub-
tests (Faces I and Faces II) from the newer memory scale. However, the scientific 
basis for the WMS-IV was initially questioned as measurement theory rather than 
brain theory may drive the commercial production of this instrument (e.g., Loring 
and Bauer 2010).
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Clearly, there is a need within neuropsychology for additional progress in the de-
velopment of learning and memory tests to assess the acquisition, recognition, and 
recall within other sensory modalities and with multimodal processing demands. 
Often overlooked are impairments in the sensory processing and acquisition of in-
formation conveyed through the modalities of taste, smell, temperature, touch and 
pressure, pain, and vestibular function. Also, relevant here would be progress in the 
development of instrumentation to assess for altered thresholds or sensitivity across 
the left and the right hemibody and within left and right hemispace.

Hugdahl (1988) (see also Kimura 1967; Ley and Bryden 1982; Bryden and Mac-
Rae 1989; Pollmann 2010; Hugdahl et al. 2009; Hugdahl 2003, 2012) encourages 
the use of sensory extinction tests and specifically the dichotic listening procedures 
for the assessment of functional differences in cerebral laterality. However, tests 
assessing acquisition or carryover within each of the sensory modalities are needed. 
Moreover, one might envision the development of neuropsychological assessment 
instruments providing for comparison among the sensory modalities using norma-
tive data. Discrepancies between the patient’s performance and the normative com-
parisons might provide for an objective basis in defining the relative integrity of 
lateralized neural systems processing each sensory modality, in addition to provid-
ing a basis for the evaluation of recovery of function within and among these neural 
systems. Some progress has been made in nomothetic-based comparisons, using 
one or another form of “discrepancy analysis” to evaluate and compare standard 
score performance indices which are discrepant with those of another subtest or 
scale. However, these too are scored on group data and may be less sensitive than 
within-subject performance comparisons.

Normative comparisons are typically based on group statistics, reflecting the 
mean and standard deviation of a representative sample of individuals from the 
group. The standard comparisons are largely devoid of within-subject comparisons 
specific to the individual with, for example, a localized loss of function. Paul Satz 
(1993) addressed this issue in his “threshold theory” and pointed out the regression 
to average in a high-functioning individual after a significant brain injury. Arguably, 
no tool is more powerful and specific in the assessment and localization of brain 
injury than the double dissociation techniques of Teuber (1955; see also Luria 1980; 
see also Tonkonogy and Puente 2009). In this scenario, the individual is used as his/
her own control or comparison in the assessment of loss or stability of functions. 
Just as the strength of the left hand may be assessed using comparisons of the same 
individual’s right hand, brain areas processing propositional speech expression may 
be compared with areas processing nonpropositional speech expression in homolo-
gous comparisons of functional neuroanatomy. Visual processing of linguistic im-
ages may be compared with visual pattern processing, and so forth.

Beyond the comparisons made within and among the sensory modalities, the 
evaluation of learning and memory may be further extended through the assess-
ment of carryover or consolidation of emotional material processed within each 
sensory modality. Earlier, Kathy Snyder (Snyder and Harrison 1997; Snyder et al. 
1998; Everhart et al. 2005) developed the Auditory Affective Verbal Learning Test 
(AAVLT). This test assesses the acquisition of a 15-item word list presented over 
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five consecutive learning trials. Thus, the format is familiar to many in its similar-
ity to the RAVLT (Rey 1964; Shapiro and Harrison 1990; Strauss et al. 2006) and 
the CVLT (Delis et al. 1987). However, the lists consist of positive, negative, and 
neutral emotional content drawn from a collection of words normed on their affect 
valence, affect intensity, and their frequency of use within the English language. 
The lists were developed using the Toglia and Battig (1978) index of word norms. 
Examples are provided in Fig. 19.1.

This instrument has been used not only for the investigation of learning within 
positive, negative, and neutral affective categories but also for the investigation of 
the impact of the learning material on autonomic nervous system functions (Mollet 
and Harrison 2007a, b), where blood pressure and heart rate may be directionally 
controlled as a function of the affective valence of the items learned. Simply learn-
ing the positive list has been found to reliably lower mean arterial blood pressure 
and heart rate (Snyder et al. 1998), whereas learning the negative affective list reli-
ably increases blood pressure and heart rate or sympathetic tone. Moreover, the 
evaluation of hostile violence-prone individuals reveals a learning disability on ac-
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quisition of positive and neutral information, whereas no disability is present in the 
acquisition of negative affective information (see Fig. 19.2; Everhart et al. 2008b). 
Additionally, Everhart et al. (2003) reported increased low-alpha power, using 
quantitative electroencephalography, in high hostiles during negative list learning. 
Low alpha power is inversely correlated with brain activation (however, see review 
by Klimesch 2012). The authors suggested that high hostiles may be more famil-
iar with negative affective words, leading to decreased cerebral activation during 
learning. However, more recent research (Everhart et al. 2008b) indicates reduced 
arousal in high hostiles but with relative right cerebral activation regardless of list 
valence. Erik Everhart reviews some of the research using this instrument within his 
chapter on the AAVLT (Everhart et al. 2008a).
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Propositional Speech

Most intimate to the localization controversy was Paul Broca’s (1861) discovery of 
the role of the left inferior posterior frontal region or frontal operculum in expressed 
speech and the derivation of the fluency construct in the neuropsychological litera-
ture. The impact of this discovery was taken to the next level with the subsequent 
legendary conclusion, derived by Broca, when he stated “We speak with the left 
brain.” Later, Wernicke (1874) extended our knowledge of the logical, linguistic 
analysis of speech with his presentation of a fluent patient with impaired compre-
hension or impaired meaning as a result of a superior left temporal lobe lesion. It is 
now fully common within the neurosciences to appreciate the left brain’s special-
ization for logical linguistic or “propositional” speech; the role of “Broca’s area” 
in fluent speech expression; and the role of “Wernicke’s area” in speech compre-
hension or the provision of meaningful speech. Indeed, the layperson is instructed 
to appreciate changes in speech as a primary warning feature of an impending or 
actual stroke where a rapid presentation to the emergency room and perhaps treat-
ment with a blood thinner such as tissue plasminogen activator (tPA) may alter the 
outcome or prognosis as with a nonhemorrhagic event or with regional cerebral 
infarction.

About 97% of right-handed people have language lateralized to the left hemi-
sphere, with another 3% expressing a right-hemispheric or bilateral representation. 
Among left-handed people, language may be found within the left brain in about 
70% of this group with bilateral representation appreciated in the remaining 30% 
(Coren 1992). The lateralization bias appears to be somewhat larger for speech 
production than for speech comprehension (Corballis 1998). Similarly, signed lan-
guages are also represented predominantly in these left cerebral systems (Corina 

“It is not a logical world. If it were, men would ride side saddle.” Little Jimmy Dickens, 92-year-
old star of the Grand Ole Opry, 2013
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1998; Hickok and Bellugi 2000; see also Corballis 2010). Sign language, though, 
appears to involve more right cerebral processing, perhaps secondary to the coding 
of spatial relationships during these activities (Emmorey et al. 2002).

Although the history of expressive or nonfluent aphasia is most directly tied 
to the demonstration of a structural lesion at Broca’s area, more commonly the 
neuropsychologist is involved in diagnosing a functional lesion, wherein the brain 
scan appears normal or insensitive to the behavioral speech deficit in question. This 
should not be surprising to anyone who has ever had their car repaired by a me-
chanic. If the mechanic took a picture of your automobile now running like an old 
clunker and, after looking at the picture, said that “The car looks fine…nothing 
showed up in the pictures,” you would probably appreciate that you need further 
diagnostics performed on the vehicle, if not a new mechanic. A picture simply does 
not tell you how the car runs! Of course, the reverse argument holds: If the deficit 
is apparent in the image, the specific location, the type of pathology involved, and 
the arterial distribution of the lesion provide indications of probable cognitive, be-
havioral, and emotional features to be confirmed or disconfirmed on the neuropsy-
chological evaluation.

The more sensitive measure of brain dysfunction may be derived from behav-
ioral, affective, and cognitive measures. But, other methodologies are available to 
look at indices reflective of the functional state of the underlying tissue or brain 
systems (see Spenser et al. 1995). This might include positron emission tomography 
(PET), functional magnetic resonance imagery (fMRI), and the quantitative elec-
troencephalogram (QEEG; Knight 1997; Moore et al. 1999; Hoffman, Lubar et al. 
1999; Shenal et al. 2001; Thatcher et al. 1999) to mention but a few.

One younger man was referred to for neuropsychological services (Foster and 
Harrison 2001) with a long-standing expressive speech deficit, wherein he was non-
fluent in the expression of logical linguistic or propositional speech. Figure 20.1 
displays the delta magnitude (MV) recorded over his left frontal region at electrode 
sites F3 and F7. The recordings were taken during a quiet baseline state and subse-
quent to the imposition of the frontal stressor, which consisted of efforts to engage 
in expressed speech. Recall again that delta magnitude is the most commonly used 
bandwidth to identify a sluggish brain region with pathological electrical activation. 
It is common during deep sleep stages 3 and 4 but less so during awake episodes in 
normal brains. Delta waves are very slow, ranging from 1 to 4 Hz, and are of high 
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amplitude. In contrast, highly aroused awake states may be characterized by beta 
activation with low amplitude waveforms above 12 Hz. The patient demonstrates 
significant and pathological slowing of the quantitative encephalographic record on 
efforts to express speech as recorded over Broca’s area.

For speech to be understood, signals from primary auditory projection pathways 
must first make bilateral contact with receptive areas in the superior temporal gyrus 
that are sensitive to frequency and amplitude modulated signals (e.g., see Sharma 
and Dorman 2012). Hickok and Poeppel (2007) specifically suggested that this 
information is directed in a ventral stream to the cortical region in the superior 
temporal sulcus and in the posterior inferior temporal lobe that serves as an inter-
face between auditory-based representations and meaning derived from linguistic 
sounds. Simultaneously, signals are sent along the dorsal stream to frontal regions 
involved in motor planning via an area at the boundary between the parietal and 
temporal lobes. The left frontal lobe contributes the expression or fluency compo-
nents to linguistic speech, whereas the left temporal lobe contributes differentially 
to the comprehension and meaning of linguistic speech. The specific feature of 
language wherein one comprehends speech, though, is not exclusive to the recep-
tion and analysis of linguistic input via the auditory pathways. Indeed, disruption of 
this localized cerebral region will alter the meaning of the speech produced or ex-
pressed by that individual through its forward contributions to the frontal lobe and 
eventually the motor output regions of that person’s brain. So, the region is critical 
to the assignment of meaning and coherence of a sequentially processed series of 
phonemic sounds (see Duffau 2012). If this region is altered in its activation or 
metabolic level, through either a functional and presumably reversible change in the 
dynamic state of the region or through a lesion with cellular loss, then meaningful 
speech analysis, comprehension, and production may be altered (see Hugdahl 201; 
see Mesulam, 1990, 2000). This may be apparent in the production of semantic er-
rors altering the meaning of expressed speech and in the semantic alteration of the 
patient’s comprehension of speech, all the while preserving, and in transcortical 
lesions, perhaps increasing output (e.g., transcortical receptive dysphasia).

Moreover, Wernicke’s area is not isolated from sensory processing within other 
modalities initiated far afield from the auditory analyzer. Information received at 
the primary projection area for vision and that received at the primary projection 
area for audition, for example, move toward higher order more complex analysis 
through the primary projection cortex on to the secondary association cortex for 
each modality and, then, eventually through the crossmodal interface (e.g., within 
the angular gyrus or tertiary association cortices) for the associated auditory schema 
or sounds corresponding with the visual stimulus event. Thus, a visual grapheme 
presenting to the occipital cortex and fusiform gyrus of the left hemisphere (e.g., 
Park et al. 2012) may elicit the corresponding auditory sound for that letter as infor-
mation moves toward Wernicke’s area. Yet, appreciate here that the auditory mean-
ing or sound-based logical comprehension of that visual or of that tactile event is 
derived from the proper electrochemical and metabolic activation of Wernicke’s 
area. Based on this fundamental component of the theory, one might appreciate that 
language or speech specifically, is interfaced with visual analyzers and with parts of 
the brain more directly dedicated to body part awareness, and postural placement or 
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gestural configurations (i.e., the parietal lobe and somatosensory analyzers) found 
within the dorsal stream extending through the parietal region.

Once this component of speech corresponding to Luria’s second functional unit 
has been processed, and the meaningful basis for expressions derived, then infor-
mation flow continues through the intrahemispheric, longitudinal pathway toward 
the frontal lobe. The primary, and most directly efficient, pathway for this flow of 
information toward the expressive speech systems is via the arcuate fasciculus, a 
small cable essentially connecting the auditory analyzer in the temporal lobe to the 
premotor facial and lingual cortex in the frontal lobe. This small bundle of axons is 
most narrowly assessed in the analysis of speech repetition or disorders of repeti-
tive speech. The examiner might ask the patient to “repeat what I say” followed by 
a commonly used passage within the industry (e.g., “No ifs ands or buts about it” 
or “The man drove the car.”). Disconnection of the access to Broca’s area from the 
second functional unit component consisting of Wernicke’s area and Heschl’s gyrus 
may result in a disturbance in repetition with relatively preserved comprehension. 
But this loop, along the arcuate fasciculus, is more significant diagnostically when 
the pathway is intact concurrent with dysfunction within and between the speech re-
gions surrounding the pathway as may occur with the transcortical dysphasias. The 
hallmark or distinguishing feature of the transcortical dysphasias is intact repetition, 
oft referred to as echolalia. Echolalia is distinguished through the analysis of the 
transcortical motor dysphasia with impaired fluency and the analysis of transcorti-
cal receptive dysphasia with impaired comprehension, but with integrity for the 
pathway allowing for the echo or repetition of phrases or even sentences presented 
to the patient. This circuit, indeed, appears as a loop from auditory input to motor 
output, yielding an echo-like response.

Two patients may be relevant to discussion of this diagnostic category. One suf-
fered a devastating catastrophic event perhaps most relevant to the men reading this 
book. The patient’s “honey do list” included a specific and oft requested repair of 
the garage door, which seemed to hang up at the most awkward times. This young 
mother had her baby in her arms as she struggled with the door with the car run-
ning in the garage. When it finally broke loose, it struck her on the head rendering 
her unconscious and at the rear of the running vehicle’s exhaust, as the door closed 
behind her. She presented unconscious at the medical center with carbon monoxide 
exposure and an anoxic encephalopathy. As the neuropsychological evaluation of 
this woman was performed, essentially with flat electrical activation on the electro-
encephalogram as with brain death, she maintained the ability to occasionally repeat 
speech passages with echolalia. Interestingly, this new mother maintained one ad-
ditional component of speech a the examiner initiated nursery rhymes like “Mary 
had a little lamb,” she could sometimes complete these over rehearsed passages by 
saying “who’s fleece was white as snow.”

The second patient, by way of example, was a distinguished attorney who had 
assisted the labor leader Jimmy Hoffa with his legal affairs. By popular legend 
or factual account depending on your perspective, this labor boss was actively af-
filiated or involved with the mafia. This became the focus of several major news 
organizations and of the Federal Bureau of Investigation when Hoffa disappeared 



381Nonpropositional Speech  

and when decades later, at the writing of this book, Hoffa’s body had still not been 
found. The attorney now was advancing in age and was seen with an active brain 
disorder involving his speech and/or language systems. The nurses seemed to enjoy 
his presence perhaps partially because what they presented him, via their speech, 
echoed back to them via his speech. For example, the nurses might say “good morn-
ing” and the patient would echo back “good morning.” They would say “it is a 
beautiful day” and the patient would echo “it is a beautiful day.” I confess my own 
motives were a bit more sinister as I worked up to what I thought was the critical 
question. This man echoed much of what I said to him with the most notable excep-
tion of my question about “…what happened to Jimmy Hoffa…,” where he clearly 
stated “Oh, I don’t know about that man!”

Nonpropositional Speech

For the most part, and especially in men, the right brain appears largely devoid of 
logical sequentially processed language. But as Kenneth Heilman and others have 
noted (e.g., Heilman et al. 1975; Ross and Mesulum 1979; Tucker et al. 1977; Heil-
man et al. 2012), the right brain most definitely contributes to vocal communica-
tion, with damage in the right brain resulting in one or another of the aprosodias. 
The right brain contributes much of the prosody or affective intonation in speech 
(Heilman et al. 1975; see also Bourguignon et al. 2012), otherwise referred to as 
“nonpropositional” speech components. In addition, the right brain may, in many 
cases, provide a rich assortment of expletives, grunts, groans, screams, and emo-
tional sounds or pantomimed gestures (e.g., Harrison et al. 1990). Even Broca’s 
famous patient Tan, after some frustration with the perseverative utterance “tan, tan, 
tan,” would activate the right brain speech systems with the expletive “goddamit!” 
The right brain not only provides for the majority of prosodic intonation but also the 
right frontal lobe appears critical in the regulation of the volume of speech. Thus, an 
expressive dysprosodia, resulting from right frontal lobe dysfunction (see below), 
may present with socially inappropriate volume, which may convey anger or emo-
tional intensity within the social milieu.

The expression of subtle affective nuance or emotional prosodic variation is at-
tributed to the right frontal lobe, perhaps as a regulatory function over reflexes, 
for example. Indeed, right frontal stress or exceeding the capacity of this region to 
regulate sympathetic cardiovascular functions may result in hyperreflexia of the vo-
cal apparatus, resulting in altered or elevated pitch or in altered or elevated volume 
or intensity of vocal expressions. Therapeutic interventions may seek a reduction 
in right frontal stressors (e.g., control issues, anger provocation, and negative af-
fective induction). But, also therapies for the expressive dysprosodias may involve 
interventions originally developed for the hyperreflexic disorders expressed at other 
body parts, such as flexor tone at the upper extremities, where extensor exercises 
might be in order or where activation and exercise of oppositional muscle groups 
(antagonistic to the hyperreflexic muscle group) may prove beneficial. If by anal-
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ogy, hyperreflexic responses of the vocal apparatus present with elevated volume 
or pitch in speech, then oppositional therapies and contextual therapies might be 
considered. For example, an expressive dysprosodia may be apparent in a contex-
tual setting with heightened background noise levels, where the patient is now in-
appropriately loud in comparison with others against the same background. Noise 
reduction techniques, educational awareness, or reduced vocal motor tone through 
muscle therapy techniques may be helpful. One interesting variant of the dyspro-
sodic disorders is that of the foreign-accent syndrome (e.g., Gurd et al. 2001) The 
impact of a stroke, for example, may be sufficient to alter the prosody, pitch, and 
tempo of speech to the extent that the patient may acquire a foreign accent.

By analogy from the aphasic disorders derived from left cerebral pathology, re-
search on prosodic or affective intonation in speech eventually followed within a 
similar functional neuronal system with disturbance in auditory affect recognition 
or receptive dysprosodia resulting from alterations at the right temporal region (Hei-
lman et al. 1975). Such a patient might develop an auditory affect agnosia or general 
failure to understand affectively intoned speech and melody (see Heilman et al. 
2012). By extension, the expressive dysprosodias were found to more commonly 
result from cortical or subcortical involvement of the right frontal region (Ross and 
Mesulam 1979). For instance, patients with right hemisphere lesions may speak in 
a monotone voice. Transcortical dysprosodia (motor, receptive, and/or mixed trans-
cortical dysprosodias) may leave repetition of emotional sounds intact with distur-
bance in the other component(s) within this functional neural system. This may be 
more loudly appreciated in vocalizations, where the moaning and/or wailing patient 
produces hyperprosodic or exaggerated emotional sounds with irrelevant emotional 
conveyance and decreased meaning (e.g., transcortical receptive dysprosodia; Har-
rison et al. 1991). In normal individuals, the processing or rehearsal of affective 
words may facilitate right hemisphere performance measures with activation and 
interfere with left hemispheric processing (Demakis and Harrison 1994; Bunce and 
Harrison 1991).
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Activation of the left brain appears to correspond with social approach behaviors, 
whereas activation of the right brain has primarily been associated with socially 
avoidant behavior or withdrawal. The social approach behaviors resulting with left 
frontal activation seem consistent with the desire to speak and the act of speech ex-
pression derived from this brain region. This would also appear consistent with the 
positive affect resulting with activation at this region, where it may promote some 
verbal discourse and continuity of the contact sufficient for socialization within the 
setting. Activation of the left frontal lobe occurs with an infant’s approach toward 
the mother and continues to correspond with approach behavior through adulthood 
(see Cox and Harrison 2008a, b, c, 2012; Fox and Davidson 1987, 1988; David-
son 1995). Moreover, approach motivation is linked to relative left-hemispheric 
brain activation, which in turn leads to more right-oriented behavior by approach-
motivated individuals (Roskes et al. 2011). Roskes and colleagues manipulated the 
subject’s motivation with some motivated toward avoidance and some motivated 
toward approach behavior. Performance on a line-bisection task under low or high 
time pressure revealed right-oriented judgments only in those motivated for ap-
proach and under high time pressure or rapid pacing demands.

Activation of the right frontal lobe has been found with mildly negative affective 
expression and with social avoidance or withdrawal (e.g., Kelley et al. 2013). This 
may be functional in many ways to diminish the intensity and the duration of the 
negative affective interaction. The act of withdrawal from a mildly negative social 
encounter, or from a less socially desirable individual, might even have survival 
value and especially prior to additional provocation where the emotion may gain 
momentum and where aggressive encounters may avalanche into social approach 
behavior with anger. Avoidance motivation with activation of the right hemisphere 
appears to result in a similar left hemispatial bias and with heightened potential for 
negative affective analysis and caution.

The fundamental problem in the theoretical developments attempting to explain 
these functional differences originated in the discussion of overt anger or “anger- 
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out” behavior where anger resulting from right brain activation does correspond with 
social approach behavior resulting in directed close proximity aggression Harmon-
Jones and Allen 1998; Harmon-Jones et al. 2003a; Cox and Harrison 2008a, c 2012; 
Kelley et al. 2013). In one laboratory, David Cox put this to the test, with the findings 
supporting the prominent view of “anger in” resulting with right frontal activation, 
but with “anger-out” behavior resulting from concurrent activation of both the left and 
the right frontal lobes (Cox and Harrison 2008a, c). David’s findings leave open the 
question of energy level, dominance, and submission, the valence of the attack, and 
self-attributions, which may vary with combined activation scenarios.

Anger may present in milder forms, and even with diminished self-esteem, 
through facetious or sarcastic humor. Although many would endorse these forms of 
humor as sometimes deeply funny, the slant is toward the negative and even to the 
hostile affective valence. Sarcasm conveys a harsh or bitter derision or irony. The 
sarcastic statement or innuendo may clearly implicate its victim and even torture 
that individual through negative affective humor. Sarcastic humor has been found 
with relative decreased activation of the left frontal lobe, with diminished self-es-
teem, and with depression. Right hemisphere damage may eliminate the ability to 
appreciate sarcasm and with a prominent role for the right temporal region (e.g., 
Shamay-Tsoory et al. 2005). These findings may have direct relevance to the later-
alization of emotion and specifically the dominance–submission model discussed 
below (Demaree et al. 2005).

Behavioral asymmetries are well documented for approach-motivated humans 
and nonhumans alike with a right-oriented bias reflecting activation of the left 
hemisphere along with the cognitive, affective, temporal, and spatial response 
biases of that brain. Just as the chicken might turn its right eye toward the kernel 
of corn, while elevating the left eye in a vigilant position against the hawk or fox, 
toads attempting to catch prey are more likely to flick their tongue to their right 
side than to their left side (Vallortigara et al. 1998); and dogs wag their tail toward 
the right at the sight of their owner (Quaranta et al. 2007). The approach behavior 
of romantic partners also varies reliably as they turn their head to the right to kiss 
twice as often as they turn it to the left (Güntürkün 2003). Relatedly, approach-
motivated humans show a rightward bias on the line-bisectiontest (Friedman and 
Förster 2005; Nash et al. 2010), which has been rather consistently associated 
with left-hemispheric brain activation in the literature (Harmon-Jones 2003a, b).

Motivational models of emotion focus on motor or behavioral activation re-
sponses altered by an emotion. Approach behaviors or states lead to greater left 
hemispheric activation, while withdrawal behaviors or states lead to greater right 
hemispheric activation at the frontal cortex (Davidson 1993, 2000). Gray (2001) 
stated that the distinction between the emotional states of approach and withdrawal 
is conceptually one of the better-validated constructs in emotion research. In con-
trast to the valence model, left frontal activation is not associated with positive 
valence, but rather a behavioral approach state, whereas right frontal activation 
is associated with a behavioral withdrawal state and not negative valence, per se 
(Harmon-Jones 2004a). This distinction gains importance due to the fact that certain 
emotions, such as anger, have a negative valence but may produce behavioral ap-
proach rather than withdrawal.
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Davidson’s (1993) motivational model describes activation of the left frontal 
lobe as resulting in approach-related behavior, while activation of the right frontal 
lobe is associated with withdrawal-related behavior. Davidson (2003b) states that 
left-sided prefrontal cortex activation is required for the initiation of behavior relat-
ed to appetitive goals and that hypoactivation of the left prefrontal cortex may result 
in depression (see also Demaree et al. 1995). Alternatively, right-sided prefrontal 
cortex activation occurs with behavioral inhibition and vigilance that is related with 
negative or aversive emotional states and traits. Gray (1990) behavioral activation 
system and a behavioral inhibition system for emotion where the behavioral acti-
vation system relates to “hope” and “happiness” emotions, for example, while the 
behavioral inhibition system is related to emotions such as “anxiety” and “fear.” 
Personality measures relating to the behavioral activation and behavioral inhibition 
systems correlate significantly with anterior brain asymmetry which indicates ap-
proach or withdrawal states (Harmon-Jones and Allen 1997; Sutton and Davidson 
1997).

Anxiety disorders, in addition to more general elevations in anxiety, have been 
found with diminished frontal lobe activity, particularly at the left frontal region 
(Akiyoshi et al. 2003; Everhart et al. 2002). Numerous investigations using electro-
encephalography (EEG) to assess brain function have reported relative left frontal 
deactivation and right frontal activation in anxious individuals (Baving et al. 2002; 
Blackhart et al. 2006; Foster and Harrison 2002a; Nitschke et al. 1999; Papousek 
and Schulter 2002; Wiedemann et al. 1999). The meta-analysis by Thibodeau et al. 
(2006) provides the conclusion that anxiety is associated with a relative increase in 
right frontal electroencephalographic activity. Research has also indicated relative 
right frontal activation and left frontal deactivation in patients suffering generalized 
anxiety disorder (Mathews et al. 2004). Patients with generalized anxiety disorder 
in this project were also found to possess a higher N-acetylaspartate/creatine ratio at 
the right dorsolateral prefrontal cortex. The finding of relative right frontal activa-
tion in comparisons with that at the left frontal region extends to patients suffering 
panic disorder (Akiyoshi et al. 2003; Wiedemann et al. 1999).

Instead, Heilman and Gilmore (1998) describe an approach/withdrawal system 
dependent on intrahemispheric interactions between the anterior and posterior brain 
regions. These authors state that the right posterior cerebral hemisphere has a spe-
cial role in motor activation or for the preparation to respond to the stimulus ar-
ray. The frontal lobes are viewed as mediators of avoidance behaviors, whereas the 
parietal lobes are seen as mediators of approach behaviors. This theoretical posi-
tion receives empirical support with evidence from lesion studies. Lesions of the 
right frontal lobe lead to the inability to inhibit the initiation of responses, manual 
grasp responses, and inappropriate approach behaviors. Consequently, frontal lobe 
lesions may produce approach behavior as a result of disinhibition of the parietal 
lobe. From this theoretical account, the parietal lobe (which mediates approach) is 
normally inhibited by the frontal lobe. With lesioning or deactivation of the frontal 
lobe the parietal lobe becomes disinhibited, producing excessive approach behav-
ior. Lesions of the parietal lobe leads to neglect, deviations of eye, head, and arm 
movements, inability to respond, and withdrawal behaviors (Heilman and Gilmore, 
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1998). Heightened withdrawal behavior may be a result of increased activation of 
the frontal lobe secondary to a decrease in parietal activation, leading to inhibition 
or suppression of approach behavior. Schutter et al. (2001) found support for pari-
etal mediation of approach behavior through measurement of asymmetrical activa-
tion of electrical activity in the EEG. 

Integration of the valence and motivational models of emotion has been difficult 
due to emotions like anger or hostility, which are negative in valence, but which can 
produce approach behaviors. High-trait measures of anger, hostility, and aggression 
along with anger induction correlate with increased baseline levels of left relative 
to right frontal activation (Harmon-Jones and Allen, 1998; Harmon-Jones, 2004b; 
Harmon-Jones and Sigelman, 2001). Harmon-Jones (2004a) suggests that anger 
generates approach behaviors that are aimed at resolving the anger, including acts of 
aggression. However, work done by Harmon-Jones is potentially at odds with prior 
research indicating right hemisphere functions in negative emotion (i.e., Demaree 
et al. 2002; Foster and Harrison, 2004; Burton and Labar 1999; Blair et al. 1999).

Gina Mitchell (Mollet and Harrison 2006; Mitchell and Harrison 2010) provides 
the following considerations. Gina states that to overcome the discrepancies it may 
be necessary to look at cerebral activation in brain areas other than the frontal lobe 
s. In two case studies of patients with hostility and anger problems, it was found that 
hostility resulted from deactivation of the right frontal lobe and increased activation 
of the right temporal parietal region (Everhart et al. 1995; Demaree and Harrison 
1996). These cases might best be interpreted with caution as they are single subjects 
conveying extreme anger disorders. Demaree and Harrison (1997) found activa-
tion of the right temporal region in high hostile participants in response to a pain 
stressor as evidenced by changes in dichotic listening. These results indicate that the 
right temporal region is important for anger. Waldstein et al. (2000) found negative 
emotion induction to correspond with bilateral activation of the frontal lobes and 
predominately in the endorsement of anger. Waldstein et al. suggest that anger may 
be related to either right or left frontal activation depending on how an individual 
handles emotion. Gina further states that anger may be more likely to activate the 
left frontal lobe with outwardly expressed anger through approach behaviors (see 
also Cox and Harrison 2008a, c; also Cox and Harrison 2012). Individuals sup-
pressing anger may be more likely to activate the right frontal lobe as a result of 
anger suppression and withdrawal (Waldstein et al. 2000). Regardless, individual 
differences in emotional style may be more relevant in determining cerebral acti-
vation differences and their presence may be a contributing factor to some of the 
controversy in the literature.

Gina continues to note that an integration of Davidson’s (1993) model and Heil-
man and Gilmore’s (1998) model may provide the most parsimonious explanation 
for cerebral activation patterns concurrent with anger. Anger produces changes in 
both the anterior and posterior brain that are associated with behavioral approach 
or withdrawal. Additionally, it would lend support to Borod’s (1992) addition to the 
valence model, indicating the importance of both the right and left frontal lobe s, 
and the right posterior cerebral regions in emotion. Other emotions may be better 
served through this approach to emotion as well. In accordance with Davidson’s 
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model, depression is most often associated with relative right frontal activation or 
left frontal hypoactivation (Baehr et al. 1998; Davidson et al. 1995) and produces 
social isolation, low-self esteem, hypoactivity and withdrawal behaviors.

Cerebrovascular accidents restricted to the left frontal lobe may be associated 
with sadness and depression (Gainotti 1972; Hama et al. 2006; Morris et al. 1996; 
Shimoda and Robinson, 1999). Depression severity has been related to the proxim-
ity of the lesion to the frontal pole (Robinson et al. 1984). Even without lesion pa-
thology, depression is associated with volumetric hemispheric frontal lobe asymme-
try (Kumar et al. 2000). Electroencephalographic investigations have demonstrated 
relative left frontal deactivation and right frontal activation in depressed individuals 
(Debener et al. 2000; Henriques and Davidson 1991; Schaffer et al. 1983), includ-
ing individuals with a history of depression (Henriques and Davidson 1991; Vuga 
et al. 2006). Also, a meta-analysis of these findings resulted in the conclusion that 
depression was related to a relative increase in right frontal activation using electro-
encephalographic measures (Thibodeau et al. 2006). Additional evidence suggests 
that depression may also be concurrent with suppression of the right temporal-pari-
etal cortex (see Heller 1990). Incorporation of Heilman and Gilmore’s (1998) model 
is necessary here to account for noted changes in right posterior cortex during anger 
or hostility and depression.

Further, this helps to account for other behavioral correlates of depression such 
as decreased arousal and decreased performance on spatial tasks that require the 
implementation or recruitment of the right parietal lobe (Henriques and Davidson 
1997; Bruder et al. 2012). The three models that are presented here offer interesting 
and differential views of cerebral activation in emotion and pain. Evidence sup-
porting each model should be carefully considered in order to advance theory in 
this area. For example, the right hemisphere model and the valence model have 
received support primarily by data derived from patients with brain damage and/
or stroke (e.g., Heilman et al. 1975; Ross et al., 1981; Adolphs et al. 1996; Adolphs 
2001; Borod et al. 2002; Heilman et al. 2004). However, this perspective is sup-
ported even on multigenerational studies using electroencephalography in combi-
nation with magnetic resonance imagery (Bruder et al. 2012). On the other hand, 
the motivational model has primarily been investigated through the examination 
of anger (Harmon-Jones and Allen, 1998; Harmon-Jones 2004b; Harmon-Jones 
and Sigelman, 2001), an emotion that is typically viewed as having high negative 
emotionality and a high arousal component. Furthermore, different methodological 
approaches (behavioral vs. EEG) have served each model differently. Demaree and 
Harrison (1997) found right hemisphere temporal lobe activation after stress in high 
hostiles using a behavioral measure, while Harmon-Jones and Allen (1998) found 
left frontal activation with anger using the electroencephalogram (see Holland et al. 
and Harrison, 2012; see also Mitchell and Harrison 2010).
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The more prominent theories on the hemispheric specialization or lateralization of emo-
tion include the right hemisphere (Borod et al. 1983; Heilman and Bowers 1990), the 
valence or balance (Tucker 1981; Tucker and Williamson 1984; Davidson and Fox 
1982; Ehrlichman 1987; Silberman and Weingartner 1986; Davidson 1993; Ekman 
et al. 1990), and the behavioral inhibition system/behavioral activation system (BIS/
BAS: Gray 1982; McNaughton and Gray 2001; Davidson 1995; Harmon-Jones et al. 
2003, 2004), or approach–withdrawal models. Manuck’s model of optimistic anticipa-
tion of future events versus negative reflection on the past events is relevant here in 
the discussion of cerebral laterality (Manuck et al. 2000). Heath Demaree and others 
contributed to this list with the addition of the dominance–submission model (Demaree 
et al. 2005) and the quadrant model of emotional processing (Shenal et al. 2003; Foster 
et al. 2008; Carmona et al. 2009). An attempt is made here to extend these emotion 
theories here to include the temporal duration of emotional memory. Specifically, this 
model briefly addresses the concept of transient duration for neutral memories and the 
persistence, over time, of emotional memories.

Right Hemisphere Model

With the exception of Heilman’s right hemisphere model, much of the focus in 
emotion research has been on the frontal lobes. A major distinction might be drawn 
between the right hemisphere model and the others, in that this model attributes a 
primary role of the right brain to emotional processing, comprehension, and expres-
sion independent of valence. This link between emotion and the right brain was 
made some time ago, including Mills’ (1912a, b) observation of decreased emo-
tional expression with unilateral right hemispheric lesions. Affective indifference 
secondary to right hemisphere lesion was appreciated by Babinski (1914) and by 
others (Denny-Brown et al. 1952). From this perspective, emotions are substantially 
lateralized to the right hemisphere. Although some level of processing might be 
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accomplished by the left brain, any deeply intense emotion appears to require right 
cerebral and brain-stem systems as these neural systems provide a fundamental 
basis for underlying arousal or activation in emotion.

One multigenerational longitudinal study identified a significant role for the right 
hemisphere in depression. Using electroencephalography, the authors (Weissman 
et al. 2005) initially reported an alpha asymmetry with less right than left parietal 
activity in family members who were at a high risk for developing depressive dis-
order (Bruder et al. 2007). Klimesch (2012) reviews the evidence for alpha activity 
and concludes that it largely reflects cortical inhibition. For example, alpha power, 
rather than cortical desynchrony, is larger over visual cortices when attention is 
focused on the auditory part of a compound auditory–visual stimulus (Foxe et al. 
1998). Similarly, alpha power is larger over parietal regions (dorsal stream) when a 
task engages the ventral stream (Jokisch and Jensen 2007). Moreover, in cueing and 
hemifield tasks, alpha power is heightened over the ipsilateral than the contralateral 
hemisphere (e.g., Sauseng et al. 2009; Kelly et al. 2006).

Neuroanatomical support for the earlier finding of an association between 
familial risk for depression and cerebral asymmetries followed in subsequent 
research (Peterson et al. 2009), where cortical thickness was compared between the 
high- and low-risk groups. Cortical thinning was found across large expanses of the 
lateral aspects of the parietal, posterior–temporal, and frontal cortices of the right 
hemisphere in the high-risk group. The authors offer that the convergent findings 
of less cortical activity over the right parietal sites using electroencephalography in 
individuals at high risk for depression may derive from cortical thinning.

Additional support for this was found in a continuation of this multigenera-
tional study of individuals at risk for depression (Bruder et al. 2012). Seventy-five 
subjects from the electroencephalagraphic study underwent magnetic resonance 
scanning about 5 years later. The high-risk participants were the biological descen-
dants of probands having major depression, whereas the low-risk participants were 
descendants of individuals without history of depressive disorder. The authors used 
voxel-wise correlations of cortical thickness and alpha power with age and gender 
covariates. High risk was associated with reduced activity over the right parietal 
region, which was associated with cortical thinning. Moreover, just as diminished 
left frontal cortical activity has been thought to reflect reduced activity in approach-
related systems, right parietal hypoactivity has been long associated with emotional 
underarousal in major depressive disorder (e.g., Jaworska et al. 2012).

In the right hemisphere model, Heilman and colleagues provide for a distinct 
role of the frontal lobe in the regulatory control and expression of emotion, whereas 
the posterior brain regions are critical for the sensory analysis, reception, and com-
prehension of emotion. The right brain appears specialized for the processing of 
the negative emotional valences, including anger, sadness, and fear. Moreover, the 
right brain is viewed by many neuroscientists as the “emotional brain” (Heilman 
and Bowers 1990). With this perspective, damage to the right brain may, by defi-
nition, involve an emotional disorder of one form or another. Deep right frontal 
lesions of the basal ganglia often yield sad lability with crying (e.g., Ross and Rush 
1981; Constantini 1910; cited in Oettinger 1913; see also Parvizi et al. 2009). Right 
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orbitofrontal lesions often yield incremental reactivity to anger or rage behavior 
(e.g., Agustín-Pavón et al. 2012; see also Fulwiler et al. 2012). Fear or profound 
apprehension often corresponds with posterior temporal and inferior temporal lobe 
pathology. This may result from damage to the fusiform area or regions critical 
to the recognition of familiar and/or trustworthy faces. Also, a deep white matter 
lesion may disconnect these areas, including the fusiform gyrus, from the regu-
latory control or inhibition of activation by the frontal lobe via the longitudinal 
tract. Facial recognition may be distorted with visual form esthesias within the left 
hemispace and often of feared facial images connoting the devil or those trying to 
do them harm (Walters et al. 2006; Mollet et al. 2007; see also Lutterveld and Ford 
2012). In contrast, deactivation of the second functional unit or the back of the right 
brain (parietal lobe) often results in diminished emotionality or flat, bland affect 
(e.g., Heilman et al. 1978).

Pathological laughing or crying may result from the release of cortical inhibi-
tion of upper brain-stem centers that integrate the motor activation patterns in-
volved in laughing and crying (Woodworth and Sherrington 1904; Wilson 1923). 
Thus, emotional lability may be considered an essential part of the pseudobulbar 
palsy syndrome resulting as a consequence of lesions in the corticobulbar path-
ways (Woodworth and Sherrington 1904). Ross and Rush (1981) propose that 
pathological affect may result in patients with lesions of the right inferior frontal 
lobe in association with a major depressive disorder. McCullagh and colleagues 
(McCullagh et al. 1999) also provide early evidence for the role of the prefrontal 
cortex in the pathophysiology of pathological affect with emotional lability. Others 
(e.g., Parvizi et al. 2001; see also Parvizi et al. 2009) suggest that the critical lesions 
eliciting pathological crying are located along fronto-pontocerebellar pathways.

Right-sided brain damage frequently presents with flattened or bland affect 
expression (see Heilman et al. 2012). But, the key issue here is in the distinction 
between affective deregulation or reactive emotionality as opposed to the dimin-
ished arousal and diminished sympathetic tone that may exist in the patient with 
a right parietal lobe lesion, for example (Heilman 1997; Heller 1993; Heller et al. 
1998). Some individuals are able to appreciate emotional emptiness following these 
lesions. But, far more often than this, the patient is largely unaware of their emo-
tional disability and bland affective presentation as the lesion typically results along 
with impoverished awareness of deficits or anosognosia and anosodiaphoria (see 
Prigatano 2010). Woe is the student or committee member where the instructor or 
group leader presents with a bland monotone facial and prosodic speech expression, 
as this truly can challenge that person’s ability to remain aroused and attentive in 
the captive setting. Neuronal mirroring provides one’s best clue of the emotional 
features of the other person in the social setting. So, emotionally flat, low arousal 
levels may be echoed in the expression of similar features in the observer with mir-
ror activation of these brain regions.

A local physician, after his fall and right hemisphere brain injury, reported that 
he could no longer feel any intensity with his emotions. Nor could he appreciate 
his wife’s emotional displays. The spouse reported feeling emotionally bankrupt in 
the relationship, whereas he had always been a warm and loving partner. This man 
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conveyed a flat nonresponsive affect similar perhaps to patients in the initial study 
on facial expression deficits with right-sided lesions by Buck and Duffy (1980). 
Borod’s group has demonstrated this deficit in facial expression in right-sided 
stroke patients across several studies (e.g., Borod et al. 1985, 1986). The lack of 
depth in the emotional response of these individuals was demonstrated by Heilman 
et al. (1978) using skin conductance responses (SCR), a relatively pure measure of 
sympathetic tone. These right-sided stroke patients were nonresponsive to emotion-
ally provocative stimuli. Interestingly, the lack of emotionality has been associated 
with classic psychopathy (Hare and Quinn 1971), where the public is looking for 
remorse as a basic indication of being human in the context of the acts that are 
perpetrated and especially where another has been harmed. These patients, though, 
maintain the facial motor controls necessary for normal linguistic expressions or 
verbal communication against the background of flattened affective facial expres-
sion and diminished sympathetic drive.

Therapy with this couple involved establishing contractual agreements based on 
what each partner valued from this relationship. This did involve a regular invest-
ment in time spent talking directly with his wife, instead of listening to the televi-
sion. It also involved efforts to learn and to produce basic facial configurations, 
which might convey emotional concern, empathy, and interest to his partner during 
these meetings. Although some progress was made in this respect that was clearly 
quantifiable, the spouse remained emotionally distraught, needing to broaden her 
social support network to fill the residual emotional void. Nothing is more clear in 
the rehabilitation literature than the issue of caregiver stress with these individuals 
often at substantial risk for stress-related ailments and injuries as they support the 
patient’s needs in the hospital and home setting (Pearlin et al. 1990). Indeed, the 
variable more important to the patient’s prognosis, overall, is the continuity of care 
and support by the caregiver (Brodaty et al. 1993).

Although many families are large and many family members are concerned and 
caring, the burden of support largely falls on a single caregiver and this individual 
may eventually appreciate oppositional interactions, rather than supportive interac-
tions, with other family members, perhaps with differences in opinion as to the best 
approach to care. This is one of the more difficult and stressful activities in our 
society. Many of these individuals have multiple responsibilities for the care of their 
own children and the care of their parent, for example. The patient’s prognosis is 
improved not just through patient care, though this is where the majority of effort is 
expended, but through care and support of the caregiver with efforts to promote the 
quality of life for these individuals. Through these efforts, we may promote continu-
ity of care and support of our patients and for the long haul.

All too often, the caregiver enters the hospital shortly after the patient is admitted 
with deterioration of health or physical injury, which can be related to the trauma 
of care. Imagine the demoralizing impact to the patient and to the broader family 
unit when an overly heroic caregiver falls and breaks her hip trying to prevent the 
patient from falling. With the caregiver out of the picture and needing community 
resources, the patient might be removed from the home setting for care in a nursing 
facility. Although this has many benefits, many are clear that this is the least desired 
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outcome. Instead the patient may relate this with terminal life events, going to the 
nursing care facility prior to death, rather than with expectations for recovery.

Another issue warrants research as there are potential benefits of the right pari-
etal stroke and diminished emotionality. In some cases, the patient with flat affect 
and minimal affective regulatory demands may actually have reduced cardiovascu-
lar risk or even more stable glucose levels along with reduced anger or depression. 
Elevated and/or reactive sympathetic tone as expressed through elevated blood 
pressure and heart rate may benefit from this lesion, which reduces sympathetic 
tone and arousal. A middle-aged woman with chronic depression culminating in a 
suicide attempt with a gun to the right side of her head was evaluated in a rehabili-
tation unit. The bullet went up through the right parietal lobe exiting the vertex of 
the skull. The social work department was immediately responsive to the suicidal 
risk issues and sought advice based on the neuropsychological evaluation. Imagine 
their surprise when they began to appreciate that the deep and long-standing nega-
tive emotions were reduced or eliminated, at least in the short run, through extirpa-
tion of the right parietal lobe. The patient was flat and essentially nonresponsive to 
negative emotional provocation. Of course, this example is not meant to imply that 
this is a method of inoculation. But, sometimes the negative effects of brain damage 
come along with a few positive effects, if we look for them.

More dramatic, though, is the individual with deregulated emotional states. This 
may involve negative emotional regulation through right frontal executive controls. 
It may involve positive emotional regulation via left frontal systems if it is mild in 
intensity, such as a smile or a cursory sense of humor. However, if the positive affect 
is deeply robust or intense, then the right cerebral hemisphere is likely involved. 
Thus, gelastic lability or pathological laughter is associated with left frontal or more 
often with bifrontal disinhibition (Demakis et al. 1994; Parvizi et al. 2001, 2009). 
Regulatory control for anger is more associated with right orbitofrontal activity with 
increased inhibitory regulation via the uncinate fasciculus over the right amygdale 
(e.g., Fulwiler et al. 2012). This system has been a primary focus in the labora-
tory with hostile and violence-prone individuals (Harrison and Gorelczenko 1990; 
Demaree and Harrison 1997b; Cox and Harrison 2008a,b,c; Carmona et al. 2009; 
Herridge et al. 1997; Holland et al. 2007; Mitchell and Harrison 2010; Herridge 
et al. 2004; Holland et al. 2001).

This is partly due to the function of these cells in regulating anger. But, also 
this region appears to be involved in regulating sympathetic activation of the heart 
through increased heart rate, systolic blood pressure, and sympathetic tone, more 
broadly defined. More specifically, beyond the capacity of these cells to maintain 
anger control, the disinhibition may present with an expressive dysprosodia with 
an avalanche in the volume of speech and reactive increments in blood pressure 
and heart rate. Moreover, this region appears to be directly involved in the regula-
tory control over cardiovascular reflexes, glucose mobilization, oxygen saturation, 
time/temporal management, and possibly cholesterol mobilization as these may 
help insure survival for the fight! But, chronic destabilization of these response 
systems may result in cardiovascular disease (Siegel 1985; Smith and Pope 1990; 
Smith et al. 2004; Suls and Bunde 2005; Mitchell and Harrison 2010; Walters and 
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Harrison 2013a, b; see also Cox and Harrison 2008b; see also Anthony et al. 2006).  
It is also evident in research findings that the metabolic syndrome may result with 
alterations in the reward systems of the left hemisphere and especially with increased 
abdominal fat (Luo et al. 2013). One example here might be the labile response to 
negative affective stressors (anger) with poorly controlled glucose mobilization or 
clinically with diabetes mellitus (Walters and Harrison 2013a, b).

Lesion or deactivation of the lentiform bodies deep within the right frontal lobe 
may result in deregulation over crying (see Parvizi et al. 2009). Following a func-
tional (metabolic) or structural lesion here, simply saying the word “sad” and wait-
ing several seconds may be fully sufficient to decompensate the patient, resulting 
in crying behavior and perseveration or rumination on a sad affective theme. Now, 
with cerebral mirroring in others that are concerned and caring people, the problem 
may well be aggravated or accentuated. More specifically, when a person has dif-
ficulty controlling their emotion with crying behavior others might elevate their 
sad prosody and empathetic expressions, substantially increasing the stress on the 
patient’s emotional processing systems to manage even more sad emotional provo-
cations. This includes the prosodic input to the patient, through tone of voice and 
affective facial displays congruent with the patient’s sadness. This is not, by itself, 
depression. Instead, these brain regions appear to be critical for putting the brakes 
on the expression of sad emotion and for redirecting the emotional content to an-
other valence. So, this is emotional inertia or impaired regulatory control as defined 
elsewhere on the discussion of the frontal lobes. Such a patient can very often be 
rendered free of the perseverative theme and crying behavior simply by switching 
the affect to a neutral or slightly positive valence. Simply saying “the weather is 
nice today” may be adequate to redirect the emotion, providing a prompt to a more 
satisfactory emotional display for the social setting.

An example here would be a minister who suffered a deep right frontal stroke, 
only to find himself deregulated in the expression of crying. Just talking about sad 
things or even asking “are you sad” would decompensate his ability to control his 
expressions. On return to the pulpit, he was most debilitated by sad or emotional 
gospel hymns, which when played would yield uncontrolled crying. Now all of 
this became much more difficult to manage as his supportive, but misinformed, 
parishioners tried to let him know how much they cared. This made it virtually im-
possible for him to do his job and he was looking at disability. With education and 
explanation of the syndrome, though, enough progress was made so that he was able 
to continue work and to gradually increase his tolerance for sad emotional themes. 
Again, spastic or hyperreflexic laughter has long been associated with descending 
frontal fibers and the lentiform bodies (see Parvizi et al. 2009).

Emotional decompensation is typically more transient or brief in duration with 
a positive emotional valence than with a negative emotional valence. The left brain 
is specialized for the rapid sequential processing and elimination of information, 
whereas the right brain is a bit more persistent and less forgiving or forgetting. The 
Behavioral Neuroscience Laboratory at Virginia Tech estimates that the subjects 
participating in their research projects have more than 50 positive events occurring 
in their interactions with other people each day. People smile at the participants. 
They say nice things to them. They are friendly to them. They hold the door for the 
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participants. They ask them how they are doing (expressing concern). For the ma-
jority of these people, there are relatively few negative events present each day and, 
in most cases, the number of these events is small relative to the number of positive 
affective events experienced. But, they report taking the negative emotional mate-
rial or experiences to bed with them, dreaming about them, and processing these 
events throughout the night. Neither is the right brain dismissive of these events as 
they may later be of relevance as the individual becomes attuned to the evolving 
threat, should the material be meaningful to survival or safety in the broader sense.

Among the negative emotional valences, the effect with anger deregulation ap-
pears more persistent with priming or kindling of the emotion over time. This may 
be due to the mechanisms of the right amygdale in promoting emotional memory 
where the valence is highly relevant to survival and with the decompensation re-
sulting from the perception of threat or loss of control in the setting (e.g., Morris, 
Friston, Bu¨chel, Frith, Young, Calder, & Dolan; also see review by Hamann 2001). 
Although controversial, the persistence of anger and fear may be recurrent through-
out the night promoting high activation REM sleep within the neural systems and 
especially those of the right brain. The recurrent processing promotes consolidation 
of the event in memory but also provides for lighter sleep and the increased prob-
ability of awakening throughout the night. Though these features are disturbing 
with depression or with a brain disorder, the evolutionary significance of these brain 
systems and their role in survival is clearly important.

The left brain is capable of one primary emotional valence that we know of and 
that is happy emotion (however, see approach-related emotions: e.g., Kelley et al. 
2013). The neural substrates of the left brain provide for a smile and it may display 
a sense of humor or interest. Schiff and MacDonald (1990), for example, reported 
that experiencing positive emotions generated greater changes at the right side of 
the face, while negative emotions generated greater changes at the left side of the 
face. Consistent with this evidence, Lee et al. (2004) report significant activation at 
the left dorsolateral frontal and temporal lobes in response to positive emotions and 
at the right dorsolateral frontal and temporal lobes in response to negative emotions.

Moreover, emotions expressed by the left frontal region appear less intense and 
less persistent. Emotional intensity for any valence, including happiness, anger, sad-
ness, and fear appears to demand participation by the right hemisphere (e.g., Sackeim 
and Gur 1978), just as approach-related emotions appear to demand participation by 
the left frontal region. Relative deactivation of the left frontal lobe may occur with 
increased negative valence underlying the humor. The right brain may also prefer an 
emotionally negative or hostile slant on the happiness or humor, for example, with 
specialization for cynical or sarcastic humor or caustically facetious humor. It may 
be “funny.” However, the humor may be costly to someone. It may serve the purpose 
to degrade the social prowess of the target or convey some degree of rule violation 
within the broad or specific social context. The perceptual bias of the right cerebral 
hemisphere leans toward negative affect. It also appears to relish in socially inappro-
priate humor violating basic social proprieties or pragmatics. It might also find the 
observance or participation in harm to others or to animals humorous, when logically 
this is inconsistent with many social or cultural rules and expectations.
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The Valence or Balance Model

The valence model, also referred to as the balance model, has largely been based on 
research investigating lateralized frontal lobe activation during positive or negative 
emotional valences. Evidence for hemispheric differences in emotional processing 
is also written on our faces, in the differential emotional expressivity of the two 
sides of the face (Darwin 1872). Relative activation of the left frontal lobe has been 
associated with positive affect, whereas relative activation of the right frontal lobe 
has been associated with negative affect in normal subjects. But, in a comprehen-
sive review of emotional valence in facial expressions, Borod and colleagues (1997) 
found that the balance in emotional expression was not symmetrical. Overall, the 
left hemiface appears to be more involved in emotional expression in general (e.g., 
Blackburn and Schirillo 2012) even though the left hemiface appears more involved 
specifically in negative emotional expressions (Indersmitten and Gur 2003; Rhodes 
et al. 2013). This finding appears to hold on investigation of facial movement dur-
ing emotion. The muscles of the left hemiface move more than their counterparts on 
the right during emotional expression (e.g., Dimberg and Petterson 2000; Nicholls 
et al. 2004). These asymmetries in facial expression are thought to arise because 
the muscles of the lower face are largely controlled by the contralateral hemisphere 
(Brodal 1981).

Interestingly, the left cheek is more often prominently displayed than the right 
cheek in portraits and photographs (McManus and Humphrey 1973; Powell and 
Schirillo 2009). This leftward bias is strongest when the model wants to display 
emotion, but is eliminated when concealing emotion (Nicholls et al. 1999). Many 
studies have demonstrated that emotions are rated as more expressive when they 
are displayed on the left side of the face (Powell and Schirillo 2009) and individu-
als who are more emotionally expressive are more likely to present the left cheek 
when posing for a portrait (Nicholls et al. 2002). Portraits featuring the left face are 
judged as more emotional (Nicholls et al. 2002) and the leftward posing bias also 
appears to be stronger among females (Nicholls et al. 2002). The preference for 
turning the left cheek in portraits appears to be the result of right hemisphere activa-
tion. Thomas and colleagues (Thomas et al. 2012) found that, overall, politicians 
were more likely to display the left cheek in their official photographs, consistent 
with prior reports of a leftward posing bias in portraiture. However, conservative 
politicians were significantly more likely to display the left-cheek bias than were 
liberal politicians.

Bob Rhodes compared left and right hemifacial electromyography (facial muscle 
action potentials) in hostile violence-prone individuals and those scoring low on hostil-
ity measures with much positive social affective cognition. Both low and high hostiles 
had heightened electromyographic or facial muscle activation over the left hemiface. 
However, the hostile group displayed significantly greater facial dystonia evident in el-
evated facial tension. This was remarkable in the left-sided facial dystonia of the hostile 
individuals. Matt Herridge (Herridge et al. 1997) investigated the lateralization of sym-
pathetic drive to the right cerebral hemisphere as a function of posed facial expressions 
with elevated sympathetic tone in hostiles and with the production of negative facial 
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configurations, through contraction of the corrugator muscle. Hostiles poorly habituated 
to sympathetic tone derived from negative facial configurations, whereas low hostiles 
poorly habituated to positive facial configurations.

George Demakis (Demakis et al. 1994) also looked at this as a function of lat-
eralized frontal lobe damage. Pathological laughter or gelastic lability, in this case, 
occurred with significant elevation in skin conductance at the right hemibody (left 
frontal lobe damage). In general, the expression of positive emotion in normal sub-
jects has resulted with left hemisphere activation based on these behavioral indices. 
Similarly, on the perceptual side, negative faces are often identified more rapidly 
or more accurately when presented within the left visual field with projections to 
the right hemisphere (Ley and Bryden 1979; Everhart and Harrison 2000; Harrison 
and Gorelczenko 1990; Harrison et al. 1990). Najt et al. (2013) recently reviewed 
the visual half-field studies of hemispheric specialization in facial emotion percep-
tion and reevaluated the empirical evidence with respect to each of the partly con-
flicting hypothesis derived from the dominant theoretical proposals. These authors 
conclude that their findings indicate a left visual field/right hemisphere advantage 
for the perception of angry, fearful, and sad facial expressions, whereas a right vi-
sual field/left hemisphere perceptual advantage exists for happy facial expressions. 
Furthermore, they conclude that the findings for the perception of specific facial 
emotions do not fully support the right hemisphere hypothesis, the valence-specific 
hypothesis, or the approach/withdrawal model. Instead, they advance a position 
based on their systematic literature review and the results from their study that 
a consistent left visual field/right hemisphere advantage exists only for a subset 
of emotional faces, expressing negative emotional configurations. This conclusion 
advances a “negative (only) valence model.” These include facial expressions of 
anger, fear, and sadness. The processing of happy faces may be superior within the 
right visual field/left hemisphere. Alternatively, the right hemisphere model may 
still hold, if the emotional valence is intense.

Much of the research supporting the valence model has come from the electroen-
cephalographic evaluation of activation over the frontal lobes. Here again, left fron-
tal activation has occurred with positive emotional states, whereas right frontal ac-
tivation has occurred with negative emotional states (e.g., Davidson and Fox 1982; 
Davidson and Henriques 2000; Ekman and Davidson 1993). These findings largely 
parallel those of neuroimaging studies (Wager et al. 2003; Bench et al. 1992). These 
affective differences in the lateralization of positive and negative emotion are pres-
ent early in the developmental course. Fox and colleagues (Fox and Davidson 1987; 
Fox and Davidson 1988; Fox et al. 1995) have provided evidence of left frontal ac-
tivation to positive affective events in infants and right frontal activation to negative 
affective events. Missing from these theoretical arguments is the potential relevance 
of movement out into extrapersonal space as opposed to withdrawal or narrowing of 
the behavioral fields to the proximal or personal spatial domain.

However, much of this research has involved only modest levels of stress or 
activation of the frontal lobe(s), whereas much of our clinical interest in these sys-
tems relates to those situations involving extreme levels of stress and where the 
metabolic range of the regulatory cells has been exceeded as may occur with a rage, 
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panic, cry, or other deregulated and reactive states. This limitation on the valence 
model may be great, since this research is characteristic of an institutional setting 
where only modest stress is likely to be approved by an institutional review board or 
human subjects committee. Therefore, research that involves exceeding the capac-
ity of these systems would not be approved and might be most difficult to handle in 
an ethical and concerned fashion. This would be even more difficult to justify with 
vulnerable subjects (e.g., children and individuals with psychopathology). How-
ever, life provides this level of challenge and even more. This is especially the case 
on vital challenge or confrontation. But, it might be evident in those among us with 
diminished capacity under stress that would be considered mild to moderate for 
others.

Life does not require the approval of an institutional review board or human 
subjects committee. Naturally occurring events, including the loss of a loved one 
or catastrophic events may easily exceed the metabolic capacity of these brain re-
gions and possibly result in profound and unbridled anger, rage, fear, or sadness. 
If an analogy can be made between these brain systems and muscle systems, then 
we might easily see that resistance or regulatory efforts in the form of activation, as 
in the valence theory, are useful up to a point or level of resistance. After that level 
is exceeded, the metabolic or electrical activation should be acutely and robustly 
diminished as in the point at which the muscle is about to tear from our bones from 
limb exertion. This acute loss of regulatory control may have survival value as the 
suppression of these emotions is thrown to the wind and where we our desperate 
in our struggle against these events. These are some of the derivations of capacity 
theory (e.g., Carmona et al. 2009; Mitchell and Harrison 2010; Williamson and Har-
rison 2003; Holland et al. 2011; Walters and Harrison 2013a; see also Collins and 
Koechlin 2012; Klineburger and Harrison 2013).

One example may be proffered here from a younger man with developmen-
tal speech deficits, consisting of a combined expressive dysphasia and expressive 
dysprosodia (Williamson et al. 2000). By his history and his parent’s confirma-
tion, he had been nonfluent for both components of the speech examination for 
his entire life despite no recollection of trauma or significant medical events. As 
part of the assessment, a quantitative electroencephalogram was obtained prior to 
and subsequent to the stressful demands of producing speech output. Delta mag-
nitude was recorded as the bandwidth commonly used to assess for pathological 
processes within the cerebral hemispheres, where this bandwidth, otherwise, might 
be heightened in the deepest dimensions of non-REM sleep in a normal individual. 
The results provide evidence of the frontal regions shutting down under stress (see 
Fig. 22.1). Capacity theory holds that this function would release or “unbridle” the 
posterior brain regions from frontal lobe regulatory or inhibitory controls via the 
longitudinal tracts. Also relevant, though, are the horizontal tracts with inferred 
far-field effects across the corpus callosum and specifically at the homologous 
cortical region(s).

Philip Klineburger (Klineburger and Harrison 2013) aptly notes in this regard, 
that the system must be efficient in its metabolic reallocation or energy utilization. 
Philip argues that increased metabolic activity in one region of the brain should 
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precipitate decrements in metabolic activity in the oppositional brain regions. 
Through this argument, the capacity theory is now integrated with the assumptions 
of quadrant theory with activation dynamics yielding far-field effects on multiple 
brain regions. From this perspective, any efforts at strict localization of function, 
again, must be qualified by the demands of the equipotentialist and where the im-
print of experience or expression is broad based in its effect on seemingly disparate 
brain systems. Moreover, Luria (1980) and Hughlings Jackson (1874) would add 
the vertical dimension within these functional neural systems with the three ba-
sic functional units and with hierarchical analysis and processing, respectively. It 
would appear reasonable that other permutations exist where activation of one re-
gion of an oppositional neural system might elicit reciprocal activation of the region 
opposed to it, perhaps.

Behavioral Inhibition System/Behavioral Activation 
System

The BIS/BAS model was originally proposed by Jeffrey Gray based on nonhu-
man animal research (Gray 1981, 1982, 1987, 1990, 1994; Gray et al. 1997) with 
many efforts to adapt the model to human research, including the development of 
the BIS/BAS scales (Carver and White 1994). These efforts have focused on self-
report assessment instruments or questionnaires rather than on more direct behav-
ioral measures. Thus, any effort to generalize here is a bit worrisome. Regardless, 
lateralized EEG findings have been reported with higher BAS scores corresponding 
with left frontal activation (Harmon-Jones and Allen 1997), whereas higher BIS 
scores correspond with right frontal activation (Sutton and Davidson 1997). An 
alternative approach might be to evaluate the predictions drawn from this theo-
ry using behavioral measures as demonstrated by Gray. There is a fundamentally 
close relationship between the BIS/BAS model and the behaviorally more specific 
approach/withdrawal model discussed below.
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Approach/Withdrawal Model

One of the fundamental roles of the lateralized brain is to establish the basic reac-
tion guidelines for approach and withdrawal (“common sense”) which, although 
balanced, provide for a dynamic concerted shift in favor of the appropriate bias (to 
approach and engage or to avoid) for any given situation. This system was obvi-
ously somewhat skewed for one man who was completing his neuropsychological 
evaluation after 8 days of hospitalization for snakebites. The man described his 
actions and those of the snake as follows. He said “I saw a copperhead, so I went 
over and I kicked it. It bit me. So, I kicked it again. It bit me again.” The snake had 
obviously bested the man in his efforts to engage and in this instance as an act of 
aggression. But, either combatant might have done well to avoid or to escape the 
conflagration, rather than to initiate and to redress the near fatal engagement. The 
man had taken some heart, though, from the explanation provided by his physician. 
He reflected on the explanation quoting the doctor as follows. “Snakes typically 
avoid or escape the presence of humans, except during the dog days of summer, 
when a cloud forms over the snakes eyes and they are unable to see.”

Kinsbourne (1978) suggested a fundamental relationship reflecting cerebral 
lateralization, wherein there was specialization of the left hemisphere for approach 
behavior and specialization of the right hemisphere for withdrawal behavior. This 
was evaluated earlier on with rodents in a T-maze, for example, with a string tied to 
the animal’s tail. The degree of approach or avoidance conditioning within the vari-
ants of the maze was literally recorded by measuring the length of the string, where 
longer strings allowed for inference that the animal ventured further out toward 
the reward and, presumably secondary to elevated positive emotion. Approach and 
withdrawal appear to reflect components of different emotions corresponding with 
the specializations for those emotions by distinct neuroanatomical architecture 
within the left and right cerebral hemispheres.

The approach–withdrawal model draws on the same theoretical foundation as the 
valence model with frontal activation asymmetries being the overriding element of 
interest. However, a distinction may be drawn where the determination of emotion-
ality is derived based on whether the emotion tends to provoke approach behaviors 
or withdrawal behaviors, rather than examining behaviors in terms of positive or 
negative affective valence. This model proposes that emotions that tend to pro-
voke withdrawal behaviors will result with relative activation of the right frontal 
region, while approach behaviors will result with relative activation of the left fron-
tal region (Davidson 1995). Electroencephalographic studies of clinical populations 
provide support for the model, where relative right activation or left deactivation 
of depressed patients is related to the degree of depressive symptom exhibition and 
particularly withdrawal type behaviors (Heller et al. 1998; Henriques and Davidson 
1991; Robinson and Downhill 1995). For example, Jaworska et al. (2012) found 
that unmedicated depressed adults were characterized by lower activity in the left 
frontal cortical region implicated in approach/positive affective tendencies as well 
as diffuse cortical hypoarousal associated with right parietal inactivity, though sex 
differences emerged in their comparisons.
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Additional empirical support is derived from electroencephalography stud-
ies demonstrating frontal lobe cortical patterns of activation which correlate with 
measures of BIS/BAS, consistent with the predictions of the model (Harmon-Jones 
2001; Hewig et al. 2004; Wacker, Heldmann et al. 2003). Substantial research exists 
in support of the BIS/BAS predictions that anger is lateralized primarily to relative 
activation of the left frontal region with numerous studies indicating relative activa-
tion of the left frontal region in response to anger provocation (Lane et al. 1997; 
Kelley et al. 2013). For example, Wacker and colleagues (2003) demonstrated that 
relative activation patterns of the left anterior region in response to imagining a past 
event that elicited anger were strongly correlated with scores on measures of BAS. 
The Harmon-Jones group has provided evidence indicating that individuals who 
believe that they will have the opportunity to engage in an angry response to an 
elicitor demonstrate greater relative activation of the left anterior region, compared 
to individuals who believe that they will not have the opportunity to respond to the 
same stressor (Harmon-Jones et al. 2003). Consistent with the postulations of the 
BIS/BAS model, it would appear logical that the expression of anger would be con-
sidered as an approach behavior and lead to relative activation of the left anterior 
region, while inhibition of such behaviors would be considered withdrawal behav-
iors and would lead to relative activation of the right anterior region. For example, 
Kelley et al. (2013) manipulated cortical activation using direct current transcranial 
stimulation. This project provided additional evidence that anger associates with 
greater relative left frontal cortical activity predicting approach-oriented aggressive 
action, whereas anger associates with greater relative right frontal cortical activity 
predicting inhibited rumination.

Building from the evidence produced by Harmon-Jones and Allen (1998) regard-
ing the utility of resting anterior cortical activation to predict trait anger, researchers 
have shown that resting relative activation of the left anterior region corresponds 
with measures of BAS and trait anger (Hewig et al. 2004). However, it has been 
proposed that there is a relationship between BAS and positive affect, causing some 
researchers to question whether the observed patterns of anterior cortical activation 
are due to the BAS system or positive affect (Carver and White 1994). Moreover, in 
the demonstrable case of relatively increased left frontal activity one may appreci-
ate the inference for reduced relative right frontal activity, where diminished regu-
latory control over negative emotion (e.g., Agustín-Pavón et al. 2012), anger (e.g., 
Fulwiler et al. 2012), and sympathetic control (Demakis et al. 1994; Herridge et al. 
1997; Carmona et al. 2008) are fundamental features. Thus, part of the final analysis 
may relate to the loss of regulatory control over anger with deactivation of the right 
frontal/orbitofrontal region or relative activation of the left frontal region or both. 
Interestingly, quadrant theory extends beyond these two areas with dynamic activa-
tion across the cerebral quadrants and raises the specter for indirect diagonal rela-
tionships between the left frontal and right posterior quadrants and the right frontal 
and left posterior quadrants (Foster et al. 2008; Shenal et al. 2003).

Also, the subcortical structures of the basal ganglia and brain-stem dopaminer-
gic pathways appear to be most influential. Wacker and colleagues (Wacker et al. 
2013) note that several models describe an underlying motivational system for the 



22 Positive and Negative Emotion402

modulation of incentive salience, reward sensitivity, and behavioral approach (e.g., 
Depue and Collins 1999). Moreover, they argue that dopaminergic transmission has 
been firmly established in the central role underlying these functional features of 
this behavioral approach system (for a review, see Depue and Collins 1999; cited in 
Wacker et al. 2013). The authors further note that parallel findings, largely based on 
electroencephalogram studies in humans (e.g., Davidson 1998) support the similar 
role of the approach system “that is activated by the perception of goals, initiates 
goal-directed behavior toward those goals, and is associated with approach-related 
motivational and emotional states (i.e., desire, wanting, enthusiasm, pregoal-attain-
ment positive affect, but also anger; see Harmon-Jones 2004).” They conclude from 
their review that the neuroanatomical foundation for this approach system is found 
to encompass not only regions of the left prefrontal cortex but also the dopaminer-
gic circuitry central to the BAS.

Optimistic Anticipation of Future Events and Negative 
Reflection on Past Events

The left brain appears to be a rapid sequential processor with high energy level and 
positive attributions and expressions best related to the initiation of activity with a 
positive anticipatory disposition, free of negative affective concerns or cautions. 
This brain seems to be a “happy go lucky” brain free from the weight of negative 
reflections on the past, including those events weighted toward the negative va-
lences through failure experiences, embarrassment, injury, or a negative impact that 
we may have on others through our expressions or behaviors. It will return to home 
alone (e.g., after a right-sided cerebrovascular accident) without the resources of the 
right brain and without concern or caution for its safety. It will try to drive a car or 
run a table saw, and all without appreciation of the deficits and safety or supervision 
needs for these activities.

In contrast, the weight and the essence of the world may rest on the right brain, 
ever-accumulating cautions from the rules that we acquire from society, our par-
ents, and from our previous failures. This includes historical accounts where 
reflection may diminish the probability of our attempting these activities again 
and where a lesson, once learned, is a lesson for life. Many have mused over the 
ever-apparent negative consequences of alcoholism for the individual and for their 
family, whereas the same behavior occurs again and again and with indifference by 
the alcoholic. These behaviors have been described as originating from a patient 
“in denial.” For the clinical neuropsychologist, though, this conveys anosognosia 
and anosodiaphoria, where only the latter reflects denial or disbelief and where the 
former reflects a failure to recognize one’s problems with diminished insight into 
their deficits. Otherwise said, one must first recognize one’s deficits, if one is to 
deny that they exist.

An example might be found with a patient suffering from obsessive–compulsive 
disorder (by her therapist’s diagnostic system). Her obsession with germs and dis-
ease-related contamination seems to be supported after the loss of a family member 
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to infectious disease. Her therapist relates that she, and many others with these 
symptoms, seems unable to learn that her concerns are excessive and that they nega-
tively impact her family. Carryover of therapeutic statements and discussions appear 
to be minimal. Within this context, the individual here may be presenting with ano-
sodiaphoria and earlier on with anosognosia (see Prigatano 2010). The anosognosia 
is treated when the patient can repeat the therapist’s verbal arguments and rationale. 
But, this left-brain-related function often has minimal impact on the belief. The fail-
ure to change the belief is anosodiaphoria, a hallmark of right cerebral dysfunction. 
Moreover, in this example, the learning disability is expressly related to carryover 
or acquisition of the emotion and learning that one does not need to be as cautious as 
they feel like they must be for safety. This possible relationship of obsessive–com-
pulsive disorder symptoms with right cerebral pathology receives some additional 
support from a case study of a man suffering from obsessive–compulsive disorder 
by his therapist’s diagnosis. Quantitative electroencephalography demonstrated sig-
nificant slowing over the right frontal region (Harrison, unpublished).

These emotions and behaviors may reflect other aspects of a right brain disor-
der beyond the anger and beyond the poor insight to deficits. Relative activation 
of the left brain may convey, through release mechanisms, the expectations of the 
individual with overriding positive anticipation of future events related to alcohol 
consumption. Release of this system would promote optimism rather than reflection 
on the harm and negative outcomes produced by drinking in the past. These may 
include the loss of your job, your family, and financial stability, as examples. In 
contrast, individuals with a larger right frontal region in the anterior cingulate gyrus 
(capacity inferred) describe themselves as experiencing heightened worry about po-
tential problems, fearfulness in the face of uncertainty, shyness with strangers, and 
fatigability. These differences in temperamental disposition to fear and anticipatory 
worry in men and women, then at least correspond to anatomical asymmetries un-
derlying capacity within the medial frontal regions and specifically at the anterior 
cingulate (Pujol et al. 2002; see also Amunts 2010).

By analogy, this positive optimism may be expressed during overt aggression, 
where one perceives that they will win and that they will inflict harm on the other 
person, rather than that they will be harmed. Some degree of self-righteousness and 
feelings of invulnerability may present in situations where the anger occurs with 
social approach behavior and self-attributions that this is a principled act. One pa-
tient with an anger disorder was adamant that if she did not address the error made 
by the cook at a local quick food restaurant when her order was incorrectly filled 
(a hamburger without pickles), others might receive similar treatment. Whether or 
not this is a valid attribution, the anger that she conveyed in her facial expression, 
prosody, and elevated volume of speech more probably activated the sales person’s 
right brain via neuronal mirroring. This would potentially lower the ability to com-
municate logically and linguistically through her propositional speech systems via 
contralateral inhibition across the corpus callosum (by example). Instead, the sales 
person would remember the anger and control issues and that she did not like this 
woman. The circularity might result in even further decrements in the ability to 
comprehend future orders from the customer or, at the extreme, a refusal to provide 
service to this customer.
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Dominance and Submission Model

Heath Demaree (Demaree et al. 2005; see also Cox and Harrison 2008b) in a review 
of prominent neuropsychological theories of emotion, wherein brain laterality is 
foundational to the functional constructs, acknowledges the processing specializa-
tion of each brain and offers a compelling revision or extension to these theories. 
He argues for using “dominance” as an important construct underlying frontal 
asymmetry. Dominance is defined as “feelings of control and influence over ev-
eryday situations, events, and relationships versus feelings of being controlled and 
influenced by circumstances and others” (Mehrabian 1994, p. 2). Moreover, the 
energetic, socially interactive, and positive behavioral and affective dimensions 
resulting and derived from left frontal activation would provide the individual 
strength by association with a social or politically based group within that setting. 
Socially avoidant, negative affective interpersonal behaviors with inefficient logi-
cal linguistic verbal interactions with others would render the individual relatively 
isolated, alone and with dysphoric affect, wherein negative affective bias and self-
reflection might promote a submissive posture. This would include the political 
social array in opposition to this individual where the group would compromise 
that individual’s efforts even for fairness or justice, if that be the goal. Chronic right 
frontal activation would be derived from situations, including chronic social stress 
or oppositional states with negative attributions.

Heath notes that depression involves downward shifts on the dominance dimen-
sion (Mehrabian 1995; Plutchik 1993). Depressive symptoms relate to a diminished 
sense of control and self-assurance and increments in feelings of being beaten, over-
whelmed, helpless, and hopeless. Social dominance has been decreased in nonhu-
man animals with serotonergic antagonists (e.g., Raleigh et al. 1991). Moreover, 
clinical data suggest that depressed patients taking serotonin-specific reuptake 
inhibitors (SSRIs) show increments in personality attributes related to dominance, 
including boldness and assertiveness (Brody et al. 2000). Dominance plays a further 
role in the distinction between internalizing and externalizing behavioral problems, 
where internalizing problems relate to low dominance and where externalizing 
problems relate to high dominance. Further discussion of an integrated theoretical 
position with consideration of the spatial processing biases of each brain (extrap-
ersonal space/right brain and personal space/left brain) may be in order now with 
converging evidence at hand. The reader is further directed to the discussion of 
proximal or personal space and distal or extrapersonal space to better understand 
the role of the left brain in the former and the role of the right brain in the latter.

This framework provides for a bias in the assignment of attribution blame either 
to the self or to others. Moreover, research indicates that approach emotions, broad-
ly defined, are rated as relatively high dominance, whereas withdrawal emotions are 
rated as low dominance. In this sense, approach-related anger, along with approach-
related happiness, would associate with feelings of dominance. Avoidant-related 
fear and disgust would associate with feelings of submissiveness. In the derivation 
of this position, activation of one or of the other frontal region may provide for a 
distinction of relevance with implications for psychotherapeutic and pharmacologic 
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interventions, respectively. The latter interventional category receives support 
through converging lines of discovery with lateralization of neurotransmitter sys-
tems in these asymmetrical and sometimes oppositional left and right cerebral 
hemispheres. Dopaminergic activation increases informational redundancy, where-
as noradrenergic arousal facilitates orienting to novelty. Moreover, evidence that 
these neurotransmitter pathways are lateralized in the human brain is consistent 
with the left hemisphere’s specialization for complex motor operations involved in 
hand and tool use (e.g., Bracci et al. 2012) and the right hemisphere’s specialization 
for the integration of bilateral perceptual input (Tucker and Williamson 1984).

Transient Neutral and Persistence Emotional Memory 
Model

Processing differences between the two brains indicate that negative affective mem-
ories may persist indefinitely and beyond that duration derived from neutral and even 
modestly positive memories. Paul Foster and colleagues (Foster et al. 2012) devel-
oped the Emotional Controlled Oral Word Association Test (e-COWAT) to inves-
tigate these differences concurrently with the sympathetic responses derived from 
recalled memories differing in affective valence. Completion of the test requires 
the recall of positive, negative, and neutral memory events and, subsequently, the 
generation of words (fluency) related to the memory. Interestingly, the average age 
of the memory varied in a diametrically opposite direction to the number of words  
recalled across the three affect conditions. Neutral memories reflected the most recent 
age for the memory of events, where the age of the memory increased with happy 
words and where the oldest or most persistent associations with memory events were 
found for the negative emotion or sad condition. Cerebral laterality theory has long 
held that the left brain’s linguistic processing systems are specialized for rapid tem-
poral sequencing and diminished persistence of the residual trace. This rapid sequen-
tial processing style has been related to the linguistic processing demands of the left 
cerebral hemisphere and where persistent memories of negative affective events may 
indeed have survival value, an attribute ascribed to the right cerebral hemisphere. 
Moreover, the results from this investigation are reminiscent of earlier discussions 
of the relative role of the right hemisphere in persistence, slow temporal processing, 
negative affect, and sympathetic tone. Indeed, it was proposed early on (Hebb 1949, 
p. 70) “…that the persistence or repetition of a reverberatory activity (or ‘trace’) 
tends to induce lasting cellular changes that add to its stability….”

In the same project, sympathetic nervous system arousal was assessed using skin 
conductance measures and heart rate. Heightened sympathetic tone was found using 
skin conductance, where emotional word recall and production (both for happy and 
for sad words) yielded reliably increased skin conductance over the neutral word 
generation condition. This relationship between the emotional associations and 
sympathetic tone yielded some interpretive consistency with the aforementioned 
relationships for persistence or age of the memory trace. More specifically, age 
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of the memory was significantly related to measurement of sympathetic tone with 
older memories not only predictive of affective valence (negative emotional words) 
but also predictive of increased sympathetic tone on measures of skin conductance.

In contrast to these comparisons providing partial support for the theoretical pre-
dictions, divergent findings resulted from the specific analyses of the number of 
happy words recalled as a function of heart rate as opposed to skin conductance 
measures. Earlier on, Kathy Snyder provided evidence for the impact of happy word 
processing significantly lowering blood pressure and heart rate using the Auditory 
Affective Verbal Learning Test (AAVLT: Snyder and Harrison 1997; Snyder et al. 
1998; see also Mollet and Harrison 2007a, b). This instrument has been used to 
investigate emotional learning within positive, negative, and neutral valences and the 
effect of rehearsal of positively or negatively valenced material on autonomic ner-
vous system functions, where blood pressure and heart rate may be directionally con-
trolled as a function of the affective valence of the items learned. Simply learning the 
positive list has been found to reliably lower blood pressure and heart rate, whereas 
learning the negative affective list reliably increases blood pressure and heart rate 
or sympathetic tone. Moreover, the evaluation of hostile violence-prone individu-
als reveals deficient carryover on the acquisition of positive and neutral informa-
tion, whereas normal carryover or learning is present in the acquisition of negative 
affective information (Everhart et al. 2005, 2008a, b; Mollet and Harrison 2007a, b).

The diametrically opposite impact of positive and negative affective learning on 
the AAVLT on the branches of the autonomic nervous system was reproduced using 
facial muscle configuration memory with posed facial muscle contractions (Her-
ridge et al. 1997). Contraction of the corrugator muscle alone increased skin con-
ductance whereas contraction of the zygomatic muscle alone (smile) lowered skin 
conductance. Consistent with these earlier investigations, the recollection of happy 
memories and the generation of event-associated words lowered skin conductance. 
Diametrically opposite results were found for measures of heart rate, where the 
production of more words was positively related to faster heart rate. Methodological 
differences between the present project and the earlier work may be partially re-
sponsible. Specifically, in the earlier manipulations cardiovascular measures (heart 
rate and blood pressure) were taken prior to and subsequent to the processing of the 
affective words. In the present study, the recording of heart rate was continuous and 
concurrent with the production of the happy words. Thus, the cardiovascular and 
cardiopulmonary demands which were accrued in the support of ongoing speech/
word production may have impacted the heart rate measures in a divergent fashion 
with that of the skin conductance recordings.

Dynamic Functional Capacity Model

The emotion literature is mature in its ability to implicate several distinct brain 
regions which contribute to emotional processing and to altered or variable emo-
tional states. Nonetheless, it is currently lacking a model that specifically explains 
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how these functional neural systems temporally and dynamically interact to pro-
duce intensely pleasurable or intensely negative emotions. A conceptual model, the 
dynamic functional capacity theory, has been proposed that provides a foundation 
for the further understanding of how brain regions interact to produce intense and 
unbridled evoked emotional experiences. The dynamic functional capacity theory 
(Williamson and Harrison 2003; see Carmona et al. 2009; Mitchell and Harrison 
2010; Holland et al. 2011; Walters and Harrison 2013a; see also Collins and Koech-
lin 2012; see also Klineburger and Harrison 2013) details that brain regions me-
diating emotion and arousal regulation have a limited functional capacity that can 
be exceeded by intense stimuli. The prefrontal cortex is hypothesized to abruptly 
deactivate when this happens, resulting in the inhibitory release of sensory and as-
sociation cortices, the limbic system, the reward circuit, and the brain-stem reticular 
activating system, causing an “unbridled” activation of these areas. This process 
underlies the production or release of extremely intense emotional experiences and/
or expressions.

The dynamic functional capacity theory is consistent with Luria’s integration of 
the fundamental views of the localizationist and equipotentialist into a conceptual 
understanding of functional neural systems theory where geographically distant 
and functionally distinct brain regions work in a concerted and orchestrated fash-
ion. Beyond this, though, the dynamic functional capacity theory is a neuropsy-
chological model which specifically attempts to provide a basis for the experience 
of intense and briefly unregulated emotional states of one or of another affective 
valence. Earlier, Joseph Carmona (Carmona et al. 2009) proposed a “functional 
capacity” model in which the frontal lobes provide for a dimensionally limited reg-
ulatory role over arousal, emotion, and autonomic responses to provocative events 
and contextual settings. The neural substrates of the prefrontal cortex which allow 
for and effect instrumental control over posterior and subcortical brain regions have 
capacity limitations as they rely on cellular resources that are finite; a basic property 
of any biological or cellular constellation.

The dynamic functional capacity theory proposes that the prefrontal regions 
activate for regulatory control over arousal and emotional perception fundamentally 
engaged in response to the sensory perceptual and contextual arrays and the stress-
ful demands of the setting. This basic tenet is fundamental to existing theoretical ex-
planations for emotion and the literature in support of this thesis has been discussed 
in previous sections (e.g., balance theory). The functional integrity of the prefrontal 
region to manage these stressors is not unlimited though and is indeed susceptible 
to real-life excesses, which may extend well beyond the biological limits of this 
tissue. The limitations of these neural circuits are acknowledged and the analogy is 
derived from other bodily tissues (e.g., striate muscles) which may, under extreme 
or excessive load, rather abruptly diminish their efforts at resistance or control. 
The biological and therefore functional limitations of the prefrontal regions under 
extreme stress ultimately reflect finite cellular resources although the possibility 
for more active disengagement derived from intentional decision is not outside of 
the scope of this theoretical perspective. But, at the simplistic level the functional 
capacity of the frontal regions can be exceeded when these resources are depleted.
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The reliance of cognitive functions upon finite resources is established in related 
literature. For example, Baumeister’s strength model of self-control (Baumeister 
et al. 2007; see Denson et al. 2012) posits that self-control depends on a limited 
energy resource that is vulnerable to deterioration over time from repeated or contin-
uous exertion. Baumeister provides evidence that self-regulation decreases glucose 
levels and that decreased glucose levels mediate self-regulation failure. The model 
also proposes that self-regulation draws on a common domain-general resource 
(Wagner and Heatherton 2010), implicating the anterior prefrontal cortex and its 
broad based and flexible processing capacity. Self-control relies on the interactions 
of brain regions similar to that described in the dynamic functional capacity theory, 
including the inhibitory control mechanisms of the prefrontal cortex over subcorti-
cal structures associated with reward and emotion. Indeed, self-regulation involves 
a balance between subcortical brain regions representing the reward, salience, and 
emotional value of a stimulus, and prefrontal regions associated with self-control 
(Heatherton and Wagner 2011; see also Wagner et al. 2012). In his review, Kline-
burger (Klineburger and Harrison 2013) highlights the relevance of finite resources 
underlying functional capacity. He proposes that the prefrontal cortex has excep-
tionally high energy demands beyond that of other brain regions. Supporting this, in 
the human brain, there are systematic differences in blood flow comparisons among 
different areas with a maximum over the frontal lobes (20–30% above average) and 
a minimum over the occipital lobes (Ingvar and Lassen 1977).

Additional evidence for resource limitations can be found in the neural efficiency 
model (Haier et al. 1988). Haier and colleagues used positron emission tomography 
and found negative correlations between Raven’s Advanced Progressive Matrices 
scores and absolute regional metabolic rates. Metabolic rate varied as a function 
of brain region across individuals as a function of intelligence, indicating that the 
brains of more intelligent individuals consumed less energy. In this research, intel-
ligence varied with the efficiency of brain function in energy utilization, rather than 
to how strongly the brain worked. These authors suggested that this capacity could 
derive from the selective idling of brain areas that are irrelevant for successful task 
performance, in addition to the more focused use of specific task-relevant areas. 
Thus, neural efficiency in the prefrontal cortex and the brain regions it must regu-
late may be a contributing factor in functional capacity. Neural efficiency would 
be derived from restricted or precise energy expenditure and the functional effect 
produced with less resource consumption.

Excessive capacity demands, beyond that reasonable for the maintenance of self-
regulation or effortful control, may disinhibit interconnected posterior and subcor-
tical brain regions contributing to an elevation in the experience of the emotion. 
This results in the more exquisite experience of the activated valence through the 
augmentation of the sensory–perceptual systems, the autonomic nervous system, 
and the arousal systems via inhibitory release type mechanisms among others (e.g., 
kindling phenomenon). The theory generally predicts an abrupt loss of regulatory 
control, releasing more primitive systems, and intense positive or negative emotional 
experiences and/or expressive displays. Depending on the neural systems involved, 
these might include rage-anger, panic, or euphoria-jubilation. It is also meaningful 
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that these experiences and the displays that may accompany them achieve a level of 
intensity and a corresponding level of release or disinhibition that may reflect even 
a response to a vital threat, though a euphoric release of pleasure is also part and 
parcel of this proposed mechanism.

The dynamic functional capacity theory proposes that the loss of effortful regula-
tory control or intentional inhibition involves excessive functional demands placed 
upon the prefrontal cortex. Klineburger (Klineburger and Harrison 2013) specifi-
cally proposes that the process involved in processing demands beyond capacity 
limitations involves four separate but intimately related phases. The first phase in-
volves the activation of subcortical and sensory cortices in response to a stimulus. 
In the second phase, the prefrontal cortex activates in order to process the demands 
of effortful or regulatory control, including the inhibition of the resulting emotional 
and arousal responses. This phase results in a somewhat global increase in brain 
activation and a state marked by large energy expenditure. Klineburger elaborates 
that the functional capacity of the prefrontal cortex is exceeded during the third 
phase when resources are exhausted and/or when neuroanatomical integrity is in-
sufficient and tissue damage or destruction is eminent or probable. This phase is 
characterized by an abrupt, temporary deactivation of the prefrontal cortex and loss 
of effortful, intentional, regulatory control over other brain regions. This phase is 
further characterized by the concurrent release and subsequent activation of the 
now deregulated brain regions. Moreover, this loss of governmental control may be 
sufficient to reflect an otherwise “unbridled” state, specific to the neural systems 
which are released and to their specific roles in the emotional valence experienced/
expressed. Finally, in the fourth phase, after resources have been replenished or at 
the point that the stimulus is withdrawn, the prefrontal cortex approaches a return 
to baseline levels.

Klineburger (Klineburger and Harrison 2013) acknowledges the well-estab-
lished regulatory role of the prefrontal cortex but extends the theoretical account 
to that where capacity limitation serves an adaptive, self-protective function unique 
to this brain region. He states that, specifically, the prefrontal cortex attempts to 
prevent excitotoxicity associated with extremely intense activation demands by de-
activating or disconnecting itself through recurrent inhibitory systems and through 
remaining temporarily dormant. Two mechanisms can be appreciated with the first 
relevant to the time necessary for rest, replenishment, and repair following times of 
stress (see Caccioppo and Bernston 2007). Secondly, the adaptive loss of regulatory 
control under pivotal life event stressor(s) may allow for a heightened activation or 
diminished suppression of more primitive brain regions (see Arnsten et al. 2010) 
adept at survival and potentially at all cost. This potentially adaptive response might 
lower sensory thresholds (Isaac and DeVito 1958) and may allow more creative re-
sponses via spreading activation mechanisms (see Dietrich 2004; Foster et al. 2011, 
2012a, 2012b).

A functional biobehavioral analogy might be found in skeletal muscle mecha-
nisms involving reflexive control and release mechanisms (see Willis and Cogge-
shall 2004). Just as a muscle will respond to slight stretch (e.g., activation of the 
flower spray endings in the myotube) and to moderate stretch (e.g., activation of 
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the 1A annulospiral endings in the nuclear bag) through reflexive contraction of 
that skeletal muscle to counteract or resist the stress, it will respond to extreme 
and potentially damaging stress (e.g., activation of the Golgi tendon organ), in-
stead, with reflex relaxation of the muscle giving way to the stressor and saving 
the muscle and tendon from damage. As the muscle tissue in this analogy will fail 
under a load that it is unable to support, so too will the prefrontal cortex give way 
or fail in self-regulation or effortful self-control. This process, then, will provide a 
release of subcortical and brain-stem arousal mechanisms (see Luria’s first func-
tional unit) and of posterior sensory projection and association cortices (see Luria’s 
second functional unit).

Extending on this analogy, Klineburger (Klineburger and Harrison 2013) states
Just as individuals of varying strength can lift varying amounts of weight, individuals of 
varying prefrontal functional capacity can handle varying amounts of emotion and stress. 
Thus, an individual’s functional capacity level reflects a relatively stable trait. Individu-
als with high functional capacity are able to handle high levels of stress; handle strong 
emotional stimuli; and regulate strong emotional impulses. Like bodybuilders lifting heavy 
weights, they may seek out and thrive in contexts of high demand. They also possess a 
wide range in which they can functionally operate because they have a high “ceiling” or 
“threshold”in their capacity. Those with low functional capacity may be able to operate 
under circumstances of low stress and emotion but are unable to operate under moder-
ate or high levels of stress and emotional provocation. Compared to strong bodybuilders, 
low capacity individuals are like novice bodybuilders, tiring after fewer repetitions (or less 
weight). It is hypothesized that their functional range may be narrower than high capacity 
individuals, reflecting a more limited range in which they can functionally operate. This 
means that changing environmental demands are more likely to exceed their capacity.

The capacity of the prefrontal cortex is held subject to those factors that contribute 
to individual differences in this region or the areas that fall subject to its regulatory 
control. This would certainly include traumatic brain injury, cerebrovascular ac-
cidents, and hypoxic events, for example. One of the more common outcomes of 
traumatic brain injury is damage to the basal or orbitofrontal regions of the prefron-
tal cortex (Eslinger et al. 1996) and the myelinated tracts connecting the prefrontal 
regions with subcortical structures of the limbic system and arousal-related struc-
tures of the brain stem (e.g., Bigler 2004; Wilde et al. 2006). It is well established 
that damage to this region, whatever the mechanism of injury, results in executive 
function deficits and impaired self-regulation over emotion (e.g., see Hart et al. 
2012). Irritability and anger management problems are estimated to affect at least 
two thirds of those with moderate to severe traumatic brain injury patients (van 
Zomeren and van den Burg 1985; Kim et al. 1999). These effects persist or even 
worsen over the first year of recovery (van Zomeren and van den Burg 1985; Hanks 
et al. 1999). This includes evidence of generalized anxiety disorder along with di-
minished myelination of the uncinate fasciculus which connects the orbitofrontal 
region to the amygdala (Phan et al. 2009) or lesser activation of the orbitofrontal 
cortex to anxiety-inducing stimuli (Kent et al. 2005; see Klineburger and Harrison 
2013).

These findings are at least consistent with the long-established relationship 
where the orbitofrontal prefrontal region is critically involved in the downregula-
tion of the amygdala (Milad et al. 2007). Right orbitofrontal lesions often yield 
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incremental reactivity to anger or rage behavior (e.g., Agustín-Pavón et al. 2012; 
see also Fulwiler et al. 2012). Patients with panic disorder show lesser activation in 
the orbital frontal cortex in response to anxiety-inducing stimuli (Kent et al. 2005). 
Abnormalities in the orbitofrontal prefrontal cortex in the right hemisphere, in par-
ticular, are shared by several different anxiety disorders (Rauch et al. 1997).

On the other hand, the capacity of the frontal regions may vary with the activity 
of the remaining functional neural systems, including those within Luria’s second 
functional unit for reception, comprehension, and analysis of sensory information 
(parieto-occipitotemporal regions) and those within Luria’s first functional unit 
modulating arousal levels. For example, a substantial body of evidence acquired 
across decades of research has emphasized the importance of the amygdala in fear 
(Davis et al. 2010; Adolphs and Tranel 2000). Davis et al. (2010) note that amygda-
la-restricted manipulations interfere with the acquisition and recall of conditioned 
fear and other forms of anxiety-related behaviors in nonhuman animals. Feinstein 
and colleagues (Feinstein et al. 2013) discuss the importance of findings in humans 
with focal bilateral amygdala lesions. Although rare, these cases do exist and they 
have proved crucial for understanding the role of the human amygdala in fear.

The authors refer to the most intensively studied case of patient SM, whose 
amygdala damage relates to the Urbach–Wiethe disease. Earlier research established 
that patient SM does not condition to aversive stimuli (Bechara et al. 1995), fails 
to recognize fearful faces (Adolphs and Tranel 2000) and demonstrates a marked 
absence of fear during exposure to a variety of fear-provoking stimuli, including 
life-threatening traumatic events (Feinstein et al. 2011). Feinstein and colleagues 
(Feinstein et al. 2013) extend the findings beyond SM, noting that patients with 
similar lesions have largely yielded similar results (e.g., Adolphs et al. 1999; Becker 
et al. 2012). One interesting exception has been found with SM and other patients 
with bilateral amygdale damage, where inhalation of 35 % carbon monoxide evoked 
not only fear but also panic attacks. Relevant here are theoretical propositions for 
functional neuroanatomical systems devoted to fear evoked from external threats 
and those which arise internally secondary to diminished oxygen saturation levels, 
perhaps, or from elevations in carbon monoxide levels.

Also evident here is the role of more dorsal prefrontal regions in the regulation of 
other subcortical structures, including the lentiform bodies involved in crying and 
laughter (e.g., Ross and Rush 1981; Constantini 1910; cited in Oettinger 1913; see 
also Parvizi et al. 2009). Dolan and colleagues (Dolan et al. 1994) found that the 
neuropsychological symptoms in depression, including cognitive deficits, were as-
sociated with profound hypometabolism in the medial prefrontal cortex. Consistent 
with these findings, bipolar and unipolar depressives are characterized by decreases 
in cerebral blood flow and the rate of glucose metabolism in the prefrontal cortex 
(Drevets et al. 1997).

Thus, deficits in neuroanatomical integrity and metabolism are among the mech-
anisms which contribute to diminished functional capacity by restricting resourc-
es and decreasing the efficiency of communication between the prefrontal cortex 
and other brain regions (see Klineburger and Harrison 2013). Galliot and Bau-
meister (2007) showed that functional capacity levels may vary over time within 
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an individual where self-regulation relies on adequate levels of circulating blood 
glucose that are temporarily reduced by tasks that require effortful self-regulation. 
Resource depletion of brain glucose stores below that adequate for self-regulation 
is necessarily sufficient for the dynamic transition into an altered functional state of 
operation with ipsilateral inhibitory release over subcortical regions and posterior 
sensory cortices via longitudinal tracts (e.g., the arcuate fasciculus). In his review 
of these mechanisms, Klineburger (Klineburger and Harrison 2013) states that this 
“unbridled” release from regulatory control allows for uninhibited activation of 
these regions, further intensifying the emotional experience and arousal evoked 
from the event.

Exceeding capacity may allow more primitive brain regions to control behavior 
in the face of extreme stress or danger and may also lead to the inhibitory release 
of reflexes that may be beneficial in a survival scenario. Arnsten and colleagues 
(2009; Arnsten et al. 2010) propose that, in response to danger, the prefrontal cor-
tex can be rapidly taken “off-line” to switch control of behavior to more primi-
tive brain regions that mediate instinctive reactions. For example, high levels of 
catecholamine release during stress exposure contribute to the disconnection of pre-
frontal cortex networks, while augmenting activation of the amygdala and related 
structures. The authors propose that exceeding capacity may allow for increased 
arousal levels, precipitating the increased metabolism of stored fats into glucose 
to be released into the bloodstream and ultimately to the brain in order to replenish 
temporarily low glucose levels within the central nervous system.

The dynamic functional capacity theory proposes that very low levels of blood 
glucose may cause the prefrontal cortex to disengage or to be taken “off-line” and 
that this may serve a broader and more protective role in the reduction of excitotox-
icity. Relatedly, Arnsten and colleagues (Arnsten 2009; Arnsten et al. 2010) have 
proposed a theory of “rapid neuroplasticity” that claims the prefrontal cortex is able 
to rapidly deactivate or disconnect from other brain regions by way of recursive 
inhibitory connections within this tissue. More specifically, she and her colleagues 
propose a mechanism inherent to the prefrontal cortex that weakens network con-
nections for the prevention of overexcitability. Moreover, the proposal claims that 
there is a negative feedback mechanism that may function to prevent seizures in 
prefrontal cortex microcircuits. The dynamic functional capacity theory holds that 
a low glucose level is one precursor for exceeding capacity. Severe hypoglycemia 
causes neuronal death and cognitive impairment secondary to excitotoxicity and 
damage to the genetic structure of the cell. Additionally, forebrain oligodendrocytes 
are highly vulnerable to excitotoxicity (McDonald et al. 1998; see Klineburger and 
Harrison 2013). Also, glial cells clearly play a role in the regulation of neural activ-
ity at the synapse and in the establishment of axonal connections among neurons 
(see Koob 2009).

The dynamic functional capacity model appears relevant to aging research 
where cognitive decline has long been coupled with the evidence for reduced neural  
capacity or cellular aging and degeneration. Gerontological studies parametrically 
manipulating cognitive load have revealed that as task difficulty increases, older 
adults reach a maximum level of neural function sooner than do young adults. The 
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effect is prominent especially within the prefrontal cortex (Cappell et al. 2010; Na-
gel et al. 2009; see Park and McDonough 2013). Based upon their review of this 
literature, Park and McDonough (2013) conclude that neural resources reach a ceil-
ing for activation earlier and at lower levels of difficulty in older adults than in 
young adults. Evidence for this has been incorporated within existing cognitive the-
ory on aging. Among this is the compensation-related utilization of neural circuits 
hypothesis or CRUNCH model (Reuter-Lorenz and Cappell 2008; see Park and 
McDonough, 2013). According to the authors, the CRUNCH model aligns closely 
with a limited resource theory of aging, which postulates an ever-shrinking passive 
pool of (cognitive) resources with age that is increasingly inadequate to maintain 
cognitive function. Beyond this, the CRUNCH model proposes that the brain is re-
sponding dynamically to cognitive challenge by selectively activating more neural 
resources than younger adults in order to maintain performance accuracy and ef-
ficiency. Missing here are the predictions derived from dynamic functional capacity 
model for situational variants which exceed capacity and the fundamental biologi-
cal foundations for these predictions.
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There is overwhelming evidence of cerebral asymmetry in humans and many other 
species (e.g., Gazzaniga 1998, 2000; see Hugdahl and Westerhausen 2010; see also 
Hudgahl 2012; see also Ocklenburg and Güntürkün 2012). For example, the asym-
metry of brain function is evident early on in the avian brain (Denenberg 1981; 
see also Nottebohm 1977), including the lateralization of attack and copulation re-
sponses (e.g., Howard et al. 1980). It is commonly thought that lateralization of 
brain function in humans and other species is an invariant aspect of genetic ex-
pression (e.g., Denenberg 1981). However, exposure to illumination appears to be 
instrumental in this process with developmental prospects for reversal of dominant 
asymmetry patterns and subsequently for the moderation of laterality effects with 
light.

Early on, Rogers and Anson (1979) suggested that light experience may have an 
important role in establishing lateralization in the chicken forebrain, because after 
day 17 of incubation the embryo is oriented in the egg such that the left eye is oc-
cluded by the chicken’s wing and body, while the right eye is next to the air sac and 
exposed to light input (see Freeman and Vince 1974). The chicken’s optic nerve de-
cussates completely at the optic chiasm such that light entering the right eye stimu-
lates developmental processes in the left hemisphere in advance of the right and so 
forth. Moreover, Rogers (1982) showed that chickens hatched from eggs incubated 
in darkness fail to show functional asymmetry of the forebrain for the asymmetrical 
control of attack and copulation behaviors.

The amount of ambient light reaching embryos during development greatly in-
fluences the lateralization of adults. This effect has been demonstrated in multiple 
species including chicks, zebrafish (see Bibost et al. 2013), and also live-bearing 
fish. For example, using live-bearing fish, Dadda and Bisazza (2012) measured 
behavioral lateralization in 10-day-old goldbelly topminnows born from females 

“The night is a haven and darkness the harbor both for solitude and for shame.” (Author 
unknown)“Every one is a moon, and has a dark side which he never shows to anybody.” Mark 
Twain (1835–1910)
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that had been maintained at high or low light intensitiesduring pregnancy. Fish from 
high light treatment were significantly lateralized in both visual and motor tests 
while fish exposed to low light intensities were not.

Ambient sensory conditions are often overlooked in neuropsychology and fore-
most among these influences are the effects of illumination levels. Light-responsive 
pathology is common across cultures and this is evident in migraine syndromes 
with photophobic responses or the exacerbation of pain through ambient lighting 
levels or glare. Pain and light reflect separate sensory modalities which may interact 
at multiple brain levels and with close proximity at the thalamic nuclei. Retinal pro-
jections have been found to the pulvinar and centromedian nuclei within the thala-
mus (Noseda et al.2010). Moreover, brain-mapping evidence exists for direct optic 
nerve to pulvinar connections in the thalamus using diffusion magnetic resonance 
tractography (Maleki et al. 2012).

The presence of this pathway has implications for photophobia, a somewhat 
common cross-modal sensory phenomena linking pain with ambient light level. 
The pulvinar receives trigeminal pain-sensitive neurons innervating vascular and 
dural structures, providing a link between sensory modalities critical for allodynia 
(Burstein et al. 2010). Allodynia refers specifically to this connection between the 
pain modality and a seemingly separate sensory modality which does not normally 
provoke or exacerbate pain (see Merskey and Bogduk 1994). In this example, po-
tentially excruciating pain may result subsequent to incremental activation within 
the visual system with bright light exposure. This visual pathway is not one that is 
directly involved in perceptual acuity, in contrast with the perceptual projections 
from the retina to the lateral geniculate nucleus of the thalamus and on to the occipi-
tal cortex. Despite this clinical relationship commonly observed between light and 
pain, the vast majority of the research on ambient lighting attests to the beneficial 
effects of exposure, and to multiple maladies, which may result from inadequate 
intensity and/or duration of light during the day.

The efficacy of bright light therapy is particularly well documented for winter 
depression, a condition in which the administration of bright light is generally re-
garded as the first line of treatment (Golden et al. 2005). Also, it has been acknowl-
edged for its low cost, its home-based intervention appeal, and a much reduced iat-
rogenic impact than that resulting from a pharmacotherapy approach (Terman and 
Terman 2005). The potential for the implementation of light therapy as a low-cost 
intervention within the broader architecture of an institutional or residential facility 
is provocative. The low cost of the intervention sits among the broader list of favor-
able features to be wrought from ambient or contextual therapy interventions of this 
sort (see Garre-Olmo et al. 2012).

The utility of ambient light therapy for winter depression has considerable intui-
tive appeal and evidence-based support, as seasonal changes in mood are experi-
enced by much of the population and these variations in mood have been demon-
strated as a function of light (Golder and Macy 2011). Moreover, accumulating 
evidence indicates that bright light might be equally efficacious for nonseasonal 
depression (Terman and Terman2005;Kripke 1998; Tuunainen et al. 2004), as well 
as other morbidities, including disturbed sleep (Kohyama 2011; Phipps-Nelson 
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et al. 2006; Phipps-Nelson et al. 2006a, 2006b), perinatal depression (see Crow-
ley and Youngstedt 2012), fatigue (Ancoli-Israel et al. 2011; Rastad et al. 2011), 
Parkinson’s disease (Paus et al.2007) and neuroendocrine abnormalities (Salgado-
Delgado et al. 2011).

There is a need for additional targeted research on the functional cerebral lateral-
ity differences which may be found to be altered by ambient lighting and/or noise 
levels and the potential differences between the cerebral hemispheres and their un-
derlying brainstem structures in their response to these conditions. The potential for 
discovery is supported through existing literatures where arousal (Isaac and DeVito 
1958; Münch et al. 2012), affective (Rosenthal et al. 1984; Golder and Macy 2011), 
and cardiovascular differences (Scheer et al. 1999; Harrison and Kelly 1989; Smol-
ders et al. 2012) rather consistently emerge as a function of lighting and/or noise lev-
els. The evidence includes the differential impact of light on the serotonergic brain 
systems, including the raphe (e.g., Cagampang et al. 1993), the suprachiasmatic 
nucleus of the hypothalamus (Ginty et al.1993), and the pineal body (Wurtman et al. 
1963). These are light-processing systems within the brain that are largely outside of 
perception or without the acuity associated with the classic visual projections onto 
the occipital lobe. The pineal body not only looks like a remnant of a third eye, it also 
has similarities across species underlying photophilic and photophobic behavior pat-
terns. Moreover, the pinealocytes look like cells found within the retinas. However, 
this structure is located on the back of the brainstem and close to the superior col-
liculus, another system critical in the perception of ambient lighting and our arousal 
responses to light and dark ambient conditions (Kallman and Isaac 1980).

Each of these light-responsive brain regions plays a role in serotonin produc-
tion. The pineal body, for example, alters serotonin as a derivative of the hormone 
melatonin. Among the neurotransmitter systems, none has been more clearly as-
sociated with anger, depression, and anxiety than the serotonergic system, although 
helplessness was earlier found to relate to levels and depletion of the catecholamine 
norepinephrine (Schildkraut 1965). Indeed, statistically significant differences in 
serotonin have been found even among those attempting suicide and those who 
were successful in these activities. Lowered levels were found in the successful 
group (Stanley and Mann 1983).

Many families appreciate this in their battle with cancer where they will meet 
wonderful folks fighting the same battles. Many oncologists acknowledge that no 
entirely adequate cure has been discovered sufficient to eliminate cancer or perhaps 
even the remnant probability of recurrence in a more general sense. Nonetheless, we 
may appreciate that substantial progress has been made in the treatment and control 
of nausea resulting from chemotherapy intervention. The chemotherapy setting is a 
most remarkable one. To begin with, the patient is essentially physically restrained 
via the intravenous pumps, concurrent with the infusion of toxic chemicals into their 
blood stream. This might be a good formula for the development of posttraumatic 
stress disorder as it shares many commonalities with the research methods used in 
nonhuman animal research to study the phenomenon. Jason Parker (Parker 2010), 
using a murine model, demonstrated that physical restraint used in the development 
of the nonhuman animal posttraumatic stress disorder, results in slower wound heal-
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ing times. Thus, by extension, he argued for the relevance of physical restraint in 
the development of human posttraumatic stress disorder, and especially with con-
comitant battle or surgical wounds. The impact of posttraumatic stress disorder on 
wound healing in humans has been assessed with evidence for delayed healing (e.g., 
Wilson et al. 2011). However, experimental manipulation of perceived or actual loss 
of control or the attribution of external control through physical restraint has seldom 
been investigated in research on humans.

In visiting with these fine folks undergoing group chemotherapy sessions, and 
frequently with family present along with them, it is apparent that many are de-
pressed. The attribution of many oncologists and lay people, though, is that “they 
are depressed because they have cancer.” But, with the appreciation of the progress 
that has occurred within the oncology field, which has specific relevance to the 
control of nausea, we can ascribe much of this success to the concurrent adminis-
tration of Aloxi (palonosetron) in the chemotherapy setting. Aloxi is a serotonergic 
antagonist (De Leon 2006)! Thus, it remains a reasonable question for research that 
the depression is at least partly iatrogenic or arising as a side effect of the pharma-
cological intervention for nausea. An analogy may exist in research on pain control, 
where Vicodin (acetaminophen and hydrocodone) for pain management has been 
found to be oppositional to serotonergic therapies for depression. The iatrogenic 
effects here might easily be lost or discounted in a depressed patient with a pain 
disorder (see Mollet and Harrison 2006).

Less well recognized is that, in industrial societies, average levels of exposure to 
bright light for the general population (> 1000 lux) average only about 1 h per day 
even in good weather conditions (Espiritu et al. 1994), and these levels might be in-
adequate for mood regulation and for circadian entrainment in susceptible individu-
als. The possibility that mood dysfunction is related to light exposure is suggested 
by the higher prevalence of depression identified as a seasonal affect disorder at 
increased latitude and where there is a reduced sun exposure to ultraviolet light 
(UVB) radiation. Light has been found to provide for circadian entrainment and 
even to facilitate sleep onset and deeper sleep periods (Lewy et al. 1987). Bright 
light exposure sometimes on the order of 2000–10,000 lux has been used not only 
in circadian entrainment (e.g., see Kondratova and Kondratov 2012) but also in the 
treatment of seasonal affect disorder or SAD (Rosenthal et al. 1984; Alden and Har-
rison 1993). In their review of light therapy techniques for SAD, Lall et al. (2012) 
conclude that morning light exposure is most effective in producing beneficial ef-
fects on the depression.

Parker and Brotchie (2011) state that “The prevailing theory is that seasonal 
affect disorder is related to the shorter daily photoperiod of winter, with subopti-
mal light input to retinal photoreceptors disturbing the optimal functioning of the 
suprachiasmatic nucleus and its interactions with the pineal gland and melatonin 
secretion.” Rod and cone photoreceptors within the retina not only provide for a 
visual map of the surroundings but also process distinctly separate, nonimage-form-
ing functions. Perhaps the most important afferents to the suprachiasmatic nucleus 
arise directly from photoreceptors in the retina forming the retinohypothalamic tract 
(Hattar et al. 2002). Hattar and colleagues discovered that the retinal rod and cone 
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cells are not required for light-based circadian entrainment, but that there exists a 
subset of retinal cells (2500 of a total of 100,000 cells) containing a light-sensing 
retinaldehyde-based pigment, melanopsin (Ecker et al. 2010), which is involved in 
this process. This light-evoked activation from the complimentary action of rods, 
cones, and intrinsically photoreceptive ganglion cells drives the behavioral and 
physiological mechanisms of circadian photoentrainment, the pupillary light reflex, 
pineal melatonin suppression, and sleep (Peirson et al. 2009; Lall 2012).

Hattar et al. (2002) acknowledge an important connection between the supra-
chiasmatic nucleus of the hypothalamus and the pineal gland. Melatonin, which is 
the only known hormonal output from the pineal gland, affects the suprachiasmatic 
nucleus via inhibition of its activation or neuronal firing (Borjigin et al. 1999; see 
also Bjorvatn and Pallesen 2009). Thus, the functional relationship between the 
suprachiasmatic nucleus and the pineal gland seem appears to be bidirectional. Ab-
lation of the suprachiasmatic nucleus in mammals has been shown to eliminate 
circadian rhythms, and transplantation restores the rhythm to the period of the do-
nor animal (Ralph et al. 1990). Although research investigating the effect of light 
therapy on SAD has produced inconsistent findings, it has been suggested that light 
and the circadian regulation of the suprachiasmatic nucleus are closely related to the 
pathophysiology of seasonal affect disorder and possibly other forms of psychopa-
thology. This position ultimately implicates dysfunction within the serotoninergic 
systems via a process of depletion of this neurotransmitter (Wilkins et al.2006).

Psychologists are generally aware of the heightened risk for depression in the 
months of December through at least February. Moreover, many appreciate that 
these are high-risk periods with reduced symptoms during the months of increased 
duration and more intense lighting levels. Depression may be treated, in some, 
through the provision of alternative lighting sources (Alden and Harrison 1993) 
with successful intervention reported typically with broad spectrum light bulbs be-
tween 2000 and 10,000 lux. Ten thousand lux is perceived as a painful stimulus to 
many. So, lower intensities are desirable. Also, the issue of ultraviolet exposure is 
important with efforts to restrict or eliminate this bandwidth to reduce cataract for-
mation and damage to the skin.

More relevant to this discussion of functional differences between the cerebral 
hemispheres, though, is the issue of the potential for asymmetrical influences of 
light  on functional neuroanatomy. We have attempted to address this at the Virginia 
Tech Behavioral Neuroscience Laboratory and in medical centers within our region. 
In our sample of psychiatric and rehabilitation facilities along the eastern USA, the 
lighting levels varied from 1 to 40 ft candles. Yes, the 40-ft candles were measured 
in the nursing and administrative areas. It is reasonable that this would be a mini-
mal requirement for reading, as 40-ft candles are equivalent to that measured in a 
typical office with the lights turned off! This office would have windows allowing 
for some indirect lighting in the room. Some of the participating psychiatric facili-
ties where illumination levels were recorded had severely depressed patients and 
patients with altered arousal level and confusion. The rehabilitation units also had 
severely compromised patients, all attempting to recover and to rehabilitate within 
these restricted lighting environments.
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Therapists might attest to the positive feedback that may be recruited from resi-
dential, institutionalized, or hospitalized individuals simply from taking the patient 
out of doors and into the sunshine and the fresh air. One man serves, for example, 
as he appeared violence prone and threatening to his nursing staff. This man was 
quadriparetic but his skills, which were exquisitely developed as a Navy Seal, ter-
rified the staff to the point that his primary care nurse refused to return to work. 
Assigned to his care at this point, I received unwarranted praise for my intervention 
efforts to enjoy the out of doors, instead of having each day filled with indoor thera-
pies and confrontations, and with the performance demands placed on him by his 
therapists. In actuality, this was a highly disciplined man even after suffering severe 
head and spinal injuries. It may ultimately be hard to exceed these natural settings 
and out of doors for promoting recovery and rehabilitation of our patients, and es-
pecially if they have been confined to a dimly lit medical or nursing care setting for 
an extended period of time.

A responsive administration at one major medical center altered their lighting 
levels in their rehabilitation unit when they were provided with feedback on am-
bient sensory conditions at their center. They remodeled the facility allowing for 
natural lighting to flood the therapy areas with the sun rising on one side of the unit 
and setting on the other. They chose to provide additional lighting in the remainder 
of the unit. But, this was provided through fluorescent bulbs. The level of morale at 
the rehabilitation center was monitored through self-reports of the therapists. But, 
there were many confounding variables, precluding journal publication even though 
the findings appeared to be substantially in support of increased illumination and 
improved morale. Controversy exists, though, and even as it did within some early 
psychiatric settings, where light was thought to increase agitation.

Hitler modeled his eugenics program after one of our Virginia psychiatric fa-
cilities (Video: The Lynchburg Story 1993). Visitors to this facility in recent times 
might be surprised that some of the black paint spread over the windows and light-
ing implements are still present decades later and in an active treatment facility. 
Interestingly, a pervasive deficiency in vitamin D was found among the residents, 
raising concerns for a possible contributory role of the institution in the psychopa-
thologyof the residents. The majority of bodily tissues have vitamin D receptors and 
the brain is no exception, including both neuronal and glial cells. Eyles et al.(2005) 
report the presence of vitamin D receptors in the prefrontal cortex, hippocampus, 
cingulategyrus, thalamus, hypothalamus, and substantianigra. This evidence is of 
potentially significant theoretical import, since many of these regions have been 
implicated in the pathophysiology of depression (see Drevets et al.2008).

As reviewed by Holick (2007; see also Parker and Brotchie 2011), our primary 
source of vitamin D is from exposure to sunlight. Most vitamin D is produced in the 
body by exposure and penetration of the skin to UVB radiation from sunlight and 
with a wavelength of 290–320 nm. Parker and Brotchie (2011) note that variations 
in age, skin color, latitude, time of day of exposure, and time of the year affect the 
actual amount of exposure. Following penetration of the skin, solar UVB radiation 
(wavelength 290–315 nm) converts 7-dehydrocholesterol to pre-vitamin D3, which 
is rapidly converted to vitamin D3. While their review provides evidence from mul-
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tiple projects supporting the role for vitamin D in depression, there were studies not 
in support of this conclusion. Moreover, they point out that depressed individuals in 
the positive studies may be less likely to go outside or to engage in outdoor activi-
ties, thus lowering their levels of vitamin D as a result of depression, rather than as 
a putative causal agent.

Another relevant literature exists more prominently on the elderly and with early 
to mid-stage dementia (Prinz and Raskind 1978; Morin and Gramling 1989; Gilley 
et al. 1995). Many of these people suffer from an affective disorder with increasing 
agitation, anger,or fear during the transition into the evening hours. Collectively, 
this phenomenon has been referred to as “sundowning” with implications for low-
ered light levels, circadian rhythms, and other potentially relevant factors. Often 
these episodes occur with minimal staff support and after therapies have been ter-
minated, with the patient alone in their room at the end of the day. There are many 
potential correlates with these affective disorders, including ambient noise levels 
within the institutional setting with higher noise levels related to increased agitation 
and lowered quality of life (e.g., Garre-Olmo et al. 2012).

Lighting levels are predictive not only of the quality of life but also of social 
interactions and agitation. Negative emotion with reduced lighting alters the down 
regulation of melatonin by light resulting in deregulated or disrupted circadian 
rhythms. Fear or profound agitation may be promoted in the patient with hallucina-
tions or formesthesias, where these sensory events may be more difficult to sup-
press in the quiet and dim lighting of one’s room. The chemical restraints that may 
be required to deal with a sundowning patient may aggravate the brain disorder with 
iatrogenic effects. This might, by way of example, include Haldol (haloperidol) 
with the potential for cumulative destruction of dopaminergic cells and perhaps 
even tardive dyskinesia with continued use. This has been a topic of investigation 
for some of our neurochemistry colleagues at Virginia Polytechnic Institute (e.g., 
Subramanyam et al. 1991).

Elderly patients with dementia frequently experience disturbances of mood, 
behavior, sleep, socialization, and activities of daily living along with cognitive 
decline. All of these function more generally to heighten caregiver burden and ulti-
mately the need for institutionalization (see Banerjee et al. 2003). These limitations 
restrict treatment possibilities providing opportunities for the use of alternative 
techniques such as the manipulation of contextual variables as part of a broad-spec-
trum intervention plan (Harrison et al. 1989; Harrison et al. 1990; Alden et al. 1991; 
Shapiro et al. 1996). Bright light exposure may be part of this contextual therapy 
approach with substantial evidence for circadian alterations with dementia (Swaab 
et al. 1985). The suprachiasmatic nucleus of the hypothalamus is a critical circadian 
pacemaker highly responsive to ambient lighting and melatonin (Moore 1996) and 
circadian entrainment occurs with bright light exposure (Czeisler et al. 1989). El-
derly dementia patients may experience attenuated circadian synchronization and 
especially problematic are care settings with reduced or suboptimal levels of light 
exposure and patients with suboptimal melatonin production.

When bright light has been used as a contextual therapy, it has been shown to 
ameliorate behavioral (Mishima et al. 1994) and sleep (Van Someren et al.2002) 
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disturbances attributed to the dementia process rather than to the environmen-
tal or sensory limitations within the setting. Also, exogenous melatonin has been 
shown to increase dendritic complexity following 14 days of treatment (Ramirez-
Rodriquez et al. 2011) and to facilitate connections among neuronal cell assemblies 
through increased dendritic length and an increased number of dendrite arboriza-
tions in hippocampal cultures incubated with melatonin for 6 h (Dominguez-Alonso 
et al. 2012). This increase in complexity would be expected to facilitate neuronal 
connections and associative strength among neuronal assemblies, and support for 
this hypothesis was recently found using human subjects (Fosteret al. in press). 
Foster and colleagues (in press) found some evidentiary support from their litera-
ture review, where melatonin appears to promote improved learning and memory. 
Moreover, exogenous melatonin administration 50 min prior to testing was found 
to significantly improve word generation associative strength (spreading activation 
among neuronal circuits) on a verbal fluency test requiring the production of words 
beginning with specific letters (Foster et al. in press).

Light therapy and melatonin treatments have been used for some time now to 
reset the circadian clock in humans. Several studies have reported promising effects 
of combined light and melatonin therapy on the progression of neuropsychiatric 
disease in the aged (see Kondratova and Kondratov 2012; see also Most, Scheltens 
and Van Someren 2010). Melatonin treatment in Alzheimer’s disease patients has 
resulted in mixed findings with no significant improvements in sleep quality found 
in comparisons between the melatonin-treated groups and the control groups in 
double-blind, randomized, placebo-controlled studies (Singer et al. 2003; Gehrman 
et al. 2009; Serfaty et al. 2002). However, in their review of the literature, Kondra-
tova and Kondratov (2012) point out that the effects of melatonin are dependent on 
the phase of the circadian cycle, and that combinations of melatonin and bright light 
therapy significantly improve the quality of sleep and daytime activity of patients 
according to other studies (Mishima et al. 2000; Dowlinget al. 2008). Mild cogni-
tive impairment is often used as a neuropsychological marker for neurodegenerative 
disease and/or Alzheimer’s dementia. Significant improvement was found when in-
dividuals diagnosed with mild cognitive impairment were treated either using mela-
tonin or melatonin in combination with light therapy (Cardinali et al. 2010). The 
authors also point out that, in murine models of Alzheimer’s disease, treatment with 
melatonin inhibited oxidative and amyloid-β pathology, protected against cognitive 
deficits and neurodegeneration, and increased survival (Feng et al.2004; Matsubara 
et al. 2003; see Kondratova and Kondratov 2012).

In a double-blind, placebo-controlled randomized trial evaluating a combination 
of light and melatonin on a daily basis for an average of 15 months, researchers 
(Rixt et al. 2008) used indirect ceiling-mounted, whole-day bright light. The authors 
conclude that light reduced the cognitive deficits in the dementia patients by 5 % 
without reductions in the progression of the cognitive decline, an effect consistent 
with the dominant pharmacological treatment using the acetylcholinesterase inhibi-
tors (Courtney et al. 2004). Light reduced depressive symptoms by a relative 19 % 
and attenuated the gradual increase in functional limitations by 53 %. A similar find-
ing supporting treatment efficacy over time by 2 % was found for its effect on sleep 
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duration. The authors conclude that “…the simple measure of increasing the illumi-
nation level in group care facilities ameliorated symptoms of disturbed cognition, 
mood, behavior, functional abilities, and sleep. Melatonin improved sleep, but its 
long-term use by elderly individuals can only be recommended in combination with 
light to suppress adverse effects on mood. The long-term application of whole-day 
bright light did not have adverse effects, on the contrary, and could be considered 
for use in care facilities for elderly individuals with dementia.”

In one project (Harrison et al. 1990), a group of dementia patients was investi-
gated with hyperfluent  dysprosodia characterized by excessive and disruptive emo-
tional vocalizations. Such patients spend much of their time, moaning or wailing , 
in their hospital wards resulting in diminished morale among the nursing staff and 
other patients. It is clearly important to achieve an accurate diagnosis of these brain 
disorders. It is somewhat common for the patient with a vocalization disorder to 
be moved close to the nursing station for intense monitoring and pain control by 
implementing medication requests through the physician. It is useful to the nursing 
staff, caregiver, therapists, and family members to understand that this is a speech 
disorder and not, necessarily, a pain disorder requiring intervention. The moaning 
and wailing patient might cease their disruptive behaviors on visitation or engage-
ment in conversation about the weather or whatever, and arguably from the activa-
tion of the left hemisphere in processing linguistic content or propositional speech. 
Subsequent to the end of the social engagement or conversation, the moaning and 
wailing start up again.

In this project, combinations of the patient’s routine illumination level versus 
bright light and low versus moderate intensity white noise (i.e., 45 vs. 75 dB) were 
used while recording the frequency and the intensity of the patient’s vocalizations. 
The duration of visual-orienting responses within the left and the right hemispace  
was recorded as an additional indication of relative right or left hemisphere activa-
tion. Directional gaze toward the left or the right provides a prominent index of 
relative right or left frontal eye field activation (Guitton et al. 1985; Ladavas et al. 
1997; Pierrot-Deseilligny et al. 1991; see also Suzuki and Gottlieb 2013). This re-
cording was done using an overhead camera with the patient’s nose as the pointer 
on a grid overlay to quantify rotation of the head about the neuraxis to the left or 
right side. The results indicated that bright light reliably increased logical linguistic 
or propositional speech sounds concurrent with the duration of the visual-orienting 
responses toward the right hemispace. In contrast, ambient noise reliably increased 
the intensity of emotional tone, decreased logical linguistic speech utterances, and 
increased the duration of time spent orienting toward the left hemispace.

The results, though tentative, were suggestive of lateralized activation systems 
and the potential for environmental modification of disruptive emotional behaviors 
and even reductions in monitoring and restraint requirements. Right-sided orienting 
responses were increased in dementia patients with bright light exposure in a sepa-
rate investigation in this line of research (Alden et al. 1991). Related research used 
elevated white noise conditions to increase right brain activation at least through 
that indicated by sympathetic drive with elevations in blood pressure and heart rate 
(Harrison and Kelly 1989). Increased arousal level in normal elderly subjects reli-



424 23 Light and Dark

ably improved arithmetical performance to levels statistically equivalent with the 
younger college-age comparisons, but at the cost of increased blood pressure and 
heart rate in the elderly group. The elevated blood pressure may be useful to pro-
mote improved perfusion through the capillary walls in the aging cerebrovascular 
system, although this interpretation remains controversial. But, activation or height-
ened arousal may be differentially a function of the right parietal temporal region 
(Heilman et al. 1978; Heller et al. 1992; see Heilman et al. 2012) and with a more 
universal arousal response secondary to activation of the right hemisphere and sym-
pathetic tone.

John Alden provided evidence of bright light producing a significant effect in 
cerebral lateralization of depressed women with an improved ability to shift their 
intentional focus to the left ear on a dichotic listening task (Alden and Harrison 
1993). In a related pilot project (Harrison et al. 2003), ambient sensory conditions 
were manipulated with patients recovering from stroke to investigate the possibil-
ity of left cerebral activation to bright light using speech processing and dichotic 
presentations to the left and right ear. Dichotic listening techniques are commonly 
used in the neuropsychological evaluation as well-established indices for cerebral 
laterality (see Hugdahl 1988, 2003, 2012; Hugdahl et al. 2009). In this project, 
bright light (2500 lux) resulted in improved speech sound detection at the right ear 
in both left- and right-sided stroke patients in comparison to performance during a 
condition of dim light (350 lux). The left- and right-sided cerebrovascular accident 
patients remained statistically below the no cerebrovascular accident patients in 
these comparisons. However, with increased lighting the left-sided stroke group 
was statistically equivalent to the right-sided stroke group in processing speech 
sounds. The results were interpreted within the theoretical proposal of left cerebral 
activation to heightened levels of illumination. Release of right cerebral systems 
might be predicted for this theoretical proposal on darkening of the ambient setting 
or context. These contextual interventions and manipulations were proposed early 
on by Walt Isaac (Isaac and DeVito 1958; Isaac and Reed 1961; Kallman and Isaac 
1980; Delay et al. 1978; Lowther and Isaac 1976). However, they remain largely 
unexplored through the present within the realm of neuropsychology and rehabilita-
tion.

Even functional cerebral laterality, as measured by grip strength using a hand dy-
namometer, has been shown to be susceptible to ambient illumination levels. Hand-
grip strength in right-handed college-aged women was significantly stronger at the 
preferred right hand in bright light conditions, whereas symmetry in grip strength 
was found in these women during low light conditions (Shapiro et al. 1996). In an-
other project investigating functional motor systems with elderly dementia patients 
suffering from chronic bruxism, bright lighting conditions provided for a significant 
reduction in the target behavior (Harrison et al. 1989). Although some initial suc-
cess has resulted from these efforts, the effects seem more remarkable in the brain 
damaged or demented patients, perhaps. To date, we have been relatively unsuc-
cessful in our development of methodology necessary to show these effects in nor-
mal, otherwise healthy, college samples.
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Beyond these comparisons of left or right brain activation are those findings of 
character and morality under differing sensory conditions. Though it may be com-
mon sense for the layperson, science is beginning to show that we behave in a more 
negative affective manner to low light conditions. Sherman and Clore (2009) pro-
vide evidence using a simple Stroop task. Three studies examined automatic asso-
ciations between words with moral and immoral meanings and the colors black and 
white. The speed of color naming  in a Stroop task was faster when words in black 
concerned immorality (e.g., greed), rather than morality, and when words in white 
concerned morality (e.g., honesty), rather than immorality. In addition, priming im-
morality by having participant’s hand-copy an unethical statement speeded identi-
fication of words in the black font. Relevant behaviors might include social impro-
prieties, deceitfulness, or dishonorable behavior of one form or another, whereas 
“in the light of day” we may show more positive emotions and honorable social 
behavior. We have long been aware of negative affective events associated with dim 
lighting, possibly to include criminal activities, robbery, assault, and so forth. But, 
these associations may be stereotypical and alternative positive relationships also 
certainly exist. Moreover, negative emotional events occur on bright and hot sum-
mer days. However, the better predictor of negative emotion here, and specifically 
anger and violence, appears to be elevated temperature (heat; e.g., Anderson 2001; 
see also Agnew2012) and not illumination level.

A caution might be mentioned here in that violent behavior increases with in-
crements in temperature as with heat in the summer months. This has long been 
appreciated and is even addressed in Shakespeare’s Romeo and Juliet as Anderson 
(2001; see also Anderson 1989) recalls Act 3, Scene 1.“I pray thee, good Mercutio, 
let’s retire. The day is hot, the Capulets abroad, and, if we meet, we shall not ‘scape 
a brawl, for now, these hot days, is the mad blood stirring.” This temperature and 
aggression relationship has been largely linear, with higher temperatures related 
to heightened levels of aggression (Anderson 1987) and this is true up to a point. 
The point being that temperature and beyond, at which it is simply too hot to fight 
and, alas, we await another day to harm the scoundrel! Temperature-related events 
should not be confused with illumination levels as the two factors may be orthogo-
nal as per our discussions (above). Conflicting findings on the neuropsychological 
and rehabilitation effects of bright light might easily be confounded by heat if the 
light source also produces heat, as well it may.

The geriatric literature has appreciated sundowning in dementia patients for de-
cades now. However, the preferred interpretations have focused on limited staff-
ing and such, rather than on the possibility of shifting cerebral asymmetries with 
dynamic and relative activation of negative emotional processing systems during 
low light conditions and the related shift in emotional valence to fear or apprehen-
sion with the transition to darkness. Also, predatory behavior, among the aggres-
sive, may increase with these transitions and out of the light of day. The national 
criminal justice reference system (Painter and Farrington 1997) investigated the 
effect of lighting on criminal behavior, for example. The investigation found that 
for all crime in the experimental area, the crime prevalence (total number of vic-
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timizations) decreased by 23 % after improved street lighting was installed com-
pared to the 12 months prior to the installation of the lights. In the control area, 
the crime prevalence decreased by only 3 %. The relationship between darkness 
and the sinister is deeply rooted in our language and cultures. The term “sinister” 
may simply mean left handed. But, the functional anatomical relationship between 
the right hemisphere and the processing of the left-sided sensory event is now well 
established as is the lateralization of fearful hallucinations and negative affective 
processing biases to the right brain (Walters et al. 2006; Mollet et al. 2007). These 
relationships are common even to our language where “sinister” is left handed and 
where negative emotion is “viewing the world in a dark light!” In his reference to 
negative emotion, Mark Twain  (1835–1910) describes the human condition stating 
“Every one is a moon, and has a dark side which he never shows to anybody.”
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Classic Arousal Theory

The single most ubiquitous construct in neuroscience is that of arousal or activation 
and no brain system contributes more to these functions than the mesencephalic 
reticular formation. This diffusely projecting neural network originating in the mid-
brain determines the activation or arousal level of higher-level brain regions ipsi-
lateral to the side activated by electrical stimulation (Moruzzi and Magoun 1949; 
French 1958). This system receives sensory information, including ambient lighting 
and sound levels, altering the sensitivity or the intensity of information conveyed 
through the primary sensory projection pathways extending through the thalamic 
relays and onto the primary projection cortices for each modality (Isaac 1960; see 
also Heilman et al. 2003). Thus, arousal levels, as witnessed initially through behav-
ioral activation and cage activity levels (Jacobsen 1931; Richter and Hines 1938) 
and later through cortical desynchrony of the electroencephalogram, may be altered 
directly as a function of ambient sensory conditions (Isaac and DeVito 1958; Isaac 
1960). In turn, this activating system appears to be regulated through the descend-
ing influences of the frontal lobes (French et al. 1954; Isaac and DeVito 1958).

One of the critical breakthroughs in this classic research was Walter Isaac’s ini-
tial insight and demonstration that this arousal system functions in response to our 
contextual sensory array. This was an important argument for anyone interested 
in the ethical treatment of laboratory animals, as invasive electrical stimulation or 
lesion placement was no longer required to manipulate this system within the neu-
rosciences. Walt demonstrated that the system could be manipulated more naturally, 
and noninvasively, through natural lighting or sound manipulations or through other 
sensory modalities as exists within the contextual setting. Walt demonstrated an un-
derstanding of this system far ahead of his time and with direct implications for the 
treatment of arousal disorders such as the hyperkinetic or hypokinetic syndromes, 
stupor and coma, and attention deficit hyperkinetic disorder. More specifically, be-
havioral overarousal from this theoretical perspective may result from overactiva-
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tion either through the reticular formation’s influence on higher cerebral systems 
or through the inadequate frontal regulatory control or inhibition of the reticular 
formation.

Prefrontal lobectomized diurnal monkeys, in light, were known to be hyperactive 
(Jacobsen 1931; Richter and Hines 1938; Ruch and Shenkin 1943). This was dem-
onstrated again on the measurement of cage activity levels. However, as predicted 
by arousal theory, the activity level of these monkeys was found to be influenced by 
the ambient sensory levels of lighting and of noise. More specifically, reductions in 
sensory input into the reticular formations of these primates lowered arousal level 
corresponding to the oppositional influences that would normally result from fron-
tal lobe integrity and regulatory control over these systems. Moreover, the sensory 
effects across the modalities of sound and lighting level were interactive with light 
being a necessary concomitant of auditory stimulation in producing elevated activ-
ity level in the prefrontal lobectomized monkey (Isaac and DeVito 1958).

Arousal or activation theory (e.g., Hebb 1955, 1959; Lindsley 1960) provides 
for the lowering of arousal, through reductions in sensory input or through habitua-
tion processes (Sokolov 1960; Scott 1966) as might occur with prolonged exposure 
to the environment or with the development of a stable state, for example, after 
relocation to a novel environment. Novel and irrelevant sensory events or height-
ened ambient sensory conditions may, in contrast, increase arousal level or even 
result in overarousal with respect to an optimal state (Harrison et al. 1990; Harrison 
et al. 2003; Harrison and Kelly 1989; Harrison and Pavlik 1983; Harrison and Isaac 
1984). Such an event is common with the elderly patient relocated several times 
from home to hospital, to assisted living, to nursing care facility. Overarousal may 
result, early on, following relocation stress with environmental novelty and disha-
bituation processes active. The same individual may be substantially underaroused 
at a later date and following habituation to the environmental setting. The inference 
here is that the needs of the patient, at least within the arousal dimension, may vary 
substantially early, as opposed to later, in the relocation or dishabituation process.

There may be an inversion of this process within the institutional setting, where 
there is a buzz of excitement and determination of staff members to meet the medi-
cal and multidisciplinary team demands, completing multiple evaluations, imme-
diately upon the patient’s relocation to a new setting and away from the safety and 
security of the patient’s home. These demands surely aggravate control issues and 
may decompensate a patient prone to paranoid ideation or one easily confused by 
overstimulation. But, within this dimension, and wherever feasible, the patient may 
benefit more, early after relocation stress, through efforts to implement routine; 
through the provision of quiet; and through efforts to improve the perception of 
internal control as opposed to control by others or by extraneous events. Promoting 
the patient’s need to accommodate to the setting is seldom a concern within a medi-
cal model focused on diagnosis and testing. But, whenever possible, these efforts 
may be rewarded in the promotion of medical stability through neuropsychological 
interventions to develop and to maintain a stable state.

One might be tempted to think that these relocation effects would dissipate with 
advanced dementia, where the patient appears to only minimally appreciate their 
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surroundings. But in unpublished research (Zicafoose et al. 1988), relocation of 
advanced dementia patients from one ward to another within the same large vet-
eran’s medical center demonstrated significant degradation in verbal learning on 
the Rey Auditory Verbal Learning Test (RAVLT) along with reliable increases in 
blood pressure and heart rate using automated assessment apparatus and procedures 
consistent with the guidelines and standards of the Association for the Advance-
ment of Medical Instrumentation (AMI), the American National Standards Institue 
(ANSI), the American Heart Association (AHA), and the National High Blood Pres-
sure Education Program (NHBPEP; Harrison et al. 1988; Harrison and Kelly 1987; 
Kelly and Harrison 1994). Dishabituation confounds even the assessment of rapidly 
repeated blood pressure and heart rate measures and with significantly elevated 
dishabituation confounds in the elderly when compared with younger groups (Har-
rison and Edwards 1988). Moreover, older subjects require extended exposure to 
habituate to novelty or contextual change (Harrison and Isaac 1984; Harrison and 
Pavlik 1983).

In contrast, the patient who is well familiar and stable within their routine envi-
ronment, with underarousal in this setting, may benefit from staff and family efforts 
to enrich the environment a bit. This might be promoted through the appropriate 
engagement in preferred activities and potentially out of doors if the weather is 
good. The recreation therapist may be instrumental in this respect, through com-
munity reentry activities and the like. But, the family is most reactively present 
following acute decline or relocation to a care facility. These efforts may be tapered 
off following the initial 30-day crisis period. In this example, the engaged efforts of 
the family may be welcomed more following the implementation of routine and the 
acquisition of stability in this new setting.

Classic arousal theory developed over time from a simple two-stage model to 
one of increasing complexity, where the synergistic and antagonistic influences of 
distinct neural systems and neurotransmitters systems became evident. The initial 
two-stage model classically provides for alterations in arousal through the diffusely 
projecting nuclei of the brain-stem reticular formation and through the thalamic 
system. Alterations in arousal result partly as a function of sensory input projecting 
to the brain-stem reticular activating system. The thalamic system was discovered 
in 1942 by Dempsey and Morison (Dempsey and Morison 1942a, 1942b; Dempsey 
and Morison 1943) when low-frequency stimulation of the unit evoked widely dis-
tributed, high-voltage, cortical waves, characterized by long latencies and an ini-
tially progressive voltage increment.

These recruitment responses produced high-voltage synchronous waveforms, 
which resembled the spindle bursts produced by the administration of barbiturate 
ananesthesia. Moreover, the evidence indicated that the neural pathways were the 
same and that the brain stem mediated the arousal response evident in the elec-
troencephalogram (Dempsey and Morison 1942a, 1942b; Dempsey and Morison 
1943; Lindsley et al. 1949; Moruzzi and Magoun 1949; see also Starzl and Magoun 
1951). The significance of this neural pathway (reticular formation and the thalamic 
system) was even more dramatic with Jasper’s (Jasper and Droogleever-Fortuyn 
1946; Jasper 1949; Hunter and Jasper 1949) discovery that the diffusely projecting 
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thalamic system served as the subcortical pacemaker driving high-voltage cortical 
events with epilepsy. In opposition to this ascending reticular activating system, the 
moderation of arousal level was performed through the descending and regulatory 
influences of the frontal lobes (Isaac and DeVito 1958; French et al. 1954). This 
relatively simple model is depicted in Fig. 24.1.

Functionally, for the family member and for the therapist working with an indi-
vidual with an arousal disorder, understanding these oppositional systems may pro-
vide some clues on practical approaches to assist the patient with an arousal-related 
disorder and may also alter the attributions one has derived towards this person. 
First, it may be helpful to appreciate that relocation effects or disruption in routine 
may stress the capacity of the frontal regulatory control systems with decompensa-
tion of the patient to the point that they may look worse than they actually are from 
a functional standpoint. Heightened arousal, from disruption of the patient’s routine 
of daily living, may result in the dementia patient appearing substantially more 
confused and the poorly regulated patient appearing substantially more deregulated. 
Such an individual may benefit from the implementation of routine in daily activi-
ties, the provision of a quiet, nondistracting environment, and possibly the provi-
sion of familiar items from home such as a shawl or pictures of family members. 
But, smells are important. So, presentation of familiar odors and pheromones is 
important and washing the materials might better be avoided, if appropriate. The 
sight, touch, and smell of the family dog might also be useful in the form of animal-
assisted therapies (see Nimer and Lundahl 2007).

Secondly, the arousal disorder may be identified as one of overarousal or under-
arousal and this is often a function of the lesion location within the right frontal lobe 
(overarousal) or within the brain stem (underarousal). Thus, sensory stimulation 
or contextual therapies may be a consideration for the brain-stem patient with hy-
poarousal (e.g., Wood 1991), whereas lowered intensities of ambient sensory input 
such as with a quiet, nondistracting environment may be helpful to the deregulated 
hyperaroused patient. This distinction, between the frontal lobe and the brain-stem 
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lesioned patient, provides for a basic clinical “rule of thumb” for the implementation 
of a therapeutic environment. The approach is vested within theory and evidenced 
based in outcome. However, there is complexity in the arousal systems and a careful 
diagnosis may provide clarity for the intervention.

One basic distinction is that which results from an amotivational apathetic fron-
tal lobe syndrome (see Scott and Schoenberg 2011; see also Grossman 2002; Hu 
and Harrison 2013b; see also Damasio et al. 2012; see also Granacher 2008) usually 
with origin of the lesion in the medial frontal lobe and, especially, with diminished 
activation within the dopaminergic systems of the left frontal lobe (the basal ganglia 
and striate bodies). A second basic distinction exists at the brain-stem level, where 
an inferior pontine lesion in the raphe may diminish serotonergic activation and 
result in some degree of insomnia and with diminished access to deep and restful 
stage III and stage IV sleep. This would be oppositional at the brain-stem level to a 
lesion in the upper pons (reticular formation) or dorsomedial thalamic region (dif-
fusely projecting thalamic nuclei of the reticular activating system). The former 
results in the classic syndrome of decreased arousal level ranging from stupor to 
even coma. The latter results in a sleep disorder with access only to the lightest 
level of sleep (stage I) and where the patient would have no appreciation of sleep, 
conveying an exhausted and hypoaroused appearance. It may also be oppositional 
to a lesion in the locus coeruleus and noradrenergic influences promoting rapid eye 
movement (REM) sleep.

Early on, Bremer (1937, 1938) posited an arousal theory whereby sensory in-
put was instrumental to two general arousal states, and more specifically that as-
sociated with wakefulness as opposed to sleep state. In classic research, Bremer 
developed the cerveau isole, a surgical midcollicular transection (between the su-
perior colliculi and the inferior colliculi) largely above the sensory afferents to the 
brain stem via the cranial nerves. As predicted, the elimination of sensory input to 
the cerebral hemispheres resulted in a chronically “sleeping” comatose animal. In 
contrast, the surgical transection known as the encephale isole left sensory path-
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ways intact through the cranial nerves and with access to the cerebral hemispheres 
(see Fig. 24.2). As predicted, retaining sensory access to the cerebral hemispheres 
resulted in near-normal arousal patterns of alternating sleep and wakefulness. This 
supported Bremer’s claim that wakefulness was a function of sensory input, where-
as the elimination of sensory input was evidenced through sleep behavior.

But all is not simple in science, and systematic research led to the implementa-
tion of a midpontine transection (the Batani transaction) between the two previous 
planes of section (Winn 2001, p. 149). With this lesion, in stark contrast to the 
predictions of Bremer, the animals developed insomnia. It was partially through 
this manipulation that the pontine reticular formation, essential for high-activation 
states and wakefulness, was discovered. Another structure in the lower pons, the 
raphe, was found to be oppositional to the reticular formation and to promote deep 
sleep. The reticular formation largely uses acetylcholine for heightened arousal 
(e.g., Lewis and Shute 1967) with the serotonergic influences of the raphe (e.g., 
Cagampang et al. 1993; Miyazaki et al. 2012) promoting deep sleep. Dorsal to these 
structures, the locus coeruleus provides for noradrenergic arousal and sleep influ-
ences, largely through the inhibition of the raphe, and indirectly through the ago-
nistic influence overarousal functions driven by the reticular formation. Additional 
serotonergic agonists are found through the area prostrema with facilitation of the 
raphe and with sensitivity to the circulating indolamines in the blood.

This system might be promoted in the evening, before a stressful workday, by 
serving turkey dinner and with elevation of circulating tryptophan levels. Incre-
mental levels of circulating tryptophan in the bloodstream appear to facilitate the 
activation of the area prostrema and, indirectly, the raphe promoting a night of deep 
and restful sleep! One dedicated teacher discovered this, inadvertently, through her 
efforts to feed and nurture every student that she has known over the years. After 
serving a large group of graduate and undergraduate students Thanksgiving dinner 
consisting of lots of turkey, folks settled down in front of the fireplace and the rest 
is history. It was only awhile before the guests (some near strangers) were sleeping 
peacefully in her family room! The serotonergic structures of the raphe are activated 
indirectly through indolamine agonists in the bloodstream interacting with the area 
prostrema. They have also been found to be activated by slow rhythmic stimulation, 
as from the warmth of the radiant heat from the fire upon your face or even from 
petting a cat (see Siegel 1979). The implication here is that even bright light stimu-
lation must be controlled and specific, if it is to heighten arousal level. Activation of 
the reticular formation with bright light therapy to promote arousal may be doomed 
to failure if the light is confounded with slow rhythmic oscillation from warmth or 
possibly the rhythmic beat of ocean waves on the beach, for example.

These oppositional brain-stem structures and others, including the substantia 
nigra (dopaminergic) and the dorsomedial thalamic regions, contribute to a bal-
anced and oscillating sleep system (e.g., Hobson et al. 1975; Riemann et al. 2012). 
The balance among these systems is intimate to literatures not only on sleep and 
wakefulness but also on depression, anxiety, hostility, and other affective concerns. 
The classic arousal theory under discussion, though, provides both for a direct per-
ceptual pathway for each sensory modality projecting onto its respective cortical 
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region and for the indirect, and in some ways parallel, influences of the reticular 
formation on these sensory projection and association pathways.

The basic arousal model to be considered next is presented in Fig. 24.3. Else-
where in these readings, the primary projection pathways for several major sensory 
modalities were discussed. Sensory input from each of these modalities (e.g., vi-
sion, audition, somaesthesis) travels from the sensory receptor, projecting onto the 
specific thalamic nucleus for that modality. Thus, the ganglion cells originating at 
the retina, in the visual pathway, synapse at the lateral geniculate nucleus (LGN) of 
the thalamus; audition will synapse at the medial geniculate nucleus (MGN) of the 
thalamus; and the body senses of touch, pressure, warmth, cold, and pain synapse 
at the VPL nucleus of the thalamus. Although not personally a fan of abbreviations 
like VPL, this particular abbreviation is most useful. The reader will appreciate this 
abbreviation instead of the actual structural name, which is the “nucleus ventralis 
posterolateralis of the thalamus!” We can all save our breath, in this case, using the 
abbreviation and we may avoid having our tongue tied into knots with these lingual 
gymnastics!

These thalamic relays continue on within each brain up to the primary projection 
cortex for each of the respective sensory modalities. This functional neuroanatomy 
is depicted in the right side of Fig. 24.3. The sensory projections travel on to the 
primary projection areas (sensory cortex). From this point, an increasingly com-
plex analysis and comprehension of the sensory data results from processing in 
the surrounding association cortices and all under the direction of the glial cells 
with spreading activation not only along dendritic fields but also with calcium flux 
between and among astrocytes (see Koob 2009). Ultimately, the information flow 
gains access to the longitudinal tracts and conveys toward the third functional unit, 
the frontal lobes. This is depicted in the upper part of Fig. 24.3.

The sensory and motor projection pathways are tightly grouped together at the 
thalamic nuclei, and a small lesion here may directly (via the projections) and in-
directly (via the arousal systems) influence the function of disparate cortical areas 
providing one or another of the thalamic brain syndromes, which are discussed else-

Fig. 24.3  The oppositional 
role of the reticular formation 
and frontal lobe over the pro-
cessing of sensory informa-
tion through their projections 
and onto association cortices
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where in these writings. Parsimony will provide a clue to the diagnostician where 
a small thalamic lesion might be more tenable than one extending far afield and 
across a broad cortical region. Fluctuating arousal levels with pseudocortical symp-
toms waxing and waning within and/or between sessions might provide another.

As depicted at the bottom of Fig. 24.3, there are redundant sensory projections 
onto the mesencephalic reticular formation. Sensory activation of the reticular for-
mation promotes inhibition of an inhibitory structure, the nucleus reticularis, yield-
ing a release or activation of the primary sensory projections traveling through the 
thalamus on their way to the cortical projection areas (Jasper 1949; Moruzzi and 
Magoun 1949; Starzl and Magoun 1951). More specifically, increased ambient 
lighting may have an incremental activating effect, via the mesencephalic reticu-
lar formation, resulting in heightened perceptual intensity of sound at the auditory 
projections or perhaps touch or pain at the somatosensory projections. Diminished 
frontal lobe regulatory control over these arousal systems can have a similar effect, 
resulting in incremental activation and poorly regulated sensory projections and 
ultimately dishabituation to the environmental setting. Thus, pain might be made 
to be more intense through increments in ambient noise (bottom up) or through 
diminished frontal capacity (top down). The latter might be effected through dual 
or complex tasking demands or functional activities weighing down the regulatory 
capacity of the right frontal region, for example.

This theory coupled with capacity theory predicts that diminished frontal lobe 
sufficiency supports overarousal and poor habituation to the setting. This might be 
seen in one or more of the executive or regulatory deficits discussed in the section 
on the frontal lobes. Moreover, as demonstrated by Isaac and colleagues (Isaac and 
DeVito1958; Isaac and Reed 1961; Kallman and Isaac 1980), elevated activity lev-
els may be diminished by working at the other end of the model, through decreased 
sensory input into the reticular formation. Sensory thresholds or sensitivity might 
be affected or manipulated by either diminished frontal lobe capacity or frontal 
lobe stress (Woods et al. 2013) and through the manipulation of ambient sensory 
conditions within other sensory modalities (e.g., Delay et al. 1978). These systems 
have also been shown to be susceptible to pharmacological manipulation altering 
sensory thresholds (e.g., Goetsch and Isaac 1983; Delay et al. 1979; Lowther and 
Isaac 1976).

The individual with a frontal lobe syndrome may lose either or both of the regu-
latory pathways which dampen or diminish the intensity of sensory information 
within the brain. This might result in lowered somatosensory thresholds, where 
the clothing on their body is irritating. Lowered auditory thresholds might be ex-
pressed by a patient bothered by noises easily tolerated by others. Sensitivity to 
lights might also be increased (Burstein et al. 2010; see also Merskey and Bogduk 
1994). These perceptually more intense ambient events may decompensate some 
and may promote related symptoms for others (e.g., ocular migraine with photo-
phobia; skin sensitivity disorders with allergic-like responses). One young woman 
with a right frontal lobe syndrome expressed social improprieties, delayed response 
deficits (impulsive), and heightened somatic sensitivity. The latter was expressed 
with her great discomfort in her clothing. She had scarring on her skin from repeti-
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tive scratching and irritation and she painted her body with calamine lotion, while 
wearing only enough clothing to suffice.

An example from the other end of the arousal system might be that of the family 
of a stuporous or even comatose patient and their efforts to assist their loved one out 
of the coma or stuporous state. Often, family members and therapists attempt this 
in essence through sensory stimulation procedures. But, many have been frustrated, 
at least initially, in these efforts. If the lesion disconnects the arousal systems from 
the descending pathways, the arousal system may be disinhibited in some way. This 
includes a loss of inhibition over the thalamic radiations resulting in the recruit-
ment of high-voltage cortical synchrony (e.g., Dempsey and Morison 1942a, 1942b; 
Dempsey and Morison 1943; see also Peter-Derex et al. 2012), which in the dam-
aged brain may promote seizure activity (Jasper et al. 1046; Jasper 1949; Hunter 
and Jasper 1949). Moreover, the patient recovering from a coma or stupor is often 
agitated and even aggressive with poor safety management in their compromised 
state. Thus, the prudent physician might maintain the coma through barbiturates or 
other pharmacological techniques and sometimes without the family or therapists 
appreciating these interventions, which are at least oppositional to their efforts to 
achieve an alert and aroused state.

Communication among the team of therapists, physicians, and family or friends 
may be most helpful at this point and to establish a coordinated effort eventually 
to decrease the medication management, promote appropriate recovery of arousal, 
and maintain optimal safety. But, the agitated patient with an arousal disorder may 
benefit more from the provision of a care unit or facility designed specifically for 
the management of coma and stupor and where agitation or loud vocalization may 
have a minimal negative impact on other patients in the area. There are also many 
administrative concerns in the management of these patients that far exceed the 
scope of these writings.

Cerebral asymmetry in these neural systems is evident within vast literatures 
on arousal and emotional disorders. One man, for example, was in a stuporous to 
comatose state, where sensory stimulation therapy involved passive range of his ex-
tremities. The range of his left-sided extremities resulted in agitation, sympathetic 
drive, and fitful foul-mouthed expressions at the loudest volume. Imagine the initial 
dismay expressed by the patient’s family and the medical staff, when the passive 
range of his right-sided extremities resulted in positive affective facial displays, 
tone of voice, and cooing sounds like a baby.
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The basic arousal theory, discussed above, is largely axial in nature with brain-
stem reticular formation activation of the arousal response and with the regulatory 
inhibition or modulation of arousal, through the descending fibers originating in 
the prefrontal region. Similarities, though, were apparent to some that the bilat-
eral prefrontal lobectomized hyperkinesis demonstrated in nonhuman primates was 
more comparable, perhaps, to a right prefrontal lesion in a human (personal com-
munication Walt Isaac). This relationship in lateralized energy level and regulatory 
control is discussed elsewhere in these writings. By the 1980s and through the con-
tributions of Kenneth Heilman, Wendy Heller, and many others (e.g., see Bruder 
et al. 2012), it became clear that these brain systems were lateralized and especially 
in humans. Ken’s group was able to demonstrate this through several discussions 
within the neuroscience literature. But, most notable were the applications of the 
classic arousal theories discussed above to more modern constructs involved in uni-
lateral neglect disorders (see Heilman et al. 1978, 2003; see Heilman and Gonzalez 
Rothi 2012b) and in the lateralization of emotion preferentially to the right cerebral 
hemisphere (Heilman et al. 2012; see Heilman and Valenstein 2012).

With lateralization of the negative emotional valences and the high-intensity af-
fective states of anger and fear to the right brain, it became increasingly clear that 
the underlying arousal system must be lateralized. French (1958) and Moruzzi and 
Magoun (1949) had appreciated differences in the persistence of activation with 
electrical stimulation of the right mesencephalic reticular formation resulting in in-
creased persistence in activation. Even warning stimuli delivered to the right brain, 
as opposed to the left brain presentation, reduced reaction time to imperative stimuli 
(Heilman and Van Den Abell 1979) supporting the role of the right hemisphere in 
high-arousal and defensive states. Heilman et al. (2003) refer to the regulatory role 
of the frontal lobes in moderating emotional valence. Others identified a more spe-
cific role for the left frontal region regulating positive emotional valences and for 
the right frontal region over negative emotional valences (e.g., Davidson and Fox 
1982). However, the impact on arousal theory (see also Heller 1993) more directly, 
was through Heilman’s appreciation that “The right hemisphere, and especially the 
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parietal lobe, appears to have a strong excitatory role on arousal and the left hemi-
sphere an inhibitory role.” Moreover, Kenneth Heilman and his coauthors state that 
“Arousal is mediated by the mesencephalic and diencephalic portions of the reticu-
lar activating system. However, the cortex, and especially the right inferior parietal 
cortex, appears to modulate these arousal systems.”

For the family member, caregiver, or therapist, arousal disorders are the more 
fundamental characteristic of brain-stem lesions when the patient presents with a 
hypoaroused state. The more severe arousal disorder, and that which may result in a 
more guarded prognosis, is that demonstrated by the patient with a combined brain-
stem lesion affecting the reticular formation and a lesion within the right inferior 
parietal region. Hyperaroused states are more common with deactivation or lesion 
of the right prefrontal and mesial prefrontal regions as a result of diminished regula-
tory control over the reticular formation via the descending or corticofugal projec-
tions and the concurrent decrease in regulatory control over the right posterior brain 
regions via the longitudinal tract (see quadrant theory: Foster et al. 2008; Shenal 
et al. 2003; Carmona et al. 2009). Of course, extension of this theoretical perspec-
tive with deactivation of the right frontal region would release a relative activation 
in the homologous left frontal region(s). Even patients suffering from Parkinson’s 
disease may differ with onset of symptoms at the left or at the right hemibody and 
as a function of disease duration. Foster et al. (2013), for example, found increased 
energy levels as a function of disease duration in those Parkinson’s patients with left 
hemibody onset of symptoms.

The regulatory control over both anger and fear may be a function of the dy-
namic capacity of the right frontal region to concurrently process negative affec-
tive stress challenge, while maintaining control over sympathetic tone to convey a 
stable state in our facial expressions, social interactions, cardiovascular dynamics, 
and in our glucose and cholesterol levels. But, anger and aggressive interactions 
require not only the “fuel for the fire” but also substantial oxygen saturation for 
cellular performance and metabolic processes. With inadequate oxygen saturation 
and with incremental carbon dioxide levels, the regulatory demands are incremental 
and eventually pose an immediate threat to survival activating panic symptoms and 
efforts to withdraw or escape the setting, and at all cost. Elevated carbon dioxide 
levels have been reported with panic (Biber and Alkln 1999; see also Homnick 
2012) and incremental carbon dioxide levels may precipitate the panic attack (Mad-
dock 2010; see also Esquivel et al. 2010). If this argument is maintained through 
research endeavors (see Hu and Harrison 2013a), then the treatment of panic might 
include increased oxygen saturation, whereas the treatment of anger or rage may 
include elevation of glucose or insulin support for perfusion of the cells as with 
hypoglycemic or hyperglycemic states (Walters and Harrison 2013a, 2013b). These 
relationships are interrelated where high levels of oxygen saturation deplete carbon 
dioxide saturation levels and potentially alter cognition and emotional status (e.g., 
Meuret et al. 2010, 2012).

The interpretation of such effects attributable to one or another component of 
a functional neural system may vary with the activity of the remaining functional 
neural systems, including those within Luria’s second functional unit for reception, 
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comprehension, and analysis of sensory information (parieto–occipito–temporal 
regions) and those within Luria’s first functional unit modulating arousal levels. 
Amygdala-restricted manipulations interfere with the acquisition and recall of con-
ditioned fear and other forms of anxiety-related behaviors in nonhuman animals. 
Feinstein and colleagues (Feinstein et al. 2013; see also Adolphs et al. 1999; Becker 
et al. 2012) provide evidence where amygdala damage effectively eliminates con-
ditioning to aversive stimuli (Bechara et al. 1995), the ability to recognize fearful 
faces (Adolphs and Tranel 2000) and a marked absence of fear during exposure 
to a variety of fear-provoking stimuli, including life-threatening traumatic events 
(Feinstein et al. 2011). One interesting exception has been found, where patients 
with bilateral amygdala damage evidenced not only fear but also panic attacks fol-
lowing inhalation of 35 % carbon monoxide (Feinstein et al. 2013). Relevant here 
are the theoretical propositions for functional neuroanatomical systems devoted to 
fear evoked from external threats and those which arise internally secondary to di-
minished oxygen saturation levels, perhaps, or from elevations in carbon monoxide 
levels.

Also relevant to this discussion are brain-stem arousal mechanisms, largely af-
fected by sensory modulation (e.g., see Damasio and Carvalho 2013); and right 
posterior brain mechanisms, largely involved in the activation and comprehension 
of threatening or negatively valenced emotional stimuli. An emotional disorder is 
implied for the patient with right inferior parietal brain pathology (e.g., see Damasio 
et al. 2013). Such a person may experience a diminished arousal reaction to pro-
vocative affective events. This may include the emotional domain of maintaining 
integrity in one’s relationship with their spouse, caregiver, or perhaps with their 
therapist. Laypeople describe such a patient as “obstinate” or “stubborn” with a 
lack of appreciation for others’ emotions as expressed in their facial expressions 
or through their tone of voice. Indeed, comprehension of emotionally provocative 
events is compromised in these individuals (Heilman et al. 1978; Heilman et al. 
1975).
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Sweet Memories and Rapid Heart Rate

In several nutritional neuroscience projects, W. David Crews III investigated the 
impact of antioxidants and dietary interventions on neurocognitive performance. 
In these investigations, memory and executive functions were assessed along with 
blood assays and measures of cardiovascular functions, including heart rate. Neu-
rocognitive and psychophysiological effects were found subsequent to the use of 
Ginkgo biloba (Crews et al. 2005), cranberry juice versus placebo (Crews et al. 
2005), and other putative antioxidant sources. A favorite investigation in this line 
of research was undoubtedly “the Hershey’s dark chocolate project.” One thousand 
five hundred pounds of Hershey’s antioxidant-rich chocolate, a placebo product, 
and 800 pounds of Hershey’s Cocoa arrived on the loading docks at Virginia Tech’s 
Roanoke Higher Education Center, formerly the home of Norfolk and Southern 
Railways executives. The rich treasure was carefully divided into packets for the 
participants to add to their dietary regime.

Recruitment of subjects for this demanding project was a matter of holding back 
all of the potential volunteers from across the Commonwealth of Virginia. Televi-
sion crews and radio disc jockeys were all on board to promote the research, I 
think partially in hopes of receiving some free chocolate, which was generously 
donated by The Hershey Company. Indeed, an unrequested call was received from 
an “on-the-air” disc jockey that went something like this “Is it true…that you…are 
giving away…free Hershey’s chocolate…for participating…in your research proj-
ect (emphasis added)?” But, one of the primary findings of this research was simply 
the promotion of sympathetic tone with elevated heart rate from the consumption of 
dark chocolate. With the antioxidant effects put aside, chocolate has caffeine in it, 
which appeared to promote increased heart rate (Crews et al. 2008). David reviewed 
the effects of cocoa- and chocolate-related products on neurocognitive functioning 
in his chapter in the book entitled Chocolate in Health and Nutrition edited by Wat-
son, Preedy, and Zibadi (Crews et al. 2013).
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Cerebral Laterality and the Autonomic Nervous System

The left and right cerebral hemispheres appear to differ in their parasympathetic and 
sympathetic nervous system roles, perhaps having direct implications for cardiovas-
cular and cardiopulmonary functioning. The evidence supports a right hemispheric 
role in activation of the sympathetic nervous system, whereas the left hemisphere 
is primarily associated with activation of the parasympathetic nervous system. The 
relative lateralization of the parasympathetic and sympathetic nervous systems to 
the left and right hemispheres, respectively, is supported by the results of numerous 
investigations, including those examining the cardiovascular effects of unilateral 
insular stimulation (Oppenheimer and Cachetto 1990; Oppenheimer et al. 1992; 
Hoffman and Rasmussen 1953), left- and right-sided cerebrovascular accident (Hei-
lman et al. 1978), and unilateral intracarotid sodium amobarbital injections or Wada 
technique (Zamrini et al. 1990; Hilz et al. 2001). These findings appear consistent 
with the subsequent demonstration of stronger connections between the right hemi-
sphere and the lateral (sympathetic) than medial (parasympathetic) hypothalamus 
by Lemaire’s group (Lemaire et al. 2011; see Burtis et al. 2013).

For instance, Oppenheimer et al. (1992) found bradycardia and depressor re-
sponses following stimulation of the left insula, but tachycardia and pressor re-
sponses following stimulation of the right insula (see also James et al. 2013). Fur-
thermore, reduced heart rate results from right hemisphere strokes (Andersson and 
Finset 1998), whereas left insular strokes are associated with increased cardiac 
sympathetic tone (Oppenheimer et al. 1996). Unilateral intracarotid sodium amo-
barbital injections of the left hemisphere have been used to generate increases in 
heart rate and blood pressure, whereas intracarotid sodium amobarbital inactivation 
of the right hemisphere results in decreases in heart rate and blood pressure (Hilz 
et al. 2001; Zamrini et al. 1990). Yoon et al. (1997) found that following left hemi-
sphere inactivation the low-frequency/high-frequency ratio power spectral analysis 
of heart rate increased significantly, indicating a shift in sympathovagal balance 
towards sympathetic dominance.

Beyond the regulatory functions of the frontal lobes, pathological activation of 
the second functional unit yields similar effects. For example, right temporal lobe 
seizures may be evident in cardiovascular presentations, including tachycardia and 
arrhythmia (Marshall et al. 1983). Neuroanatomic connections between the left 
and the right cerebral hemisphere and the heart provide links that allow cardiac 
arrhythmias, tachycardia, bradycardia, or syncope to occur in response to regional 
brain activation. Davis and Natelson (1993) provide a review of the pathogenesis of 
malignant cardiac arrhythmias, where brain mechanisms linked to cardiovascular 
functions have been shown to produce arrhythmia both experimentally and clini-
cally with specific examples, including stroke, epilepsy, and environmental stress. 
Moreover, these authors focus on sympathetic activation where they hypothesize 
that the individual with a diseased heart has a greater likelihood of experiencing 
cardiac arrhythmia and sudden cardiac death when the neurocardiac axis is acti-
vated. They conclude based on their review of possible brain-related mechanisms 
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promoting arrhythmias, that the nervous system directs the events leading to cardiac 
damage by raising catecholamine levels.

One woman in her 30s, with a doctoral degree in law, presented with memory 
complaints a few years subsequent to a head injury with loss of consciousness. She 
had been diagnosed with bipolar disorder and she appreciated episodic anger, which 
she could not easily control. She had recurrent or episodic bouts of tachycardia 
and these episodes would often awaken her from sleep. Her episodes consisted of 
leftward vection and she would drift to the right in ambulation and sometimes with 
falls to the right. She described migraine headaches centered over her right frontal 
region. More careful interview revealed left upper extremity tactile formesthesia 
with fear or apprehension accompanying these events. She reported olfactory hallu-
cinations with prior episodes. She confirmed visual formesthesia with fear as these 
images moved abruptly within her peripheral vision.

Following the completion of the standardized neuropsychological test battery, 
including assessment of memory functions, she was assessed using a neurobehav-
ioral status exam. These procedures revealed enlargement of the left bicep with a 
distinct muscular cord or flexor synergy. Though she had been stable in her auto-
nomic responses and denied vectional complaints throughout the testing, cautious 
and gentle passive range of the left arm was enough to decompensate her with 
the abrupt change in her pleasant emotional demeanor and now with pathological 
crying and gelastic lability. She confirmed the onset of the leftward vection with 
nausea, increased somatic warmth with sympathetic drive, and profound negative 
emotional feelings. Moreover, the allocation of additional right frontal resources 
through leftward-directed visual gaze and pursuit aggravated these symptoms, 
whereas slight rightward gaze was useful in the abatement of symptoms. She had 
also learned that close physical contact with her spouse at her right hemispace and 
hemibody was useful in promoting emotional stability, reducing sympathetic drive, 
and in resolving the nausea and dizziness. This basal right frontal syndrome pro-
vides an example of the release or loss of regulatory control over right posterior 
cerebral systems charged with negative affective perceptions, leftward vection and 
abdominal synergy, and cardiac tempo with episodic tachycardia, bodily warmth, 
and such. Her memory scores confirmed only the episodic nature of the memory 
disorder as right temporal release appeared to suppress the processing and consoli-
dation of verbal, linguistic memory.

Cerebral asymmetries in autonomic nervous system function might be appreci-
ated by way of example using a patient with elevated parasympathetic drive as-
sociated with left temporal and parietal involvement. Comparison might be drawn 
in this case from a well-educated man who had worked for the federal government 
and served actively in the military, where he had been a recipient of the Purple 
Heart. His admission to the medical center ultimately would identify an embolic 
cerebrovascular accident. However, the autonomic nervous system events included 
acute low blood pressure, bradycardia, and atrial fibrillation, and these events were 
recurrent on the rehabilitation unit. Interestingly, these cardiovascular events were 
precipitated by auditory and by visual–verbal or linguistic processing demands in 
his therapies. With oscillating speech sounds and propositional speech processing 
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demands, the man would become preoccupied with events at the right hemispace. 
He would show increased semantic paraphasic errors in speech and speech content 
would vary eventually to “word salad” content. He readily confirmed that he was 
experiencing very positive emotions and enjoyment from the visual formesthesias 
and auditory paracusia at the right hemispace. His facial configuration expressed 
positive emotion and enjoyment consistent with his verbal accounting of his emo-
tions during these events.

Hemispheric lateralization of the parasympathetic and sympathetic nervous sys-
tems finds support from the results of investigations examining cerebral asymmetry 
of the associated neurotransmitters. Acetylcholine is the primary parasympathetic 
postganglionic neurotransmitter, whereas norepinephrine is the primary sympa-
thetic postganglionic neurotransmitter (Iversen et al. 2000; Loewy 1990; Nestler 
et al. 2001). Earlier, Wittling and Genzel (1995) proposed greater involvement of 
the right brain in noradrenergic neurotransmitter activity. Research supports this 
proposition, as norepinephrine is found to be strongly lateralized to the right hemi-
sphere (Oke et al. 1978). Acetylcholine distribution is also asymmetrical with great-
er left hemisphere representation for this neurotransmitter system (Glick et al. 1982; 
Kononenko 1980). Moreover, several reviews of the literature have supported the 
asymmetrical lateralization of norepinephrine to the right brain and acetylcholine to 
the left brain (Liotti and Tucker 1995; Tucker and Williamson 1984; Wittling 1995).

Given these lateral asymmetries in norepinephrine and acetylcholine, medica-
tions that augment or interfere with the actions of these central nervous system 
neurotransmitters should have an effect on cardiovascular functions. Accordingly, 
the administration of atomoxetine, a central nervous system norepinephrine reup-
take inhibitor, is found with increased heart rate (Kelly et al. 2005). Further, ad-
ministration of the cholinergic antagonist scopolamine is associated with increased 
heart rate (Ebert et al. 2001) and the cholinergic agonist pyridostigmine results in 
increased heart rate variability (Nobrega et al. 2001; Soares et al. 2004), an index of 
parasympathetic influences on cardiac functioning.

We have proposed a quadrant model of the cerebral control of cardiovascular 
functioning, with the cerebral regulation of cardiovascular functioning varying 
along both longitudinal (anterior to posterior) and lateral (left-to-right) neuroana-
tomical axes (Foster and Harrison 2006). Specifically, we have proposed that, given 
the inhibitory influence of the frontal lobes over the posterior regions of the brain, 
the left frontal lobe is charged with the inhibition or regulatory control over para-
sympathetic influences on cardiovascular functioning and the left posterior regions 
with the excitation of, or increases in, parasympathetic tone. Conversely, the right 
frontal lobe is charged with the inhibition or regulatory control over sympathetic 
influences on cardiovascular functioning and the right posterior regions with the 
excitation of, or increases in, sympathetic tone. Paul Foster (Foster et al. 2010) 
provided support for the model in a study in which relative left frontal lobe activa-
tion was related to an increased baseline heart rate. Moreover, resting heart rate in 
this project became continually lower as the degree of asymmetry shifted towards 
heightened relative right frontal lobe activation. The opposite pattern was found for 
asymmetry in activation over the posterior cerebral regions. Relative activation of 
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the left posterior region was related to decreased blood pressure. Moreover, resting 
blood pressure increased as the degree of asymmetry shifted towards heightened 
relative activation of the right posterior region.

Partial support for the quadrant model was found in a related project using quan-
titative electroencephalography (Foster et al. 2008), where the relationship between 
indices of lateral and longitudinal asymmetry of cerebral activity and resting heart 
rate and blood pressure was investigated. Specifically, negative correlations were 
found between resting heart rate and low beta magnitude asymmetry at the frontal 
poles and dorsolateral frontal regions along with high beta magnitude at the dorso-
lateral frontal region. Regarding asymmetry along the longitudinal axis, a signifi-
cant negative correlation was found between resting systolic blood pressure and low 
beta magnitude asymmetry for the left frontal and left parietal regions. Additionally, 
significant positive correlations were found between resting heart rate and low beta 
magnitude asymmetry for the right frontal and right parietal regions. Hence, the 
significant correlations in this study were in accordance with the a priori predictions 
derived from the quadrant model (Foster and Harrison 2006).

The findings indicate that patterns of asymmetry across the left and right frontal 
and then across the right frontal and right parietal regions are involved in resting 
heart rate. Specifically, asymmetry in activity favoring the left frontal lobe is predic-
tive of higher resting heart rate. As this asymmetry shifts to relatively higher right 
frontal lobe activation, resting heart rate decreases. The relationship between rest-
ing heart rate and right frontal lobe activity then continues along the longitudinal 
neuroanatomical axis such that asymmetry favoring right frontal lobe activity is 
predictive of lower resting heart rate. As activity decreased at the right frontal lobe 
and increased at the right parietal region, resting heart rate increased. Thus, the 
findings provide support for a division of responsibility between the left and right 
frontal and posterior regions in regulating cardiovascular functioning. The findings 
are also consistent with the view that the left hemisphere is involved in parasym-
pathetic influences on cardiovascular functioning and that the right hemisphere is 
involved in sympathetic influences. Relatedly, Hilz et al. (2006) provide support 
for the inhibitory role of the right frontal region over sympathetic activation as 
right ventromedial prefrontal cortical activity corresponds with relative activation 
of the parasympathetic nervous system, whereas right ventromedial prefrontal le-
sions result in cardiovascular activation with emotional stimuli (see also Meerwijk 
et al. 2012).

Parkinson’s disease may represent a unique opportunity to study the cerebral 
lateralization of the sympathetic and parasympathetic nervous systems in the regu-
lation of cardiovascular functioning. Parkinsonian motor symptoms typically begin 
in an asymmetrical fashion (Hoehn and Yahr 1967; Hughes et al. 1992; Leentjens 
et al. 2002; Rajput et al. 1993; Shulman et al. 2001), which is mirrored by asym-
metry in the underlying neuropathological processes (Huang et al. 2001; Kempster 
et al. 1989; Kumar et al. 2003; Leenders et al. 1990; Tatsch et al. 1997). Later in the 
disease process, when there is bilateral motor involvement, asymmetry continues to 
exist both in motor dysfunction (Fross et al. 1987; Lee et al. 1995; Martin and Calne 
1987) and neuropathologically (Tatsch et al. 1997). Further, Parkinson’s disease is 
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known to affect not only the dopaminergic system but also the cholinergic and nor-
adrenergic systems (Emre 2003; Zgaljardic et al. 2004).

Given the asymmetrical neuropathological involvement throughout the course 
of Parkinson’s disease and the hemispheric asymmetries in the control of the para-
sympathetic and sympathetic nervous systems, differences in heart rate and blood 
pressure may be present in Parkinson’s patients with left versus right hemibody 
onset, and these cardiovascular changes might have potentially important clinical 
implications. Partial support for this was found (Foster et al. 2010) where left-hemi-
body-onset Parkinson’s patients presented with higher resting heart rate than did the 
right hemibody onset Parkinson’s patients. Systolic blood pressure readings though 
were oppositional to the heart rate findings, potentially indicating a need for more 
sophisticated or precise measures of cardiovascular influences by the sympathetic 
and parasympathetic branches of the autonomic nervous system.

The right brain has been extensively related to the generation and the regulation 
of sympathetic tone, whereas the left brain has been related to parasympathetic tone 
(Wittling 1990, 1995; Wittling and Genzel 1995). If one thinks about the two most 
prominent negative emotional valences, anger and fear, it is easy to appreciate the 
associated involvement of these right brain regions in the generation of sympathetic 
tone (the second functional unit) and the regulation of sympathetic tone (the third 
functional unit—frontal lobe region). Anger and fear result in corresponding incre-
ments in systolic blood pressure, heart rate, skin conductance responses, and the 
mobilization of glucose and cholesterol. All of which may increase our likelihood of 
surviving a significant threat, to include fleeing from the threat or the engagement 
in fighting or defensive behaviors. Cholesterol helps to slow or stop the bleeding 
if we are injured, whereas the glucose and cardiovascular mobilization provide the 
energy and increased perfusion of oxygen and nutrients necessary for combat or 
for escape. Under appropriate conditions, this system will keep us alive (normal 
function). However, we are increasingly, and painfully, aware that with chronic ac-
tivation of these systems, resulting from an anger disorder or hostility, we are at a 
heightened risk for cardiovascular disease, diabetes, and the metabolic syndrome 
(Siegel 1985; Smith and Pope 1990; Smith et al. 2004; Suls and Bunde 2005; Mitch-
ell and Harrison 2010; Walters and Harrison 2013a, 2013b; see also Cox and Har-
rison 2008b; see also Anthony et al. 2006). It is also evident in research findings that 
the metabolic syndrome may result with alterations in the reward systems of the left 
hemisphere and especially with increased abdominal fat (Luo et al. 2013).

The literature also supports a right hemispheric model of hostility for healthy 
individuals as evidenced using positron emission tomography (PET) to assess brain 
activation to anger inductions (Kimbral et al. 1999; Weisz et al. 2001). Kimbrell 
et al. (1999) used PET to measure regional cerebral blood flow changes as a function 
of the emotional response. Subsequent to the anger induction, the participants dis-
played significant increases in activation at the right thalamic and the right temporal 
regions, whereas there was significant deactivation at the right frontal regions. Kim-
brell et al. concluded that transient levels of anger provide unique regional brain ac-
tivation, which includes a relative deactivation of the right frontal lobe. Using depth 
electrodes in patients with epilepsy with aggressive behavior, Saint-Hilaire et al. 
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(1981) recorded epileptic activity localized to the right hippocampal region dur-
ing spontaneous aggression. These researchers also used electroencephalographic 
recordings in aggressive patients with temporal seizures to show that the epileptic 
activity during spontaneous epileptic aggressive behavior localizes first in the right 
amygdala, then in the right temporal cortex, right hippocampus, and parahippo-
campal gyrus, and then reaches the anterior and median cingulate gyrus and right 
supplementary motor area.

By extension of this discussion, damage or incapacity within the right orbi-
tofrontal region may result in reduced regulatory control over the expression of 
negative emotion (e.g., Agustín-Pavón et al. 2012; see also Fulwiler et al. 2012), 
anger, or aggressive behaviors. Reduced regulatory control from this region may 
be evident in an expressive dysprosodia with an avalanche of speech volume, un-
characteristic shouting, or loud abrasive features. Moreover, the loss of regulatory 
control over anger and fear, for example, may reflect a concurrent loss of control 
over the cardiovascular system with corresponding reactivity in systolic blood pres-
sure, heart rate (Harrison and Emerson 1990; Demaree et al. 2000; Herridge et al. 
2004; Williamson and Harrison 2003; Everhart et al. 2008; Shenal and Harrison 
2004; Rhodes et al. 2013; see also Foster et al. 2008), glucose (Walters and Harrison 
2013a, 2013b), skin conductance (Herridge et al. 1997), facial expression (Rhodes 
et al. 2013), and temporal lobe activation on the quantitative electroencephalogram 
(Mitchell and Harrison 2010).

Interestingly, the orbitofrontal region is seen in a lateral view of the brain proxi-
mal to the motor cortex. The motor cortex provides for directed efferent motor con-
trol with a topographical representation of the body wherein facial motor control 
is located inferior to the other body regions and at the basal region of the brain. 
This topographical anatomy provides for proximal brain areas in control of facial 
expressions and in control of anger (right orbitofrontal). Our language provides the 
clue to this where losing face occurs with the loss of emotional control or loss of a 
stable self-regulated state. The functional neural anatomy for the face and for anger 
control are likely consistent with Kinsbourne’s (Kinsbourne and Hicks 1978) con-
cept of functional cerebral space and where concurrent tasking demands may result 
in interference or a loss of control over the secondary task performed by that brain 
region. The dual-task challenge in this case might be the maintenance of regulatory 
control for anger and sympathetic control of the heart, while concurrently maintain-
ing a stable, well-regulated facial expression.

Herath et al. (2001) used functional magnetic imagery during the performance of 
dual reaction time tasks. Performance of the dual task was found to activate cortical 
regions in excess of those activated by the performance of component single tasks. 
Moreover, these investigators reported that dual-task interference was specifically 
associated with increased activity in a cortical field located within the right inferior 
frontal gyrus. This area has been previously implicated in emotion regulation and 
hostility, lending to the notion that areas of the brain that regulate emotion in par-
ticular, may be subject to the burden of dual-task interference effects.

The tasking demands might simply involve contracting facial muscles involved 
in the emotion. Matthew Herridge (Herridge et al. 1997) did investigate this as did 
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others (Ekman et al. 1983). Matthew found that contracting the corrugator muscle 
elevated sympathetic tone using a skin conductance measure. Hostile, violence-
prone individuals maintained elevated skin conductance at the left hemibody with 
reduced habituation at the left hemibody to repeated contractions of this muscle. 
Low hostile individuals evidenced reduced sympathetic tone and a reduced rate of 
habituation at the right hemibody. Earlier on, George Demakis (Demakis et al. 1994) 
had demonstrated elevated skin conductance responses at the right hemibody with 
positive affective displays of spastic laughter. Hostiles maintain elevated cardiovas-
cular measures of sympathetic tone as indicated by heart rate, blood pressure, and 
skin conductance measurements. The results support the role of the right orbitofron-
tal region in the regulatory control over negative emotion (e.g.,  Agustín-Pavón et al. 
2012), anger (Fulwiler et al. 2012), and the dual concurrent management demands 
for regulating facial expressions and sympathetic drive. Moreover, the results sup-
port the conclusion of diminished resources at this region in hostile, violence-prone 
men. Subsequently, we provide evidence of diminished frontal capacity in hostile 
men, whereas facial dystonia was evident in the electromyogram recordings in this 
group and especially at the left hemiface (relatively diminished right frontal capac-
ity; Rhodes et al. 2013).

The possibility for facial postures depicting one or another affective valence to 
influence cardiovascular function and stress responses was also investigated in a 
project where the participants’ positive facial expressions were covertly manipu-
lated. Kraft and Pressman (2012) asked the participants to complete two differ-
ent stressful tasks while holding chopsticks in their mouths producing a Duchenne 
smile, a standard smile, or a neutral expression. One group was made aware of the 
manipulation by asking them to smile with covert manipulation of the compari-
son group using the chopsticks. Interestingly, both the covert and the posed facial 
configuration depicting a smile reliably lowered heart rates during stress recovery 
in comparisons with the neutral facial configuration. These findings were taken as 
evidence for the role of facial expressions to directly manipulate or alter cardiovas-
cular function and, in this example, to promote diminished sympathetic drive or 
augmentation of parasympathetic drive.

Further support for the right hemispheric involvement in the regulation of car-
diovascular processes has been found by Weisz et al. (2001). Baroreceptor stimula-
tion (through a neck suction device) led to a significant regional cerebral blood flow 
(rCBF) increase in the anterior, inferior part of the lateral prefrontal cortex and only 
in the right hemisphere, thereby implicating the right frontal lobe in sympathetic 
activity in normal men. Weisz et al. (2001) concluded that the right hemisphere 
plays a larger role than the left hemisphere in baroreceptor regulation. Although this 
research is not specific to hostility, it demonstrates the role of the right frontal lobe 
in sympathetic activation.

Paul Foster (Foster et al. 2012) put this theoretical position to the test in a recent 
project where directional predictions were made for cardiovascular functions result-
ing from left- or right-hand somatosensory stimulation. Such stimulation of the fin-
gers (Francis et al. 2000; McGlone et al. 2002) or forearm (Coghill et al. 1994) has 
been shown to activate at least the somatosensory components of the insular region 
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(e.g., Mazzola et al. 2012; see also Foster et al. 2012). Vibrotactile stimulation at 
the left hand induced positive change scores in heart rate, whereas stimulation at the 
right hand induced negative change scores on this measure and the effect was larger 
with stimulation at the left hand. The comparison was statistically reliable. Only 
partial support for the hypothesis was obtained, though, as systolic blood pressure 
was not affected using these methods.

Paul Foster (Foster et al. 2012) provides additional evidence in his research on 
affective memory where fluency and generativity of words related to positive or 
negative memories were evaluated using the Emotional Controlled Oral Word As-
sociation Test (e-COWAT). Sympathetic tone as measured using skin conductance 
values was significantly increased for emotional memories over that of words pro-
duced from neutral memories. Skin conductance was negatively correlated with the 
number of words produced associated with happy memories. Moreover, the age 
of the memory was assessed with negatively valenced memories being of signifi-
cantly older origin. These relationships were potentially consistent with the afore-
mentioned theoretical perspectives. The persistence of negative memories over 
extended time periods may have survival value. Yet, the persistence of negative 
memories may be integral to some forms of psychopathology, as, for example, with 
posttraumatic stress disorders (PTSD).

The left brain has been implicated in the promotion of quiescent states, the low-
ering of blood pressure and, secondary to pathology, bradycardia or lowered blood 
pressure. Though the evidence is less provocative at this point in our neurosci-
ence than is the role of the right brain in sympathetic activation, the left brain may 
be more specialized for parasympathetic activation as, for example, through the 
crossed vagal control of the right atrium in the heart and the vagal mediation of 
stomach contractions and the excretion of stomach acids for digestive purposes. 
Rob Walters was able to provide evidence for glucose mobilization in response to 
right frontal lobe stress (Walters and Harrison 2013a, 2013b). Regulatory control 
here generalizes with deregulated anger expression and elevated speech volume 
secondary to exceeding the stress management capacity of this system. Initial evi-
dence supports the relative role of the left frontal lobe in the regulation of glucose 
absorption (Holland et al. 2011a, b; Holland et al. 2012; see also Holland et al. 
2011c), but again the science is somewhat more speculative for the role of the left 
brain in parasympathetic functions.

The need for glucose mobilization during anger or fear-related states where high 
energy levels would have survival value on entering the fight or on efforts to escape 
the threat stimulus appears obvious. But, if the role of the left brain is oppositional 
to that of the right brain and if the left brain is sufficient in the promotion of qui-
escent states, then digestive processes following the consumption of a meal should 
be principally a left frontal stressor (e.g, Holland et al. 2011a, b). Kate Holland and 
David Cox (Cox et al. 2008; Holland et al. 2010) evaluated electrical activation of 
the left and right frontal lobes using quantitative electroencephalography before and 
after the consumption of a submarine sandwich. Also, assessed was the impact of 
digestion on verbal fluency measures, blood pressure, and heart rate (Holland et al. 
2011a; see also Holland et al. 2011b). As you might imagine, it was not difficult 
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to find volunteer participants on a college campus for this free meal! The a priori 
findings were partially supported in these initial projects. Some of the findings are 
presented in Fig. 26.1

The role of the left brain in promoting quiescent states was supported by this 
finding of left frontal electrical activation with heightened arousal to the demands 
of digesting a meal (see also Holland et al. 2011a). Also, reliable effects were found 
for verbal fluency and for blood pressure. These processes may well be relevant 
in the broader considerations of the functions of the left frontal lobe within the 
context of social approach behavior, positive emotion, high energy level, and opti-
mistic anticipation of future events. The question remains unanswered, at this point, 
what the effects of left frontal deactivation may be on food consumption where the 
energy level is low secondary to fatigue; where positive affect is diminished; and 
where social approach behaviors and optimistic anticipation are replaced by social 
avoidance and reflection on negative past events. These functions clearly have po-
tential relevance to eating disorders and possibly to the metabolic syndrome and 
obesity. Laterality questions might be answered here with the primary approach to 
depression including selective serotonin reuptake inhibitors (SSRIs) and selective 
serotonin–norepinephrine reuptake inhibitors (SSNRIs) and where these medica-
tions have side effects, including weight gain (e.g., Harvey and Bouwer 2000). But, 
at this intersection in our science, it appears that the right frontal, amygdala, and 
insular region regulate the mobilization of glucose into the blood stream, whereas 
the left frontal, amydgala, and insular region may regulate the absorption of glucose 
from the blood stream (e.g., Luo et al. 2013). It also seems reasonable that brain 
utilization of glucose and insulin may relate to peripheral utilization of these sub-
stances.

For example, Anthony et al. (2006) measured brain glucose metabolism using 
PET in seven insulin-resistant and seven insulin-sensitive men during suppression 
of endogenous insulin by somatostatin, with and without an insulin infusion. Insu-
lin was related to heightened metabolism in ventral striatum and prefrontal cortex, 
whereas decreased metabolism was found in right amygdala/hippocampus relative 
to global brain measures. Frontal mechanisms were also indicated in comparisons 
of the insulin-resistant subjects, where insulin’s effect was reduced in the ventral 
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striatum and prefrontal cortex. The authors conclude that brain and peripheral in-
sulin resistance is especially related in cerebral regions subserving appetite and re-
ward. Further, they postulate that a diminished link between food intake control 
mechanisms and those mechanisms which control energy balance may contribute to 
the development of obesity and insulin resistance.

Continued theoretical development here might be promoted from an integration 
of the earlier groundbreaking accomplishments in the understanding of the differ-
ential involvement of the cerebral hemispheres in spatial analysis both within the 
extrapersonal and within the personal spatial domains (Chewning et al. 1998; Heil-
man et al. 1995; Jeerakathil and Kirk 1994; Jeong et al. 2006; Heilman and Valen-
stein 1979; Ota et al. 2001; Hillis et al. 2005; Watson et al. 1994). Briefly, the right 
hemisphere has been demonstrated to play a preeminent role in the processing of 
extrapersonal space and this might be involved in threat detection within the left and 
the right hemispace. With threat activation from within extrapersonal spatial per-
ception, sympathetic tone elevates in response to the threat and to promote survival 
as with incremental blood pressure, heart rate, sugar mobilization, oxygen satura-
tion, and such. Importantly though, existing theory of spatial analysis provides for 
the ability of the left hemisphere to process a limited area and that specifically at the 
right hemispace. Thus, damage to the right hemisphere might predictably yield a left 
hemineglect syndrome with preservation of spatial analysis at the right hemispace.

Building on spatial processing theory and by efforts to extend it to the allocation 
of autonomic resources, we might expect that damage to the right brain would cor-
respond with a general or broad-spectrum reduction in sympathetic arousal, where 
the impact would be appreciated at the left hemibody and hemispace. It may fol-
low that the left brain is capable of processing some aspects of sympathetic tone 
and specifically at the right hemibody. This proposal receives some initial support 
with functional magnetic resonance imaging evidence for a primary role of right 
cerebral systems in skin conductance responses, whereas bilateral involvement was 
evident on this reward generation task (Critchley et al. 2000). Regions that covar-
ied with increased skin conductance responses included right orbitofrontal cortex, 
right anterior insula, right inferior parietal lobule (see also Tranel and Damasio 
1994), right fusiform gyrus, and left lingual gyrus. Earlier, George Demakis (De-
makis et al. 1994) provided evidence for the restricted role of the left frontal region 
with sympathetic tone recorded in galvanic skin responses which were elevated 
specifically at the right hemibody with pathological laughter. Moreover, Matthew 
Herridge (Herridge et al. 1997) demonstrated laterality in the rate of habituation of 
galvanic responses recorded at the left and right hemibody as a function of posed 
facial expressions, where positive expressions and low hostility yielded prolonged 
sympathetic activation at the right hemibody. Negative facial expressions and high 
hostility yielded prolonged sympathetic activation at the left hemibody.

If these theoretical propositions are valid, then we have similar bases for un-
derstanding the lateralization of parasympathetic systems to the left cerebral hemi-
sphere. But more importantly, this theoretical proposition does not support symme-
try in function(s) but it does provide for functional balance between the two cerebral 
hemispheres. In other words, the proposition is for contributions to sympathetic 
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tone from both the right and the left cerebral hemispheres and for contributions to 
parasympathetic tone from both the left and the right cerebral hemispheres. But, in-
stead of symmetry providing for balance of functional control within the autonomic 
nervous system, it is proffered that the right brain would be preeminently capable 
in all sympathetic functions at both the left and the right hemibody augmented by 
sympathetic capabilities of the left brain more restricted to the right hemibody and 
its systems. Conversely, it is proffered that the left brain would be preeminently 
capable in all parasympathetic functions at both the right and the left hemibody aug-
mented by parasympathetic capabilities of the right brain more restricted to the left 
hemibody and its systems. If so, then damage to the left brain may diminish para-
sympathetic functions more broadly, whereas the right cerebral hemisphere may 
be able to effect parasympathetic functions more specifically at the left hemibody. 
Regulatory control systems originating in frontal regions would work to maintain 
sympathetic drive (right frontal) or parasympathetic drive (left frontal), through 
these balanced but not completely symmetrical systems.

Converging evidence for laterality of the autonomic nervous system has also 
been found using pupillometric measures in response to ambient lighting within 
either the left or the right eyecup. Perhaps the most notable redundant pathway 
for vision is found in the ganglionic projections of the retina to the superior col-
liculus. Perry and Cowey (1984) concluded from converging lines of evidence that 
not more than 10 %, and perhaps as few as 7 % of the retinal ganglion cells project 
to the superior colliculus. These authors also found that the division of the crossed 
and uncrossed projections is asymmetric. They estimate, as did Pollack and Hickey 
(1979), that about 70 % of the retinal projections to the superior colliculus come 
from the contralateral eye. Using healthy participants with either their left, right, 
or neither eye patched, Burtis et al. (in press) recorded pupillary sizes with infrared 
pupillography as an index of sympathetic drive. Pupillary dilation was significantly 
greater with left than with right eye viewing. The authors conclude that the larger 
pupil with left monocular viewing may have been caused by relative deactivation 
of the left hemispheric-mediated parasympathetic activity versus activation of the 
right hemispheric-mediated sympathetic activity.

It is also relevant that immune functions are influenced by cerebral asymmetry. 
The evidence in support of this connection between brain lateralization and the 
immune system is partially provided by animal research in which the effects of uni-
lateral cortical lesions on immune system responses were evaluated (Renoux et al. 
1983). Renoux and colleagues demonstrated that relative right-sided brain activa-
tion, following partial ablation of the left frontoparietal cortex of mice, decreased 
immune responses, whereas homologous lesions either had no effect or increased 
immune responses. Kang et al. (1991) and later Davidson et al. (1999) found ac-
tivation differences reflected in prefrontal asymmetry in healthy individuals were 
related to basal natural killer cell function, where higher levels of natural killer 
cell function were found with left frontal activation subjects than with right frontal 
activation subjects.
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Changes in lymphocyte proliferation and natural killer cell activity have been 
related to negative life events specifically among individuals with heightened left 
frontal activation (Liang et al. 1997). Also, Koh et al. (2012), using blastogenic 
responses to phytohemagglutinin as a measure of immunity and single photon emis-
sion computed tomography as a measure of cerebral perfusion, concluded that de-
creased cerebral blood flow in the left inferior parietal lobule and the left supramar-
ginal gyrus of patients with undifferentiated somatoform disorder was predictive 
of reduced blastogenic responses to phytohemagglutinin regardless of sex and age. 
From a capacity theory perspective, this system might provide for mobilization of 
immune defenses, specifically relevant to the nature of the stressor and the spe-
cific brain regions processing the stress. Moreover, these findings directly implicate 
changes in emotional processing with immune system mobilization. These mecha-
nisms and the dual processing specializations of the frontal lobe and regions under 
their regulatory control are relevant to both divergent and convergent relationships 
between emotional valence and health.

Cerebral Laterality and the Autonomic Nervous System  
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The left brain is specialized for the rapid processing of information in a logical serial 
fashion. This is exemplified in the processing advantage of the left brain for speech 
sounds, where a rapid series of phonemic sounds is analyzed and comprehended as 
well as organized for expression or repetition through a series of sequential motor 
movements (see Duffau 2012). Moreover, the rapid temporal transitions required for 
speech favor the development of stronger left hemispheric responses over time due 
to the left hemisphere’s processing bias for rapid sequential analysis (e.g., Boemio 
et al. 2005; Zatorre and Belin 2001; see also Glasel et al. 2011). Although we as-
cribe great intellectual advantage to the left brain, this may be a misinterpretation 
or misattribution as our measures of intelligence are often designed for success in 
school using verbal or linguistic measures and rapid sequential processing styles. 
Instead, the right brain is slow-paced and cautious allowing us to proceed when the 
determination has been made that the behaviors to engage in are safe and also appro-
priate for the setting and the rules of engagement (e.g., Aron et al. 2007b; Chambers 
et al. 2009; Hampshire et al. 2010; Chikazoe 2010; Cai et al. 2012). This analysis 
involves the social proprieties, social and political rules and implications, and just 
plain pragmatics of the behavior, should it be implemented or initiated in this con-
textual setting or in another. The right cerebral hemisphere provides for evaluation, 
more globally than sequentially, at a higher level of analysis beyond that which may 
be assessed by any extant intelligence test using pencil-and-paper measures.

We may rely on our healthy right brain to make even life or death decisions within 
one or another context as it will be able to perceive and to appreciate the more subtle 
nuance in a facial expression or another’s tone of voice or postural mannerisms. 
Serial linguistic processing capabilities of the left brain certainly add much to the 
equation. But, by itself the left brain may be unsafe and shallow in its analyses and 
operative behaviors. It is better known for its high energy level and positive affec-
tive style, rapid processing style, serial or sequential analysis capabilities, and pref-
erence for social approach related interactions. This is a “happy-go-lucky brain.” 
If left alone, it may initiate in a rapid or ballistic fashion without caution and with-
out propriety with little respect for pragmatics, like turn taking. In a rehabilitation 
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setting, it may also initiate up out of the wheelchair for toileting or personal care, 
resulting in a fall and, perhaps, additional injuries.

If the effect of lesion or damage of one frontal lobe is to disinhibit or “release” 
the other frontal lobe, then a release of the left frontal lobe may energize the person 
with freedom from the depth of appreciation of their deficits, whereas release of the 
right frontal lobe may yield a slow and cautious individual with somatic complaints, 
self-depreciating concerns or the deep appreciation of what ails them. The patient 
with damage to the deep structures of the left frontal lobe might state this in their 
own language as follows: “My get up and go, got up and went!” Well-intentioned 
family members and therapists might find themselves describing this person with 
attributions that she/he “won’t even try.” But, this inertia is specifically character-
ized by behavioral slowing and difficulty in response initiation. This syndrome cor-
responds with the amotivational and apathetic features (see Scott and Schoenberg 
2011; see also Grossman 2002) described elsewhere in these writings. Quadrant 
theory also predicts that right frontal deactivation would release right parietotem-
poral regions with predictable increases in arousal level (e.g., Heilman et al 1978; 
Heilman and Valenstein 1979; see also Heilman et al. 2012), increased activation 
into extrapersonal space (e.g., hyperkinesis), increased sympathetic drive, and ex-
ternal attributions rather than self-awareness, per se.

The patient with right frontal lobe damage may benefit from elevated energy level 
or “get up and go.” But, with medial lesions this disinhibition may range to hyperki-
nesis or “impulsivity” with delayed response deficits featuring initiation without ad-
equate delay for the appropriate organization of the response and the appreciation of 
the risks involved (see Oades 1998; see also Emond et al. 2009; see also Granacher 
2008; Helfinstein and Poldrack 2012; Cai et al. 2012). The family member and the 
therapist may be responsible for understanding that the initiation of behaviors with-
out caution, in a rapid and energetic fashion, may well put the patient or others at risk 
of harm. This more energetic patient may initiate activities into extrapersonal space, 
including out of their wheelchair for toileting without assistance or the engagement 
in other rapidly initiated approach responses. In such an individual, the onus may 
fall differentially upon others in the setting for providing adequate supervision and 
assistance. The challenge with such an individual may be to promote safe indepen-
dence with the provision of opportunities to make mistakes that are not costly to the 
health of the patient or to those providing the care. Much needs to be done on the 
engineering side in this respect. A clear example presents with the wheelchair, which 
may be better designed for tripping the patient with bulky metal foot supports and 
such. Hospital and nursing care facilities frequently elevate the bed for ease of as-
sisting the patient with cleaning and transfer activities. But, when left in this elevated 
position, the “impulsive” patient may be set up for a nasty fall.

The engineering needs are enormous as many of these patients will reenter the 
hospital after a safety failure at home or in other settings (see Snow et al. 2009). 
Many may suffer injurious falls or lose hard-fought recovery ground while in the 
hospital. Creative approaches are needed that do not increase liability issues for the 
care facility but, instead, promote a safe recovery. The accelerated time clock of 
the patient with release of the left frontal lobe and/or release of the right temporal 
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parietal region, resulting from a right frontal lobe lesion, may pose other problems 
for family and therapists as the time base for action frequently differs. The patient 
may perceive others as slow and lazy perhaps, whereas others may attribute the pa-
tient’s time-urgent demands to callous insensitivity or worse. Avoiding injury may 
ultimately favor successful outcomes, self-sufficiency, and independence.

Time pressure with rapid pacing demands has been shown to alter behavioral 
orientation, resulting in a seldom-appreciated spatial processing bias relevant to 
safety. In one experiment (Roskes et al. 2011), the motivation of participants was 
manipulated such that some were motivated toward avoidance and some were mo-
tivated toward approach. Participants then took part in a line-bisection task that was 
performed under low or high time pressure demands. Results indicated that subjects 
motivated for approach under high time pressure demands made more right-orient-
ed judgments. Of interest to sports fans, these results were replicated in an archival 
analysis of goalie actions during FIFA Soccer World Cup penalty shootouts that 
showed goalies dove to the right more often when their teams were behind, than 
when they were tied or ahead.

This rapidly paced clock may be a residual effect of diminished capacity within 
the right frontal lobe and, as such, may correspond with deregulated negative affect 
such as anger. Many have experienced the traffic light scenario at an intersection, 
where the person behind them thinks that they are extraordinarily slow in initiat-
ing forward motion. The driver’s attribution toward the agent provocateur is easily 
a mirror response of agitation, if not anger. This is not inconsistent with research 
where a fast or deregulated time clock occurs with a deregulated negative emo-
tional state of anger and where anger is a social approach behavior with high energy 
(Harmon-Jones and Allen 1998; Harmon-Jones 2003a, 2003b; Kelley et al. 2013; 
Cox and Harrison 2008a, b, c, 2012), feelings of dominance (Demaree et al. 2005), 
and potentially improprieties in behavior. Kate Holland has shown that this clock 
may be purposefully or inadvertently altered through imposed left or right frontal 
stressors (Holland et al. 2007, 2009).

The clock might also be altered during dishabituation conditions involving in-
tentional resources with recovery of stable-state interval estimation and temporally 
based behaviors subsequent to habituation to the stressor. Also, older age groups 
may require extended exposure for recovery of habituation or stable states second-
ary to disruption in their routine (Harrison and Isaac 1984; Harrison and Pavlik 
1983; Harrison and Edwards 1988). Prolonged recovery time for temporal respond-
ing on an interval-based operant schedule has also been demonstrated as a function 
of aging using a conditioned emotional response paradigm and a nonhuman ani-
mal model (Harrison et al. 1984). Right frontal stressors demanding the concurrent 
regulatory control over sympathetic tone and negative emotionality with threat or 
perceived loss of control are sufficient for this purpose. Also, hostile violence-prone 
individuals may have a predisposition for this along with being prone to develop 
cardiovascular disease. The heart with its regular beat and tempo and with desta-
bilization and mobilization to threat or anger may not only function as the effector 
meeting the demands of the brain but also in its afferent role providing vagal and 
other forms of feedback to the brain.
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Bradykinesia or behavioral slowing is one hallmark of left frontal deactivation 
(e.g., Foster et al. 2010). This is a common presentation with Parkinson’s disease 
and especially following the onset of symptoms, including tremor, at the right hemi-
body. The observation of timing deficits in patients with focal basal ganglia lesions 
provides strong evidence for the involvement of the caudate and putamen in timing 
and time perception (Schwartze et al. 2011; however, see Coslett et al. 2010). The 
loss of dopaminergic systems of the left frontal lobe with this disease process may 
result in a “locked-in syndrome,” where the initiation of basic movements such as 
that needed to shave, eat breakfast, and kiss your wife can no longer be taken for 
granted. These structures might be potentiated with Sinemet (Carbidopa–Levodo-
pa), the precursor of dopamine. But, this is no cure and the beneficial effects appear 
to be transient. Moreover, if the dopaminergic system is potentiated beyond the 
titration point, then iatrogenic effects, including hallucinations, are common. But 
even with the patient suffering from Parkinson’s disease, where we typically associ-
ate the disease process with bradykinesia and immobility, the clinical course may 
differ with the onset of symptoms at the left or right hemibody and as a function of 
disease duration. Foster et al. (2013), for example, found increased energy levels 
as a function of disease duration in those Parkinson’s patients with left hemibody 
onset of symptoms.

In their review of models of time perception, Allman and Meck (2012) note 
that the experience of time is fundamental to “making sense of the world,” where 
clinical neurobehavioral or psychiatric disorders of behavior and/or cognition re-
late to difficulties with these processes (e.g., schizophrenia and autism). They note 
that although no disorder has been solely characterized as a disorder of timing, 
pathophysiological differences have been reported and particularly in individuals 
with Parkinson’s disease, schizophrenia, autism, and attention-deficit hyperactiv-
ity disorder. Moreover, different clinical populations display characteristic timing 
functions specific to their diagnostic classification as evident with the temporal dis-
tinctions between depression and mania (Se´ vigny et al. 2003; Bschor et al. 2004). 
Even the classic neuropsychological syndromes such as neglect disorder may be 
temporally bound as a case study of one patient, after parietal occipital damage, 
showed variant performance between impaired delayed and preserved immediate 
grasp responses (Rossit et al. 2011).

Attention-deficit disorder seems relevant to the temporal dimension with the es-
sential features of the disorder being described as impulsivity, hyperactivity, and in-
attention. Toplak et al. (2006) (see also Allman and Meck, 2012) provide a compre-
hensive review of temporal processing research with this population with variable 
findings typically supporting reduced sensitivity on time interval threshold tasks 
and underestimation of time duration. Parent ratings of these children also appear to 
reflect a consensus that “sense of time” is poor and poorly managed, although the 
exact nature of the deficit remains to be determined. Perhaps also relevant by exam-
ple, children with autism were compared with controls on a temporal bisection task 
in one project (Allman et al. 2011). The time-based estimates of the children with 
autism were significantly shorter and the degree of deviation or inaccuracy was 
found to correlate with scores on diagnostic tests for language and communication, 
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and for working memory. Those participants with the “worst” communication and 
working memory functions produced reliably shorter estimates. The authors con-
clude that individuals with autism tend to truncate or shorten time and produce more 
variable estimates of time passage.

Oscillations within neural circuits provide the brain its own fundamental tem-
poral structure (Buzsaki and Draguhn 2004; see also Kung et al. 2013) and there is 
substantial evidence that these oscillations are subject to entrainment or manipula-
tion through environmental events (see Klimesch 2012). Within the rehabilitation or 
medical center setting, time management skills are a pervasive presenting problem 
for patients recovering from one or another brain disorder. Temporal management 
and the perception of the passage of time appear to be intimate to discussions of 
executive function deficits or disorders of inhibitory control. There is a long history 
of intervention procedures to promote improved temporal processing, including 
the use of timers, time lines, schedules, prompts, and routine in daily activities. In 
their discussion of corticostriatal regions subserving interval timing, Gu and Meck 
(2011) report beneficial effects of various forms of rhythmic entrainment. Comput-
er-based rhythm and timing training have proved beneficial with attention-deficit 
hyperactivity disorder (Leisman et al. 2010; Leisman and Melillo 2011; see Allman 
and Meck 2012). Relatedly, interhemispheric training-induced coordination and co-
herence of oscillation frequencies within thalamocortical pathways may facilitate 
improvement in autism spectrum disorders (Melillo and Leisman 2009). Moreover, 
rhythmic auditory stimulation via music therapy has yielded improvements in gait 
speed, stride length, and depression indices associated with Parkinson’s disease 
(Paccehetti et al. 2000; Hayashi et al. 2006: cited in Allman and Meck 2012).

Allman and Meck (2012) focus their review of temporal processing on two pri-
mary models of interval timing: the striatal beat frequency model (Matell and Meck 
2004) and a more traditional information processing conceptual frame known as the 
scalar expectancy theory (Gibbon and Church 1984). The neuroanatomical focus of 
this time-based neuronal system was on the interactions between the cortex and basal 
ganglia, including the dorsal striatum receiving primary inputs from the premotor and 
prefrontal cortices (e.g., Draganski et al. 2008; Ford et al. 2013; Oguri et al. 2013) 
and the ventral striatum receiving afferents from the orbitofrontal cortex (e.g., Coull 
et al. 2011). Secondly, the frontocerebellar system was discussed as a critical system 
for precise temporal processing and the role of this circuit in coordinated sequencing 
is well established. Practically speaking, damage within one or the other cerebellar 
hemisphere may at first appear to represent a frontal lobe syndrome prior to the lo-
calization of the syndrome with confirmation of brain-stem pathology on examina-
tion. This is evident with delayed response deficits with a failure to stop secondary 
to right frontocerebellar pathology and with behavioral slowing, perhaps, with left 
frontocerebellar pathology (see Aron et al. 2007b; Chambers et al. 2009; Hampshire 
et al. 2010; Chikazoe 2010; see also Allman and Meck 2012; see also Cai et al. 2012).



461

Chapter 28
Personal, Peripersonal, and Extrapersonal 
Space

© Springer International Publishing Switzerland 2015
D. W. Harrison, Brain Asymmetry and Neural Systems,  
DOI 10.1007/978-3-319-13069-9_28

In the process of acquiring information about the world, the sense organs are not 
passive receptacles of energy information. Instead, the sensory systems have been 
found to actively probe and search the extrapersonal space to update the internal 
representations of the world and the contents of emotional and cognitive schema 
(Droogleever-Fortuyn 1979). Gitelman et al. (2002) note that perturbations in this 
process, usually resulting from right hemisphere lesions, lead to the syndrome of 
left hemispatial neglect. Left hemispatial neglect has been most frequently associ-
ated with lesion sites involving the parietal and premotor cortices and, less frequent-
ly, the cingulate region, the thalamus, or the basal ganglia of the right hemisphere 
(Heilman and Valenstein 1972, 1979; Heilman and Van Den Abell 1980; Mesulam 
1981; Heilman et al. 2012). These regions are interconnected with each other and 
collectively give rise to a large-scale neural network subserving numerous facets of 
spatial attention (see Gitelman et al. 2002).

The right brain appears to be specialized for spatial analysis and comprehen-
sion for the regions outside of our body and its parts. It is particularly adept at 
processing faces and places in contrast to the linguistic capabilities of the left brain. 
Kenneth Heilman has contributed much to our understanding of spatial process-
ing differences between the two brains, through the identification of personal and 
peripersonal or extrapersonal space and through the appreciation and articulation of 
the contributions of each brain to the processing and awareness of these locations 
and spatial arrays. Whereas the left brain appears specialized for the awareness of 
body parts and positions or “personal space,” the right brain appears specialized for 
peripersonal space or the location of our body and of other objects or events within 
the external world (Heilman et al. 1995; Foster et al. 2008). Thus, geographical 
awareness corresponds with right brain integrity and geographical confusion may 
occur with damage here (e.g., Paterson and Zangwill 1944; Benton et al. 1974, De 
Renzi 1982; Fisher 1982). In contrast, left–right confusion (Gerstmann 1940, 1957; 
see also Cabeza et al. 2012), body-part confusion, or gestural confusion (gestural 
dyspraxia; Heilman 1973) correspond with damage or deactivation in the left brain.
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The left brain appears capable of processing proximal space at the left and the 
right hemibody, whereas the right brain may be more limited in this respect to its 
proximal space at the left hemibody. Partially due to this arrangement of specialized 
attentional and intentional allocations of space, a lesion of the left brain appears to 
more directly impact praxis, including ideomotor or gestural (Luria’s second func-
tional unit) and ideational or sequential components (Luria’s 3rd functional unit). 
This appears to follow with the proximal allocation of resources to the body and the 
sum of its volitional parts or skeletal movements. The right brain appears more able 
to process the attentional and intentional demands of the entirety of the extraperson-
al space at both the left and right hemispaces, whereas the left brain may be more 
limited to processing within the right hemispace. Thus, a right cerebral hemisphere 
lesion appears to lend itself to a left sensory (Luria’s second functional unit) or mo-
tor (Luria’s third functional unit) hemineglect syndrome and specifically the neglect 
of extrapersonal space at the left side of our world. The limitations on the left brain 
in its capabilities for processing extrapersonal space may restrict the impact of left 
brain damage to only a minimal effect on neglect within the right hemispace. More-
over, the diagnosis and measurement of a right hemineglect of extrapersonal space 
may be more difficult, with the impact being more subtle in its expression. These 
asymmetries in the specialization for space within the intrapersonal or proximal 
spatial dimensions and the extrapersonal or distal spatial dimensions are displayed 
in Fig 28.1.

The tertiary association cortex at the parietal–occipital–temporal region appears 
specialized for the analysis and comprehension of space through integration among 
the primary sensory modalities. Lesion of this area in the right brain may result in 
extrapersonal deficits (however, see Roth et al. 2013) as with sensory constructional 
dyspraxia or dressing dyspraxia. East–west confusion may result from a lesion of 
the right parietal region (Paterson and Zangwill 1944; Walsh 1978), whereas lesions 
of the homologous region at the left hemisphere appear to be more demonstra-
tive of left–right confusion and body-part confusion (Gerstmann 1940, 1957; see 

Hemispatial Processing Bias

■ Personal Space
■ Proximal Space

■ Extrapersonal Space
■ Distal Space

Left Hemispace Right Hemispace

////  Right Brain

\\\\ Left Brain

Left Hemispace Right Hemispace
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also Cabeza et al. 2012). Similarities might be appreciated in the function of these 
homologous brain regions. But, the distinction lies in the appreciation and compre-
hension of near or proximal space as exists at the body or the appreciation of space 
external and distant from the body as within extrapersonal or peripersonal space. 
Functional magnetic resonance studies have provided evidence consistent with the 
clinical findings where the dorsal parieto-occipital region activates especially to 
stimuli within extrapersonal or peripersonal space and associated with the dorsal 
pathway to premotor regions involved in the planning and execution of reaching 
movements (Gallivan et al. 2009; see also Aimola et al. 2012).

Pribram (1991) argued that the spatial array within our environment may ex-
ist through a replication of the array within our neural architecture. The three-di-
mensional environmental array, processed from one or another perceptual point or 
perspective, exists as a concurrent representation of these elements and as a Gestalt 
or holistic integration within the three-dimensional neural network. The functional 
anatomy is part of a neural net, where the vantage point of the perceiver varies 
across multiple dimensions and where these dimensional changes in perspective 
provide clues to the multidimensional shape of the object or scene. This perspec-
tive or vantage point approach, when wedded to a dimensionally complex neural 
network perspective, provides for dynamics and provides an exponential increase in 
the comprehension of shapes and places within extrapersonal space. Karl provides 
an analogy here where the variant of perspective contributes to perception much 
like a hologram. The hologram achieves apparent dimensionality beyond its image, 
through manipulations of perspective or vantage point. No area of the brain con-
tributes more to this than the spatial analyzers within the right parietal region and 
the right parietal–occipital–temporal region. This might be evident within the pari-
etal eye fields (see Suzuki and Gottlieb 2013), where three-dimensional perceptual 
constants may be maintained concurrent with positional change or relocation of the 
eyes and directional gaze (Medendorp et al. 2003). 

Karl retired from Stanford University to build his “Brain Institute” just down the 
road from Behavioral Neuroscience Laboratory at Virginia Polytechnic Institute. He 
was instrumental in bringing scientists and philosophers together from many areas 
of specialization to discuss and imagine the brain and its functions. He was to ap-
preciate space more specifically, when his good friend rearranged his library based 
on the color of the book’s cover rather than Karl’s arrangement by subject area. 
This required appreciation of the logical basis for the spatial arrangement as distinct 
from the color of the book’s cover. Karl appreciated spatial arrangements through 
his photography and, in the auditory modality, through his love of the violin.

The immediate frontier in research on personal and extrapersonal space is to 
extend this inquiry into the role of specific brain regions and especially the frontal 
lobes in the control of organ systems, including the adrenal gland, the thyroid gland 
(e.g., hyper and hypothyroid disorders), pancreatic insulin functions (e.g., hyper 
and hypoglycemic disorders), the stomach (e.g., acid secretion and contraction and 
absorption disorders), and cardiovascular functions (e.g., bradycardia and tachycar-
dia; low and high blood pressure), and vasodynamics. Sympathetic drive prepares 
us for movement into, through, or out of some extrapersonal space and parasympa-
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thetic drive for processing and the conduct of personal space activities. The right 
frontal lobe seems disposed to regulate the incremental arousal states associated 
with sympathetic drive, whereas the left frontal lobe seems disposed to regulate 
quiescent states of low energy, absorption of digestive products (e.g, Holland et al. 
2011), and parasympathetic drive (e.g., Holland et al. 2011). 

Though the research is still lacking here, a patient with a diagnosis of hyper-
thyroidism with elevated energy and possibly hyperkinesis may benefit from the 
assessment of a right frontal lobe disorder, whereas a patient with chronic fatigue, 
diminished energy or “get up and go” may be diagnosed with hypothyroidism and 
indicates the need for a rule out of a left frontal lobe brain disorder. Right temporal 
lobe seizures may be evident in cardiovascular presentations, including tachycardia 
and arrhythmia (Marshall et al. 1983) and syncope may develop with seizure focus 
or elevated activation within the left temporal lobe. With an improved understand-
ing of the role of functional brain systems in all organ functions, the focus of inter-
vention might be redirected as with the management of right frontal lobe stressors 
prior to radiation implants to target the thyroid gland for destruction. This less in-
vasive approach may prove effective for some patients and serve to minimize the 
iatrogenic effects of radiation seeds or surgery.

The appreciation of asymmetries in spatial processing, where the left brain is 
more apt to comprehend and to develop organized responses to proximal spatial 
demands and where the right brain is more apt to comprehend and to develop orga-
nized responses to extrapersonal or distal spatial demands, came with advances in 
the appreciation of asymmetries in emotional processing. This includes a role for 
the right brain in processing fear and anger along with its vigilance over distal space 
where threats may appear “on the horizon” and where a defensive or aggressive 
response might be mounted with activation of sympathetic drive and mobilization 
of the cardiovascular, cardiopulmonary, and musculoskeletal systems. Integration 
of these multidimensional constructs, within the functional cerebral systems of the 
right brain, allows a conceptual basis for understanding their intimate relationship 
one unto the other. Coercive attributions of external control and of others trying to 
do me harm would be close in their anatomy to the bodily responses necessary to 
mount the response. In the active state, this would require increased blood pressure, 
increased heart rate, circulating blood glucose and cholesterol, and oxygen satura-
tion. The elevation in cholesterol levels might even reduce the spillage of blood, 
should the person be injured secondary to rapid clotting time.

Foster et al. (2008) provided an example of the hemispatial specialization for 
emotion, wedding emotion to the three-dimensional spatial array through the quad-
rant model. Here both left and right hemispace and vertical spatial dimensions 
(close and far) were found to reliably differ with emotional valence. Using pegs 
labeled with one or another emotional valence (positive and negative), he asked 
normal subjects to place them on a board using Velcro attachments. Subjects reli-
ably segregated positive and negative affective pegs across left and right hemispace 
and within the distal and proximal axis. This unique procedural design was the first, 
to our knowledge, to provide evidence that emotions can bias attentional allocation, 
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whereas numerous research investigations have examined how attention is biased 
for emotional stimuli.

Maguire et al. (2000), using brain imaging techniques, showed that part of the 
hippocampus is enlarged in taxi drivers compared with the general public, and that 
drivers with more experience have larger hippocampi than those with less expe-
rience. Indeed, there was a significant correlation between the length of time an 
individual had spent as a taxi driver and the volume of the right hippocampus. The 
London taxi drivers are required to learn a large number of places and the most di-
rect routes between them. More recently, Maguire (Woollett and Maguire 2011) ex-
tended these findings, and by some accounts stunned the scientific community, by 
demonstrating neurogenerative properties of experience. Specifically, geographical 
experiences (e.g., finding shortcuts and such) make an individual’s hippocampus 
grow. It was found that the total volume of the hippocampus remained constant in 
the control group in comparisons with the taxi drivers. But, the growth in one re-
gion, the posterior portion of the hippocampus, was found to be at the expense of the 
anterior portion. Functional differences were also found with a reduced ability to 
perform on the Rey-Osterrieth Complex Figure Test (see Lezak et al. 2012). The re-
sults relate to spatial memory in our discussion. However, they are more exciting in 
the demonstration of the effects of experience to alter brain anatomy and capacity. 
The dentate gyrus is remarkable in this respect with neurogenesis evident especially 
in this brain region (Kuhn et al. 1996). It is also evident that traumatic experiences, 
exceeding the capacity of the neural circuitry involved (see Carmona et al. 2009; 
Williamson and Harrison 2003; Foster et al. 2008; Mitchell and Harrison 2010; see 
also Klineburger and Harrison 2013), may produce diametrically opposite effects 
and potentially neurodegenerative changes (e.g., Knutson et al. 2013; Sartory et al. 
2013: see also Parker 2010).



467

Chapter 29
Relationships: Proximal and Distal

© Springer International Publishing Switzerland 2015
D. W. Harrison, Brain Asymmetry and Neural Systems,  
DOI 10.1007/978-3-319-13069-9_29

Substantial progress has been made in the study of relationships (see Hazan and 
Shaver 1994) and even in shared cognitive processes among groups. There are 
many potential variations of this theme worthy of discussion that remain largely 
outside of scientific inquiry, currently. One logical extension of laboratory efforts to 
understand emotion is the aspect of being held close to someone in a relationship or 
being identified as more distant in the relationship. Whether or not one or the other 
cerebral hemisphere is specialized for the depth of a relationship remains unclear. 
The left brain may be specialized for those we hold near and dear emotionally, with 
the presentation of a somewhat universal positive attribution bias to these individu-
als. Being emotionally close to another person may promote expectations of for-
giveness for incidental or actual transgressions, at least up until the moment that the 
cerebral processing advantage shifts to negative valences and the processing bias 
of the right hemisphere. At the simplest level, the processing bias of the right brain 
does not appear to hold others close. The attribution bias here appears to be nega-
tive or distanced from these individuals outside the group, unless it is a more deeply 
positive relationship that may need to be protected or defended under assault. But, 
the interdependence of these neural systems is evident as one influences the other. A 
simple example might hold as evidence that the visual spatial analysis and percep-
tion of physical size and strength of a threatening individual are diminished in the 
presence of a friend (Holbrook and Fessler 2013).

Each individual’s perception is influenced not only by the presence of close or 
supportive group members but also by the perceptual analysis and comprehension 
of others who may not hold us in high esteem. In some situations, you might find 
yourself essentially walking into another’s right brain. Once there, the negativity 
afforded to your behavior provides for a persistent and possibly endless cycle of 
opposition and even anger. This proposal indicates that we easily walk into another 
person’s left brain and easily walk out again, through the dissolution of trust or 
violation of support and positive regard for this individual. More poignant to this 
discussion, though, is that once a person has appeared on the radar screen of the 
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negative emotional appraisal systems at the right brain and once assimilated into its 
architecture, it may be difficult to get out!

The neural architecture and physiological specializations of the right brain may re-
main ever vigilant and ever distrustful, unless one is able to work through the offensive 
issues or secondary to forgiveness, perhaps. If that person is held to be dear and if there 
is a violation of this relationship and trust, then the negativity afforded to that indi-
vidual may be great with substantial depth and persistence. Some may attest to this after 
the dissolution of a close marital relationship, followed by a heated divorce. Clinton 
Comer (Comer and Harrison 2013) has provided a potential theoretical basis for this 
with integration of opponent process theory into modern neuropsychological theory on 
emotional processing. Also relevant, by way of example, would be the evidence for the 
persistence of negative memories (Foster and Harrison 2004; see also Foster et al. 2011, 
2012) and the severity of depression as a function of the left or right hemibody onset in 
Parkinson’s disease (Foster et al. 2010, 2011)

Another possible variation in this relationship theme can be found in our ap-
proach to professional guidelines in authorship. Any of the logical linguistic con-
tributions of scientists or others relevant to written accounts and available through 
previous publication may be acknowledged through a written citation or reference. 
This provides for substantial freedom in writing and promotes the generation of 
additional written words through subsequent publication. These verbal linguistic 
citations are largely the products of the left brain as the right brain is somewhat 
devoid of language and logical linguistic processing mechanisms. In contrast, the 
products, constructed works, and drawings of the right brain are not readily acces-
sible for use by others through the provision of verbal acknowledgement or citation 
simply placed in textual verbiage. Instead, we must ask for permission and acquire 
a copyright release to use the artwork or the pictures that are deemed desirable 
for secondhand use. This relationship holds if we would like to use the whole of 
the written project as in a copy or picture of the text or publication, which would 
amount to plagiarism or a violation of another’s ownership of the project.

That we hold our friends “close” and our enemies “at a distance” seems to fit the 
basic framework of theory, where the right cerebral hemisphere is specialized for 
both negative emotion and extrapersonal space at a distance from me. The vigilance 
over this space provides a constant level of threat assessment, where those viewed 
as in opposition to one’s self may be monitored by a cautious and protective brain, 
whereas those close to us may enjoy a more cavalier side of us, wherein our friend-
ship is more tolerant and “happy go lucky.” Even a recent president distinguished 
these sides saying “You are either for us or against us”, highlighting the aspect of 
our political alliances, where we stand either together in opposition to our enemies 
or separately with distance conveyed along with the negative emotion.
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The one universal finding across aging research is an increased heterogeneity of 
variance with increasing age. Thus, any conclusions based upon the aging con-
struct must be circumspect and with all caution related to sweeping generalities or 
conclusions on what aging is or what changes accompany the aging process. Cross-
sectional age comparisons may result in findings more relevant to differing experi-
ential backgrounds or the “cohort effect” (see Sigelman and Rider 2011). Moreover, 
age comparisons based upon chronological age differences seem to be somewhat 
independent of the aging construct. The factual basis of this confound might be 
entirely evident in the day to day encounters of a clinical neuropsychologist work-
ing with patients of differing ages. By way of example, one neuropsychologist was 
completing the evaluation of a 105-year-old gentleman who was actively dating. 
The ladies seemed to swoon in his presence with his military uniform; still a sharp 
fit on his angular frame. He was solid on his feet, coordinated in his gait, and well 
mannered in his social demeanor and pragmatics. In so many ways he was arguably 
more youthful than the 13-year-old boy that the neuropsychologist was following 
for a cerebrovascular accident. The older man was, however, extremely hard of 
hearing and refused his appliance to amplify sounds. Upon inquiry as to why he 
would not wear his hearing aid, he responded that he had “already heard everything 
that he wanted to hear.”

To a large extent, the early conception of the aging brain that emerged from be-
havioral research and from structural imaging studies portrayed the aging process as 
one where the individual was a victim of passive deterioration and decline with age, 
with preservation of a few functional domains. Contrary to this view, subsequent 
research has demonstrated that the aging brain is an adaptive and plastic structure, 
responding in a dynamic fashion to exertional stress (e.g., Pereira et al. 2007; see 
also Morrison and Baxter 2012), cognitive challenge (e.g., Maguire et al. 2000), and 
to developmental structural demands (Glasel et al. 2011; see also Aeby et al. 2012) 
or the demands of adjusting to deterioration itself. Evidence of this nature has fun-
damentally changed traditional views of cognitive aging. In addition, modern neural 
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theories of aging (e.g., see Park and McDonough 2013) provide a stronger emphasis 
on dynamic changes and compensatory mechanisms related to brain plasticity and 
neural reorganization. To some extent this has been evidenced by the resurgence of 
interest and research designed to improve cognition through enhancement of neural 
structures or reorganization of functional neuronal circuitry.

Some evidence indicates that the right cerebral hemisphere may be relatively 
precocial at birth, referring to a relative ability to “hit the ground running” at birth 
or before. This would lend itself, by necessity, to the demands of urgent survival 
states as in the mobilization of the sympathetic nervous system with a gasp for air, 
with hunger demands, and with emotional irritability as with an angry or urgent cry 
to signal the imperative needs of the newborn. The child might then have a relative 
advantage in processing extrapersonal spatial cues as with sensorimotor develop-
ment and emotional bonding with the parent’s or the caregiver’s face and with the 
processing of emotional spatial arrays, including the prosodic variations of moth-
erese or “baby talk” (Bunce and Harrison 1991). Propositional or logical linguistic 
speech develops subsequent to this from the perspective of right hemi-aging theory. 
One father recalled his children as babies, where there would be the occasional bout 
of irritability. The boy might seem inconsolable and his wife would talk to the boy 
without effect. But, as he attempted emotional facial postures and affective prosody 
he would, sometimes, gain immediate attention and, if he was lucky, a quieting of 
the emotional expressions!

The right superior temporal region is better known for the processing of emo-
tional or prosodic sounds (Heilman et al. 1975; Ross and Monnot 2008; see also 
Hickok and Poeppel 2007; see also Bourguignon et al. 2012) and for its contribu-
tions to facial comprehension and recognition with close associations with the oc-
cipitotemporal region and the fusiform gyrus (Pallis 1955; McCarthy et al. 1997; 
Turk-Browne et al. 2010; see also Kanwisher and Dilks, in press). Others have 
demonstrated a functional role for this brain region in high-level “theory of mind” 
or social perception and interindividual communicative behavior, where inferences 
are drawn relevant to communicative intentions, the generation of communicative 
action, and the prediction of forthcoming communicative intent (e.g., Carrington 
and Bailey 2009; Haxby et al. 2002; see Shallice and Cooper 2011; see also Cabeza 
et al. 2012).

In their review of the literature on early development, Aeby and colleagues (Aeby 
et al. 2012) note that newborns are known from behavioral studies to be able to rec-
ognize the voice of their mother from the voice of a stranger (Mehler et al. 1988). 
Moreover, research on newborns using magnetoencephalography techniques has 
shown that they are already sensitive to prosodic cues in language at birth (Sambeth 
et al. 2008). Aeby et al. (2012) also provide evidence of early developmental re-
sources for facial processing, noting that newborns are known from behavioral stud-
ies to preferentially process human over nonhuman faces (Johnson et al. 1991) and 
that they are able to imitate facial gestures (Meltzoff and Moore 1977).

Using positron emission tomography with 2-month-old infants, Tzourio-
Mazover and colleagues (Tzourio-Mazoyer et al. 2002) demonstrated activation 
patterns at the temporal lobe and ventral occipitotemporal facial processing region 
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similar to that recorded in adults (see also Kanwisher & Dilks, in press). The under-
lying arousal component essential for empathy and neuronal mirroring is present 
in newborns as they have been shown to express discrete emotions at birth (Izard 
1982). Also, by 10 weeks of age, they are capable of imitating expressions of fear, 
sadness, and surprise (Haviland 1987). Interestingly, based on the well-established 
contribution of the right temporal parietal region to arousal (Heilman et al. 1978; 
see also Heilman and Valenstein 2012), Aeby et al. (2012) conclude that the lat-
eralization of the arousal systems to the right brain may influence the differential 
maturity of each cerebral hemisphere favoring the right brain. More specifically, 
they state that the evidence suggests that the microstructural modifications in brain 
structures around the right temporal and occipital regions “observed between 35 
and 43 weeks of gestation in preterm neonates could contribute to the functional 
maturation of these brain regions with increasing age, in a period of life where 
voices, prosody and faces represent extremely salient stimuli.”

They review evidence of asymmetric maturation of these right cerebral systems 
noting that between 12 and 14 weeks of gestation, several genes are asymmetrically 
expressed toward the right side in the human temporal cortex (Sun et al. 2005). 
The right superior temporal sulcus appears earlier in development (Chi et al. 1977; 
Dubois et al. 2008). Dubois et al. (2008) have shown that this region is deeper with-
in the right hemisphere in premature infants. Others find significant lateralization 
favoring the right brain in normal term newborns where cortical surface expansion 
of the right hemisphere is larger than that of the left hemisphere from 0 to 1 year of 
age (Hill et al. 2010). Evidence for lateralization favoring this region is present in 
3-month-old infants and the asymmetry increases faster than the general growth of 
the brain in this time frame with profound microstructural changes in the right su-
perior temporal sulcus (Glasel et al. 2011; see also Aeby et al. 2012). These findings 
appear to be more relevant to regional differences within the brain and complexity 
has been found also favoring the left hemisphere.

Language processing is subserved by a neural network involving the left cerebral 
hemisphere, which has been shown to be substantially lateralized in normal adults. 
Blumstein and Amso (2013) argue that a fixed neural architecture for language is 
one that would be present and robust at birth and constant or invariant over the 
life span. Instead, they report functional magnetic resonance imagery findings from 
newborn infants which appear to challenge this notion in support of dynamic devel-
opmental changes. For example, Perani et al. (2011) paired whole brain functional 
magnetic resonance imagery and diffusion tensor imaging during auditory language 
input in 1- and 2-day-old newborns. Language processing was less lateralized in the 
newborns, with activation found at the bilateral temporal regions as well as the left 
inferior frontal gyrus in newborns in response to speech. The authors elaborate here 
in that the activation was indeed increased in the primary and secondary auditory 
cortex on the right side, a finding which is at once inconsistent with the adult model 
and which supports a modular bias to process within the right cerebral hemisphere 
after birth. Blumstein and Amso (2013) note that heightened interhemispheric con-
nectivity rather than intrahemispheric connectivity is found in infants relative to 
adults in the neural language network (Obleser et al. 2007). These developmental 
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differences in the hemispheric laterality of language extend well into childhood 
as evident in other work examining sentence processing in 6-year-old children 
( Friederici et al. 2011).

If the right brain is precocial and relatively mature at birth in comparison to the 
left brain, then there might be biological bases upon which to predict the earlier 
demise or shortened life span of the more rapidly developing regions within the 
right cerebral hemisphere. This concept has some support within developmental 
and biological psychology (see Gibson and Petersen 2011). The distinction between 
altricial and precocial species is sometimes focused on longevity or life span dif-
ferences. The right hemi-aging theory did indeed receive substantial attention in 
geropsychology within the 1970s and 1980s, but was abandoned as the distinction 
drawn between the left and right brains, at that time, was thought to be identified 
by differences on the intelligence test, where verbal intelligence was considered a 
left brain measure and where nonverbal intelligence was considered a right brain 
measure. Though these distinctions are not without empirical support, the nonverbal 
measures of intelligence relied heavily on performance measures. Therefore, a de-
cline in nonverbal intelligence relative to verbal intelligence with aging was largely 
based on performance deficits where the measures were heavily confounded by 
response speed, for example.

There is evidence that this theory of right hemi-aging should not be so readily 
discarded. Evidence for right hemi-aging has emerged partially based on the find-
ings in early infancy and childhood and also with some aging research, where mea-
sures of cerebral laterality were used instead of a reliance on the standard measures 
of intelligence. Numerous studies have supported the hypothesis that  functions 
of the right hemisphere decline differentially with age (Lapidot 1987; Rastatter 
and McGuire 1990; Riege et al. 1980). Lapidot (1987), for example, found visual 
smooth pursuit to be restricted toward and within the left hemispace in older adults, 
a finding suggesting deficits in right frontal eye field capacity as a function of age. 
Visual smooth pursuit toward and within right hemispace was unremarkable in age-
related comparisons.

Much of the research on cognitive decline with aging has focused on the con-
struct of working memory. Reuter-Lorenz (2013) notes from her review of the lit-
erature that an important discovery pertaining to the aging of working memory 
and other cognitive domains is that “even when younger and older adults perform 
equally, imaging measures indicate that their brains function differently.” This au-
thor cites the relationship between working memory load and activation, where 
reduced capacity or capacity limitation with aging may advanced heightened acti-
vation states for the processing of minimal cognitive loads. For example, minimal 
verbal working memory demands, consisting of about two to four items, generally 
produce matched accuracy performance abilities across age groups. However, older 
adults are reported to show heightened activity over younger adults particularly in 
right frontal regions typically critical to executive control operations (Cappell et al. 
2010; Mattay et al. 2006; Schneider-Garces et al. 2010; see Reuter-Lorenz 2013). 
With incremental load, younger adults show increasing activation in these fron-
tal regions, whereas reduced activation and lower performance results are found 
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with older adults. These findings support increasing capacity limitations with aging 
and specifically in right frontal regions where cognitive decline relates to working 
memory load.

Moreover, decrements in hemispheric asymmetry have been consistently re-
ported during healthy aging and with decline related to disease processes such as 
Alzheimer’s (e.g., Long et al. 2012). Rather consistent findings of reduced cere-
bral asymmetry with aging have been found using electroencephalography ( Bellis 
et al. 2000; Deslandes et al. 2008), near-infrared spectroscopy (e.g., Herrmann et al. 
2006), behavioral (Reuter-Lorenz et al. 1999) and structural and functional mag-
netic resonance imagery (e.g., Cabeza 2002; Cabeza et al. 2004; Li et al. 2009; Long 
et al. 2012).

Functional neuroanatomical evidence supports right hemi-aging. For example, 
in a meta-analysis of functional magnetic resonance imaging research investigating 
hippocampal atrophy in individuals with mild cognitive impairment, Alzheimer’s 
disease patients, and aging controls, a significant left-less-than-right asymmetry 
pattern was found (Shi et al. 2009). Significant atrophy was found in both the left 
(effect size, 0.92; 95% confidence interval, 0.72–1.11) and right (effect size, 0.78; 
95% confidence interval, 0.57–0.98) hippocampus, which was lower than that in 
Alzheimer’s disease patients (effect size,1.60, 95% confidence interval, 1.37–1.84, 
in left; effect size, 1.52, 95% confidence interval, 1.31–1.72, in right). When the au-
thors compared aging controls, the average volume reduction weighted by sample 
size was 12.9 and 11.1% in left and right hippocampus in mild cognitive impair-
ment, and 24.2 and 23.1% in left and right hippocampus in Alzheimer’s disease 
patients, respectively. The findings revealed a bilateral hippocampal volume loss in 
mild cognitive impairment with the extent of atrophy less than that in Alzheimer’s 
disease patients. Moreover, comparisons of left and right hippocampal volume re-
vealed a consistent left-less-than-right asymmetry pattern, but with different extents 
of atrophy in the control (effect size, 0.39), mild cognitive impairment (effect size, 
0.56), and Alzheimer’s disease (effect size, 0.30) groups.

Some have argued that reduced asymmetry impedes communication and the 
exchange of information across the hemispheres, resulting in impaired working 
efficiency (Oertel et al. 2010). However, this interpretation is potentially flawed 
as reduced cerebral lateralization is a frequent finding in women (McGlone 1978, 
1980; Harrison et al. 1990; see Good et al. 2001; see also Sommer et al. 2004; see 
also Wallentin 2009; Shin et al. 2005; see also Bibost et al. 2013). Moreover, many 
projects fail to control for sex differences in laterality, which clearly may confound 
these interpretations (e.g., Long et al. 2012). This potential confound may be more 
relevant towards the later parts of the life span sampled, where there is a shift in 
survival demographics favoring women.

Attenuation of emotional processing skills in the elderly may support the right 
hemi-aging theory. Christine McDowell (McDowell and Harrison 1993) evaluated 
the accuracy of emotional face recognition across age groups using a photo album 
with standardized emotional faces. The younger and older groups were found to 
have equivalent accuracy scores in recognizing happy faces, whereas the group 
of healthy elder participants showed significant impairments in the recognition of 
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negative affective valences (sadness, anger, and fear). In a related project, Billings 
et al. (1993) found that younger and elderly women differed in the identification of 
neutral facial stimuli, revealing a heightened positive emotional bias and specifi-
cally within the left visual field. These findings were replicated and extended in a 
subsequent project (McDowell et al. 1994), where elderly men and women were 
reliably less accurate in the identification of negative affective faces with equiva-
lent performance evident in comparison with younger participants in the identifica-
tion of positive affective faces. A significant positive affective bias was also found 
on processing neutral faces within the right visual field (left cerebral hemisphere). 
Park and McDonough (2013) point out that regions of ventral visual cortex (e.g., 
fusiform face area) that are specialized for face and scene processing become less 
specialized with advanced age (Grady et al. 1992; Park et al. 2004). These authors 
also note that subsequent studies have revealed a relationship between decrements 
in processing speed and processing specialization. Specifically, decreases in pro-
cessing specialization are associated with decreases in processing speed and other 
higher-order cognitive processes in older adults (Park et al. 2010).

John Alden (Alden et al. 1997) extended the cerebral laterality research to the 
auditory modality using a dichotic listening task. These procedures provide for the 
concurrent presentation of different sounds to each ear. The test is sensitive to ce-
rebral laterality with the “dominant” brain region, within one or the other cerebral 
hemisphere, extinguishing the activation and receptive processing of the homolo-
gous brain region (Hugdahl 2003, 2012; Hugdahl et al. 2009). Thus, relative acti-
vation or integrity of the left auditory cortex might result in a right ear processing 
advantage under concurrent bilateral auditory processing demands. Younger and 
elderly women were asked to shift their intentional focus to the left or the right ear 
in comparisons with an initial unfocused condition. The right hemi-aging theory 
was supported on the intentional task, in which older women were significantly less 
able to allocate resources to left hemispatial processing but not to the processing of 
information from the right hemispace and right ear (however, see Hugdahl 2012).
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If the basic property of protoplasm is irritability (Barnes 1910), then the basic sen-
sory modality critical to our survival may well be pain. Surely, it is fundamental to 
the human condition. The arrival and interpretation of these signals are intimate to 
defensive and offensive gestures, emotionality, and deeply pervasive memories to 
insure that we minimize the creation or replication of this consequence which re-
sults from many ill-conceived activities and pursuits. Failures are evident, though, 
in the public media in the stiff human competition for the “Darwin Awards” and for 
“America’s Funniest Home Videos.” We simply do not do many of the activities 
that gave us pain when we last tried them. Nature simply has an effective parenting 
style to promote rapid acquisition of emotional responses to pain and their associat-
ed contingencies (e.g., Harrison et al. 1984) along with long duration and persistent 
memories. If you touch a hot stone and get burned, you may indeed be less likely to 
touch it the next time when the opportunity knocks.

As a graduate of the doctoral program at the University of Georgia, I became 
aware of some of the early student exploits that influenced Crawford Long in his 
discovery of anesthetics (Long 1849). During my time at Georgia, students and fac-
ulty would head down to the Oconee River to O’Malley’s for socials or just to relax 
on the deck overlooking the river. But, some hold that, in Long’s day, folks would 
meet down by the river for ether and laughing gas frolics. These activities might 
be morally questionable for some. But the consequence of these “frolics” would, 
in many ways, compare with the better accomplishments of many hours spent in 
the laboratory engaged in the most rigorous of scientific inquiries. The discovery 
would be more influential on the battle field or on the surgical table. Indeed, ether 
and laughing gas were identified by Long for their anesthetic properties from sim-
ply witnessing an injury at the party without the concomitant appreciation of pain.

This was of great import as few options existed at the time for analgesia short of 
“biting the bullet” or a block of wood. This seemed to work well for John Wayne in 
his many movies, where he stood his ground as a “real man” for men everywhere to 
measure themselves against. John might be shot in the leg, bite the bullet as the doc 
cut it out with a knife, and be back in the saddle on his horse at sundown to ride into 
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the glorious western sunset! Interestingly, the European Caucasian at one time held 
great hopes for Curare to be a magic elixir for the elimination of pain. Curare de-
rivatives had been used by Native Americans and others with Curare-tipped darts or 
arrows capable of bringing down prey and foe with muscle paralysis resulting from 
this cholinergic antagonist (see Lee 2005). Curare effectively blocks acetylcholine, 
the neurotransmitter used by the body for all skeletal or striate muscle contractions 
to move the limbs. As the story goes, Curare was tried on the battlefield, where no 
one screamed or evidenced pain behavior, during amputations and such. Finally, 
someone survived the surgery, conveying the reality of exquisite pain with an in-
ability to scream or to move the vocal motor apparatus to express the pain more 
overtly in actionable behaviors.

The thesis for this section of text is that the right cerebral hemisphere appears 
specialized for pain and activation of pain-related concomitants, including incre-
mental blood pressure, sympathetic tone, negative emotion, escape or avoidance 
behavior, caution, and depletion of serotonergic stores. In approaching this argu-
ment, I am reminded of Walter Isaac’s submission of his research to a journal editor 
in which he stated that “cats are nocturnal.” The editor returned the manuscript to 
Walt asking for a reference as to this factual statement. After the laboratory team 
searched the literature finding no such reference, Walt resubmitted the manuscript 
stating simply that cats “forage at night, feed at night, and have sex at night.” The 
editor responded to this submission saying “…but, so do I!” Through this debate, 
Walt published his manuscript and his conclusion that cats are, indeed, nocturnal 
animals (Isaac and Reed 1961).

By analogy, a right cerebral hemisphere specialization for pain might be argued 
through the common pain-related dimensions occurring within the autonomic ner-
vous system, behavior, affect, social, and speech systems. Pain is most closely fea-
tured within the autonomic nervous system, through incremental activation of the 
sympathetic branch to include increased blood pressure, heart rate, and sweating or 
skin conductance. There is evidence indicating that increased blood pressure may 
serve to reduce pain (see Mollet and Harrison 2006; al’Absi and Petersen2003; see 
also Bruehl and Chung 2004) and evidence for this has been seen in the labora-
tory with individuals at risk for cardiovascular disease, through baseline hostility, 
with highly reactive cardiovascular responses to pain (e.g., Herridge et al. 2004). 
Earlier in these writings, classic arousal theory was discussed and the revolution-
ary developments in this theory through the contributions of Wendy Heller (Heller 
1990, 1993; Heller et al. 1997), Kenneth Heilman (Heilman et al. 1978; Heilman 
et al. 2003, 2012), and others demonstrating cerebral asymmetry in arousal with 
a prominent role ascribed to the right brain. Incremental arousal was found to be 
a contribution of the right parietal region with the somatosensory system found 
within this region (e.g., Mazzola et al. 2012). Relevant here is the flattened or bland 
affective state that results from deactivation or lesion of the right parietal area and 
especially the inferior region proximal to the somatic facial area. Pain most typi-
cally yields incremental arousal suggesting the underlying architecture to be within 
the right hemisphere.
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Gina Mitchell (Mollet and Harrison 2006) appreciated the intimate relationship 
between emotional processing systems and pain processing systems in her applica-
tion of quadrant theory to these processes. Ultimately, Gina would integrate these 
views within the capacity theory also appreciating the sensory perceptual analyzers 
within the posterior brain and the regulatory control over these areas imposed by 
the frontal lobe (Mitchell and Harrison 2010; see also Meerwijk et al. 2012). The 
layperson and neuroscientist alike clearly appreciate the redundancy of chronic pain 
and depression (see Meerwijk et al. 2012). The intimate relationship between acute 
pain and anger or fear is appreciated by all those sharing the human experience. 
Pain may release reflexive responses with sympathetic nervous system activation, 
pupil dilatation, incremental blood pressure and heart rate, and possibly aggressive 
or defensive behaviors. The degree of intimacy among these functions is equivalent 
to, or beyond that of, the now commonsense level acknowledgement of the relation-
ship between logical, linguistic speech and the left brain. Yet, the zeitgeist is not un-
like that experienced at the time that Broca made his, now famous, accolade stating 
that “we speak with the left brain.”

A compassionate understanding of these functional neural systems promises to 
provide new perspectives in the understanding and potentially the treatment of pain 
disorders and, in turn, disorders of affective valence and regulatory control. Rela-
tive activation of each of the cerebral quadrants and the processing demands im-
posed over the frontal regions may provide new insights and new therapies from a 
fresh perspective. These observations and arguments may be worthy of extension to 
other literatures on social or physical trauma, perhaps. Relatively little attention has 
been directed to what some have called “psychological pain” or grief despite a well-
known association between these experiences and depression and as a precursor 
for suicidal behavior. Meerwijk et al. (2012) performed an overview of studies on 
brain function related to the actual experience or recall of an autobiographical event 
involved in “psychological pain.” Based on their review, they proposed a tentative 
neural network for grief or “psychological pain” that includes the thalamus, anterior 
and posterior cingulate cortex, prefrontal cortex, cerebellum, and parahippocampal 
gyrus. They conclude that overlap exists with the circuits involved in “physical 
pain,” but with a markedly reduced role for the insula, caudate, and putamen during 
psychological pain. 

By way of discussion, chronic pain is a strong predictor of depression and an-
ger, as is the depletion of serotonin. Both serotonin (see Fitzgerald 2012) and pain 
(see Mollet and Harrison 2006) show evidence for lateralization to the right ce-
rebral hemisphere, indicating a possible role of the asymmetrical neurochemical 
properties of the left and right hemispheres accounting for differences in emotional 
processing. One variant of this lateralization hypothesis indicates that serotonin is 
biased toward activating a majority of right hemispheric brain regions or functions 
more so than in the left hemisphere, with norepinephrine showing an opposite left 
hemispheric bias. Another variant of the hypothesis is that serotonin not only tends 
to activate the right hemisphere but that it also functions through deactivation of 
the left hemisphere (e.g., Smith et al. 2009; see Fitzgerald 2012). This take on the 
fundamental theory of neurotransmitter asymmetries is consistent with cerebral 
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balance theory where significant deactivation of one cerebral hemisphere provides 
for a release of the opposing hemisphere and where heightened activity provides 
for suppression or inhibition of the homologous brain regions within the opposite 
cerebral hemisphere. In this example, significant activation of the right hemisphere 
also deactivates the left hemisphere.

Norepenephrine appears to have the opposite functional pattern with activation 
of the left hemisphere and potentially altering cerebral balance mechanisms. Do-
pamine, a neurochemical associated with positive affect (see Ashby et al. 1999) is 
found at higher levels in the left hemisphere (see Tucker and Williamson 1984; see 
also Wittling 1995). Alternatively, the right hemisphere may use more serotonin 
(sees Tucker and Williamson 1984; see also Wittling 1995). Altered levels of se-
rotonin are associated with negative affect such as, hostility, aggression (Cleare 
and Bond 1997), and depression (Flory et al. 2004). This is more clearly the case 
in men who have demonstrated heightened cerebral laterality in comparisons with 
women (e.g., Kimura 1999; McGlone 1978, 1980). Moreover, some evidence indi-
cates that men may have twice the level of serotonin found in women (Nishizawa 
et al. 1997; Stein et al. 2012), where women suffer more depressive complaints and 
are twice as likely to be diagnosed with depression (Burt and Stein 2002). Women 
receive 78 % of the selective serotonin reuptake inhibitors (SSRIs) prescribed for 
mood disorders (Kessler 2003; see Haleem 2012). Also, women are more likely to 
seek help for chronic pain. Negative affective stress and pain may deplete these 
serotonergic reserves, altering emotional state. Thus, effective stress management 
and pain management may elevate serotonin levels, depleting the intensity of the 
depressive response. 



Part VII
Brain Pathology
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For any of the myriad types of brain pathology, there may be signal features that 
help in the diagnosis of the disease or the identification of the underlying process 
which ultimately may be displayed in the presenting symptoms. However, there are 
no absolute symptoms for any specific origin of pathology as the clinical features 
will be largely derived from the area or part(s) of the brain involved and the func-
tional neural systems which are ultimately affected. The time course and prognosis 
may vary too with the type of pathology. The purpose of the writings which follow 
is not to provide, in any way, a comprehensive accounting of the types of injuries or 
insults which might afflict the brain, but rather to provide an initial discussion of the 
more common types of pathology and their basic features. Ultimately, the impact of 
the pathology will relate to many complex and interacting aspects of pathological 
presentations, including the acute versus chronic, the abrupt versus insidious, the 
adult versus developmental, and underlying issues of the extent of medical com-
plexity. We begin with a discussion of vascular pathology with a focus on cerebro-
vascular accidents associated with specific arterial distributions. A presentation of 
the basic elements involved in traumatic brain injury and post-concussive syndrome 
follows. This is followed by a discussion of neurodegenerative disease or demen-
tia processes. Subsequent to this is an introduction to the convulsive disorders or 
seizures.

For any specific or more complex presentation of pathology, the neuropsycholo-
gist may contribute, as part of a broader and multidisciplinary team, to better un-
derstand and to elucidate upon the following diagnostic and care-related issues. A 
primary focus of the evaluation is to localize the brain regions affected in order to 
specify the neuropsychological syndromes resulting from the insult. From this syn-
drome analysis and lesion localization effort, the individual’s rehabilitation needs 
may be more clearly understood and ultimately shared with a cohesive multidis-
ciplinary therapy team. This basic clinical derivation of the diagnosis and identi-
fication of spared and affected brain regions can improve the therapeutic milieu 
and ideally with coordinated efforts across the team of contributors. The therapists 
closely involved with the patient during the rehabilitation efforts often include the 
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speech pathologist, the occupational therapist, the physical therapist, the recreation 
or community reentry specialist, social worker, clinical psychologist, nurse, physi-
cal medicine, neurologist, physiatrist, and other disciplines.

The neuropsychologist may be able to identify the extent of damage and de-
termine if the brain cells are dead, malnourished, deactivated, or compressed, for 
example. The evaluative process often involves efforts to establish estimates of pre-
morbid cognitive status. This might be estimated from any and all available sources, 
including the patient’s family, educational history, occupational accomplishments, 
and other historical evidence. Related to these determinations, the neuropsycholo-
gist may address the prognosis and time course for recovery in distinguishing a de-
generative process or active and potentially progressive pathological process from 
those warranting a more optimistic prediction for recovery of function(s). Through 
these efforts, the neuropsychologist ultimately is a teacher and assists in the educa-
tion of all of the rehabilitation team members and in the education and therapeutic 
interventions with the family and the caregiver. This process extends in the provi-
sion of baseline neurocognitive, affective, and behavioral markers and often us-
ing standardized test batteries from which future comparisons may be made in the 
assessment of progress. The evidence may well support the recovery of functions 
as opposed to the progression of symptoms over time. Regardless, the evidence 
for recovery or progressive decline across temporally spaced evaluations will be a 
primary resource for the team of providers and certainly for the family faced with 
imposed needs for planning and preparation to provide for care and maybe ongoing 
financial planning for supervision and/or assistance needs.

The type of pathological process involved in any specific brain disorder is com-
plex and may include focal or more general malnutrition of brain cells, ischemic 
events such as that following a thromboembolic occlusion of cerebral arteries, hem-
orrhagic events, and neoplastic events with tumor genesis, and electroconvulsive 
episodes. Malnutrition may result in the brain cells becoming edematous or watery, 
and this might be evident in a Wernicke–Korsakoff syndrome as a nutritional de-
mentia from alcoholism. Neoplastic growth often provides for aberrant and dys-
functional cellular processes well beyond the tumor focus identified on the comput-
erized tomography (CT) or the magnetic resonance imaging (MRI) scan of the head. 
Cerebral hemorrhage may result in contact-related brain cell death with iron kill-
ing these cells on contact. In addition, there may be space-occupying effects from 
the bolus with significant pressure effects on surrounding brain regions perhaps in 
some 15–20 % of strokes. Far-field effects of compression may be evident often at 
the brain stem region with altered mentation and arousal or lethargy or perhaps with 
compression at the basal skull regions.

Traumatic brain injury may tender diffuse injury effects through the complex 
physical forces conveyed through the gelatinous brain material. This may be ex-
pressed in the somewhat focal coup and contrecoup injuries with head trauma and 
through diffuse axonal injury from torsion, shearing force, and stretching of neuron 
and glial pathways and interconnections. Glial scarring may add to the complexity 
of a brain injury through the development of an irritative focus and potentially one 
sufficient to evoke an epileptic or electroconvulsive event. Seizures also provide 
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for high-voltage spikes and electrical activation at the site of origin, which may 
inhibit oppositional brain systems. Seizure-related events may not only reflect ac-
tive neuropathology but also progressive pathology through multiple mechanisms. 
This was recognized early on (see Engel 2013) with the formation of a “mirror 
focus” at the homologous region within the other brain conveyed across the corpus 
callosum. Pathological processes often undermine the integrity of other processes, 
potentially leading to a cascade of pathology and instability in the system at least 
initially following a brain injury. From this dynamic state, the brain injured may be 
eventually stabilized and able to more fully participate in rehabilitative therapies 
and the recovery process.

Vascular Pathology

According to the US Center for Disease Control and Prevention (Go et al. 2013), 
stroke is considered to be the leading cause of long-term disability and the third 
leading cause of death. Each year, ≈ 795,000 people continue to experience a new 
or recurrent stroke (ischemic or hemorrhagic) accounting for an estimated 143,000 
deaths in 2008. Approximately, 610,000 of these are first attacks and 185,000 are 
recurrent attacks. In 2009, stroke caused ≈ 1 of every 19 deaths in the USA. On aver-
age, every 40 s, someone in the USA has a stroke and someone dies from a stroke 
approximately every 4 min. The number of deaths from a stroke as a percentage of 
the population appears to have declined substantially over the past 30 years. Racial 
disparities still exist with the death rate from stroke nearly 50 % greater for African 
Americans than for other racial groups. Native Americans and Hispanics have low-
er death rates (see Fig. 32.1). It appears noteworthy that stroke kills more than twice 
as many American women every year as breast cancer. More women than men die 
from stroke, and the risk for women may be higher due to longer life expectancies 
than that enjoyed by men. Women appear to suffer greater general disability after 
stroke than men, whereas men may suffer greater focal disability. For example, a 
woman may have a better prognosis than a man for a focal stroke in Broca’s area 
in terms of recovery of expressive speech functions. However, a woman may be 
more likely to experience general disability from a fall and fractured hip subsequent 
to the stroke. Women aged 45–54 also appear to be part of a surge in strokes due 
to increased risk factors such as the metabolic syndrome and/or obesity. Cultural 
differences also emerge in the literature. For example, one project appreciated the 
relative risk factors with Hispanic women (Luo et al. 2013).

Imaging Issues

A variety of imaging resources are increasingly available to the neuropsychologist, 
ranging from the more traditional CT scan, to the MRI scan, to the positron emis-
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sion tomography (PET) scan, to the functional MRI (fMRI) scan, to an increasing 
array of even more exotic and potentially helpful technologies. As of these writings 
though, CT scans and MRI scans were fundamental to the evaluation and common-
ly available in addition to one or another type of angiogram, including the magnetic 
resonance angiogram (MRA; see Fig. 32.2). These technologies are most useful in 
situations where the brain pathology is evident in the image and provides for a focal 
or more generalized accounting of the brain regions affected by the precipitating or 
more insidious type of pathological event.

In the hands of a skilled radiologist, much information may be derived from 
even the common CT scan, which can inform the neuropsychological evaluation 
and intervention efforts. Temporal factors are relevant in many cases where the be-
havior, cognition, and affect may be substantially clear and evident in the pathologi-
cal presentation but where the scan may be unremarkable. Over appreciation of an 
unremarkable scan in the face of behaviorally evident pathology may be somewhat 
like taking your automobile to a mechanic with obvious electrical or mechanical 
problems. After the image is developed and the mechanic returns to tell you that 
“nothing showed up in the pictures…that the scans are normal,” you might better 
seek out a new mechanic than base your judgments and actions upon the pictures. 
Often the scans must be repeated before pathology is finally evident, and in some 
cases, the pictures remain unremarkable in the face of clinically definable pathol-
ogy. The images are simply more useful when they allow us to visualize a structural 
anomaly or area of damage.

Fig. 32.1  Sex differences and racial differences in death rates from stroke. (Image is adapted from 
the National Institutes of Health)
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Following an ischemic stroke, an early CT scan may be grossly normal as edema 
and the area of infarction have not yet well developed sufficient to be identified on 
the image. More subtle indications may include the loss of the gray–white matter 
differentiation. With progression, the ischemic event may be evident in addition-
al changes, possibly including ventricular effacement, midline shift between the 

Fig. 32.2  An MRA image 
depicting the ascending arte-
rial tree within the distribu-
tion of the left and right 
brain. MRA magnetic reso-
nance angiography (Adapted 
from image originally pub-
lished by Tsai, Chung-Fen, 
Cerebral infarction in acute 
anemia, Journal of Neurol-
ogy, Volume 257 Issue 12, 
p. 2049)

 

a b

Fig. 32.3  Repeat head CT on day 1 and day 3 after a left middle cerebral artery distribution cere-
brovascular accident. CT computerized tomography
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cerebral hemispheres, and/or hypodensity within areas depicted on the scan (see 
Fig. 32.3). Thus, both the pathological process involved with the ischemic event 
and the developmental course for the stroke may be slowly evident in subsequent 
images or maybe not evident at all, in some cases.

The imaging techniques themselves are not without hazard or iatrogenic impli-
cations. Some evidence supports the stronger radiation hazard of the CT scan as 
a cancer risk and especially for younger age groups, for example. Moreover, the 
angiogram may involve the insertion of a radioactive bolus into the bloodstream 
with a risk for iatrogenic stroke. Although the risk for stroke from angiogram ap-
pears minimal nationwide (2–5 %), the risk does appear to vary from one facility 
to the next. Also, this discussion points to the potential discrepancies between the 
scientific assessment of risk and the perspective on risk for the individual suffering 
an iatrogenic or nosocomial event. For science, the risk is assessed as a potential 
impact to the broader population of individuals exposed to medical procedures. But, 
the personal loss and the impact on that individual’s life and upon the family may 
weigh substantially larger in the scheme of things. The statistical risk assessments 
hardly hold weight if you or your family member is the one who experiences the in-
duced stroke from an elective diagnostic study and if the assessment did not clearly 
weigh in the provision of a different approach to care or intervention.

Vascular Diseases

One Friday morning, I met a young married couple at my office with somewhat 
atypical complaints surrounding the episodic loss of consciousness by the man 
and specifically “on the dance floor.” Interestingly, the couple complained that the 
man would pass out while “slow dancing” rather than “fast dancing.” As I worked 
through the myriad possibilities for the potential cause of these events, I decided 
to ask for a demonstration. The events were recurrent for the couple, and we were 
at least within a medical center where support was easily available, if needed. The 
man was rather short and the woman was rather tall and, as I came to appreciate, 
she was also rather well endowed. Upon placing his neck between her breasts as 
they embraced for the “slow dance,” indeed he fainted and declined to the floor. The 
angiogram confirmed arterial disease, and he soon elected to undergo a bilateral 
endarterectomy in hopes of opening the carotid arteries for improved blood flow. 
Another man would pass out “in front of the mirror shaving.” Indeed, as soon as he 
pushed the razor tight against the left side of his neck, he would lose consciousness, 
which again provided a clue for his underlying vascular pathology and supported 
his subsequent decision with his physician to undergo an endarterectomy procedure.

The progression of vascular pathology ultimately expressed in a cerebrovascular 
event or stroke may develop over many years as with chronic atrial fibrillation, 
arteriovascular disease, cardiovascular disease, or congestive heart failure. It may 
also develop more abruptly as with some embolic strokes, for example, following 
a period of uncontrolled atrial fibrillation or with valvular cardiac origin. The typi-
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cal presentation and recovery from a stroke begins with an acute onset of symp-
toms derived from the brain region affected and perhaps from responsive vascular 
 dynamics to the event. This is followed by a period of stabilization of symptoms and 
subsequently by slow improvement or resolution of symptoms.

There are notable exceptions to this model, however. These include chronic hy-
pertensive pathology with the development of multiple, primarily, white matter le-
sion sites and progressive decline unless the blood pressure can be lowered and pos-
sibly with the physician’s efforts to thin the blood. Another exception is found with 
cerebral vasculitis, which may underlie progressive neural pathology. Also relevant, 
by way of example, is the individual involved in contact sports with repeated shear 
force and concussive trauma, which may result in multiple cerebrovascular lesions 
and eventually underlie a “punch-drunk syndrome,” perhaps. In one assessment, an 
elderly woman was seen for a dementia process that paled by comparison with that 
of her son who had planned to be the woman’s caregiver. It was soon apparent that 
the National Football League (NFL) star was suffering more significant pathology 
than was the demented mother and that the discharge of the patient from the hospital 
would need to incorporate planning for the care of both the patient and her son. A 
further exception to the recovery model described above may be found with vascu-
litis and especially with a chronic or progressive vasculitis.

Types of Vascular Pathology

A university professor, close friend, and colleague of mine shared her experiences 
with me involving a more acute and treatable vasculitis resulting from a spider bite 
over her vertebral artery at the posterior right side of her neck. Subsequent to the 
bite and the spread of the inflammatory process, she began to experience left-sided 
visual hallucinations accompanied by apprehension and mildly paranoid content. 
She was knowledgeable of brain function, allowing her to make informed attribu-
tions for her state of affairs and to seek appropriate medical interventions and, in 
this case, with antibiotics. Had she been less well informed and knowledgeable of 
her own cerebral functions, the outcome may have been substantially more dramatic 
with psychiatric admission, diagnosis of an acute schizoaffective disorder, embar-
rassment, and possibly the loss of her job. But she remained vigilant with vasculitis 
often signaling a more chronic disease process and potentially with inflammation 
spreading throughout the vascular distribution across multiple body regions and 
organ systems.

A somewhat less insidious form of vascular pathology may arise from a spon-
taneous intracranial hemorrhage following rupture of a dilated artery or aneurysm. 
The brain is wrapped tightly by the meninges, which resemble a sausage skin, per-
haps. This “skin” consists of three primary layers with the tough and protective 
dura mater (“tough mother”) located close to the skull and with the middle layer or 
arachnoid layer serving as a boundary division between substances which are away 
from direct contact with brain tissue and substances which are in close proximity 
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to the pia mater (“little mother”) and more directly with the brain matter. Thus, a 
subarachnoid hemorrhage may expose brain tissue to blood and its iron contents, 
resulting in damage to that area of the brain, whereas an extradural hemorrhage 
may exert its effects on brain tissue somewhat indirectly through pressure effects. 
Moreover, the neural surgeon may be able to withdraw this bolus of blood via as-
piration using a cannula or other technique to relieve the pressure or it may resolve 
through more natural processes over time. The subarachnoid hemorrhage provides 
for multiple methods of damaging brain tissue where perhaps 50 % of the damage 
may result from pressure effects and where perhaps 50 % of the damage is direct 
from the blood to the neural tissue. Hemorrhage and ischemic events are not inde-
pendent. The bleed may result in reflex stenosis or vasodynamics which may only 
gradually resolve during recovery.

Blood Supply to the Brain and Brain Stem

The arterial vascular tree providing oxygen- and nutrient-rich blood to the brain 
originates from four primary arteries ascending up the neck and eventually to the 
cerebral hemispheres. The two carotid arteries ascend up the ventral surface at each 
side of the neck just as the vertebral arteries ascend up the posterior surface at each 
side of the neck. Figure 32.4 provides a view of the arterial blood supply and the 
principal arteries supplying the brain. On viewing the image, one can appreciate 
that some of the arteries bifurcate forming collateral arteries, whereas others merge 
together to form a unitary blood vessel. The principal example of the latter situa-
tion would be the basilar artery, situated at midline over the ventral pons or brain 
stem. The basilar artery is formed from the emergence of the two vertebral arteries 
ascending the posterior neck region. These arteries move toward the anterior sur-
face and merge forming the basilar artery, which will again bifurcate to form the 
inferior and the superior cerebellar arteries and eventually with more dramatic flair 
the bifurcations will form the circle of Willis near the thalamus and optic chiasm. 
The circle of Willis will provide additional bifurcations with the posterior commu-
nicating arteries extending toward the mesial occipital lobe and with the anterior 
communicating arteries extending toward the mesial frontal lobe structures (e.g., 
the cingulate gyrus and supplementary motor cortex).

Much of the blood flow and arteriovascular dynamics for the axial brain re-
gions, including the brain stem and cerebellum and the midline cerebral structures 
and corpus callosum, arise from the vertebral arteries at the back of the neck and 
eventually from their emergence into the basilar artery at the front of the pons. 
The vertebrobasilar system supplies blood perfusion to the inner ear, brain stem, 
and cerebellum and rupture or occlusion of this supply is frequently recognized 
from the accompanying symptoms of truncal ataxia, dysmetria, nystagmus, ver-
tigo, nausea, and possibly vomiting (e.g., see Chakor and Eklare 2012). Indeed, 
this constellation of symptoms is oft referred to as a vertebrobasilar syndrome. The 
diagnosis of this syndrome will characteristically involve the examination of lateral 
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and vertical components of visual smooth pursuit. The examination will include 
measures of visual convergence on approach from the left and from the right side. 
Also assessed will be indices of truncal coordination, ambulatory gait, and balance. 
A lesion within these pathways may alter frontocerebellar functions affecting coor-
dinated and intentional movements. Dysmetria might be initially appreciated on the 
finger-to-nose task with poorly sequenced or coordinated movements of the arm, 
hand, and finger in reaching out to touch the examiner’s finger and upon return to 
touching the patient’s own nose. Limb coordination is also likely to be affected with 
dysmetria or dysdiadochokinesia. This might be assessed using a variety of tasks. 
Some of these were described by Luria (Christensen 1979), including the fist–palm 
alteration task, the finger-to-thumb task (sequentially tapping each finger with the 
thumb: unimanual and bimanual versions), the finger tapping test (Wertham 1929; 
a rate measure), and many other measures of coordinated movement.

The Romberg task is part of this assessment. The patient is asked to stand with 
feet together followed by tasking the patient with the eyes closed. Of course, the 
patient is potentially at risk during these procedures and efforts must be made to en-
sure safety. Initially, when the eyes are open, truncal stability might be maintained 

Fig. 32.4  Arterial blood supply to the brain. (Originally published in Metabolic Encephalopathy, 
McCandless and David 2009, p. 9)
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through three primary modalities, including vision, proprioception, and vestibular 
senses. With mild damage in this system, the patient may be able to compensate for 
vestibular or proprioceptive disturbance using visual cues. With the eyes closed, 
heightened demand is placed on the functional integrity of the vestibular and pro-
prioceptive modalities, and truncal sway or instability may arise upon presenting 
them with this challenge. With more severe disability secondary to proprioceptive 
or vestibular damage or with a midline cerebellar lesion, truncal instability and/or 
ataxia may be appreciated along with the multitude of safety risks in performing 
even routine functional activities of daily living. Many of these patients will be at 
an increased risk for falls related to disturbances in and among these functional sys-
tems. Damage to the lower brain stem structures approximating the medulla might 
present within vital systems, possibly including respiratory hyperreflexia with hic-
cups and/or belching behavior, orthostatic hypotension, or other symptom arrays.

Ultimately, the midline or axial regions of each cerebral hemisphere are supplied 
by the anterior and posterior cerebral arteries (see Fig. 32.5). Much of the blood 
flow for the lateral structures within the cerebral hemispheres will be supplied from 
the carotid arteries traveling initially up the front of the neck with the internal ca-
rotid arteries emerging alongside of the circle of Willis. From this emergent loca-
tion, the carotids appear ideally situated to fill the branches of the ipsilateral left 
or right middle cerebral artery. The middle cerebral artery distribution within each 
brain provides the majority of the blood supply to the lateral structures, including 
the Broca’s and Wernicke’s classic areas for components of propositional speech, 
the face, and the hand (see Fig. 32.6).

Regardless, the focus of the current discussion on intracranial hemorrhage will 
benefit from the appreciation of this anatomy, which is much like that a plumber 

Fig. 32.5  A midsagittal view of the left cerebral hemisphere showing the distribution of the 
anterior cerebral artery (blue) and the posterior cerebral artery (yellow). (Originally published in 
Gray’s Anatomy of the Human Body)
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might have to deal with when looking at multiple pipes being reduced to a single 
pipe, which in turn divides into multiple pipes once again. This might well be a 
plumber’s nightmare as the management of physical hydraulic forces of blood trav-
eling through these pipes would appear to be most difficult. But, this is more the 
case in the mammalian body with a dynamically responsive cardiovascular system 
to maintain blood pressures sufficient for the diversity of activities with which we 
may engage. Something surely may break and the common or logical places for 
this to occur are often at the points of emergence or mergence of two arteries. This 
provides for a heightened probability of hemorrhagic stroke around the circle of 
Willis and often at the anterior communicating arteries or at the basilar artery. The 
blood vessel wall may be weakened, leading to rupture with incremental pressures 
and dynamic pressures, perhaps.

With rupture of an anterior communicating artery aneurysm, the neuropsycho-
logical presentation may initially involve features related to damage in the bilateral 
mesial frontal regions and mesial subcortical structures, including the corpus cal-
losum via the callosomarginal and pericallosal arteries and their bifurcations. Bilat-
eral infarction of the anterior cerebral arteries feeding off of the circle of Willis may 
produce one or another variant of the alien limb syndrome (e.g., Bejot et al. 2008) 
from damage to the corpus callosum. The cingulate gyrus might easily be affected 
along with arousal-related projections from the thalamic and amygdala regions. The 
assessment of the integrity of the startle response and the orienting responses might 
be appropriate. This might initially require a rule out in the assessment for “split-
brain syndromes” restricted to a disconnection of the frontal lobes one from the 
other. Akinetic mutism (e.g., Fontaine et al. 2002; see also Duffau 2012) might be 
present and especially with occlusion of the left anterior cerebral artery (Poppen 

Fig. 32.6  A lateral view of the left cerebral hemisphere showing the distribution of the middle 
cerebral artery (red). (Originally published in Gray’s Anatomy of the Human Body)
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1939). Lower body regions may be affected and specifically the lower extremities, 
the bladder, and the genitalia.

Cerebrovascular hemorrhagic events affecting the posterior cerebral arterial dis-
tribution might require more focused assessment of the visual projections, visual 
perceptive analysis, hippocampal and perihippocampal integrity, and perhaps loss 
of sensory awareness relatively restricted to the lower, rather than to the upper, con-
tralateral extremity, and the bladder region or genitalia. The splenium of the corpus 
callosum may be at risk with the potential for a disconnection syndrome between 
the two brains. A classic example of the functional pathology resulting from such 
a lesion location would be the syndrome of alexia without dysgraphia. This lesion 
may effectively disconnect the two occipital cortices from access to the angular 
gyrus within the left cerebral hemisphere. In contrast, the cortical pathology akin 
to damage in the distribution of the posterior branches of the middle cerebral artery 
supplying the left angular gyrus would be the syndrome of dyslexia with dysgraphia 
(Gerstmann 1940, 1957; see also Cabeza et al. 2012; see also Ardila 2012).

Rupture of the arterial divisions emanating from the basilar artery commonly in-
volve cerebellar damage with functional concerns for balance, coordination, truncal 
ataxia, dysmetria (see Chakor and Eklare 2012), and ultimately an increased prob-
ability of falling and fall-related injuries. Ischemic changes may be assessed on the 
neuropsychological evaluation further up the arterial tree in measures of functional 
integrity of axial brain structures, including the occipital lobes, and through the as-
sessment of visual agnosias. Lower body structures may again be at relative risk, 
including the lower extremities, bladder, genitalia, and the midline structures of the 
corpus callosum. But, the effects of intracranial hemorrhage may ultimately signal 
vital concerns for the neural surgeon as pressure effects may compress lower brain 
structures involved in vital functions and reflexive responses for blood pressure, 
respiration, and such.

Less common are spontaneous intracranial hemorrhages which directly involve 
the internal carotid arteries. Rupture of an external carotid artery was witnessed by 
a former graduate student who always sat on the front row of his church. A man ar-
rived earlier and sat on the front row, replacing the student who now took his seat 
behind him and in the second row. The hemorrhagic event apparently occurred fol-
lowing an abrupt stretching of the neck during the service. Fortunately, the former 
student was also an emergency medical technician and was able to assist in the 
management of the hemorrhage. However, loss of blood flow or pressure effects 
from an intracerebral bleed affecting the distributions of the middle cerebral artery 
within either cerebral hemisphere may signal assessment needs for the contralateral 
upper extremity and facial regions with relative sparing of the lower extremity. 
Assessment of pathology within the distribution of the middle cerebral artery may 
include alterations in the integrity of the propositional speech systems and linguistic 
analyzers supplied by the middle cerebral artery ascending the left cerebral hemi-
sphere. It may include alterations in the integrity of the nonpropositional speech 
systems and prosodic analyzers supplied by the middle cerebral artery ascending 
the right cerebral hemisphere. This artery, within each brain, provides branches sup-
plying both the second and third functional units, requiring differential diagnosis of 
intentional and executive functions of the frontal lobes (see Stuss and Knight 2013) 
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and the sensory receptive and comprehension capabilities of the lateral convexities 
of the parietal, temporal, and occipital regions.

Cerebral ischemia more often results from mechanical obstruction as with a 
thrombotic event, for example, which may ultimately cause a cerebral infarction or 
result in necrotic tissue. Thrombosis may result from local plague or clot formation 
along an artery due to scarring of the vessel wall, perhaps. Embolic events occur 
with any foreign matter traveling through the vessel and eventually with occlusion 
of the vessel, preventing blood flow and ultimately oxygen saturationand nutri-
tional support for the tissue downstream from the clot. This sometimes occurs as an 
episodic event as a transient ischemic attack. However, the bolus may be sufficient 
to produce more permanent effects on the tissue feed by the vessel in the form of 
cerebral infarction. The onset may be acute or it may be more insidious in nature. 
The latter presentation may follow the ontogenesis of arterial stenosis or narrow-
ing of the arterial wall with progressively insufficient blood flow. Cerebral damage 
results with any situation, acute or chronic, which results in inadequate blood flow, 
a lack of adequate oxygen saturation, and/or nutritional deprivation. Eventually, this 
pathology may be identified as an encephalomalaciaor softening of the brain.

The diagnosis and appreciation of the likely functional pathology resulting from 
cerebrovascular insult is again topological secondary to the specific distributions of 
the anterior cerebral artery, the posterior cerebral artery, and the middle cerebral artery 
within each brain and the neuropsychological contributions of each of these regions. 
Knowledge of the functional differences and processing specializations attributable to 
each brain is critical to assessment, therapeutic intervention, and education of thera-
pists, the family, and the patient. More specifically, knowledge of the functional fea-
tures derived from cerebral regions supplied by each cerebral artery provides a prior 
expectations and hypotheses for the examination, which may be investigated through 
double dissociation techniques (Teuber 1955; Kinsbourne 1971; Luria 1973, 1980).

Anterior Cerebral Artery

Figure 32.7 provides images of the locations and divisions of the anterior cerebral 
artery along with imaging data depicting left-sided pathology on MRI and MRA 
scans. The anterior cerebral artery differentially supplies the motor and premotor 
cortices with projections to the lower extremities, genitalia, and bladder. It sup-
plies the supplementary motor cortices where damage has been implicated in aki-
netic mutism or bradykinesia syndromes for the left frontal region and hyperkinesis 
syndromes and impulsivity for right frontal pathology (see Oades 1998; see also 
Emond et al. 2009; see also Granacher 2008; Helfinstein and Poldrack 2012). It 
ultimately supplies the corpus callosum via the callosomarginal and pericallosal 
divisions, providing a necessary rule out for disconnection syndromes between the 
frontal lobes of each brain. This may produce one or more variants of the alien 
limb syndrome or affect the integration of bilateral motor movements where the left 
and right hemibody must function together in well-timed, coordinated tasking in an 
orchestrated fashion. The orbitofrontal branch, upon occlusion, may be relevant to 
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diminished regulatory control over the amygdala via the uncinate and arcuate fas-
ciculi connecting these brain regions.

The literature is more robust on reduced negative emotional regulation with right 
orbitofrontal damage (e.g., Agustín-Pavón et al. 2012), where incapacity within the 
right orbitofrontal region may result in hyperreflexive or reactive expression of an-
ger or aggressive behaviors (e.g., Fulwiler et al. 2012). Reduced regulatory control 
from this region may be evident in nonpropositional speech impairment. Damage 
may be reflected in an expressive dysprosodia possibly somewhat flat or sparse in 
prosody with an avalanche of speech volume or loud abrasive features subsequent 
to emotional stress or provocation. Moreover, the loss of regulatory control over 
anger and fear, for example, may reflect a concurrent loss of control over the car-
diovascular system with corresponding reactivity in systolic blood pressure, heart 
rate (Harrison and Emerson 1990; Demaree et al. 2000; Herridge et al. 2004; Wil-
liamson and Harrison 2003; Everhart et al. 2008; Shenal and Harrison 2004; Rhodes 
et al. 2013; see also Foster et al. 2008), glucose (Walters and Harrison 2013a, b), 
skin conductance (Herridge et al. 1997), facial expression (Rhodes et al. 2013), and 
temporal lobe activation on the quantitative electroencephalogram (Mitchell and 
Harrison 2010). (The thalamoperforating branch may, upon occlusion, yield one or 
another thalamic syndrome.)

Fig. 32.7  Locations and divisions of the anterior cerebral artery along with imaging data depicting 
left-sided pathology on MRI and MRA scans. MRI magnetic resonance imaging, MRA magnetic 
resonance angiography (Adapted from images copyrighted by Springer Science + Business Media 
New York)
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Damage within the distribution of the frontopolar artery may raise assessment 
questions for behavioral, social, and affective features often altered by pathology 
in these regions. Much of the research on depression has implicated the left fron-
tal poles and basal ganglia, which may be affected by a stroke in this arterial dis-
tribution. Social and emotional sequelae from right orbitofrontal involvement and 
 damage at the right frontal pole include social anarchy and social improprieties, 
respectively. Such a patient may be able to state and discuss the social rules guiding 
public behaviors, whereas they may find that the rules do not apply to them (the 
social anarchist). The individual with impaired social pragmatics and/or impropri-
eties may display a most curious lack of care in public behaviors for turn taking, 
 appreciation of social cues, and even more provocative improprieties such as pick-
ing their nose in public, inadequacies in basic hygiene, and related malfeasance 
(e.g., Eslinger et al. 2004; Tompkins 2012; see also Yeates et al. 2012).

Middle Cerebral Artery

The divisions of the middle cerebral artery most notably include the arterial feeds to 
the frontoparietal region. Two prominent branches of this artery are seen in the pre-
rolandic and the rolandic arteries. Damage within the distribution of these branches 
of the middle cerebral artery characteristically results in relative functional deficits 
at the upper body regions, including the face and hand contralateral to the brain pa-
thology. This corresponds with a relative sparing and improved prognosis for recov-
ery of the contralateral lower extremity. This may be of considerable importance to 
the person suffering a stroke here, for example, as many of these folks will place the 
imperative upon recovery of the lower extremity to enable ambulation and freedom 
of movement without a wheelchair or major assistive device. The lower extremity 
may instead be more susceptible to a stroke or pathological processes within the 
distribution of the anterior cerebral artery with limb projections arising from the 
contralateral and midline frontal region.

Involvement of the motor cortices may provide for muscle weakness or paresis 
ranging to paralysis or plegia of the contralateral body regions. This is often fol-
lowed by spasticity, dystonia, or hyperreflexia of the body region with antigravity 
posturing subsequent to upper motor neuron damage (e.g., Futagi et al. 2012). Pa-
thology within the frontal lobe distribution of the middle cerebral artery supplying 
the motor cortex may produce a relative loss of function at the contralateral face and 
upper extremity (hand, arm, and shoulder), resulting in a right hemiplegia (severe) 
or right hemiparesis with subsequent dystonia apparent in heightened flexor tone 
or resistance to passive range of motion. This may be seen in a grasp reflex at the 
hand and flexor tendencies for the limb. Watershed events may convey antigravity 
posturing at the contralateral lower extremity with extensor posturing and possibly 
arching of the contralateral back and postural distortion. However, the prognosis 
and severity of dysfunction are again related to relative location of the face and up-
per extremity within the distribution of the branches of the middle cerebral artery 
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and with the functional integrity of the lower extremity determined more by the 
integrity of the mesial cerebral regions supplied by the anterior cerebral artery.

This relationship persists as we move into the premotor regions of the frontal 
lobe and the prerolandic arterial branch. Premotor changes may be assessed in mea-
sures of motor coordination and integrated motor sequencings. Examples may in-
clude discoordinated performance in rapid alternating movement tasks, including 
fist-to-palm sequencing, finger-to-thumb sequencing, and disrupted intentional or 
volitional movements. The tasks used by the neuropsychologist to assess for pre-
motor involvement may be discussed in the literatures on executive functions (see 
Stuss and Knight 2013) or even effortful control, whereas the assessment of the 
motor cortex relies more on measures of strength (e.g., using a dynamometer) or 
tonicity (e.g., passive range of motion). The premotor deficits resulting from pathol-
ogy within the distribution of the middle cerebral artery are largely conveyed at the 
contralateral face and upper extremity, whereas these deficits at the lower extremity 
may be prominent with involvement within the distribution of the anterior cerebral 
artery.

A posterior cerebral feed from the middle cerebral artery travels along the Sylvi-
an fissure to the posterior temporal and inferior parietal region. The artery is named 
after the cerebral region that it ultimately supplies, which is familiar to us as the 
angular gyrus. Thus, the angular artery is relevant to neuropsychological deficits 
within the left posterior temporal gyrus, including Wernicke’s dysphasia or deficits 
in comprehending speech where a “word salad” of fluent discourse may be ex-
pressed by the patient. The homologous branches of the right middle cerebral artery, 
upon occlusion, raise the specter for auditory affect agnosia, receptive dysprosodia, 
and dysmusia.

The more distal branches feed the angular gyrus. This area within the left ce-
rebral hemisphere is rich in neuropsychological functions which, when lost, are 
more familiar as “learning disabilities.” This angular gyrus within the left cerebral 
hemisphere is critical for reading, writing, and the performance of arithmetical op-
erations or calculations. Pathology here may underlie dyslexia with dysgraphia and/
or dyscalculia, whereas a cerebrovascular accident within the left posterior cerebral 
artery raises concerns for dyslexia without dysgraphia. The latter involves severing 
or disconnection of the occipital cortices from the angular gyrus just as the former 
involves the demise of the cortical region itself. Pathology within this branch of the 
left middle cerebral artery will prompt the neuropsychological evaluation for com-
ponents of Gerstmann’s syndrome (Gerstmann 1940, 1957; see also Cabeza et al. 
2012), and this includes the assessment for ideomotor dyspraxias.

Similar pathology within this branch of the right middle cerebral artery will 
prompt assessment for facial agnosia, geographical confusion, and constructional 
dyspraxia. Also relevant here and especially from discrete lesions is the possibility 
of a disconnection syndrome as the tertiary association area within the angular gy-
rus conveys access of one sensory system with the emergence of analysis from the 
associated sensory processing completed within each modality. Visual analysis may 
be disconnected from somatosensory analysis and from auditory analysis with pa-
thology cutting the links within the dorsal and ventral pathways, respectively. These 
“disconnection syndromes” are, to some, the “holy grail” for the neuropsychologist 
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where knowledge of functional cerebral systems allows for discovery of provoca-
tive clinical syndromes which otherwise may go unnoticed or undiscovered.

Infarcts within the distribution of the middle cerebral arteries are mostly associ-
ated with ipsilateral internal carotid artery disease (Wodarz 1980; see also Join-
lambert et al. 2012). This includes vascular compromise secondary to internal ca-
rotid artery or middle cerebral artery stenosis. However, Joinlambert et al. (2012) 
identified several other factors leading to hemodynamic compromise. Among these 
were bradycardia, atrial fibrillation, hypotension, dehydration, anemia, and heart 
failure. The authors conclude that cardiovascular monitors, such as blood pressure, 
are important in the disease process to insure the maintainance of sufficient brain 
perfusion.

Posterior Cerebral Artery

The posterior cerebral artery projects along the midline at the back of each cerebral 
hemisphere extending into the deep-seated cerebral structures along the watershed 
area within each cerebral hemisphere (see Fig. 32.8). Branches of the posterior ce-
rebral artery are most remarkable for their provision of oxygen saturation and nu-
trition to the primary visual projection cortices within either cerebral hemisphere 
known specifically as the striate or calcarine cortex. The visual projections are topo-
graphically arranged across the left visual field within the right cerebral hemisphere 
and across the right visual field within the left cerebral hemisphere. This cortex is 
found at midline within each occipital lobe with foveal or center field projections 
found near the outer convexities and with more and more peripheral visual field 
projections lying deeper (rostral) within these projections. Thus, the specific loca-
tion of an infarct within the distribution of the posterior cerebral artery signifies 
the probable location of the corresponding visual field defect with deeper lesions 
affecting the peripheral visual field.

Beyond the expectations for visual field defects arising from pathology within 
the posterior cerebral artery distribution supplying the visual projections and prima-
ry occipital cortex, visual agnosia of one or another form is part of the differential 
diagnostic concerns (e.g., Martinaud et al. 2012). Visual agnosias arise from pathol-
ogy within the posterior cerebral artery distribution supplying the secondary and 
tertiary association cortices with increasing complexity of the analytical deficit as 
the lesion extends into more complex association cortex at the tertiary areas. How-
ever, the tertiary association cortices extend into the arterial watershed areas where 
they may benefit from dual arterial blood supplies (e.g., posterior cerebral artery 
and middle cerebral artery territories). Specific cortical regions have been identified 
which respond to faces at the fusiform face area (Puce et al. 1995; Kanwisher et al. 
1997) and at the occipital face area (Gauthier et al. 2000). Visual word images are 
processed within the visual word form area (Cohen et al. 2000). Visual processing 
of body parts occurs within the extrastriate body area (Downing et al. 2001), build-
ings and scenes within the parahippocampal place area (Epstein and Kanwisher 
1998), and common objects in the lateral occipital complex (Malach et al. 1995).
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Fig. 32.8  Vascular territories and watershed areas of the cerebral arteries. (Originally published in 
Vascular Territories, Bradac and Gianni Boris 2011, p. 88)
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Moreover, cerebrovascular accidents in these regions commonly provoke elevat-
ed activation of the surrounding cellular structures with perhaps one in four or five 
patients developing visual hallucinations. The examiner will do well to specifically 
inquire about the location of the image and the directional movement of the im-
age as functional correlates for the pathologic lesion. For the left posterior cerebral 
artery distribution, the visual paresthesias or visual formesthesias will character-
istically appear within the right visual field and convey an emotional overlay of 
interest of pleasure, whereas the events generated from pathology within the supply 
distribution of the right posterior cerebral artery are typically within the left or “sin-
ister” visual field and accompanied by negative emotional attributions (fear, threats, 
control issues; Walters et al. 2006) and elevations in sympathetic drive (tachycardia, 
sweating, dynamic elevation in blood glucose). Episodic elevations in sympathetic 
tone with tachycardia, heightened blood pressure, or a surge in glucose levels may 
provide the initial diagnostic clues for a right occipital temporal event, and this may 
occur with behavioral features of fear or apprehension. Oscillating visual events 
within the pathological visual field may lower the threshold and increase the prob-
ability for these events and caution may be warranted in the type and location of 
rapidly fluctuating luminance or illumination levels.

The rostral or anterior feeds from the posterior cerebral artery within each brain 
supply the splenium of the corpus callosum. If the cerebrovascular accident en-
croaches upon the splenium, then a cerebral disconnect may result where each brain 
is absent of the visual information and processing specialization of the homologous 
brain region. This was expressed earlier on in the positions taken by Hughlings 
Jackson (1879) and A. R. Luria (1966, 1973, 1980) on the location of the lesion 
in dyslexia. If the reading problem results essentially from a visual deficit, then 
the diagnosis and treatment would be for one or another of the visual agnosias or 
anopsias. This might include visual letter recognition deficits subsequent to a left 
occipital or fusiform lesion (e.g., Park et al. 2012). In contrast, lesions within the 
language processing areas supplied by the left middle cerebral artery result in one 
or another of the aphasic alexias (see Luria 1980; see also Ardila 2012). The second 
diagnostic system involves the basic distinction between dyslexia of subcortical 
origin and dyslexia of cortical origin. This second diagnostic system (e.g., Imtiaz 
et al. 2001) distinguishes among dyslexia with dysgraphia(a cortical lesion within 
the distribution of the middle cerebral artery) and dyslexia without dysgraphia(a 
subcortical lesion within the distribution of the posterior cerebral artery).

The posterior cerebral artery supplies the midline areas of the temporal lobe 
through its anterior temporal artery branch extending to supply the amygdala. This 
structure, of course, is richly associated with emotional learning and emotional 
kindling phenomena. Cerebrovascular accidents encroaching on this region may 
provide a rich set of diagnostic concerns for the neuropsychologist and the area 
is historically associated with what were once more broadly considered to be psy-
chiatric disorders. The posterior temporal artery branch of the posterior cerebral 
artery supplies the hippocampus where cerebrovascular accident may impact the 
consolidation or learning of new information within that cerebral hemisphere. This 
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might affect verbal learning with infarction of the left posterior cerebral artery and 
the learning of faces or places with infarction of the right posterior cerebral artery.

Other branches of the posterior cerebral artery include the parieto-occipital ar-
tery, where obstruction may yield a visual processing defect with respect to the 
contralateral lower visual quadrant or specifically a lower quadrantanopsia for that 
half-field.

Hemispheric Laterality and Stroke

Hedna et al. (2013) raised the concern that probability of stroke may differ for the 
left and right cerebral hemisphere. The authors point out structural and mechanical 
differences in the vascular supply to each brain, where velocity differences exist in 
the carotid circulation and direct branching of the left common carotid artery from 
the aorta. Based on these anatomical and mechanical differences, they assessed the 
probability that large-vessel ischemia (including cardioembolism) is more common 
in the territorial distribution of the left middle cerebral artery. The analyses included 
317 ischemic stroke patients, excluding individuals with hemorrhagic stroke, stroke 
of undetermined etiology, cryptogenic stroke, and bilateral ischemic strokes. Lat-
erality and vascular distribution were correlated with outcomes using a logistic re-
gression model. The etiologies of the large-vessel strokes were atherosclerosis and 
cardioembolism.

Statistically, significant differences were found between the hemispheres for 
the overall event frequency, mortality, National Institutes of Health Stroke Scale 
(NIHSS) score, Glasgow Coma Scale score, and rate of mechanical thrombecto-
my interventions. The authors report that “left hemispheric strokes (54 %) were 
more common than right hemispheric strokes (46 %; p = 0.0073), and had higher 
admission NIHSS scores ( p = 0.011), increased mortality ( p = 0.0339), and higher 
endovascular intervention rates ( p ≤ 0.0001).” Not only are ischemic strokes more 
frequent in the distribution of the left middle cerebral artery (122 vs. 97; p = 0.0003), 
they are also often related to a worse outcome than their right hemispheric counter-
parts. Among these strokes, those impacting the left middle cerebral artery distribu-
tion were most common. Although the anatomical and mechanical contributions to 
hemispheric laterality differences in stroke, alternative explanations for the find-
ings may exist. Among these are neuropsychological features of right hemispheric 
stroke, where insight to deficits is poor with clinical expectations for anosognosia 
and anosodiaphoria. Indeed, an individual poor insight to deficits may be unlikely 
or less likely to seek help or medical intervention. The extent to which right cerebral 
stroke goes unnoticed or undiagnosed remains to be established through rigorous 
statistical analysis.
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Ventricular Pathology

Nervous tissues are constantly bathed and supported by “waters” in the form of 
protein-free cerebrospinal fluid, a substance similar to blood plasma. Cerebrospinal 
fluid is produced by the choroid plexus, a system of membranes lining the  ventricles, 
which includes the pia mater, blood capillaries, and ependymal cells. Collectively, 
this apparatus produces about 20 ml of cerebrospinal fluid per hour. This fluid col-
lects in the lateral ventricles, within the cerebral hemispheres, and flows downward 
through openings (foramen) and into the third ventricle above the roof of the mouth 
(see Fig. 32.9). Subsequently, the “waters” flow into the fourth ventricle within the 
brain stem. Additional cerebrospinal fluid bathes the central canal within the spinal 
cord. However, much of the “waters” from the brain now exit as used or “dirty” 
cerebrospinal fluid through the foramen of Luschka and Magendie (see Fig. 32.10). 
This exodus from the innermost regions of the brain merges the fluid into the cister-

Fig. 32.9  The ventricular system of the brain. (Originally published in Metabolic Encephalopa-
thy, McCandless and David 2009, p. 4)
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nae (sewer), which surround the brain and which eventually carry the waste waters 
toward the blood sinuses. The blood sinuses provide for an exchange between the 
fresh oxygenated blood borne within the arterial system and the spent, deoxygen-
ated blood and used cerebrospinal fluid traveling within the venous system of blood 
vessles on the way to the kidney, for the elimination of waste products, and to the 
lungs for reoxygenation.

The brain is wrapped tightly in the meninges, a collection of membranes remi-
niscent of a sausage skin. The meninges provide structural support and protection 
for the Jell-O-like consistency of brain matter, which is also supported by the fluid 
containing network of ventricles, cisterns, and blood sinuses. The outer most layer 
of the meninges is the dura mater or “tough mother,” which consists of the periostial 
layer (innervated and vascularized) and the meningeal layer (flat cells; not vascular-
ized). The separation between the dural layers forms the chamber which functions 
as a blood sinus containing dirty used and deoxygenated blood. This blood will flow 
down from these chambers into the jugular veins descending at the front of the neck 
and onto the kidney and lungs for cleaning and reoxygenation.

The middle layer of the meninges is the arachnoid layer, which is nonvascular 
and noninnervated. The chamber formed above the arachnoid layer and the below 
the dura then is the blood sinus. Below the arachnoid layer are the cisterns filled with 
spent cerebrospinal fluid. The innermost layer of the meninges, adhering closely to 
brain tissue, is the pia mater or “little mother,” a highly vascularized and nutritive 
membrane forming part of the choroid plexus. Cerebrospinal fluid, under pressure, 
is forced through the arachnoid villa and into the blood sinus, where it mixes with 
the used blood supply and eventually descends down the jugular veins.

This ventricular system very much resembles a series of lakes (ventricles) where 
the cerebrospinal fluid moves, under pressure, through the system, eventually pass-
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ing to the cisterns on the outside of the brain, and eventually being forced out of 
the cisterns and into the blood sinuses for drainage down the jugular veins. The 
“wash” accumulates toxic substances and by-products of the multitude of metabolic 
functions performed by the nervous system. The waste products include those that 
result from the breakdown of neurotransmitters or chemical degradation through 
enzymatic action (e.g., cortisol and the catecholamines) and which accumulate in 
the cerebrospinal fluid as a function of turnover process. Some of these by-products 
may be acquired from the urine or from the venous blood to assess the relationships 
between cerebral dynamics and psychological functions (e.g., reactive anger, de-
pression, schizophrenia). These by-products also mark the ebb and flow of metabol-
ic functions across the day in the form of circadian rhythms or dynamic processing 
demands. The spent cerebrospinal fluid acquired along its pathway leading to the 
elimination of these by-products and toxins from the body (e.g., urine) provides a 
ready resource to the neuroscientist and psychophysiologist or psychopharmacolo-
gist investigating state- and trait-dependent relationships in behavioral, cognitive, 
and emotional processing.

The flow of cerebrospinal fluid through the ventricular system is depicted in 
Fig. 32.11. Fluid produced by the choroid plexus lining the ventricles maintains a 
steady hydraulic force or pressure relieved by inherently leaky nature of this sys-
tem. Some of the fluid leaks out at the level of the spinal cord around nerve roots 
and peripheral nerves exiting at regular levels through the vertebral column. But, 
much of the pressure is relieved at each ventricle with dynamic flow into the lower-
level ventricle. Ultimately, the fluid must exit the ventricular system through the 
foramen of Magendie and Luschka and enter the cisterns. Brain pathology and neu-
ropsychological deficits may arise from any process which impedes the flow of the 
fluid and thereby affects the pressure levels at the wall of the ventricle and ema-
nating via physical forces against the soft and vulnerable neural tissues. Elevated 
cerebrospinal fluid pressures are reflected in the clinical disorder of hydrocephaly, 
and this may occur with relative restriction to one or another ventricle, one or the 

Fig. 32.11  The flow of cere-
brospinal fluid through the 
ventricular system into the 
cisterns and eventually join-
ing the venous blood supply 
in the sinus
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other cerebral hemisphere, or, more commonly, through generalized pressure ef-
fects. Hydrocephalus may be visualized using imagery techniques, with enlarged 
ventricles in the absence of enlarged cortical sulci, for example. Pressure effects 
may also be evident in midline shift of the midsagittal sulcus separating the cerebral 
hemispheres and, commonly, with compression of the brain stem. Clinical corre-
lates frequently present with lethargy, irritability, and/or confusion.

Cerebrospinal fluid functions collectively to minimize damage to the central 
nervous system. It functions as part of the blood–brain barrier and eliminates toxic 
substances and spent by-products from neuronal and glial metabolism. Ultimately, 
it moves these substances toward the venous drainage. However, simply blocking 
a foramen may essentially inflate the ventricle above the blockage and potentially 
crush or injure surrounding brain systems via physical forces and compression.
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Chapter 33
Neurodegenerative Disorders

© Springer International Publishing Switzerland 2015
D. W. Harrison, Brain Asymmetry and Neural Systems,  
DOI 10.1007/978-3-319-13069-9_33

The integrity of neuropsychological systems is subject to progressive decline as 
a function of multiple underlying dementia processes, defined by neurocognitive 
decline in memory, judgment, language, complex motor skills, and other neuro-
psychological processes. The dementias involve progressive neurodegenerative 
changes over time subsequent to neuronal or glial cell loss or malfunction. Although 
multiple maladies may underlie neurodegenerative decline, Alzheimer’s disease is 
considered the most common cause of dementia, representing about 60 % of all 
dementias identified at the clinical assessment. Estimates of the number of people 
affected by Alzheimer’s disease in the USA vary according to the National Institute 
on Aging, with numbers ranging from 2.4 to 4.5 million, with the discrepancies 
drawn from operational differences in diagnostic criterion and measurement (Rodg-
ers 2008). Other neurodegenerative disorders include vascular dementia, arising 
from recurrent stroke or vascular pathologies, dementia with Lewy bodies, alcohol-
ic or substance use dementia, post-concussive dementia subsequent to head trauma, 
frontotemporal dementia, and many other progressive or recurrent brain disorders.

The following summary statement on demographics and incidence is provided 
from the Alzheimer’s Foundation of America (Powers et al. 2008): “The incidence 
of dementia doubles approximately every five years in individuals between the ages 
of 65 and 95 and by some estimates may reach nearly 50 percent by age 85 (Evans 
et al. 1989). Alzheimer’s disease is the most common cause of dementia among 
people aged 65 and older. Alzheimer’s disease is not a normal part of aging; how-
ever, age is the greatest known risk factor. And with the older population on the 
threshold of a boom, dementia is an especially significant issue (Rodgers 2008). A 
2005 United States Census Bureau report on aging in the United States notes that 
the population age 65 and older in 2030 is expected to be twice as large as in 2000, 
growing from 35 million to 72 million and representing nearly 20 percent of the 
United States population at the latter date (Wan et al. 2005). According to the latest 
government statistics, Alzheimer’s disease is now the sixth leading cause of death in 
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the United States, rising one notch from seventh place in 2005, while the number of 
deaths from other chronic conditions, including diabetes, declined in 2006.”

Although the demographics of aging are initially encouraging with more people 
living longer, there remains concern that the quality of life may decline both for 
the elderly individual with mild cognitive impairment or more advanced dementia 
and for the caregiver with increased demands for assistance. Incremental gains in 
life span or longevity may ultimately translate to incremental changes in the as-
sociated disabilities and financial burden for the family and for society at large. 
Otherwise said, the population may be older but less healthy, where the burden of 
care distributes across those willing to provide assistance and through the mandates 
of government.

Disruption of cholinergic projections has been related to several dementia sub-
types and especially to Alzheimer’s disease. Indeed, Alzheimer’s disease has been 
identified as a “cholinergic dementia” (see Coyle et al. 1983) with loss of cho-
linergic pathways correlating with cognitive decline. Cholinergic systems are also 
affected in subcortical vascular dementia, whereas the processes appear to differ. 
For example, Kim et al. (2013) found atrophy within the cholinergic projections 
of the nucleus basilis of Meynert as the predominant contributor to cognitive im-
pairments in Alzheimer’s disease, whereas the cognitive dysfunction of subcortical 
ischemic vascular dementia was related to compromise of subcortical cholinergic 
fibers rather than to the nucleus itself. The regions affected initially appear to be at 
the hippocampal systems involved in memory consolidation and at the basal fore-
brain or orbitofrontal region. Some of the predominant anatomical changes with 
Alzheimer’s disease are identified in Fig. 33.1.

Fig. 33.1  Anatomical corre-
lates of Alzheimer’s disease
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Figure 33.2 provides for comparison of the general etiological categories of de-
mentia. Alzheimer’s disease or “primary degenerative dementia” accounts for about 
50–60 % of the dementia cases (see Francis et al. 1999), whereas about 20–30 % of 
the cases may be identified as multi-infarct dementia. Perhaps, some 20 % of the 
cases reflect mixed dementia disorders, leaving somewhere between 10 and 30 % of 
the dementias arising from other causative origins, including infection, neoplasm, 
and toxins.

Fig. 33.2  General etiological 
categories of dementia
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Chapter 34
Traumatic Brain Injury

© Springer International Publishing Switzerland 2015
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It was in a June 1934 exhibition game when the pitcher Ray White of the Norfolk 
Tars threw a fastball striking the Yankees’ Lou Gehrig above the right eye, knocking 
him unconscious (see Fig. 34.1). Although the head injury was not a singular event 
of this kind for Gehrig, it was instrumental in raising some controversy decades lat-
er that “Lou Gehrig’s disease,” otherwise known as amyotrophic lateral sclerosis or 
“ALS,” was at least confounded by the history of multiple head injuries of traumatic 
origin (McKee et al. 2010; see also Bernstein 2013). A connection was found in a 
project investigating the effects of brain trauma in National Football League play-
ers (McKee et al. 2010). Fourteen former players over the past 50 years were found 
who had been diagnosed with ALS. No causal relationship was found between head 
injury and the eventually fatal motor neuron disease. Also, the researchers did con-
clude that the players did not in fact have the disease (ALS). However, they did find 
evidence indicating that brain trauma can cause brain degeneration resulting in an 
“ALS-like disorder” (Haley 2003). Beyond this conclusion, the authors went further 
to suggest that Lou Gehrig himself might have suffered from something other than 
ALS as a result of the multiple blows to the head which he had sustained across his 
career (McKee et al. 2009).

Sports-related traumatic brain injuries are all too common. Yet, the victims of 
sports injuries largely remain anonymous. One university football star was referred 
for a neuropsychological evaluation with concerns for an abrupt onset of difficulties 
in his college coursework with failing grades. The speech deficiencies that had been 
attributed to ethnicity or cultural differences in language were instead found to be 
the content of a global aphasic disorder, subsequent to a vicious blow to the head 
in spring football camp. The young man was being discharged from the football 
program and expelled from his degree-granting program for playing his best on the 
field and doing his best in his academic studies. Though previously he was heralded 
on the football field for the sport, the awareness and appreciation of traumatic brain 
injury was inadequate, as he returned to his home without the abilities to compre-
hend or to express speech.
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In another episode in college sports, the remarkably talented quarterback had a 
recognizable head injury (based on observations of his game play), which had been 
the content for didactic discussion on the neuropsychology practicum team. This 
apparent injury occurred 2 weeks prior to the quarterback’s dismissal from the team 
for unsportsmanlike conduct, where he had kicked a defensive lineman in the head 
following the end of the play. Shortly thereafter, he appeared again in the local news 
for brandishing a firearm at a McDonald’s Restaurant near his hometown. All of this 
appeared remarkably out of character for this tried, tested, and formerly disciplined 
team leader.

Indeed, it is all too common for college teams to lose some of their better athletes 
following spring training and subsequent to the seasonal effects and their efforts to 
earn a starting position on the team. Although these examples, and others like them, 
represent case studies as presented here, they serve to provide examples of some of 
the defining features common to traumatic brain injuries:irritability, poor emotional 
regulation, and depression. With transducers located in the football players’ helmets 
sometimes measuring over 100 Gs (Duma 2012) and with the potential for as many 
as 2000 such concussive blows to the helmet (and presumable the head and brain), 

Fig. 34.1  On June 29, 1934, Lou Gehrig is helped off the field after being struck in the head by 
an inside fastball thrown by Norfolk Tars pitcher Ray White at a Yankees–Tars exhibition game 
at Bain Field. The ball caught Gehrig above the right eye, knocking him unconscious. Lenny 
Goodman of Norfolk is shown carrying the bucket in the front of this shot. Doc. Earle V. Painter, 
Yankees trainer is the gentleman on the left. Copyright release courtesy The Virginian-Pilot
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traumatic brain injury may represent a likely rather than an improbable event. In-
deed, these negative outcomes of our most popular sports seem all the more prob-
able and expected. Many clinicians and many of those within neuroscience have 
held onto mythical views towards head injury, including the notion that it requires a 
loss of consciousness or at least an altered level of consciousness; that the location 
of the injury is restricted to the area of impact to the head; and that these injuries are 
restricted in time to the event and a subsequent recovery period extending across a 
6-month window.

Instead, head injury may render the individual subject to active and potentially 
progressive decline which, in some cases, may only be appreciated later in life. For 
example, many individuals diagnosed with “Alzheimer’s” or “dementia” are nota-
ble for their distinct history of prior head trauma (e.g., Lee et al. 2013). The physical 
forces, rather than focal impact at the point of contact, may be substantially more 
displaced affecting the integrity of diffuse and generalized brain systems. These 
changes may be evident in diffuse axonal injury and dendritic damage arising from 
torsion, stretching, and shearing forces. The injury may be aggravated by subse-
quent edema or swelling of the brain tissues, compression of the fluid containing 
spaces, and alteration of the circulation of cerebrospinal fluid and blood flow or 
ischemic events.

The secondary consequences of head injury surely include, for some, the loss of 
established relationships (e.g., with their spouse or significant other), and negative 
impact upon employment or career advancement. These aspects of traumatic brain 
injury are substantial with a long history of generally poor appreciation by society 
at large. This is perhaps more evident in the development of awareness for these 
features within the National Football League (e.g., Hart et al. 2013; McKee et al. 
2010; see also Bernstein 2013). For many though, and perhaps for the majority of 
those with traumatic brain injury, a good recovery and return to a previous lifestyle 
may be anticipated through a gradual restoration of normal brain functions and 
processes.

Military conflicts across the globe have deepened the crisis in traumatic brain 
injury management and treatment and neuropsychological services are often in high 
demand within the Veterans Administration Medical Centers across the country. 
Current and recent military conflicts have seen the effective use of improvised ex-
plosive devices or “IEDs” as weapons frequently used by combatants and terrorists 
(Duckworth et al. 2012; Gupta and Przekwas 2013). Indeed, blast-induced traumat-
ic brain injury has become the “signature wound of the war on terror” (Bhattacha-
rjee 2008). Gupta and Przekwas (2013) note, in their review of the literature, that 
20 % of service members or 320,000 of the deployed force potentially suffer from 
traumatic brain injury (Tanielian and Jaycox 2008: RAND report). Blast injuries 
were found to account for about 70 % of wounded service member’s injuries. About 
80 % of these were classified as mild traumatic brain injuries, with penetrating or 
severe head injuries accounting for some 2.8 % of the wounds. Although the major-
ity of mild traumatic brain injury cases are expected to recover, persistent symptoms 
are to be expected after injury, including chronic dizziness, fatigue, headaches, and 
impaired memory or cognition (e.g., Heltemes et al. 2012).
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Beyond the apparent risks from contact sports and soccer, half of all traumatic 
brain injuries arise from accidents involving automobiles, motorcycles, bicycles, 
and pedestrians (e.g., see Asemota et al. 2013). Traumatic brain injury remains the 
leading cause of death and disability in children and young adults in the USA. In 
those individuals 75 years of age and older, the majority of head injuries are caused 
by falls. Some 20 % of traumatic brain injuries are due to violence, including child 
abuse and gunshots. About 3 % arise secondary to sports-related injuries.

The defining criteria for the diagnosis of traumatic brain injury are derived from 
evidence of neuropsychological deficits following the assessment of learning and 
memory, executive functions, and the identification or exclusion of specific neuro-
psychological syndromes discussed elsewhere in this book. Even mild concussive 
injury may result in permanent brain damage. Thus, the diagnosis of head injury is 
one which identifies an active and potentially progressive disorder, often requiring 
follow-up evaluation on a yearly basis not to exceed a 5-year interval. Although 
these guidelines are crude, they have served many individuals over the years and 
provide an ongoing interface between the patient and their health-care providers. 
These relationships may be useful in their implied role for monitoring and detec-
tion. They may also prove useful in supportive care and referral, including the treat-
ment of depressive disorders and the provision of counseling, if needed. Clearly, the 
resources extend beyond these professionals and more importantly to the caregiver 
and to community resources for those with head injury, including the Brain Injury 
Society active in many communities and on the World Wide Web.
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