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Preface and acknowledgements

The idea of a book on methods of environmental impact assessment first arose
during the writing of the first edition of Introduction to Environmental Impact Assess-
ment (Glasson et al. 1994). We realised that very few books existed on how EIA
should be carried out for specific environmental components such as air, flora and
fauna, or socio-economics, and that none was written for the UK/EU context. Since
then, Introduction has gone through a second edition, and the first edition of
Methods of Environmental Impact Assessment has become more dated than we would
like. Together with Introduction, this new edition aims to provide a comprehensive
coverage of the theory and practice of EIA in the UK and EU in the early 2000s.

The book is aimed at people who organise, review, and make decisions about
EIA; at environmental planners and managers; at students taking first degrees in
planning, ecology, geography and related subjects with an EIA content; and at post-
graduate students taking courses in EIA or environmental management. It explains
what the major concerns of the EIA component specialists are, how data on each
environmental component are collected, what standards and regulations apply,
how impacts are predicted, what mitigation measures can be used to minimise or
eliminate impacts, what some of the limitations of these methods are, and where
further information can be obtained. It does not aim to make specialists out of its
readers; to do so would require at least one book per environmental component.
Instead it aims to foster better communication between experts, a better under-
standing of how EIAs are carried out, and hopefully better EIA-related decisions.

Like its sister volume, this book emphasises best practice — what ideally should
happen — as well as minimal regulatory requirements. EIA is a constantly evolving
and improving process. If the trends of the last two decades continue, today’s EIA
best practice will be tomorrow’s minimal regulatory requirement.

The basis of this book is a unit on Oxford Brookes University’s MSc course in
Environmental Assessment and Management, entitled Methods of Environmental
Impact Assessment. The unit is taught by a range of university staff and outside
specialists who have practical expertise in EIA. Most of the chapters in the first
edition were written by the people who originally taught on the course. In this
edition, the original chapters have been updated or rewritten by (often a combina-
tion of) the original authors, staff now teaching the unit, and outside practitioners.
There is also a new second part, consisting of chapters on “cross-cutting” methods
that can be applied to, and can often facilitate integration between, many of the
environmental components discussed in the first part.

We are very grateful to all the authors, original and new, for their excellent
contributions. We no longer run either the MSc course or the Methods unit: Peter



xiv  Preface and acknowledgements

is in retirement and Riki works for CAG Consultants and so teaches less. However,
the course and unit have been taken over very effectively by Elizabeth Wilson,
Stewart Thompson and Graham Wood. We are also grateful to John Glasson for his
continuing support. Finally, we are grateful for the help of Roger Barrowcliffe
(Environmental Resources Management, London) who also provided Figures 8.1
and 8.2; ESRI UK for permission to use Figure 16.1; and Derek Whitely and Rob
Woodward (both of Oxford Brookes University) for the line drawings.



Notes on text format

Key words or phrases are highlighted in bold at appropriate points in the text, e.g. in
paragraphs in which they are explained.

Terms highlighted in bold italics, at least the first time they appear in a chapter, are
defined in the glossary.

Reference is necessarily made to numerous acronyms, e.g. of relevant organisations.
Where the full names of acronyms are not given in the text, they can be found in
Appendix A (together with the meanings of chemical symbols and of quantitative
units and symbols).






Part 1

Methods for environmental
components






1 Introduction

Riki Therivel and Peter Morris

1.1 EIA and the aims of the book

This book aims to improve practice of environmental impact assessment (EIA) by
providing information about how EIAs are, and should be, carried out. Although it
focuses on the UK context in its discussion of policies and standards, the techniques
it discusses apply universally. This introductory chapter (a) summarises the current
status of EIA, and the legislative background in the UK and EU, (b) explains the
book’s structure, and (c) considers some trends in EIA methods.

Formal EIA can be defined as “a process by which information about the envir-
onmental effects of a project is collected, both by the developer and from other
sources, and taken into account by the relevant decision making body before a
decision is given on whether the development should go ahead” (DoE 1995). It can
also be defined more simply as “an assessment of the impacts of a planned activity
on the environment” (UNECE 1991). In addition to the decision on whether a pro-
ject should proceed, an EIA will consider aspects such as project alternatives and
mitigation measures that should be implemented if the development is allowed. The
findings of an EIA are presented in a document called an Environmental Statement
or (as in this book) Environmental Impact Statement (EIS). The overall EIA process
is explained and discussed in this book’s ‘sister volume’ Introduction to environmental
impact assessment (Glasson et al. 1999).

EIAs involve individual assessments of aspects of the environment (e.g. popu-
lation, landscape, heritage, air, climate, soil, water, fauna, flora) likely to be signi-
ficantly affected by a proposed project. This book focuses on assessment methods
(practical techniques) used in the part of the EIA process concerned with analysing
a development’s impacts on these environmental components.

1.2 The EIA process

1.2.1 Introduction

Figure 1.1 summarises the main EIA procedures that will be followed in the assess-
ment of any environmental component. The figure assumes that the developer has
conducted feasibility studies, and that screening has already been carried out — and
these assumptions are made in the chapters. Screening is discussed in Glasson et al.

(1999).
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SCOPING =

*
l |
|
BASELINE STUDIES -~ — 4
|
[
DESCRIPTION AND EVALUATION OF BASELINE CONDITIONS S |
l |
[
IMPACT PREDICTION -~ —

l

MITIGATION AND MONITORING PROPOSALS AND PRESCRIPTIONS e

. %

PRESENTATION OF FINDINGS AND PROPOSALS IN THE EIS e |
|
|

MONITORING ==
—— Primary pathway — — — — = Feedback loops

The model illustrates the stepwise nature of EIA, but also the requirement for
continuous reappraisal and adjustment (as indicated by the feedback loops).

Figure 1.1 Procedures in the assessment of an environmental component for an EIA.

1.2.2 Scoping and baseline studies

Scoping is an essential first step in the assessment of a component. The main aims are:

e 0 identify at an early stage (when the project design is relatively amenable to
modification) what key receptors, impacts and project alternatives to consider,
what methodologies to use, and who to consult. UK Government policy also
advocates an appraisal-led design process, and various documents (e.g. MAFF/
WO 1996) provide guidance on identifying the preferred option from an envir-
onmental perspective;

®  to ensure that resources and time are focused on important impacts and receptors;

e  to establish early communication between the developer, consultants, statutory
consultees and other interest groups who can provide advice and information;

e to warn the developer of any constraints that may pose problems if not discovered
until later in the EIA process.
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The scoping exercise should provide a ground plan for subsequent steps by mak-
ing a preliminary assessment of:

e the project’s potential impacts on component receptors, estimated from the
project description (including its size, construction requirements, operational
features and secondary developments such as access roads) and the nature of
components and receptors;

e the impact area/zone within which impacts are likely to be effective, estimated
from the impact types and the nature of the surrounding area and environ-
mental components, e.g. impacts on air or water may be effective at considerable
distances from the project site;

e possible mitigation measures;

e the need and potential for monitoring;

e the methods and levels of study needed to obtain reliable baseline information
that can be used to evaluate the baseline conditions, make accurate impact pre-
dictions, and formulate adequate mitigation measures and monitoring procedures.
The selection of methods should involve consideration of:

*  the impact and receptor variables on which the studies will focus, and the
accuracy and precision needed for each;

*  the most appropriate methods for collecting, analysing and presenting
information;
the resource requirements and timing considerations, especially for field surveys;
constraints such as the time and resources available.

Scoping checklists (see Table 1.1, p. 7) are a useful scoping tool, particularly
for tasks such as identifying key impacts and receptors, and selecting appropriate
consultees and interest groups. The findings of the scoping exercise should be docu-
mented in a scoping report that is made available to the developer, participating
consultants, and consultees. However, lack of detailed information at the scoping
stage means that scoping estimates and decisions should be reassessed in the light of
baseline information gained as the EIA progresses.

Baseline studies form the backbone of component assessments. It is only when
they provide sound information on the socio-economic or environmental systems in
the impact area that valid impact predictions can be made, and effective mitigation
and monitoring programmes formulated.

The distinction between baseline studies and scoping is not clear cut because
(a) consultation should be ongoing, and (b) scoping includes gathering information,
much of which is effectively baseline material that can at least form the starting
point for more detailed studies. In both stages, it is usually possible to compile some
of the required information, by means of a desk study. A thorough search should be
made because (a) gathering existing information is generally less expensive and
time-consuming than obtaining new data, and (b) it is pointless to undertake new
work that merely duplicates information that already exists. However:

e Scoping will usually require brief site visits (e.g. for reconnaissance or to con-
firm features identified on maps) — perhaps including walkover surveys. Such
initial visits are best undertaken by several members of the EIA and design
team, so that relationships between components can be identified.
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e In most cases, existing baseline data will be inadequate or out of date, and it
will be necessary to obtain new information by some form of field survey.

The description and evaluation of baseline conditions should include:

e a clear presentation of methods and results;

e indications of limitations and uncertainties, e.g. in relation to data accuracy
and completeness;

e an assessment of the value of key receptors and their sensitivity to impacts.

1.2.3 Impact prediction

Impact prediction is fundamental to EIA, and the likely impacts of a project should
be considered for all environmental components. In order to predict the impacts of
a development it is also necessary to consider changes in the baseline conditions
that may occur in its absence (a) prior to its initiation, which can be several years
after production of the EIS, and (b) during its projected lifetime. These can be
assessed in relation to the current baseline conditions and information on past,
present and predicted conditions and trends. Most of the relevant information will
have to be sought through the desk study although comparison of field survey data
with previous data can help to elucidate recent trends. Appendix C gives sources of
historical information.

According to the EIA legislation (§1.4) impact prediction should include assess-
ment of:

e Direct/primary impacts — that are a direct result of a development.

e Indirect/secondary impacts — that may be ‘knock-on’ effects of (and in the same
location as) direct impacts, but are often produced in other locations and/or as
a result of a complex pathway.

e Cumulative impacts — that accrue over time and space from a number of devel-
opments or activities, and to which a new project may contribute.

An additional possibility is impact interactions — between different impacts of
a project, or between these and impacts of other projects — that result in one or
more additional impacts, e.g. (A +B) — C.

All impacts may be positive (beneficial) or negative (adverse), short, medium, or
long term, reversible or irreversible, and permanent or temporary.

Ideally, impact prediction requires:

e a good understanding of the nature of the proposed project, including project
design, construction activities and timing;

e knowledge of the outcomes of similar projects and EIAs, including the effect-
iveness of mitigation measures;

e knowledge of past, existing or approved projects which may cause interactive or
cumulative impacts with the project being assessed;

e predictions of the project’s impacts on other environmental components that
may interact with that under study;

e adequate information about the relevant receptors, and knowledge of how these
may respond to environmental changes/disturbances.



Introduction 7

Table 1.1 Commonly used aids to impact identification and prediction

Method Features

Checklists Useful for identifying key impacts and ensuring that they are not
overlooked, especially in scoping. Can include information such as
data requirements, study options, questions to be answered, and
statutory thresholds — but not generally suitable for detailed analysis.

Matrices Mainly used for impact identification, but provide the facility to
show cause—effect links between impact sources (plotted along one
axis) and impacts (plotted along the other axis). They can also
indicate features of impacts such as their predicted magnitudes and
whether they are likely to be localised or extensive, short or long
term, etc.

Flowcharts Can be useful for identifying cause—effect relationships/links/path-
and networks  ways: between impact sources; between sources and impacts; and
between primary and secondary impacts.

Mathematical/ Based on mathematical or statistical functions which are applied

statistical to calculate deterministic or probabilistic quantitative values

models from numerical input data. They range from simple forms, that
can be employed using a calculator or computer spreadsheet, to
sophisticated computer models that incorporate many variables.
They need adequate/reliable data, can be expensive, may not be
suitable for ‘off the peg’ use. The results usually require validation.

Maps and GIS Maps can indicate feature such as impact areas, and locations
and extents of receptor sites. Overlay maps can combine and
integrate two or three ‘layers’, e.g. for different impacts and/or
environmental components or receptors. GIS can analyse a number
of layers, and has facilities for the input and manipulation of
quantitative data, including modelling (§16.5).

Methods of impact prediction vary both between and within EIA components.
For example, the assessment of impact magnitude (severity) may be qualitative or
quantitative. Qualitative assessments usually employ ratings such as neutrdl, slight,
moderate, large — applied to both negative and positive impacts. Quantitative assess-
ments involve the measurement or calculation of numerical values, e.g. of the level
of a pollutant in relation to a statutory threshold value.

There are several standard techniques that can be used to aid impact prediction
in assessments of most environmental components. These are reviewed in Glasson
et al. (1999) and briefly summarised in Table 1.1. In addition, increasing use is being
made of environmental risk assessment (ERA). This also employs statistical model-
ling, and techniques such as event tree analysis (§14.4.1) which is a form of flowchart
analysis. ERA is particularly relevant to the prediction of impacts from accidents,
and is embodied, for example, in the Control of Major Accident Hazards (COMAH)
Regulations (SI 1999/743) which implement the EU COMAH Directive 96/82/EC
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on the control of major accident hazards involving dangerous substances (see HSE
& EA/SEPA 1999).

An additional task in impact prediction is the assessment of impact significance,
which is the ‘product’ of an impact’s characteristics (magnitude and extent in space
and time) and the value, sensitivity/fragility and recoverability of the relevant
receptor(s). It therefore requires an evaluation of these receptor attributes — which
should have been carried out in the baseline evaluation.

Impact prediction is often poorly addressed, perhaps because it is the most diffi-
cult step in EIA. Direct impacts are usually relatively easy to identify, but accurate
prediction of indirect and cumulative impacts can be much more problematic. Three
useful guides on assessment of cumulative impacts are USCEQ (1997), CEAA (1999)
and EC (1999), all of which are available online from the relevant websites, which
also provide other EIA information and links.

Whatever methods are employed, impact prediction is not an exact science.
There are bound to be uncertainties (that can sometimes be expressed as ranges)

which should be clearly stated in the EIS.

1.2.4 Mitigation

Mitigation measures aim to avoid, minimise, remedy or compensate for the pre-
dicted adverse impacts of the project. They can include:

e  selection of alternative production techniques, and/or locations or alignments
(of linear projects);

e modification of the methods and timing of construction;

e modification of design features, including site boundaries and features, e.g.
landscaping;

®  minimisation of operational impacts, e.g. pollution and waste;

e  specific measures, perhaps outside the development site, to minimise particular
impacts;

e measures to compensate for losses, e.g. of amenity or habitat features.

Much of the environment damage caused by developments occurs during the
construction phase, and a problem is that construction is usually contracted to a
construction company who will not have participated in the EIA process, and over
whom the developer may have little control (Wathern 1999). Consequently, there
is a need to provide construction phase management plans, ideally as part of overall
project environmental management plans (see §1.6). In addition, because project
specifications frequently change between publication of the EIS and the start or
completion of construction (often for unforeseeable reasons) developers sometimes
employ site environmental managers to ensure (a) that such modifications take
account of environmental considerations, and (b) that construction phase mitiga-
tion measures are carried out.

Different mitigation measures will be needed in relation to specific impacts on
different environmental components and receptors. The EIS should provide detailed
prescriptions for the proposed measures (that clearly relate to specific impacts),
indicate how they would actually be put in place, and propose how they might be
modified if unforeseen post-project impacts arise. A primary consideration is the
likely significance of post-mitigation residual impacts, and care is needed to ensure
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that a mitigation measure does not generate new impacts, perhaps on receptors in
other environmental components.

Best practice dictates that the precautionary principle (advocated in EU and UK
environmental policy) should be applied, i.e. that mitigation should be based on the
possibility of a significant impact before there is conclusive evidence that it will occur.
Similarly, on the basis of the EU principles that preventive action is preferable to
remedial measures, and that environmental damage should be rectified at source (see
§1.4), the best mitigation measures should involve modifications to the project rather
than containment or repair at receptor sites, or compensatory measures such as habitat
creation — which should normally be considered only as a last resort (see §11.6.3).

In addition to mitigation, government guidelines suggest that opportunities for
environmental enhancement (improvement of current environmental conditions
and features) should be sought in EIA. For instance, this is one of the duties of the
Environment Agency (EA), especially in relation to coastal and flood defences

(MAFF 1999).

1.2.5 Presentation of findings and proposals in the EIS

The information presented in the EIS must be clear and, at least in the non-
technical summary, should be in a form that can be understood by ‘non-experts’
without compromising its integrity. It should also be ‘transparent’, e.g. in relation to
limitations and uncertainties. Presentation methods vary between components, but
can include the use of maps, graphs/charts, tables and photographs.

The EIS must be an integrated document, and this will necessitate assessing the
component in relation to others, e.g. to evaluate its relative importance, and ensure
that potential conflicts of interest have been addressed (see §1.6).

1.2.6 Monitoring

Monitoring can be defined as the continuous assessment of environmental or socio-
economic variables by the systematic collection of specific data in space and time. It
can be strictly continuous, e.g. using recording instruments, but more commonly
involves periodic repeat data collection, usually by the same or similar methods as in
baseline surveys. Monitoring in EIA can include:

e Baseline monitoring — which may be carried out over seasons or years to
quantify ranges of natural variation and/or directions and rates of change, that
are relevant to impact prediction and mitigation. This can avoid the frequent
criticism that baseline studies are only ‘snapshots’ in time. However, time con-
straints in EIA usually preclude lengthy survey programmes, and assessments of
long-term trends normally have to rely on existing data.

e Compliance monitoring — which aims to check that specific conditions and
standards are met, e.g. in relation to emissions of pollutants.

e Impact and mitigation monitoring — which aims to compare predicted and
actual (residual) impacts, and hence to determine the effectiveness of mitiga-
tion measures.

Unless otherwise specified, ‘monitoring’ in EIA normally refers to impact and
mitigation monitoring, which is also sometimes called auditing. There is often
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considerable uncertainty associated with impacts and mitigation measures, and it is
responsible best practice to undertake monitoring during both the construction and
post-development phases of a project. Monitoring is essential to learn from both
successes and failures. For example:

e [t is the only mechanism for comparing predicted and actual impacts, and hence
of checking whether mitigation measures have been put in place, testing their
effectiveness, and evaluating the efficiency of the project management programme;

e  [f mitigation measures are amenable to modification, it should still be possible to
reduce residual impacts identified during monitoring (feedback loop in Fig. 1.1);

e [t can provide information about responses of particular receptors to impacts;

e It is the only means of EIA/EIS evaluation and of identifying mistakes that
may be rectified in future EIAs. For example, it will provide information that
can be used to assess the adequacy of survey and predictive methods, and how
they may be improved. Thus, a principal aim of monitoring should be to con-
tribute to a cumulative database that can facilitate the improvement of future

EIAs (Clark 1996).

Monitoring is not strictly part of the EIA process, is not statutory in the UK, and
can be expensive. Consequently, in spite of government guidance that it should
be undertaken (e.g. MAFF/WO 1996), lack of monitoring is a serious deficiency in
current EIA practice.

1.3 The current status of EIA

Since the first EIA system was established in the USA in 1970, EIA systems have
been set up worldwide and have become a powerful environmental safeguard in the
project planning process. In Europe, EU Directive 85/337/EEC and amending Dir-
ective 97/11/EC on EIA (EC 1985, 1997) set the legal basis for individual member
states’ EIA regulations. More than 300 EISs are currently prepared annually in the
UK alone, and the new amendments will undoubtedly further increase this number.

Fifteen years after Directive 85/337 became operational, most of the parties in-
volved in the EIA process in Europe are becoming experienced: many environmental
consultancies have prepared some form of EIS; most competent authorities have
received several, and environmental groups and statutory consultants are becoming
increasingly adept at using EIA as a tool for environmental protection, although
shortages of resources often restrict their input to the EIA process. EIA quality is im-
proving, but is often only just satisfactory (Glasson et al. 1999). Less positively, most
members of the public have never seen an EIS, and it is unclear to what extent EIAs
are used in decision-making.

In recent years, new tools, techniques and approaches have been developed which
complement and support the EIA process. For example:

e Mapping software and geographical information systems (GIS) (Chapter 16)
now allow much more effective analysis and presentation of information than
in the past;

e There is a rapid expansion in the range and availability of information databases,
including remote sensed data (Chapter 15) and other digital data suitable for GIS;
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e The Internet now provides ready access to a wealth of information, including
legislation documents and other publications, databases and software;

e In ecology and landscape analysis, although legislation and government guide-
lines still focus on protecting designated areas, there is a shift from “save
the best and leave the rest” to consideration of the ‘wider countryside’ and
characterisation of areas, with the aim of promoting their uniqueness and joint
diversity (CC & EN 1998);

e More emphasis is being placed on environmental enhancement, not just mit-
igation of negative impacts;

e Although monitoring is still not mandatory, it is being encouraged in govern-
ment guidelines;

e Evolving approaches to public participation — for instance, ‘visioning’ con-
ferences and community mapping exercises — allow local residents’ perceived
impacts to be better understood and taken into consideration in EIA;

e  Strategic environmental assessment (SEA) — which is EIA of the local, regional
and national policies, plans and programmes that set the context of project-
based EIAs — is becoming more common.

1.4 EIA legislation

Several important internationally accepted principles underlie the recent rapid
growth in EIA and SEA. The World Commission on Environment and Development
espoused the principle of sustainable development in its report of 1987 (WCED
1987), and this was further elucidated at the UN Conference on Environment
and Development (UNCED) 1992 — the ‘Rio Earth Summit’ (Quarrie 1992). The
UK Government endorsed this and has promoted sustainable development, e.g.
DETR (1999a). The European Commission promotes sustainability in its Fifth Ac-
tion Programme on the Environment (EC 1993), defining “features of sustainability” as
being:

to maintain the overall quality of life;

to maintain continuing access to natural resources;

to avoid lasting environmental damage;

to consider as sustainable a development that meets the needs of the present
without compromising the ability of future generations to meet their needs.

In particular, the Programme stresses that:

preventive action is preferable to remedial measures;

environmental damage should be rectified at the source;

the polluter should pay the costs of measures taken to protect the environment;
environmental policies should form a component of other European policies.

The new sixth environment action programme (EC 2001) also promotes a strategic
approach to environmental protection, and EIA is an example of this approach.

EU Directives 85/337/EEC and 97/11/EC require that, for a specified list of pro-
ject types (Annex I of Directive 97/11), EIA must be carried out. EIA may be carried
out for projects in another list (Annex II), depending on the characteristics and
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location of the project, and the characteristics of the potential impacts (Annex III).
The required contents of the EIS are given in Annex [V. These are:

1. Description of the project, including in particular:

e a description of the physical characteristics of the whole project and the
land-use requirements during the construction and operational phases;

e a description of the main characteristics of the production processes, for
instance, nature and quantity of the materials used;

e an estimate, by type and quantity, of expected residues and emissions
resulting from the operation of the proposed project.

2. An outline of the main alternatives studied by the developer and an indication of
the main reasons for this choice, taking into account the environmental effects.

3. A description of the aspects of the environment likely to be significantly af-
fected by the proposed project, including, in particular, population, fauna and
flora, soil, water, air and climate, material assets, including the architectural and
archaeological heritage, landscape and the inter-relationship between the above
factors.

4. A description of the likely significant effects of the proposed project on the
environment resulting from:

e the existence of the project,

e the use of natural resources,

e the emission of pollutants, the creation of nuisances and the elimination
of waste, and

e the description by the developer of the forecasting methods used to assess
the effects on the environment.

5. A description of the measures envisaged to prevent, reduce and where possible
offset any significant adverse effects on the environment.

6. A non-technical summary of the information provided under the above headings.

7. An indication of any difficulties (technical deficiencies or lack of know-how)
encountered by the developer in compiling the required information.

Directive 97/11/EC (EC 1997), which became operational on 14 March 1999,
expanded the requirements of Directive 85/337/EEC by:

e requiring EIA for a wider range of projects, and upgrading of some Annex II
projects to Annex [ status;

e  giving criteria (including the concept of “sensitive environments” and a list of
specified types of sensitive environments) for choosing which Annex II projects
require EIA;

e strengthening the procedural requirements concerning transboundary impacts
(where pollution from one country affects another country);

e requiring developers to include an outline of the main alternatives that they
studied and explain the reasons for the final choice between alternatives;

e allowing developers to request an opinion from the competent authority on the
scope of an EIA;

e  requiring competent authorities to make public the main reasons on which
project decisions are based and the main mitigation measures required.
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Clearly, these amendments will affect, and improve, EIA practice in the EU.

In the UK, EIA Directives are implemented by about 40 regulations — mainly
Statutory Instruments (SIs). The core regulations are the Town and Country Plan-
ning (Environmental Impact Assessment) (England and Wales) Regulations 1999 (HMSO
1999) and the equivalent regulations in Scotland (SE 1999a). The requirements of
each regulation differ slightly, but all are essentially variants of the core regulations.
Schedules 3 and 4 of the regulations (which are equivalent to Annexes Il and [V of
the EC Directive) are particularly relevant to this book.

Government guidance on the EIA procedures is given in DETR (1999b, 2000)
and SE (1999b), and additional guidance on the preparation of EISs is given in DoE
(1995). Guidance at the EU level is available from the EC-EDG website (Appendix
A). EIA procedures are further discussed in Glasson et al. (1999), which also presents
a wide range of further literature on the topic.

Increasingly, EIA is also being carried out informally in situations where it is
not mandatory, but where developers feel that its structured approach would help
in project management or in speeding up the planning process (Hughes & Wood
1996). Moreover, authorities such as the Environment Agency (EA) frequently pro-
duce or require informal environmental appraisals for projects not requiring statutory
EIA. The principles and procedures described in this book also apply to such informal
assessments.

In addition to the specific EIA legislation, there is a wide range of legislation that
affects individual EIA components, key examples of which are referred to in the
relevant chapters.

1.5 Book structure

1.5.1 Owerall structure

The book is divided into two main parts. The first part, as in the book’s first edition,
discusses EIA methods for a range of environmental components. Table 1.2 shows
how the chapters correspond to the components itemised for particular attention
in the EU and UK legislation. The book includes some components not specifically
listed in the regulations but often discussed in practice, namely noise, transport,
geology and geomorphology. Chapters 2 and 3 deal with socio-economic impacts.
Chapters 4-7 deal with impacts that are partly socio-economic and partly physical:
noise, landscape, transport, and archaeology and other material and cultural assets.
Chapters 8-10 cover the physical environment in terms of air and climate, soils/
geology/geomorphology, and water. Chapters 11-13 cover ‘flora and fauna’ in terms
of their ecology in terrestrial, freshwater and coastal environments. Because of its
particular importance in the coastal zone, geomorphology is now included in Chap-
ter 13. Impacts on agriculture are primarily covered in Chapter 9 on soils, but are
further addressed in the chapters on socio-economics.

The second part of the book considers ‘cross-cutting’ EIA methods: risk assessment
and management in Chapter 14; remote sensing in Chapter 15; GIS in Chapter 16;
and the new approach to environmental capital in Chapter 17. These chapters have
been added since the first edition because the techniques can be applied to, and can
often facilitate integration between, many of the environmental components dis-
cussed in the first part; and because they are likely to be increasingly used in EIA.
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Table 1.2 The book’s coverage of the environmental components listed in Annex IV
of Directive 97/11/EC and Schedule 4 of the UK regulations

Environmental component Chapter number and title
Population 2. Economic impacts

3. Social impacts

4. Noise

5. Transport
Landscape 6. Landscape

Economic impacts

Social impacts

Archaeological and other material
and cultural assets

Material assets, including
the architectural and
archaeological heritage

~ L o

Air, climatic factors 8. Air quality and climate

Soil 9. Soils, geology and geomorphology

Water 10. Water

Fauna and flora 11. Ecology — overview and terrestrial
ecology

12. Freshwater ecology
13. Coastal ecology and geomorphology

There are seven Appendices: Appendix A is a list of useful addresses, acronyms,
chemical symbols, and quantitative units and symbols used in the text; Appendix
B lists key UK Government environmental authorities and agencies; Appendix C
gives sources of historical information; and Appendices D—G give information on
aspects relating mainly to the chapters on ecology.

1.5.2 Chapter structure

The chapters in the first part of the book are all similar in structure; each includes
the main EIA steps for the assessment of an environmental component (outlined in
§1.2). The main chapter sections are:

introduction

definitions and concepts

legislative background and interest groups
scoping and baseline studies

impact prediction

mitigation

monitoring
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The subjects covered cannot all be discussed in depth in a book of this size. Each
chapter aims to provide an overview of the subject, but some aspects are more
pertinent to some components than others, and are therefore discussed in greater
depth in those chapters. Two problems are: (a) each component covers a large,
complex subject and only brief mention can be made of many aspects including
specific methods; (b) the wide range of subjects covered by the different chapters
means that a reader is likely to be familiar with some but not others. These problems
are addressed in three ways:

e each chapter’s ‘definitions and concepts’ section provides some background
information on the subject;

e the glossary provides definitions of terms, each of which is highlighted in bold
italics when it first appears in a chapter (see Notes on Text Format, p. xv);

e the chapters aim to act as springboards for further reading by making frequent
reference to other texts that contain extensive bibliographies and/or details of
specific techniques.

The chapters in the second part of the book are necessarily somewhat different
and individual in structure, although some retain features of the environmental
component chapters.

1.6 Integration of component assessments

Although the chapters in this book are presented as separate entities, in practice the
individual environmental component assessments would be integrated together,
and be part of the wider process of project planning. Clearly, an EIA must involve a
team of experts on the various components, and in many cases on different aspects
of a given component. Close co-ordination is needed to avoid duplication of effort,
while ensuring that important aspects are not omitted. This is particularly important
for interrelated components such as soils, geology, air, water, and ecology. In
addition, the EIS must be an integrated document in which relationships between
components are clearly explained. The use of GIS can facilitate the integration and
comparison of data on different components.

[t follows that there must be an EIA co-ordinator who will ensure that (a) cross-
component consultation is carried out throughout the EIA process, and (b) appraisals
are conducted to consider aspects such as components’ relative importance, the
relative significance of different impacts, interactions between impacts, possible
conflicts of interest, and distributional effects. For example:

e One sector of the community, or part of the impact area, may be particularly
affected by multiple developments, or by the concentration of a project’s im-
pacts; lower socio-economic groups, for instance, are more likely to suffer from
traffic accidents, air pollution and noise (Lucas & Simpson 2000). Identifica-
tion of the groups/areas most strongly affected can be facilitated by use of GIS
or simply by a table listing receptors (e.g. particular socio-economic groups,
sensitive sites) on one axis, and the main impacts of a project on the other
axis. A more equitable distribution of impacts may then be sought, or strongly
affected groups may be compensated in some way.
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e [t is important to ensure that mitigation measures proposed for different envir-
onmental components are consistent with those for other components, and do
not themselves cause negative impacts. For instance, tree plantings which reduce
visual impacts could have beneficial side-effects for noise, but could intrude on
archaeological remains, and might have positive or negative ecological impacts.

The appraisals can include the use of scenarios and sensitivity analysis — of the
effects (on an appraisal) of varying the projected values of important variables.
Another useful tool is the use of an audit trail, which can be particularly beneficial
if further EIA analysis is needed because the project changes substantially between
the time when it is approved and when it is built. Ideally, final assessment should
result in the preparation of a list of proposed planning conditions/obligations and
an Environmental Management Plan (EMP) for the proposed development, to be
included in the EIS or presented in a separate document (Brew & Lee 1996).

1.7 The broader context and the future of EIA methods

Projects are not planned, built, operated and decommissioned in isolation, but within
regional, national and international processes of change that include other projects,
programmes, plans and policies. The aim of assessing cumulative impacts (§1.2.3)
is to take these into account as far as possible in relation to a single development
project. However, some projects are so inextricably related to other projects, or their
impacts are so clearly linked, that a joint EIA of these projects should be carried
out. For instance, if a gas-fired power station requires the construction of a new
pipeline and gas reception/processing facility to receive the gas, and transmission
lines to carry the resulting electricity, these projects should be considered together
in an EIA, despite the fact that each requires EIA under different regulations.

Other projects are ‘growth-inducing’, i.e. necessary precursors to other projects.
For instance, a new motorway may induce the construction of motorway service
stations, hypermarkets or new towns; or the infrastructure provided for one project
may make a site more attractive, or may present economies of scale, for further
development. Although it is probably not feasible to consider induced impacts in
detail in an EIA, the EIA should at least acknowledge the possibility of these further
developments.

The broadening of EIA’s remit to encompass other projects may allow trade-offs
to be made between impacts and between projects. For instance, an environmen-
tally beneficial “shadow project” may be proposed to neutralise the negative impacts
of a development project. An example of this is the ‘creation’ of a new waterfowl
feeding ground on coastal grassland as compensation for the loss of tidal mudflat
feeding grounds caused by the Cardiff Bay Barrage. However, shadow projects need
to be treated with caution. For instance, it can be argued that the provision of a
coastal grassland area does not effectively compensate for the loss of tidal mudflats
because it is a different habitat supporting different wildlife communities.

In the future, project EIAs may also be set in the context of SEAs of sectoral or
regional policies, plans and programmes (Kleinschmidt & Wagner 1998, Partidario
& Clark 2000, Therivel & Partidario 1996). SEAs can reduce the time and cost of
EIA, and even eliminate the need for certain types of EIA (Bass 1998). SEA is not
yet a legal requirement in the EU, but a draft Directive is expected to be agreed in
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2001 (see EC-EDG website). In the UK, local authorities (LAs) have reviewed the
environmental impacts of their development plans since 1992 as a result of PPG 12
(DoE 1992), and SEA is becoming more widespread at the national and regional
government levels. The Government has published a range of guidance on how to
carry out SEAs (DoE 1993, DETR 1998, 1999¢). Remote sensing and GIS are likely
to be particularly useful in SEA because of their ability to cover large areas and
handle large amounts of data.

EIA and SEA should be, and are increasingly being, linked to other related
techniques. For example:

e Project design is increasingly being influenced by environmental concerns. There
is increasing awareness of the need to minimise resource use in building con-
struction and use, and greater application of techniques such as passive solar
heating, photovoltaics and greywater recycling, and of innovative construction
methods such as straw bale and earth-sheltered housing and self-build schemes;

e There is increasing use of environmental risk analysis and risk management
(Chapter 14).

e  The environmental capital approach proposed by CC et al. (2001) (Chapter
17) can be used to develop management plans for areas of various sizes, based
on an analysis of the benefits and disbenefits that they provide: it is likely to
provide a particularly useful early input to the project design process.

e Integrated pollution prevention and control (IPPC) legislation and techniques
bring together analyses of the impacts of new developments on air, water and soils.

e Village/community mapping exercises can help to identify features that are
particularly valued by local residents.

e Life-cycle analyses can help to identify the impact of buildings from the
production of the materials used to build them through to their ultimate dis-
mantling and disposal.

e Sustainability checklists can be used by development control officers to ensure
that all developments — not just those for which EIA is required — minimise
their environmental impacts.

At the global level, environmental policy is experiencing a general move away
from a narrow emphasis on the protection of current environmental resources, and
towards a broader promotion of sustainability. The EC model of sustainable devel-
opment (§1.4), which suggests that economic, social and environmental objectives
are mutually reinforcing, is not without its critics. For instance, Levett (1998) notes
that environmental life-support systems are a precondition for economic and social
development, and that they thus require unconditional protection. He also suggests
that the economy itself is a social construct, and that quality of life can be inde-
pendent of economic growth. Others (e.g. CC et al. 2001, LGA 1997, Therivel et al.
1992) suggest that development should be more clearly constrained by environ-
mental/sustainability targets, and that environmental assessment should be a vehicle
for ensuring that such thresholds are not exceeded.

Finally, concern about wider distributional impacts — for instance, about whether
some countries are ‘importing’ sustainability at the cost of making environmental
conditions in other countries unsustainable — is likely to lead to more evolved forms
of public participation and political negotiations, but ultimately to a more equitable
approach to development and the environment.
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2 Socio-economic impacts 1:
overview and economic impacts

John Glasson

2.1 Introduction

Major projects have a wide range of impacts on a locality — including bio-physical
and socio-economic — and the trade-off between such impacts is often crucial in
decision-making. Major projects may offer a tempting solution to an area’s, espe-
cially a rural area’s, economic problems, which, however, may have to be offset
against more negative impacts such as pressure on local services and social upheaval,
in addition to possible damage to the physical environment. Socio-economic im-
pacts can be very significant for particular projects and the analyst ignores them at
his/her peril. Nevertheless they have often had a low profile in EIA.

This chapter begins with an initial overview of socio-economic impacts of projects/
developments, which explains the nature of such impacts. Economic impacts, in-
cluding the direct employment impacts and the wider, indirect impacts on a local
and regional economy are then discussed in more detail. The chapter dovetails with
Chapter 3 which focuses on related impacts such as changes in population levels
and associated effects on the social infrastructure, including accommodation and
services. Several of the methods discussed straddle the two chapters and will be
cross-referenced to minimise duplication. Chapters 2 and 3 draw in particular on
the work of the Impacts Assessment Unit (IAU) in the School of Planning at
Oxford Brookes University, which has undertaken many research and consultancy
studies on the socio-economic impacts of major projects.

2.2 Definitions and concepts: socio-economic impacts

2.2.1 Origins and definitions

Socio-economic impact assessment (SIA) developed in the 1970s and 1980s mainly
in relation to the assessment of the impacts of major resource development projects,
such as nuclear power stations in the US, hydro-electric schemes in Canada and the
UK’s North Sea oil and gas related developments. The growing interest in socio-
economic impacts, partly stimulated by the introduction of the US National Envir-
onmental Policy Act of 1969 and subsequent amendments of 1977, generated some
important studies and publications, including the works of Wolf (1974), Lang &
Armour (1981), Finsterbusch (1980, 1985), and Carley & Bustelo (1984). It also led
to considerable debate on the nature and role of SIA. Some authors refer to social
impact assessment; others refer to socio-economic impact assessment. Some see SIA
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as an integral part of EIA, providing the essential “human elements” complement to
the often narrow bio-physical focus of many EISs “from the perspective of the social
impact agenda, this meant: valuing people ‘as much as fish’. . .” (Bronfman 1991).
Others see SIA as a separate field of study, a separate process, and some authors raise
the legitimate concern that SIA as an integral part of EIA runs the risk of margin-
alisation and superficial treatment. Chapters 2 and 3 of this text focus on the wider
definition of socio-economic impacts, within the EIA process.

Wolf (1974), one of the pioneers of SIA, adopted the wide-ranging definition of
SIA as “the estimating and appraising of the conditions of a society organised and
changed by the large scale application of high technology”. Bowles (1981) has a
similarly broad definition: “the systematic advanced appraisal of the impacts on
the day to day quality of life of people and communities when the environment is
affected by development or policy change”. A more lighthearted, but often relevant
approach to definition can be typified as the “grab bag” (Carley & Bustelo 1984) or
‘Heineken’ approach — with SIA including all those vitally important, but often
intangible impacts which other methods cannot reach.

More recently a major study by the Interorganisational Committee on Guidelines
and Principles for Social Assessment (1994) defined social impacts as “the conse-
quences to human populations of any public or private actions that alter the ways in
which people live, work, play, relate to one another, organise to meet their needs,
and generally cope as members of society.” Social impacts are the “people impacts”
of development actions. Social impact assessments focus on the human dimension
of environments, and seek to identify the impacts on people and who benefits and
who loses. SIA can help to ensure that the needs and voices of diverse groups and
people in a community are taken into account.

2.2.2 Socio-economic impacts in practice: the poor relation?

The early recognition, by some analysts, of the importance of socio-economic im-
pacts in the EIA process and in the resultant EISs has been partly reflected in
legislation. The definition of the environment, as included in the 1979 US CEQ
regulations, addresses bio-physical components and socio-economic factors and char-
acteristics. The EU Directive 85/337/EEC (EC 1985), outlined in §1.4, requires a
description of possible impacts on human beings. Furthermore, the UK Government
has produced guidance which suggests that “certain aspects of a project including
numbers employed and where they will come from should be considered within an
environmental statement” (DoE 1989). Yet despite some legislative impetus, the
consideration of social and economic impacts has continued to be the poor relation
in EIA and in EISs (Glasson & Heaney 1993). There may be several reasons for this
which can be summed up by the general perceptions that socio-economic impacts
seldom occur, are invariably negative, and cannot easily be measured. Such percep-
tions are, of course, a gross distortion. Socio-economic impacts invariably follow
from a development, they are often positive, they can be measured and they are
important. Indeed the key trade-offs in the decisions on projects often revolve
around the balancing of socio-economic benefits (usually employment) against
bio-physical costs. Socio-economic impacts are important because the economic
fortunes and lifestyles and values of people are important.

In a review of the coverage of socio-economic impacts in EISs produced in the

UK between 1988 and 1992, Glasson and Heaney showed that from a sample of 110
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EISs, only 43% had considered socio-economic impacts at all. Coverage was better
than (a low) average for power station, mixed development and mineral extraction
projects. Within those EISs which included socio-economic impacts, there was more
emphasis on economic impacts (particularly direct employment impacts) than social
impacts. Both operational and construction stages of projects were considered, al-
though with more emphasis on the former. The geographical level of analysis was
primarily local, with only very limited coverage of the wider regional scale and no
consideration of impacts at the national level. There was very limited use of tech-
niques; where they were included they were primarily economic or employment
multipliers. Quality was also generally unsatisfactory; only 36% of EISs that con-
sidered socio-economic impacts were considered to deal with the economic impacts
adequately or better. For social impacts, the figure was only 15%.

Socio-economic impacts merit a higher profile. A United Nations study of EIA
practice in a range of countries advocated a number of changes in the EIA process
and in the EIS documentation (UNECE 1991). These included giving greater
emphasis to socio-economic impacts in EIA. Box 2.1 highlights the important links

Box 2.1 Importance of social impacts in EIA
To quote UNEP (1996):

“There is often a direct link between social and subsequent biophysical impacts.
For example, a project in a rural area can result in the in-migration of a large
labour force, often with families, into an area with low population density. This
increase in population can result in adverse biophysical impacts, unless the re-
quired supporting social and physical infrastructure is provided at the correct time
and place.

Additionally, direct environmental impacts can cause social changes, which,
in turn, can result in significant environmental impacts. For example, clearing of
vegetation from a riverbank in Kenya, to assist construction and operation of a
dam, eliminated local tsetse fly habitats. This meant that local people and their
livestock could move into the area and settle in new villages. The people ex-
ploited the newly available resources in an unsustainable way, by significantly
reducing wildlife populations and the numbers of trees and other wood species
which were used as fuel wood. A purely ‘environmental’ EIA might have missed
this consequence because the social impacts of actions associated with dam con-
struction would not have been investigated.

The close relationship between social and environmental systems makes it im-
perative that social impacts are identified, predicted and evaluated in conjunction
with biophysical impacts. It is best if social scientists with experience of assessing
social impacts are employed as team members under the overall direction of a
team or study leader who has an understanding of the links between social and
biophysical impacts.”

And the World Bank (1991):

“Social analysis in EA is not expected to be a complete sociological study nor a
cost-benefit analysis of the project. Of the many social impacts that might occur,
EA is concerned primarily with those relating to environmental resources and the
informed participation of affected groups.

Social assessment for EA purposes focus on how various groups of people
affected by a project allocate, regulate and defend access to the environmental
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resources upon which they depend for their livelihood. In projects involving in-
digenous people or people dependent on fragile ecosystems, social assessment is
particularly important because of the close relationship between the way of life of
a group of people and the resources they exploit. Projects with involuntary resettle-
ment, new land settlement and induced development also introduce changes in
the relationships between local people and their use of environmental resources.”

between social and bio-physical impacts with particular reference to developing
countries. It also cautions against over-ambitious SIA. In a different context, in a
survey of academics on the effectiveness of the US National Environmental Policy
Act, Canter & Clark (1997) draw out five priorities for the future, one of which
is the need for better integration of bio-physical and socio-economic factors and
characteristics. A starting point in raising the SIA profile is to clarify the various
dimensions of socio-economic impacts.

2.2.3 The scope of socio-economic impacts

A consideration of socio-economic impacts needs to clarify the type, duration, spa-
tial extent and distribution of impacts; that is, the analyst needs to ask the questions
what to include, over what period of time, over what area and impacting whom?

An overview of what to include is outlined in Table 2.1. There is usually a func-
tional relationship between impacts. Direct economic impacts have wider indirect
economic impacts. Thus direct employment on a project will generate expenditure
on local services (e.g. for petrol, food and drink). The ratio of local to non-local labour
on a project is often a key determinant of many subsequent impacts. A project
with a high proportion of in-migrant labour will have greater implications for the
demography of the locality. There will be an increase in population, which may also
include an influx of dependants of the additional employees. The demographic
changes will work through into the housing market and will impact on other local
services and infrastructure (e.g. on health and education services), with implications
for both the public and private sector (see Fig. 2.1).

In some cases, population changes themselves may be initiators of the causal
chain of impacts; new small settlements (often primarily for commuters) would fit
into this category. Development actions may also have socio-cultural impacts. A new
settlement of 15,000 people may have implications for the lifestyles in a rural, small
village based environment. The introduction of a major project, with a construction
stage involving the employment of several thousand people over several years, may
be viewed as a serious threat to the quality of life of a locality. Social problems may
be associated with such development, which may generate considerable community
stress and conflict. In practice, such socio-cultural impacts are usually poorly covered
in EISs, being regarded as more intangible and difficult to assess.

The question of what period of time to consider in SIA raises in particular the
often substantial differences between impacts in the construction and operational
stages of a project. Major utilities (such as power stations and reservoirs) and other
infrastructure projects, such as roads, may have high levels of construction employ-
ment but much lower levels of operational employment. In contrast, manufacturing
and service industry projects often have shorter construction periods with lower levels
of employment, but with considerable employment levels over projects which may
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Table 2.1 What to include? — types of socio-economic impacts

1. Direct economic
e Jocal and non-local employment
e characteristics of employment (e.g. skill group)
e labour supply and training
e wage levels
2. Indirect/wider economic/expenditure
e employees’ retail expenditure
e linked suppliers to main development
e labour market pressures
e wider multiplier effects
3. Demographic
e changes in population size (temporary and permanent)
e changes in other population characteristics (e.g. family size, income levels,
socio-economic groups)
e settlement patterns
4. Housing
e  various housing tenure types
e public and private
e house prices
e homelessness and other housing problems
5. Other local services
public and private sector
educational services
health services; social support
others (e.g. police, fire, recreation, transport)
local finances
6. Socio-cultural
o lifestyles/quality of life
e gender issues; family structures
e  social problems (e.g. crime, illness, divorce)
e community stress and conflict; integration, cohesion and alienation

extend for several decades. The closure of a project may also have significant socio-
economic impacts; unfortunately these are rarely covered in the initial assessment.
Socio-economic impacts should be considered for all stages of the life of a development.
Interestingly, nuclear reactor decommissioning did become a project requiring man-
datory environmental assessment under Directive 97/11/EC (EC 1997). Even within
stages, it may be necessary to identify sub-stages, e.g. peak construction employment,
to highlight the extremes of impacts that may flow from a project. Only through
monitoring can predictions be updated over the life of the project under consideration.

What area to cover in SIA raises the often contentious issue of where to draw
the boundaries around impacts. Boundaries may be determined by several factors.
They may be influenced by estimates of the impact zone. Thus, for the construction
stage of a major project, a sub-regional or regional boundary may be taken, reflecting
the fact that construction workers are willing to travel long distances daily for
short-term, well-paid employment. On the other hand, permanent employees of an
operational development are likely to locate much nearer to their work. Other deter-
minants of the geographical area of study may include the availability of data (e.g.
for counties and districts in the UK), and policy issues (e.g. providing spatial impact
data related to the areas of responsibility of the key decision-makers involved in a
project). Different socio-economic impacts will often necessitate the use of different



Socio-economic impacts 1: overview and economic impacts 25

I POWER STATION I

\d A A4

Expenditure on local Direct employment effects Development monitoring
goods and services — locals, in-migrants around station
Y
Effects on local services Accommodation effects

A

A\

A

Wider economic effects

Figure 2.1 Example of linkages between socio-economic impacts for a power station
project.

geographical areas, reflecting some of the determinants already discussed. As noted
earlier, EISs in practice have focused on local areas. This may provide a very partial
picture; economic impacts often have wider regional, and occasionally national and
international implications.

The question of who will be affected is of crucial importance in EIA, but is very
rarely addressed in EISs. The differential effects of development impacts do not fall
evenly on communities; there are usually winners and losers. For example, a new
tourism development in a historic city in the UK may benefit visitors to the city
and tourism entrepreneurs, but may generate considerable pressures on a variety of
services used by the local population. Distributional impacts can be analysed by
reference to geographical areas and/or to groups involved (e.g. local and non-local;
age groups; socio-economic groups; employment groups).

SIA should also pay particular attention to vulnerable sections of the population
being studied — the elderly, the poor, and minority or ethnically distinctive groups —
and to areas which may have particular value to certain groups in terms of cultural
or religious beliefs. In this context, an interesting development in the USA, after
long campaigning by black and other ethnic groups, is the Clinton “Executive Order
on Federal Actions to Address Environmental Justice in Minority Populations and Low
Income Populations” (White House 1994). Under this Order, each federal agency
must analyse the environmental effects, including human health, economic and
social effects, of federal actions, including effects on minority and low-income com-
munities, when such analysis is required under NEPA. Similarly, but from the wider
perspective of the World Bank (1991), Box 2.2 provides some examples of the key
social differences that may be environmentally significant.

There are of course many other dimensions to impacts besides the areas discussed
here, including adverse and beneficial, reversible and irreversible, quantitative and
qualitative, and actual and perceived impacts (see Glasson et al. 1999). All are
relevant in SIA. The distinction between actual and perceived impacts raises the
distinction between more ‘objective’ and more ‘subjective’ assessments of impacts.
The impacts of a development perceived by residents of a locality may be significant
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Box 2.2 Examples of social differences which may be environmentally significant

Communities are composed of diverse groups of people, including, but not re-
stricted to the intended beneficiaries of a development project. Organised social
groups hold territory, divide labour and distribute resources. Social assessment in
EA disaggregates the affected population into social groups which may be affected
in different ways, to different degrees and in different locations. Important social
differences which may be environmentally significant include ethnic or tribal
affiliation, occupation, socio-economic status, age and gender.

Ethnic/Tribal groups. A project area may include a range of different ethnic or
tribal groups whose competition for environmental resources can become a source
of conflict. Ethnicity can have important environmental implications. For ex-
ample, a resettlement authority may inadvertently create competition for scarce
resources if it grants land to new settlers while ignoring customary rights to that
land by indigenous tribal groups.

Occupational groups. A project area may also include people with a wide array of
occupations who may have diverse and perhaps competing interests in using envir-
onmental resources. Farmers require fertile land and water, herders require grazing
lands, and artisans may require forest products such as wood to produce goods.
A project may provide benefits to one group while negatively affecting another.
For example, while construction of dams and reservoirs for irrigation and power
clearly benefits farmers with irrigation, it may adversely affect rural populations
engaged in other activities living downstream of the dam.

Socio-economic stratification. The population in the project area will also vary
according to the land and capital that they control. Some will be landless poor,
others will be wealthy landowners, tenant farmers or middlemen entrepreneurs.
Disaggregating the population by economic status is important because access to
capital and land can result in different responses to project benefits. For example,
tree crop development may benefit wealthy farmers, but displace the livestock of
poor farmers to more marginal areas.

Age and gender. A social assessment should include identification of project
impacts on different individuals within households. Old people may be more
adversely affected by resettlement than young people. Men, women and children
play different economic roles, have different access to resources, and projects may
have different impacts on them as a result. For example, a project that changes
access to resources in fragile ecosystems may have unanticipated impacts on local
women who use those resources for income or domestic purposes.

(World Bank 1991)

in determining local responses to a project. They can constitute an important source
of information to be considered alongside more ‘objective’ predictions of impacts.

2.3 Baseline studies: direct and indirect economic impacts

2.3.1 Understanding the project/development action

Socio-economic impacts are the outcome of the interaction between the charac-
teristics of the project/development action and the characteristics of the ‘host’
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environment. As a starting point, the analyst must assemble baseline information
on both sets of characteristics.

The assembling of relevant information on the characteristics of the project would
appear to be one of the more straightforward steps in the process. However, projects
have many characteristics and for some, relevant data may be limited. The drafting
of a direct employment labour curve is the key initial source of information (see
Fig. 2.2). This shows the anticipated employment requirements of the project. To be
of maximum use it should include a number of dimensions, including in particular
the duration and categories of employment. The labour curve should indicate the
anticipated labour requirements for each stage in the project life cycle.

For the purposes of prediction and further analysis, there may be a focus on certain
key points in the life cycle. For example, an SIA of peak construction employment
could reveal the maximum impact on a community; an analysis of impacts at full
operational employment would provide a guide to many continuing and long-term
impacts. The labour curve should also indicate requirements by employment or skill
category. These may be subdivided in various ways according to the nature of
employment in the project concerned, but often involve a distinction between mana-
gerial and technical staff, clerical and administrative staff and project operatives.
For a construction project, there may be a further significant distinction in the
operatives category between civil works operatives. A finer disaggregation still would
focus on the particular trades or skills involved, including levels of skills (e.g. skilled/
semi-skilled/unskilled) and types of skills (e.g. steel erector, carpenter, electrician).

Projects also have associated employment policies that may influence the labour
requirements in a variety of ways. For example, the use/type of shift working and the
approach to training of labour may be very significant in determining the scope
for local employment. An indication of likely wage levels could be helpful in deter-
mining wider economic impacts into the local retail economy. An indication of
the main developer’s attitude/policy to subcontracting can also be helpful in deter-
mining the wider economic impacts for the local and regional manufacturing and
producer services industries.

Hopefully, the initial brief from the developer will provide a good starting point
on labour requirements and associated policies. But this is not always the case,
particularly where the project is a ‘one-off” and the developer cannot draw on
comparative experience from within the firm involved. In such cases the analyst
may be able to draw on EISs of comparative studies. However, many major projects
are at the forefront of technology and there may be few national, or even interna-
tional, comparators available. There may be genuine uncertainty on the relative
merits of different designs for a project, and this may necessitate the assessment of
the socio-economic impacts of various possibilities. For example, an assessment
by the IAU at Oxford in 1987 for the Hinkley Point C power station proposal, con-
sidered the socio-economic impacts for both pressurised water reactor and advanced
gas-cooled reactor designs (Glasson et al. 1987).

Projects also have a tendency to change their characteristics through the planning
and development process and these may have significant socio-economic implications.
For example, the discovery during the early stages of project construction of major
foundation problems may necessitate a much greater input of civil works operatives.
Major projects also tend to have a substantial number of contractors, and it may be
difficult to forecast accurately without knowledge of such subcontractors, and in-
deed of the main contractor. Such uncertainties reinforce the necessity of regular
monitoring of project characteristics throughout project planning and development.
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Figure 2.2 Labour requirements for a project disaggregated in time and by employment
category.

2.3.2 Establishing the economic environment baseline

Defining the ‘host’ economic environment area depends to some extent on the
nature of the project. Some projects may have significant national or even interna-
tional employment implications. The construction of the Channel Tunnel had wide-
ranging inter-regional economic impacts in the UK, bringing considerable benefits
to areas well beyond Kent and the South-East region of England, for example to
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the West Midlands (Vickerman 1987). Many projects have regional or sub-regional
economic impacts, and almost all have local economic impacts. As noted in §2.2, it
can be useful to make a distinction between the anticipated construction and opera-
tional daily commuting zones for a project. The former is invariably much larger in
geographical area than the latter, possibly extending up to 90 minutes one-way daily
commuting time from the project. For these areas, and for the wider region and
nation as appropriate, it is necessary to assemble data on current and anticipated
labour market characteristics, including size of labour force, employment structure,
unemployment and vacancies, skills and training provision.

The size of the labour force provides a first guide to the ability of a locality to
service a development. Information is needed on the economically active workforce
(i.e. those males and females in the 16 to retirement age bands). This then needs
disaggregation into industrial and/or occupational groups to provide a guide to the
economic activities and employment types in the study area(s). An industrial dis-
aggregation would identify, for example, those in agriculture, types of manufactur-
ing and services. In the UK, the Standard Industrial Classification (SIC) provides a
template of categories (Table 2.2). An occupational disaggregation indicates particular
skill groups (Table 2.3). Data on unemployment and vacancies provides indicators
of the pressure in the labour market and the availability of various labour groups. It
should be disaggregated by length of unemployment, as well as by skill category and
location. Data should also be collected on the provision of training facilities in an
area. Such facilities may be employed to enhance the quality of labour supply.

In the UK, the provision of labour market data comes from various, and chang-
ing, sources. The national Department of Employment is a primary source, and a
guide to available data is provided in Table 2.4. The National Online Manpower
Information Service (NOMIS) computerised database is a particularly useful source
of employment and unemployment data at various geographical levels. Department

Table 2.2 UK broad Standard Industrial Classification (SIC) (since 1992)

Division of industry SIC

Agriculture, hunting and forestry

Fishing

Mining and quarrying

Manufacturing

Electricity, gas and water supply
Construction

Wholesale and retail trade

Hotels and restaurants

Transport, storage and communication
Financial intermediaries

Real estate, renting and business activity
Public administration and defence
Education

Health and social work

Other community, social and personal service activity
Private households with employed persons
Extra-territorial organisations and bodies

O70ZZC AT " TQTHTOOF >

Source: Office for National Statistics (ONS).
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Table 2.3 UK broad occupational categories

i Professional and managerial occupations

ii Intermediate occupations (clerical and related)
iii (N) Skilled occupations — non-manual

iii (M) Skilled occupations — manual (craft or similar)
iv Partly skilled occupations (general labourers)
v Unskilled occupations

vi Armed forces and inadequately described

Source: Office for National Statistics.

Table 2.4 Major UK employment/earnings data sources

Labour Market Trends (incorporating Employment Gazette) — published monthly.
This is the major source on employment. At the regional level there is monthly informa-
tion on employment, redundancies, vacancies, unemployment, and annual information
on number of employees (age/sex/SIC), activity rates, seasonal unemployment and new
employment data. Breakdowns by Local Authority Areas and Parliamentary constituencies
are also available. There are also occasional labour force projections (male/female/total)
by region.

New Earnings Survey — produced annually since 1971. It relates to earnings of em-
ployees by industry, occupation, region, etc. at April each year. Part E of the six parts
includes detailed analysis of earnings (weekly, hourly) by occupation and industry for
regions.

Skills and Enterprise Network — introduced in 1991 and produced quarterly. It provides
an important data source on skills, employment and training.

Labour Market Quarterly Report — provides a commentary, including tables and charts,
on current labour market trends and the implications for training, employment and
unemployment, and includes special features on particular labour market topics. It in-
cludes some regional data.

National Online Manpower Information System (NOMIS) (http://www.dur.ac.uk/) —
a pay-as-you-use nationally networked information system offering rapid access and
integrated analysis for data on employment, unemployment, job vacancies, population
and migration, at various geographical levels.

Source: Updated from Glasson (1992).

of Employment regions may also provide useful annual and more frequent reviews of
the employment situation in their region. A basic geographical area for the Depart-
ment of Employment data is the Travel to Work Area (TTWA). Another import-
ant UK source of data is the Census of Population. The results of the 1991 census
include information on the economic activity, workplace and transport to work of
the population. The statutory local and structure plans for the area under considera-
tion also provide valuable employment data; this may be complemented by data in
advisory regional strategies and reviews/studies which are well developed in some
regions (e.g. South-East via SERPLAN).
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In some areas, the sources noted may be enhanced by various one-off studies,
including, for example, skills audits which seek to establish the current and latent
skills provision of an area. In the UK, a network of Training and Enterprise Councils
or Local Enterprise Companies exist in each region, and provide a useful contact,
particularly on training information. Predictably, the various data sources do not use
the same geographical bases; in particular the discrepancy between TTWAs and
local authority areas can cause problems for the analyst. The latter should also be
aware of the influence of ‘softer’ data — for example, information on possible devel-
opments in other major projects in a locality which may have labour market impli-
cations for the project under consideration. Data on other ‘host’ area economic
characteristics — such as wage levels, characteristics of the retail economy, and
detailed characteristics of local manufacturers — may be more limited, although
some local authorities do produce very useful industrial directories.

Local economic impacts may also be influenced by the policy stance(s) of the
host area. For many localities the possibility of employment and local trade gains
from a project may be the only perceived benefits. There may be a desire to maxim-
ise such gains and to limit the leakage of multiplier benefits (see §2.5). This may
result in an authority taking a policy stance on the percentage of ‘local’ labour to be
employed on a project. For example, in an extreme case, Gwynedd County Council
negotiated, through the use of an Act of Parliament, a very high percentage of local
labour for the construction of the Wylfa nuclear power station on Anglesey. A local
position may also be taken on the provision of training facilities. There may be
concern about the possible local employment ‘boom-bust’ scenario associated with
some major projects, which may of course bring caution into the setting of high
local employment ratios.

2.3.3 Clarifying the issues

Consideration of project and ‘host’ environment characteristics can help to clarify
key issues. Denzin (1970) and Grady et al. (1987) remind us that issue specification
should be rooted in several sources, and they advocate the use of the philosophy of
“triangulation” for data (the use of a variety of data sources), for investigators (the
use of different sets of researchers), for theory (the use of multiple perspectives to
interpret a single set of data) and for methods (the use of multiple methods). Thus,
the use of quantitative published and semi-published data, as outlined, should be
complemented by the use of key informant interviews, working groups (e.g. of
developer, local planning officers, councillors, and representatives of interest groups)
and possibly public meetings.

Whilst many direct and indirect employment impacts will be specific to the case
in hand, the following key questions (Murdock et al. 1986) tend to be raised in
most cases:

e “What proportions of project construction and operation jobs are likely to be
filled by local workers, as compared to in-migrants, and what are the likely
origins of the in-migrant workers?

e What is likely to be the magnitude of the secondary (indirect and induced)
employment resulting from project development? What proportions of these
jobs will be filled by local workers?
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e How will local businesses be affected by rapid growth resulting from a major
project? For example, will development provide opportunities for expansion or
will local firms experience difficulty competing with new chain stores and in
attracting and retaining quality workers?”

2.4 Impact prediction: direct employment impacts

2.4.1 The nature of prediction

Prediction of socio-economic impacts is an inexact exercise. Ideally the prediction
of the direct employment impacts on an area would be based on information relat-
ing to the recruitment policies of the companies involved in the development, and
on individuals’ decisions in response to the new employment opportunities. In the
absence of firm data on these and related factors, predictions need to be based on a
series of assumptions related to the characteristics of the development and of the
locality. These could, for example, include the following:

e the labour requirement curves for construction and operation will be as pro-
vided by the client;

e Jocal recruitment will be encouraged by the developer with a target of 50%;

e employment on the new project will be attractive to the local workforce by
virtue of the comparatively high wages offered.

Predictive approaches may use extrapolative methods, drawing on trends in past
and present data. In this respect, use can be made of comparative situations and
the study of the direct employment impacts of similar projects. Unfortunately the
limited monitoring of impacts of project outcomes reduces the value of this source,
and primary surveys may be needed to obtain such information. Predictive approaches
may also use normative methods. Such methods work backwards from desired out-
comes to assess whether the project, in its environmental context, is adequate to
achieve them. For example, the desired direct employment outcome from the con-
struction stage of a major project may be X% local employment.

Underpinning all prediction methods should be some clarification of the cause—
effect relationships between the variables involved. Figure 2.3 provides a simplified
flow diagram for the local socio-economic impacts of a power station development.
Prediction of the local (and regional as appropriate) labour recruitment ratios is the
key step in the process. Non-local workers are, by definition, not based in the study
area. Their in-migration for the duration of a project will have a wider range of
secondary demographic, accommodation, services and socio-cultural impacts (as
discussed in Chapter 3). The wider economic impacts on, for example, local retail
activity, will be discussed further in this chapter. The key determinants of the local
recruitment ratios are the labour requirements of the project, the conditions in the
local economy, and relevant local authority and developer policies on topics such as
training, local recruitment and travel allowances. It is possible to quantify some of
the cause—effect relationships, and various economic impact models, derived from
the multiplier concept, can be used for predictive purposes. These will be discussed

further in §2.5.
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Whatever prediction method is used, there will be a degree of uncertainty at-
tached to the predicted impacts. Such uncertainty can be partly handled by the
application of probability factors to predictions, by sensitivity analysis, and by the
inclusion of ranges in the predictions (see Glasson et al. 1999, Chapters 5 and 9).

2.4.2 Predicting local (and regional) direct employment impacts

Disaggregation into project stages, geographical areas and employment categories
is the key to improving the accuracy of predictions. For example, the construction
stage of major projects will usually involve an amalgam of professional/managerial
staff, administrative/secretarial staff, local services staff (e.g. catering, security) and a
wide range of operatives in a variety of skill categories. Most projects will involve
civil-works operatives (e.g. plant operators, drivers), and most will also include some
mechanical and electrical activity (e.g. electricians, engineers). For each employ-
ment category there is a labour market, with relevant supply and demand character-
istics. Guidance on the mix of local/non-local employment for each category can be
obtained from comparative studies and from the best estimates of the participants in
the process (e.g. from the developer, from the local employment office). Hopefully,
but in practice not often, guidance will be informed by the monitoring of direct
employment impacts in practice.

As a normal rule, the more specialist the staff, the longer the training needed
to achieve the expertise, and the more likely that the employee will not come from
the immediate locality of the project. Specialist professional staff and managerial
staff are likely to be brought in from outside the study area; they may be transferred
from other sites, seconded from headquarters or recruited on the national or inter-
national market. Only a small percentage may be recruited from the local market,
which may simply just not have the expertise available in the numbers necessary.
On the other hand, local services staff (e.g. security, cleaning, catering), and to a
slightly lesser extent secretarial and administrative staff, may be much more plenti-
ful in most local labour markets, and the local percentage employed on the project
may be quite high, and in some cases very high. Other skill categories will vary in
terms of local potential according to the degree of skill and training needed. There
may be an abundance of general labourers, but a considerable shortage of coded
welders.

Comparative analysis of the disaggregated employment categories is likely to
produce broad bands for the level of local recruitment. These can then be refined
with reference to the conditions applicable to the particular project and locality
under consideration. For example, high levels of unemployment in particular skill
categories in the locality may boost local recruitment in those categories. Normative
methods may also come into play. The developer may introduce training programmes
to boost the supply of local skills. Table 2.5 provides an example of the sort of
estimates which may be derived. Whilst the predictions may still use ranges, a
prediction from the disaggregated analysis is much more robust than taking employ-
ment as an homogenous category.

A further level of micro-analysis would be to predict the employment impacts for
particular localities within the study area, and for particular groups, such as the
unemployed. A further level of macro-analysis, used in some EISs, would include an
estimate of the total person days of employment per year generated by the project

(e.g. 10,000 employment days in 2001).
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Table 2.5 Example of predicted employment of local and non-local labour for the
construction stage of a major project

Total labowr  Local labour Non-local labour
requirements
% range % range

Site services, security and 300 90 250-290 10 10-50
clerical staff
Professional, supervisory and 430 15 50-80 85 350-380
managerial staff
Civil operatives 500 55 250-300 45 200-250
Mechanical and electrical 1520 40 550-670 60 850-970
operatives
Total 2750 44 1100-1340 56  1410-1650

Local labour: Employees already in residence in the Construction Daily Commuting Zone before
being recruited on site. Non-local labour: All other employees.

2.5 Impact prediction: wider economic impacts

2.5.1 The range of wider economic impacts

In addition to the direct local (and/or regional) employment effects, major projects
have a range of secondary or indirect impacts. The workforce, which may be very
substantial (and well paid) in some stages of a project, can generate considerable
retail expenditure in a locality, on a whole range of goods and services. This may
be a considerable boost for the local retail economy; for example, IAU studies of
the impact of power station developments suggest that retail turnover in adjacent
medium and small towns may be boosted by at least 10% (Glasson et al. 1982). The
projects themselves require supplies ranging from components from local engineer-
ing firms, to provisions for the canteen. These can also boost the local economy.
Such demands create employment, or sustain employment, additional to that
directly created by the project. As will be discussed in Chapter 3, the additional
workforce may demand other services locally (e.g. health, education), and housing,
which may generate additional construction. These demands will create additional
employment. Training programmes associated with a project may bring other eco-
nomic benefits in terms of a general upgrading of skills. Overall, the net effect may
be considerably larger than the original direct injection of jobs and income into a
locality, and such wider economic impacts are invariably regarded as beneficial.
However, there can be wider economic costs. Existing firms may fear the com-
petition for labour which may result from a new project. They may lose skilled labour
to high-wage projects. There may be inflationary pressures on the housing market
and on other local services. Major projects may be a catalyst for other development
in an area. A road or bridge can improve accessibility and increase the economic
potential of areas. But major projects may also cast a shadow over an area in terms
of alternative developments. For example, large military projects, nuclear power
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stations, mineral extraction projects and others may have a deterrent impact on
other activities, such as tourist — although the construction stage and the operation
of many projects can be tourist attractions in themselves, especially when aided by
good interpretation and visitor centre facilities.

2.5.2 Measuring wider economic impacts: the multiplier approach

The analysis of the wider economic effects of introducing a major new source of
income and employment into a local economy can be carried out using a number of
different techniques (Brownrigg 1971, Glasson 1992, Lewis 1988, McNicholl 1981).
The three methods most frequently used are (a) the economic base multiplier model,
(b) the input—output model, and (c) the Keynesian multiplier, although it should be
added that the percentage of EISs including such studies is still small.

The economic base multiplier is founded on a division of local (and/or regional)
economies into basic and non-basic activities. Basic activities (local/regional sup-
portive activities) are seen as the ‘motors’ of the economy; they are primarily oriented
to markets external to the area. Non-basic activities (regional dependent activities)
support the population associated with the basic activities, and are primarily locally
oriented services (e.g. retail services). The ratio of basic to non-basic activities,
usually measured in employment terms, is used for prediction purposes. Thus an X
increase in basic employment may generate a Y increase in non-basic employment.
The model has the advantages, and disadvantages, of simplicity (Glasson 1992).

Input—output models provide a much more sophisticated approach. An input—
output table is a balancing matrix of financial transactions between industries or
sectors. Adapted from national input—output tables, regional or local tables can
provide a detailed and disaggregated guide to the wider economic impacts resulting
from changes in one industry or sector. However, unless an up-to-date table exists
for the area under study, the start-up costs are normally too great for most EIA
exercises. Batey et al. (1993) provide an interesting example of the use of input—
output analysis to assess the socio-economic impacts of an airport development.

For several reasons — primarily related to the availability of appropriate data at a
local level — the Keynesian multiplier approach has been used in several studies
and is discussed in further detail here. The basic theory underlying the Keynesian
multiplier is simple: “a money injection into an economic system, whether national
or regional, will cause an increase in the level of income in that system by some
multiple of the original injection” (Brownrigg 1974). Mathematically this can be
represented at its most simple as:

Y, =K.J (1)

where: Y, is the change in the level of income in region r
J is the initial income injection (or multiplicand)
K. is the regional income multiplier

If the initial injection of money is passed on intact at each round, the multiplier
effect would be infinite. The £X million initial injection would provide £X million
extra income to workers, which in turn would generate an extra income of £X
million for local suppliers, who would then spend it, and so on ad infinitum. But the
multiplier is not infinite because there are a number of obvious leakages at each
stage of the multiplier process. Five important leakages are:
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s the proportion of additional income saved (and therefore not spent locally)

ty the proportion of additional income paid in direct taxation and National Insur-
ance contributions

m  the proportion of additional income spent on imported goods and services

u  the marginal transfer benefit/income ratio (representing the relative change in
transfer payments, such as unemployment benefits, which result from the rise in
local income and employment)

. the proportion of additional consumption expenditure on local goods which
goes on indirect taxation (e.g. VAT).

The multiplier can therefore be formulated as follows:

= ! 2)
1-1-9)0—-t,—w(l-m)1-t,)
Substituting (2) into (1) then gives:
, 1 6)

Sty

Thus, when applied to the multiplicand J, the multiplier K, gives the accumulated
wider economic impacts for the area under consideration, as in equation (3). The
Keynesian multiplier can be calculated in income or employment terms. The vari-
ous leakages normally reduce the value of local and regional multipliers in practice
to between 1.1 and 1.8; in other words, for each £1 brought in directly by the
project, an extra £0.10—0.80 are produced indirectly. The size of the import leakage
is a major determinant, since the bigger the leakage, the smaller the multiplier.
Leakages increase as the size of the study area declines, and decreases as the study
area becomes more isolated. Thus, of the UK regions, Scotland has the highest
regional multiplier (Steele 1969). Local (county and district level multipliers) norm-
ally vary between 1.1 and approximately 1.4.

Keynesian multiplier studies have been used particularly extensively in tourism
impact studies (Eadington & Redman 1991, Fletcher & Archer 1991), and more
recently in the assessment of the impact of higher education on local and regional
economies. Universities can have very significant local economic impacts. The
direct employment associated with them is the most obvious of these impacts, and
universities are often amongst the largest single employers in their local labour
markets. A CVCP study (1994) lists some 20 published university local economic
impact studies. Such work has been undertaken by universities, reflecting a desire to
demonstrate their local economic significance (Lincoln et al. 1993). A recent study
for Oxford Brookes University (Chadwick & Glasson 1998) showed that this
medium-sized university generated local expenditure of approximately £100 million
per year, and over 2000 (fte) local jobs, making it one of the major employers in
the city.

In practice, EIA studies will probably limit such analyses to gross estimates of the
wider economic impacts at perhaps the peak construction and full operation stages.
But it is possible to disaggregate also with reference to the various employee groups. A
study of the predicted local socio-economic impacts of the construction and operation
of the proposed Hinkley Point C nuclear power station illustrates the variations, with
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higher multipliers associated with in-migrants with families (1.3-1.5) than with
unaccompanied in-migrants (1.05-1.11) (Glasson et al. 1988). The Keynesian multi-
plier model, with modifications as appropriate, is well suited to the assessment of the
wider economic impacts of projects. But it can only be as good as the information
sources on which it is based to construct both the multiplicand and the multiplier.
Predictive studies of proposed developments are more problematic in this respect than
studies of existing developments, although knowledge of the latter can inform prediction.

2.5.3 Assessing significance

Socio-economic impacts, including the direct employment and wider economic
impacts, do not have recognised standards. There are no easily applicable “state of
local society” standards against which the predicted impacts of a development can
be assessed. Whilst a reduction in local unemployment may be regarded as positive,
and an increase in local crime as negative, there are no absolute standards. Views
on the significance of economic impacts, such as the proportion and types of
local employment on a project, are often political and arbitrary. Nevertheless it is
sometimes possible to identify what might be termed threshold or step changes
in the socio-economic profile of an area. For example, it may be possible to identify
predicted impacts which threaten to swamp the local labour market, and which
may produce a ‘boom—bust’ scenario. It may also be possible to identify likely high
levels of leakage of anticipated benefits out of a locality, which may be equally
unacceptable.

In the assessment of significance, the analyst should be aware of the philosophy of
‘triangulation’ noted earlier. Multiple perspectives on significance can be gleaned
from many sources, including the local press, which can be very powerful as an
opinion former, other key local opinion formers (including local councillors and
officials), surveys of the population in the host locality, and public meetings. All can
help to assess the significance, perceived and actual, of various socio-economic
impacts. A very simple analysis might measure the column-cm of local newspaper
coverage of certain issues in the planning stage of the project; a survey of local
people might seek to calculate simple measures of agreement (MoA) with certain
statements relating to economic impacts. MoA is defined as the number of respond-
ents who agree with the statement, minus the number who disagree, divided by the
total numbers of respondents. Thus, an MoA of 1 denotes full agreement; —1 de-
notes complete disagreement.

2.6 Mitigation and enhancement

Most predicted economic impacts are normally encouraged by the local decision-
makers. However, there may be concern about some of the issues already noted, such
as the poaching of labour from local firms, the swamping of the local labour market,
or the shadow effect on other potential development. In such cases, there may be
attempts to build in formal and/or informal controls, such as ‘no-poaching agreements’.
The fear of the ‘boom-bust’ scenario may lead to requirements for a compensatory
‘assisted area’ package for other employment with the demise of employment associ-
ated with the project in hand. A number of studies of post-redundancy employment
experiences have been undertaken in recent years in the UK. Some relate to tradi-
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tional industries such as coal-mining, shipbuilding and steel (Hinde 1994, Turner &
Gregory 1995). A number of studies have been associated with the restructuring of
the defence and aerospace sectors (Bishop & Gripaios 1993). There have also been
studies of the end of construction programmes (Glasson & Chadwick 1997, Armstrong
et al. 1998).

However, in general the focus for economic impacts is more on measures to
enhance benefits. When positive impacts are identified there should be a concern to
ensure that they do happen and do not become diluted. The potential local employ-
ment benefits of a project can be encouraged through appropriate skills training
programmes for local people. Targets for the proportion of local recruitment may
be set. Various measures, such as project open days for potential local suppliers and
a register of local suppliers, may help to encourage local links and to reduce the
leakage of wider economic impacts outside the locality. The use of good manage-
ment practices, including a local liaison committee which brings together the opera-
tor and community representatives, and a responsive complaints procedure, can
help mitigation and enhancement. A commitment to monitoring, and the publica-
tion of monitoring data, can also make a major contribution to effective mitigation.

2.7 Monitoring

Previous stages in the EIA process should be designed with monitoring in mind.
Key indicators for monitoring direct employment impacts include: levels and types
of employment, by local and non-local sources and by previous employment status;
trends in local and regional unemployment rates; and the output of training pro-
grammes. All these indicators should be disaggregated to allow analysis by employ-
ment/skill category. Relevant data sources include developer/contractor returns,
monthly unemployment statistics, and training programme data; these can be
supplemented by direct survey information. Key indicators of the wider economic
impacts include: trends in retail turnover, the fortunes of local companies and
development trends in the locality. Some guidance on such indicators may be gleaned
from published data. The project developer may also provide information on the
distribution of subcontracts, but surveys of, for example, workforce expenditure, and
the linkages of local firms with a project, may be necessary to gain the necessary
information for useful monitoring.

Monitoring is currently not mandatory for EIA in the UK. There are few compre-
hensive studies to draw on. The work of the IAU at Oxford on monitoring the local
socio-economic impacts of the construction of Sizewell B (Glasson & Chadwick
1988-97) provides one of the few examples of a longitudinal study of socio-economic
impacts in practice. It shows the significance of direct employment and wider economic
impacts for the local economy. At peak over 2000 local jobs were provided, but with
a clear emphasis on the less skilled jobs. Local skills have been upgraded through
a major training programme, and whilst some local companies have experienced
recruitment difficulties as a result of Sizewell B, the impact did not appear to be too
significant. A group of about 30 to 40 mainly small local companies have benefited
substantially from contracts with the project. Although the actual level of project
employment was higher than predicted, many of the predictions made at the time
of the public inquiry have stood the test of time, and the key socio-economic
condition of encouraging the use of local labour has been fulfilled.
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2.8 Conclusions

Socio-economic impacts are important in the EIA process. They have traditionally
been limited to no more than one EIS chapter, and often a small late chapter, if
they have been included at all. Our placing of such impacts early in this text, and in
two chapters, emphasises our concern to indicate their importance in a comprehen-
sive EIA. The discussion has outlined the broad characteristics of such impacts and
discussed economic impacts in more detail, with a particular focus on approaches to
establishing the information baseline and to prediction. Some predictive methods
can become complex. This may be appropriate for major studies; for smaller studies,
some of the simpler methods may be more appropriate. The non-local: local employ-
ment ratio associated with a project has been identified as a key determinant of
many subsequent socio-economic effects.
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3 Socio-economic impacts 2:
social impacts

Andrew Chadwick

3.1 Introduction

Chapter 2 discussed how the workforce involved in the construction and operation
of any major project is likely to be drawn partly from local sources (within daily
commuting distance of the project site) and partly from further afield. Those
employees recruited from beyond daily commuting distance can be expected to
move into the locality, either temporarily during construction or permanently
during operation. Some of these employees will bring families into the area.
In-migrant employees and their families will exert a number of impacts on their
host localities:

e They will result in an increase in the population of the area and possibly in
changes to the age and sex structure of the local population.

e They will require accommodation within reasonable commuting distance of the
project site.

e They will place additional demands on a range of local services, including
schools, health and recreational facilities, police and emergency services.

e  They may have financial implications for the local authorities in the area, with
additional costs of service provision set against an increase in revenues.

e  They may have other social impacts, such as changes in the local crime rate or
in the social mix of the area’s population.

3.2 Definitions

The geographical extent of social impacts, i.e. the impact area, will depend largely
on the residential location of in-migrant workers and their families. In-migrant
employees can be expected to move into accommodation within reasonable com-
muting distance of the project site, although the definition of what constitutes a
reasonable distance will depend on the project stage (construction or operation),
as well as local settlement patterns and the local transport network. Monitoring
data from similar projects elsewhere should indicate the likely extent of daily com-
muting and thus the likely boundaries of the impact area. These boundaries can
be defined in various ways, for example in terms of a fixed distance or radius
from the project site or, more usually, in terms of administrative or political areas
such as local authority districts (LADs), health authority areas or school catchment
areas.
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3.3 Baseline studies

3.3.1 Demography — establishing the existing baseline

The demographic impact of any development will depend on the project-related
changes in population in relation to the existing population size and structure in the
impact area. It is therefore necessary to establish the existing population baseline in
the impact area (i.e. size and age/sex structure). The most useful source of popula-
tion data in Great Britain, particularly for small geographical areas, is the Census of
Population. This is carried out once every ten years, most recently in April 1991.
Since all households in Great Britain are included in the census, reliable informa-
tion is available at all geographical levels, from census enumeration districts (covering
150-200 households) upwards. Census data are available in a wide range of formats,

both published and unpublished:

e The series of County Monitors and more detailed County Reports, published by the
Office for National Statistics (ONS), provide data for counties and LADs in Eng-
land and Wales. Similar reports are produced for health authority areas, and data
for local authorities in Scotland are published by the General Register Office (GRO).

e For areas smaller than a LAD, or for user-defined areas, the census Small Area
Statistics or more detailed Local Base Statistics should be used. These are avail-
able direct from ONS/GRO, from commercial census agencies and via on-line
computerised databases such as NOMIS.

Further details on the various types of census data available can be found in Dale
& Marsh (1993), Denham (1992), Leventhal et al. (1993), LGMB (1992), OPCS
(1992) and Openshaw (1995).

The great strengths of the census are its comprehensiveness and the availability of
data for small or user-defined areas. Its main weakness is that it is only undertaken
once every ten years. Given the delay in the processing and publication of results, the
latest data are sometimes more than a decade out of date (Openshaw 1995). Between
censuses, it is therefore necessary to consult other sources to obtain an up-to-date
picture of population size and structure in the impact area. The most often used of
these sources are the official Mid-year population estimates (Series PP1), published
annually by ONS. These are published in Key Population and Vital Statistics, local and
health authority areas and Population Estimates, Scotland. In addition, most local author-
ities produce their own population estimates, both for the authority as a whole and
for its constituent parts (i.e. wards or parishes). These estimates may be based either
on primary data collection or the use of various proxy measures of population change
since the latest census, such as changes in the electoral roll or doctors’ registrations
(see England et al. 1985, Healey 1991). A number of commercial market analysis
companies also produce census-based population estimates for small or user-defined
areas. Details of these companies are contained in Leventhal et al. (1993).

3.3.2 Projecting the demographic baseline forward

The data sources outlined above allow the existing population baseline in the
impact area to be established. But it may also be desirable to project this baseline
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forward, ideally to the expected times of peak construction and full operational
activity for the proposed development. A number of data sources are available to
guide this process. Sub-national population projections are published by ONS/GRO
(Series PP3). Long-term projections (up to 25 years ahead) are produced about every
three to five years, and short-term projections are published in intervening years.
The projections are available for local and health authority areas, but not for
individual LADs (other than London boroughs, metropolitan districts and unitary
authorities). Population projections and forecasts are often also produced by local
authorities themselves. These are used by authorities as inputs to their land use
planning work (e.g. structure plan preparation) and to estimates of future service
requirements (e.g. school places). Projections are usually available for LADs and in
some cases are disaggregated to ward or parish level (see Congdon & Batey 1989,
England et al. 1985, Woods & Rees 1986). Some commercial market analysis com-
panies also produce population projections for small areas.

These various sources have limitations as means of projecting forward the popu-
lation baseline for relatively small geographical areas. Projections for smaller areas
(e.g. LADs) tend to be less reliable than those for larger areas (e.g. counties or
regions). This is because net migration is usually a more important determinant of
population change for smaller areas; and migration flows are much more difficult to
predict than the number of births and deaths. The sources also differ in the extent
to which they simply project forward past trends in an unmodified way. For ex-
ample, ONS stresses that its population projections are not ‘forecasts’, in that they
take no account of the potential effects of changes in local planning policies.
These are often designed to counteract past trends, for example, to slow down the
rate of population and housing growth in an area. Local authority forecasts are
much more likely to incorporate such anticipated policy effects and may therefore
be preferable, although of course the intended policy effects may not materialise in
practice.

3.3.3 Accommodation — establishing the existing baseline

The 1991 census, as well as providing population data, is also the most useful source
of data on the housing stock in small geographical areas. The census provides two
alternative measures of the housing stock in an area — the number of dwellings
and the number of household spaces. These two measures differ only slightly, with
the former always being somewhat lower than the latter. The census provides a
breakdown of both household spaces and dwellings, according to their tenure (i.e.
whether they are owner occupied, privately rented, rented with a job or business, or
rented from a housing association or local authority). The amount of vacant accom-
modation is identified, as is accommodation which is not used as a main residence
— this includes second homes and some holiday accommodation (e.g. self-catering
cottages).

All of this information, although providing a very detailed picture of the avail-
able housing stock, relates to the position at the time of the latest census and will
therefore need to be updated. This can be achieved by using a number of sources.
The DETR, NAW and SE publish data on the number of new houses completed (by
the private and public sector), and existing homes renovated and demolished, for
each LAD and unitary authority. These data are published each quarter in Local
Housing Statistics — England, Quarterly Welsh Housing Statistics and Housing Trends in
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Scotland. This information, perhaps supplemented by more detailed development
control data from local authorities themselves, should allow any significant changes
in the overall size of the housing stock since the latest census to be estimated. Local
estate agents are a useful source of data on current house price and rent levels.
House price data are also published by some of the larger building societies, pro-
viding data for local authority areas and selected postal towns and cities (see, for
example, the Halifax Quarterly House Price Index).

During the construction stage of any development, some in-migrant employees
are likely to move into bed and breakfast establishments, hotels, caravans or other
types of tourist accommodation. It is therefore necessary to establish how much
of such accommodation is available in the impact area, and to determine typical
occupancy levels. Any unoccupied accommodation (e.g. outside the peak tourist
season) could be used by in-migrant employees without affecting the availability
of accommodation for other existing users. Regional tourist boards, local auth-
orities and tourist information centres all maintain databases or lists of accommoda-
tion establishments within their areas of jurisdiction. Details of each individual
establishment are often available, including the location, number of rooms and
charges/tariffs. A detailed picture of the existing stock of accommodation can there-
fore be obtained. When combining lists prepared by different organisations for
the same geographical area, care should be taken to avoid the double-counting of
establishments.

Information on existing occupancy levels in tourist accommodation is published
regularly by the English, Welsh and Scottish Tourist Boards. Each of these bodies
carries out a monthly survey of occupancy levels in a sample of hotels (and also in
self-catering, caravan and camping accommodation in the Scottish survey). Results
show the monthly bed and room occupancy rates in the establishments surveyed,
and are available for Tourist Board regions and selected sub-regional areas (typically
either individual counties or groupings of two or three adjacent counties). Results for
each of the English Tourist Board (ETB) Regions are published annually in Regional
Tourism Facts by the ETB. Data for smaller geographical areas may be available from
the numerous area-specific tourism studies carried out by the regional tourist boards,
local authorities, academics and consultants.

3.3.4 Projecting the accommodation baseline forward

Non-project related changes in the local housing stock can be estimated most easily
by using simple trend projection methods. These are typically based on the assump-
tion that existing rates of housebuilding (net of demolitions and other losses, such as
changes of use) will continue for the foreseeable future. Data on current and recent
housebuilding rates are published on a regular basis by the DETR, NAW and SE.
Such methods, although easily applied, are rather crude, in that they take no ac-
count of possible changes in the state of the national economy or in local rates of
population and household growth; they also fail to allow for the influence of local
planning policies on the scale and location of new housebuilding.

An alternative approach would be to use estimates of future population and
household growth in the area to predict the likely demand for new houses. Local
authority population and household forecasts are likely to be particularly relevant. High
and low estimates of household growth are usually made by local authorities, using
different assumptions about net migration, employment and household formation
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(see England et al. 1985, Field & MacGregor 1987, King 1987, CPRE 1994). Of
course, the anticipated increase in the number of households in an area may not be
met by an equivalent increase in the housing stock. This is because local planning
policies may be intended to meet only part of the projected increase in households
(Bramley & Watkins 1995, Bramley et al. 1995). The extent, phasing and location
of new housebuilding envisaged by local planning authorities is indicated by the
housing allocations in approved structure plans and adopted local plans.

Likely changes in the stock of tourist and other temporary accommodation are
difficult to predict, although regional tourist boards and local authorities may be able
to indicate the scale of any significant additional provision, either already under
construction or with outstanding planning permission.

3.3.5 Local services

In-migrant employees and their families will place demands on a wide range of
services provided by local authorities, health authorities and other public bodies. In
the space available, it is not possible to discuss each of these service areas in detail.
The bulk of this section therefore examines one service area — local education
services — as an example of how the existing service baseline might be established
and projected forward. Other service areas are briefly discussed at the end of the
section.

The number and type of schools and further education colleges within the
impact area can be obtained directly from local education authorities (LEAs) (for
LEA-maintained schools and colleges) and the Department for Education and
Employment (DfEE), NAW and SE (for grant-maintained and independent — i.e.
private sector — schools and colleges). LEAs will be able to indicate the existing
number of pupils on school rolls and the total available capacity (in permanent
and temporary accommodation), both for the LEA area as a whole and for each
individual school. An age breakdown of existing pupils should also be available.
This information can be used to determine the extent to which the available capa-
city in LEA schools is currently being utilised, across the authority as a whole and
for individual schools, high school catchment areas or age groups. Current pupil/
teacher ratios can be obtained direct from the LEA or from the DfEE’s annual
publication Statistics of Education: Schools in England (and similar NAW and SE
publications).

Information on significant planned changes in school capacity due to the closure,
amalgamation or enlargement of existing schools and the opening of new schools
should be obtained from the LEA concerned. All LEAs also produce forecasts of
future pupil numbers, both for the authority as a whole and for individual schools.
These are derived in some cases from the authority’s own population and house-
hold projections, and should incorporate the effects of anticipated non-project
in-migration (see Jenkins & Walker 1985). These data sources will allow any sig-
nificant anticipated changes in pupil numbers and the utilisation of capacity within
the impact area to be identified.

Information on other public services, such as recreation, police, fire and social
services, should be obtained directly from the relevant local authority department.
For health services, Family Health Service Authorities and Regional Health
Authorities will be able to provide a wide range of data on existing medical, dental
and pharmacy services, as well as hospital facilities in the impact area.
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3.4 Impact prediction

3.4.1 Population changes

Changes in population caused by a major project can include both direct and in-
direct increases. The direct increase will consist of in-migrant employees and any
other family members brought into the locality. A number of separate estimates are
therefore required to determine the population changes directly due to the project:
(a) the total number of employees moving into the impact area, during both the
construction and operational stages of the development; (b) the proportion of these
in-migrant employees bringing their family; and (c) the characteristics of these
families (i.e. their size and age structure).

The total number of employees moving into the impact area

Chapter 2 has outlined the methods available for predicting the mix of local and
in-migrant employees associated with the construction and operation of major pro-
jects. During the construction stage, the build-up in the number of in-migrant workers
will reflect the build-up of the construction workforce and changes in the local
labour percentage. At the end of the construction stage, most in-migrant workers
will move out of the impact area and return to their original address or another
construction project elsewhere. However, a small proportion may establish local
ties, especially during a lengthy construction project, and may decide to remain in
the area. A construction project spanning several years may therefore result in a
small permanent increase in the local population. During operation, the main flow of
in-migrant employees will usually occur at a relatively early stage, with subsequent
in-migration limited to that caused by the normal turnover of employees.

The proportion of in-migrant employees bringing their family

During the construction stage, only a minority of in-migrant employees — mainly those
on long-term contracts — are likely to bring their family into the area. The precise
proportion will depend on various factors:

e the length of the construction programme (for projects lasting only a few months,
it is likely to be negligible; for projects spanning several years, the proportion
may reach at least 10-20%);

e the location and accessibility of the project site, which will determine the
relative merits of weekly commuting and family relocation;

e conditions in the national and local housing markets (a depressed national
housing market or sharp inter-regional house price differentials may discourage
house and family relocation);

e the availability of suitable family accommodation, schools and other amenities
in the locality.

During the operational stage, the vast majority of in-migrant employees will relocate
permanently to the area, although there may be some initial delay whilst suitable
accommodation is found and existing properties are sold. Those employees with
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partners or children can be expected to bring them into the area (with the excep-
tion of a small number of weekly commuters). The precise proportion of employees
with families will depend on the age and sex profile of the in-migrant workforce. For
example, a younger workforce might be expected to contain a higher proportion of
single, unattached employees who will not bring families into the area.

The characteristics of in-migrant families

Once the likely number of in-migrant families has been determined, it is necessary
to estimate the average size and broad age structure of these families. The usual
approach to estimating the size of in-migrant families is to use detailed census data
on household headship. The census shows the average size of households of different
types, classified according to the age, sex and marital status of the head of house-
hold. Therefore, if it was considered likely that most in-migrant families would con-
tain a married, male head of household, aged 20-59 years, the average size of this
type of household — either nationally or in the impact area — could be calculated.
For projects with a younger anticipated workforce, the average size of households
with married male heads aged, say, 20—44 years could be calculated instead. This
method assumes that the household characteristics at the time of the 1991 census
will remain largely unchanged; it also requires some knowledge (or guesswork) about
the age and sex profile of the in-migrant workforce.

Let us assume that the method outlined above suggests that each in-migrant family
will contain an average of 3.2 persons. It could then be assumed that each of these
families would consist of two adults of working age (the in-migrant employee and
partner) and an average of 1.2 other family members — mainly dependent children up
to 18 years old, but also including a small proportion of ‘adult’ children (over 18 years
old) still living with their parents and perhaps some elderly relatives. The precise
proportion of adult children and elderly relatives should ideally be derived from mon-
itoring data, but in the absence of such information, a rough guestimate may be
required. Information on the age structure of the 0—18-year-old population is available
from a number of sources, and this can be used as the basis of predictions of the ages
of dependent children brought into the area. The current age breakdown of 0-18
year olds is provided by the 1991 census, the mid-year population estimates and local
authority population estimates. The projected future age breakdown of this group
can be obtained from the various population projections and forecasts outlined in
§3.3.2. The census also provides an age breakdown of children (and others) moving
into particular LADs or counties during the 12 months prior to the census date.

The precise age distribution of dependent children will of course depend on the
age profile of their parents. For example, a younger workforce will tend to have a
higher proportion of pre-school children than might be suggested by the data sources
above, whereas an older workforce may have a higher proportion of secondary
school children. Some fine-tuning of the age distribution revealed by the data sources
above may therefore be required, to take account of the expected age profile of the
project workforce. The age breakdown of the workforce should ideally be estimated
by obtaining information on the age of employees on similar projects elsewhere. Such
information should be readily available to the project developer (for operation) or
its contractors (for construction).

As well as the direct population increase due to the arrival of in-migrant project
employees and families, the development may give rise to indirect population impacts.
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These impacts can arise in two main ways. First, some locally recruited project
employees will leave local employers to take up jobs on the project. This will result
in local job vacancies, some of which may be filled by in-migrants. Indirect employ-
ment may also be created in local industries supplying or servicing the project, or in
the provision of project-related infrastructure. Again, some of these jobs may be
taken by in-migrant employees. The scale of the resulting additional in-migration is
very difficult to estimate, but its possible existence should at least be acknowledged
(see Clark et al. 1981 for some possible estimation methods). A second source of
indirect impacts arises from the fact that some locally recruited project employees
might have migrated out of the impact area if the project had not gone ahead,
especially if alternative job opportunities locally were limited. The project may
therefore lead to a reduction in out-migration from the area. Again, the extent of
any such reduction is difficult to predict. It is likely to be significant only in areas
experiencing a static or declining population, net out-migration and limited or
declining employment opportunities.

3.4.2 The significance of population changes

The significance of project-related population changes will depend on three main
factors: (a) the existing population size and structure in the impact area (i.e. the
population baseline); (b) the geographical distribution of the in-migrant population;
and (c) the timing of the population changes. Put simply, if in-migrants are few relative
to the existing population and have a similar age and sex structure, are distributed
over a wide area and do not all arrive at once, then the impacts are unlikely to be
significant. The first step in assessing significance is therefore to express the estimated
project-related population increase as a percentage of the baseline population in
the impact area. The predicted age structure of in-migrants should be compared
with the baseline age structure, and any significant differences outlined (DoE 1995).

The next step is to estimate the likely geographical distribution of in-migrants.
Population changes may be quite localised, rather than being evenly distributed
throughout the impact area. However, in the absence of information from monitor-
ing studies, the precise distribution of in-migrants is difficult to predict. The simplest
approach would be to assume that the number of employees moving into a particu-
lar settlement would be a positive function of that settlement’s size and a negative
function of its distance from the project site. In practice, the predictions derived
from this type of model would need to be modified to allow for the characteristics
of the particular locality. These could include: the expected location of future
housebuilding in the impact area; differences in the availability and price of various
types of housing; and the attractiveness of each settlement in terms of school and
other facilities and general environment. The timing of the arrival of in-migrant em-
ployees and the associated population changes will largely follow the expected build-
up in the project workforce. However, during the construction stage, most in-migrant
families are likely to arrive in the early stages, given that families will tend to be
brought by those employees on long-term contracts for the duration of the project.

The nature and significance of population impacts will change as the project
progresses through the various stages of its life cycle. In-migrant employees and their
families will become older. In addition, during the operational stage — which may
span several decades — there may be some natural increase from the original in-
migrant population. These changes can be estimated by using a simple ‘cohort
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survival’ method, applying age-specific birth and death rates to the original popula-
tion (see Field & MacGregor 1987). Some allowance may also need to be made for
the turnover of employees on the project. As older employees retire, they will tend
to be replaced by younger employees, with younger families. This process will coun-
teract, but not completely reverse, the tendency for the in-migrant population to
become older.

3.4.3 Accommodation requirements

The total amount of accommodation required will be determined by the size of the
in-migrant workforce and the extent to which accommodation is shared. Methods
to estimate the total number of in-migrant employees were outlined in Chapter 2.
Sharing of accommodation is likely to be minimal amongst the permanent opera-
tional workforce, since most in-migrant employees will be accompanied by their
families. However, there may be a limited amount of sharing amongst younger,
single employees, especially in rented accommodation. During the construction
stage, sharing may be much more significant, especially amongst those employees
using rented, caravan and perhaps B&B accommodation. Estimates of the likely
extent of sharing should be incorporated into any predictions of the demand for
accommodation by the construction workforce. Otherwise, the amount of accom-
modation required is likely to be over-estimated, perhaps significantly. Published
monitoring studies of recent construction projects, although limited in number in
the UK, may provide an indication of the likely extent of sharing (e.g. see Glasson
& Chadwick 1995).

The type and location of accommodation required will also differ in the opera-
tional and construction phases. The vast majority of in-migrant operational em-
ployees are likely to relocate permanently to the impact area. Most will wish to
purchase a property in the area, although a small proportion may prefer private
rented accommodation. This latter group will include younger, single employees and
a small number of weekly commuters not relocating their family. There may also be
some demand for social rented accommodation, from local authorities and housing
associations. The likely mix between owner-occupied, private and social rented
accommodation requirements can be roughly estimated by using census data — the
1991 census provides information on the tenure of all households moving address
during the 12 months to April 1991. Separate tenure patterns can be identified for
different types of move (e.g. moves within the same LAD, inter-county or inter-
regional moves). This information is also available for different age groups, accord-
ing to the age of the head of household. These data could perhaps be combined with
the expected age profile of the operational workforce, to produce estimates of the
likely tenure patterns of in-migrant households.

Predicting the likely mix of accommodation used by in-migrant construction
workers is a more complicated exercise. A wider range of accommodation is likely
to be suitable, including B&B, caravan and other types of tourist accommodation. A
further complication is that, for larger construction projects, the developer may
decide to provide accommodation specifically for the workforce. The extent of such
provision will have important implications for the take up of other types of accom-
modation. Because the local supply of different types of accommodation and the
extent of developer provision will vary from one locality and project to another, the
precise mix of accommodation used can vary considerably from project to project.
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Monitoring data, even if they are available, may therefore provide only a rough
indication of the likely take up of each type of accommodation.

In the absence of developer provision, the vast majority of in-migrant construc-
tion workers are likely to use private rented, B&B/lodgings or caravan accommoda-
tion. The use of each type of accommodation can be roughly estimated by drawing
on the available monitoring data from other construction projects, adjusted to allow
for the particular supply characteristics in the impact area, i.e. the amount of each
type of accommodation available, its location, cost and existing occupancy levels
(see §3.3.3). For example, if the local supply of tourist accommodation is very lim-
ited, concentrated in highly priced hotels at some distance from the project site and
is usually fully occupied, the proportion of employees using such accommodation is
likely to be relatively low.

Some construction workers may wish to purchase properties in the locality. The
number is likely to be minimal during construction projects lasting only a few
months, but may be more significant (at least 10%) in cases where construction act-
ivity spans several years. The proportion of in-migrant employees buying properties
will be closely linked to the proportion bringing families into the impact area.
However, since some families will prefer to use rented accommodation, the number
of owner-occupied properties required is likely to be lower than the total number of
in-migrant families.

In certain cases, the project developer may decide to make specific accommoda-
tion provision for the construction workforce. This may involve negotiations with
the local planning authority over the provision of additional caravan sites or the
expansion of existing sites. In other cases, the developer may wish to provide pur-
pose-built hostel accommodation, located on or adjacent to the construction site. This
typically consists of single bedrooms and associated catering, recreational and other
facilities. To the extent that such provision is made, the proportion of in-migrant
employees using other types of accommodation will be lower than would otherwise
have been the case.

It may be helpful to provide estimates of the demand for different types of ac-
commodation in various alternative scenarios, e.g. without any hostel or additional
caravan provision, with a small hostel or with a larger hostel. Such estimates will
themselves help to clarify the need for such developer provision. The precise geo-
graphical distribution of the accommodation taken up by in-migrant employees is
difficult to predict: §3.4.2 outlined a possible approach.

3.4.4 The significance of accommodation requirements

The project-related demand for local accommodation is likely to result in a net
change in the amount of accommodation available in the impact area. On the one
hand, the availability of accommodation will be reduced by the take up of local
accommodation by project employees and their families. This accommodation
would otherwise have been available to local residents and non-project in-migrants.
On the other hand, to the extent that project-related demands are met by the
release of unoccupied or under-occupied accommodation and/or the bringing for-
ward of speculative house building development, the amount of accommodation
available locally will be higher than would otherwise have been the case. The
balance between these two types of change will represent the net change due to the
project. This should then be expressed as a percentage of the existing (or projected)
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stock of accommodation in the impact area. Similar calculations can be made for
each separate type of accommodation and for particular settlements or areas within
the impact area.

In extreme cases, the net decline in the availability of accommodation due to the
project may be such that the project-related and non-project demands for accommoda-
tion may outstrip the available local supply. Assessment of such pressures requires
projections of the following:

e the likely project-related demand for accommodation (as outlined earlier in the
section);

e the likely non-project demand for accommodation by local residents and
non-project in-migrants (derived from the projected growth in population and
households, as outlined in §3.3.2 and §3.3.4);

e likely changes in the local supply of accommodation, including project-induced
changes, such as the release of unoccupied and under-occupied accommodation
and the bringing forward of speculative development.

Cases in which the project results in a shortfall in the local supply of accom-
modation are likely to require the consideration of mitigation measures (DoE 1995).
However, in practice, pressure on one locality is likely to be relieved by the diversion
of demand (both project and non-project) into adjacent localities. Unless seen as
undesirable, this may eliminate the need for mitigation measures.

3.4.5 The demand for local services

In-migrant employees and their families will place demands on a wide range of
services provided by local authorities and other public bodies. The demand for these
services will largely reflect the age and sex distribution of the in-migrant population
(see §3.4.1). For example, in the case of health and personal social services, the
number of young children and elderly people will be a critical determinant of
demand. In such cases, rough estimates of likely demand can be obtained by com-
bining the predicted age and sex structure of the in-migrant population with age
and sex-specific data on visiting rates to or by doctors, health visitors or social
workers. The latter can be obtained from local and health authorities.

In the case of education services, demand also clearly depends on the age struc-
ture of the in-migrant population, since provision must be made for all children
between the ages of 5 and 16. However, there are complications, given that this
provision can be made either by the state or by the independent sector and that
some children below and above compulsory school age may also require school or
college places. The remainder of this section provides an example of the calcula-
tions involved in estimating the number of additional school places likely to be
required locally in response to an influx of project employees.

Predicting the demand for additional local school places requires separate estim-
ates of:

e The total number of children aged 0—18 years brought into the impact area by
in-migrant employees (see §3.4.1).

e  The number of these children below compulsory school age (0—4 years), aged 5-16
and above school leaving age (see §3.4.1).
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e The proportion of those children below compulsory school age likely to require nursery
education in the impact area. Information on the proportion of this age group
currently attending nursery schools, both nationally and in individual LEAs,
can be obtained from the Department for Education and Employment (DfEE)
Statistical Bulletin. The proportion attending nursery schools in the relevant
LEA area could then be assumed to apply to the in-migrant children associated
with the project. This assumes that there will be no changes in LEA policies on
the provision of nursery education before the project gets underway.

e The proportion of children aged 5-16 attending primary and secondary schools in the
impact area. All children of school age can be assumed to attend either LEA,
grant-maintained or independent schools in the impact area.

e The proportion of children above school leaving age (16—18 years) likely to remain in
full- or part-time education in the impact area. Data on the proportion of this age
group attending secondary schools or further education colleges are published
in the Statistical Bulletin and are updated annually. This information is available
for individual LEAs, as well as nationally. Again, these proportions could be
assumed to apply to the children brought into the area by in-migrant employees.
In practice, the likelihood of this age group remaining in education depends
very much on the availability of alternatives, in the form of employment and
training opportunities (Bradford 1993). It must therefore be assumed that there
will be no changes in the relative attractiveness of these various alternatives.

Some adjustments may be needed to the resulting estimates to allow for the fact
that a proportion of the school places taken up locally will be in the independent
sector. The DfEE Statistical Bulletin shows the proportion of pupils of different
ages attending independent schools, in England as a whole, regions and some sub-
regions. For example, in 1990, the proportion of pupils in England attending inde-
pendent schools was 5% for 5-10 year olds, 9% for 11-15 year olds and 19% for
those aged 16 or over. These national proportions could be assumed to apply to the
children brought into the area, again assuming no changes in the relative import-
ance of the state and independent sectors before the project gets underway. The
estimated number of pupils attending independent schools could then be subtracted
from the total school place requirement to show the number of places required in
LEA and grant-maintained schools and colleges.

The demand for additional school places is unlikely to be evenly distributed
throughout the impact area. The extent to which demand is geographically concen-
trated or dispersed will determine the total number of schools affected and the
likelihood of strains on educational provision in individual schools. The distribution
of school place requirements will largely reflect the place of residence of in-migrant
families. Unfortunately, the latter is difficult to predict in the absence of relevant
monitoring data: §3.4.2 outlined a possible approach to prediction, but it may be
helpful to present a series of estimates based on different assumptions about the
concentration or dispersal of in-migrant families.

3.4.6 The significance of demands on local services

An important indicator of the significance of local service impacts is the extent to
which capacity thresholds are exceeded as a result of the demands arising from the
in-migrant population. Let us consider the example of the demand for local school
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places. If the current accommodation capacity in a school is expected to be almost
fully utilised in the absence of the project, and pupil/teacher ratios are already
high, then even a small project-induced increase in pupil numbers may create a
need for additional classrooms and/or extra teaching staff. In the absence of such
additional provision, the result may be overcrowding and an unacceptable increase
in class sizes. By contrast, a large increase in pupil numbers in a school with a
considerable amount of under-utilised capacity and low pupil/teacher ratios may
be much less significant. Increases in pupil numbers in such schools may still be
important, even if they do not put the available capacity under pressure. Class sizes
will be larger than would otherwise have been the case, and additional staff time
may need to be devoted to individual assessments of incoming pupils. Assessment of
significance therefore requires information not only on the likely project-related
increase in demand, but also on the existing (and projected) utilisation of service
capacity.

In certain circumstances, additional service demands may be seen as beneficial.
For example, an influx of pupils into a small rural primary school with declining
rolls may safeguard the future of the school, either in the short term (during con-
struction) or in the medium to long term (during operation). The nature and signi-
ficance of local service impacts will change as the project progresses through its
various stages. The in-migrant population, including children, will tend to become
older, with the result that the type of services demanded will tend to change over
time. For example, there will tend to be a shift away from nursery and primary
school demand towards secondary school demand. This tendency will be counter-
balanced to some extent by the turnover of employees (bringing new, younger,
families into the area) and by births in the original in-migrant families.

3.4.7 Local authority finances

Local authority finances can be affected by changes in both their revenue and their
expenditure.

Implications for revenue

Major projects can affect the revenues received by their host local authorities in two
main ways. First, in-migrant employees buying properties in the impact area will
become liable to pay council tax in the local authority area into which they have
moved. The likely increase in council tax receipts can be roughly estimated by
multiplying the predicted number of in-migrant employees purchasing properties
locally by the existing average council tax payment in the LAD concerned. Methods
to estimate the proportion of in-migrant employees buying properties were outlined
in §3.4.3. Information on existing council tax levels is published annually by the
DETR (Council Tax Levels, England), NAW and SE (Welsh and Scottish Local Gov-
ernment Financial Statistics). If project employees purchase houses mainly in higher
than average price bands, this simple method will under-estimate the actual increase
in receipts.

The second way in which the project will affect local authority revenues is through
the population changes brought about by the arrival of in-migrant employees and fam-
ilies. These changes will affect the standard spending assessment of the local author-
ity concerned. The standard spending assessment (SSA) is central government’s
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assessment of how much it would cost the local authority to provide a typical or
standard level of service. SSAs are a key determinant of the distribution of revenue
support grant from central government to individual authorities. The SSA consists of
a basic amount per head of population, with various weightings to reflect particular
local circumstances such as the number of primary and secondary school pupils,
daily commuting flows into and out of the area and the extent of social deprivation.
The population data used in the calculation of SSAs are the official mid-year esti-
mates published by ONS/GRO. To the extent that in-migrant employees and their
families are picked up in these official estimates, the SSA for the authority con-
cerned should be adjusted upwards. However, these adjustments will not take place
immediately. There is usually about a two year time lag between an actual increase
in population and the resulting increase in revenues.

In principle, if a project results in a 5% increase in a local authority’s population
(with no changes in the structure of that population), then this should be reflected
— after a time lag — in a 5% increase in the authority’s SSA and — all other things
remaining equal — a similar increase in revenue support grant. It should therefore be
possible to estimate the likely increase in SSA and revenues associated with the
project-induced increase in population. In practice, things are rather more com-
plicated. First, not all in-migrant employees or families will be picked up by the mid-
year population estimates, especially during the construction stage. Construction
employees not bringing families into the area are unlikely to appear on the electoral
register in the impact area, re-register with a local doctor or appear on local property
registers for council tax purposes. They are therefore unlikely to be picked up by any
of the data sources used to arrive at the mid-year estimates. As a result, any increase
in the authority’s SSA is unlikely to fully match the actual percentage increase in
population. Any estimates of increased SSAs due to the project must incorporate
some allowance for this under-recording of the actual population increase, at least
during construction.

A second problem is that the increase in the SSA due to the project will reflect
not only the size of the project-induced population increase, but its precise structure
(e.g. the number and ages of children); the latter is more difficult to estimate
accurately. A final problem is that an increase in the SSA for an authority does not
necessarily produce an equivalent percentage increase in revenue support grant. For
example, if the project results in an increase in the number of council tax payers
(as outlined above), the additional revenue received will be taken into account in
determining the amount of grant distributed to the authority.

Contrary to popular opinion, local authorities in the UK do not benefit directly
from the payment of non-domestic rates by the project developer during con-
struction or operation. Receipts from non-domestic rates are pooled nationally
and then redistributed to individual authorities on a per capita basis. However, to
the extent that the project-related population increase is recorded in the official
mid-year estimates, the authority should receive increased receipts from the non-
domestic rate pool. The likely increase can be calculated roughly by multiplying
the existing per capita receipts from the pool by the expected increase in local
population. However, for the reasons given above, the recorded increase in popula-
tion in official estimates may not fully reflect the actual increase (especially during
construction) and this should be allowed for in any estimates. Information on exist-
ing levels of revenue support grant, SSAs and receipts from the non-domestic rate
pool are published annually by the Chartered Institute of Public Finance and
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Accountancy’s (CIPFA’s) Statistical Information Service, in Finance and General
Rating Statistics (for English and Welsh local authorities) and Rating Review (for Scot-
tish authorities).

Implications for expenditure

In-migrant employees and their families will place demands on a range of services
provided by local authorities, health authorities and other public bodies. These
service demands will entail additional expenditure for the authorities concerned.
Let us take the example of the arrival of pupils into LEA schools within the impact
area. Methods to estimate the likely number of such pupils were outlined in §3.4.5.
But how can the additional expenditure necessitated by the arrival of these pupils
be estimated?

The simplest approach would be to multiply the expected number of pupils by
the existing annual average cost per pupil in the LEA concerned. Data on average
expenditure per pupil in each individual LEA are published annually by CIPFA in
Education Statistics, Estimates (for the current year) and Actuals (for the previous
year). This average cost method has two main weaknesses. First, costs per pupil vary
according to the age group involved — they are invariably higher for secondary
school pupils than for primary school pupils. A more sophisticated approach would
therefore involve combining estimates of the expected numbers of in-migrant pupils
in particular age groups with the average cost per pupil for each of these age groups.
The CIPFA publications noted above provide data on costs per pupil for each LEA,
broken down into single year age bands.

A second and more fundamental weakness of the average cost approach is that
it fails to distinguish between fixed and variable costs in service provision. Fixed
(overhead) costs do not vary in response to changes in the number of pupils in
individual schools. Examples include most of the costs associated with school build-
ings, maintenance, heating, cleaning, rates and central support and management
functions. Variable costs are those which change in response to changes in pupil
numbers. Examples include capitation allowances (which are based on the number
and ages of children on the roll at the beginning of each year) and teachers’ salaries
(if the increase in pupil numbers results in additional staff being taken on). Existing
average costs per pupil include both fixed and variable costs, and are therefore
unlikely to be a reliable guide to the actual costs incurred as a result of a marginal
increase in the number of pupils. In schools with considerable surplus capacity, in
which the arrival of pupils does not create a need for additional staff or accommoda-
tion, the additional cost per pupil is likely to be considerably lower than existing
average costs in the LEA as a whole. Estimates of additional expenditure must
therefore be carefully justified, with a clear distinction being drawn between the
fixed and variable cost elements.

Similar estimates can also be made of the additional expenditure incurred in
other service areas, such as police, fire, recreation and personal social services.
Expenditure in some of these service areas may be rather unresponsive to small
changes in population, unless critical capacity thresholds are likely to be approached.
Information on existing local authority expenditure per head of population in these
service areas is again available from CIPFA’s Statistical Information Service. The
proposed development may also necessitate the provision of improved infrastructure
by the local authority (or authorities) concerned. This will typically include the
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construction of new roads or the improvement of existing ones. The local authority
will normally require the developer to fund the full capital cost of such provision.

3.4.8 The significance of changes in local authority finances

Predictions should be made of the future stream of project-induced revenues and
expenditures, ideally for each year of the construction and operational stages of the
project life. Although these two streams may balance over the lifetime of the project,
there are likely to be periods during which there are shortfalls or surpluses. Any
significant shortfalls in revenues, and their likely timing and duration, should be
noted. For many projects, the build-up of revenues is likely to lag behind the need
for additional expenditure. For example, additional population will create immedi-
ate demands on local services, but will be reflected in increased revenue support
grant only after a time lag. The construction stage may also see little increase in
revenues, with most in-migrant employees not buying properties locally and not
being recorded in official population estimates.

3.4.9 Other social impacts

Other social impacts can be wide-ranging and may include:

e increased crime levels locally, particularly during the construction stage, associ-
ated with an influx of young male itinerant employees into the impact area;

e changes in the occupational and socio-economic mix of the population; and

e linked to the above, problems in the integration of incoming employees and
families into the local community and community activities. There may be a clash
of lifestyles or expectations between incomers and the existing host community.

An extensive literature concerned with the assessment of such social and cultural
impacts is available, much of it written from a North American perspective. Further
details are provided in §3.7. Prediction of such impacts is difficult, but is likely to
require at least a comparison of the predicted age, sex and occupational profile of
in-migrants with that of the existing population in the impact area. The latter can
be determined largely by reference to census data, as outlined in §3.3.1. Monitoring
studies may be helpful in indicating the likely scale of certain impacts (e.g. see
Glasson & Chadwick 1995 for an assessment of the impact of a major construction
project on local crime levels).

3.5 Mitigation

A number of approaches to the mitigation of demographic impacts are available.
The most basic would be to encourage the maximum recruitment of labour from
within daily commuting distance of the project site, thereby reducing the number of
employees and families moving into the impact area. Possible methods to encourage
the use of local labour by developers and contractors were discussed in Chapter 2. In
addition, during the construction stage, developer policies on travel, accommoda-
tion and relocation allowances might be used to influence the relative attractiveness
of daily and weekly commuting versus relocation. Such policies might lead to some
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reduction in the proportion of in-migrant employees relocating and bringing fam-
ilies into the area.

The mitigation of local accommodation impacts is likely to involve attempts
either to provide additional accommodation for the workforce or to encourage the
use of unoccupied or under-occupied accommodation in the impact area. Encourage-
ment of the sharing of accommodation would also be a useful mitigation measure,
but it is uncertain how this could be carried out in practice. The provision of
accommodation specifically for the workforce, in the form of purpose-built hostel
or additional caravan accommodation, has already been discussed in §3.4.3. The
success of such provision as a mitigation measure will depend on its attractiveness in
relation to the alternatives available locally, in terms of location, facilities and cost.
The release of unoccupied accommodation is rather more difficult to influence. During
construction, one approach might involve the placing of advertisements in the local
press requesting those willing to provide workforce accommodation to contact the
developer. This may alert potential providers of accommodation to the opportunities
presented by the project. In some circumstances, it may be considered desirable to
encourage the use of local B&B and other tourist accommodation (e.g. to boost
occupancy levels outside a short tourist season). This could be achieved by the
compilation of a directory of local accommodation establishments by the developer,
and its use by contractors and individuals seeking accommodation in the area.

Impacts on local services and local authority finance can be partially mitigated
by the direct provision of certain facilities by the developer. Examples might include
a medical centre and fire-fighting equipment and staff located on the project site, as
well as recreational facilities for the workforce. Developer funding of additional
local authority provision necessitated by the project is also likely to be requested.
Funding of local community projects may also be offered as partial compensation for
the adverse impacts of the project.

3.6 Monitoring

Existing monitoring of demographic and social impacts is limited, other than for
large-scale energy and resource development projects (Chadwick & Glasson 1999).
Ideally, such monitoring should consist of three key elements. The first of these is
the establishment of administrative systems to ensure a regular flow of information
on key parameters, including at the very least the total numbers directly employed
on the project and the mix of local and in-migrant employees. During most con-
struction projects, the developer is likely to request this type of information from
the contractors on site as a routine part of project management, for example to
monitor earnings levels, bonuses and allowances across the construction site. The
provision of such information can be made a contractual requirement. Existing
monitoring systems can therefore often be used with only minimal modifications.
For most projects, information on the operational workforce should be directly
available to the developer via its own personnel records. However, this will not be
the case for certain developments, such as business parks or retail projects, where
several employers occupy the floorspace provided by the developer. In such cases,
the developer (or perhaps the local authority) may wish to establish data collection
systems covering all occupants, with the submission of information being requested
on a regular basis.
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The systems described above will, at best, only indicate the total number of
employees moving into the impact area. Information on the number of these em-
ployees bringing families, the characteristics of these families, the type and location
of accommodation taken up and the use of local services can only be obtained
directly from the workforce itself. The second component of any monitoring system
must therefore be a periodic survey of the project workforce. This is likely to
involve interviewing a sample of the workforce, with care taken to ensure a repres-
entative coverage of all types of employees. Such surveys can also be used to obtain
information on other issues, such as workforce expenditure and journey to work
patterns. Survey work of this type might be repeated on an annual basis, at least
during the initial stages of the development.

The final element in any monitoring system should be the monitoring of various
social and economic trends within the impact area. These can include regular
monitoring of house prices or rent levels, the amount of housebuilding, occupancy
levels in local B&B and other accommodation, school rolls, doctors’ list sizes or crime
levels. Such trends should be compared with those in suitable control areas, includ-
ing the wider region or sub-region; comparison with national trends may also be
appropriate. In addition, periodic surveys of local service providers (e.g. headteachers
or doctors) may provide a useful source of monitoring data.

3.7 Further reading

Useful data sources in the assessment of economic and social impacts include census
data and a range of other official statistics published by government. In the UK, a
number of guides to the use of census data have been published, mainly in response
to the release of 1991 census data. These include Dale & Marsh (1993), Denham
(1992), Leventhal et al. (1993), LGMB (1992), OPCS (1992) and Openshaw (1995).
Useful guides to other UK official statistics can be found in Healey (1991), Mort
(1992) and ONS (1996). Recent data are also available from the ONS website.

Government guidance on the assessment of socio-economic impacts is rather
limited at present, although a number of examples can be found in North America,
Australia and New Zealand, as well as in international aid agencies. Examples in-
clude ADB (1991, 1994), CEPA (1994), Lang & Armour (1981), ODA (1995),
SIAWG (1995), and USAID (1993). Other useful guidance can be found in ICGPS
(1995) and Shell International Exploration & Production (1996).

A number of general texts on EIA include some discussion of socio-economic
impacts and their assessment. Examples include Barrow (1997), Canter (1995), Clark
etal. (1981), Colombo (1992), DoE (1995), Erickson (1994), Petts & Eduljee (1994),
and Vanclay & Bronstein (1995). The incorporation of socio-economic impacts into
EIA is also discussed in Bond (1995), Dale & Lane (1995), Dale et al. (1997), Glasson
& Heaney (1993), Kirkpatrick & Lee (1997), Kolhoff (1996), Newton (1995) and
Pellizzoni (1992).

Specialist texts on socio-economic and social impact assessment, mainly written
from a North American perspective, include Branch et al. (1984), Burdge (1994a,b),
Canter et al. (1985), Finterbusch et al. (1983, 1990), Halstead et al. (1984), Lang &
Armour (1981), Leistritz & Murdoch (1981), Maurice & Fleischman (1983), Taylor
etal. (1995), and Wildman & Baxter (1985). Other useful references include Becker
(1995), Burdge & Vanclay (1995), Leistritz (1994), and Leistritz et al. (1994).
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Specific impact or development types, or aspects of socio-economic assessment
have also generated a considerable literature. For example, the socio-economic impacts
of major projects, mainly in relation to large-scale energy and resource development
projects, are discussed in Buchan & Rivers (1990), Cocklin & Kelly (1992), Denver
Research Institute (1982), Gilmore et al. (1980), Glasson & Chadwick (1995), Hill
etal. (1998), and Leistritz & Maki (1981). In a related area, the social impacts of rapid
‘boomtown’ development, largely in a North American context, are discussed in
England & Albrecht (1984), Freudenburg (1984), and Thompson & Bryant (1992).
The social impact of tourism development is another area highlighted in the liter-
ature. Examples include Beekhuis (1981), and Shera & Matsuoka (1992).

The monitoring of socio-economic impacts is examined in Bisset & Tomlinson
(1988), Chadwick & Glasson (1999), Denver Research Institute (1982), Gilmore
et al. (1980), and Glasson (1994). More general reviews of the field of socio-
economic and social impact assessment can be found in Burdge (1987), Burdge &
Vanclay (1996), Finterbusch (1995), Freudenburg (1986), Lane (1997), McDonald
(1990), Murdoch et al. (1986), Rickson et al. (1990), and Wildman (1990).

A number of publications provide an overview of experience with socio-economic
impact assessment in specific countries. UK and European experience is discussed
in Glasson & Heaney (1993), Juslen (1995), Newton (1995), Pellizzoni (1992) and
Pinhero & Pires (1991). US and Canadian practice is reviewed in Denq & Altenhofel
(1997), Finterbusch (1995), Gagnon (1995), Haque (1996), Lang & Armour (1981),
Maurice & Fleischman (1983), and Murdoch et al. (1986). The development of socio-
economic impact assessment in Australia and New Zealand is reflected in an extens-
ive literature. Examples include Beckwith (1994), Buchan & Rivers (1990), CEPA
(1994), Cocklin & Kelly (1992), Dale & Lane (1995), Dale et al. (1997), Howitt
(1989), Lane (1997), Rivers & Buchan (1995), Seebohm (1997) and SIAWG (1995).

Social impact assessment in developing countries, and for projects financed by
international aid agencies, is discussed in ADB (1991, 1994), Burdge (1990), Derman
& Whiteford (1985), Finterbusch et al. (1990), Fu-Keung Ip (1990), Henry (1990),
Jiggins (1995), ODA (1995), Ramanathan & Geetha (1998), Rickson et al. (1990),
Suprapto (1990), and USAID (1993).
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4 Noise

Riki Therivel and Mike Breslin

4.1 Introduction

Virtually all development projects have noise impacts. Noise during construction
may be due to such activities as land clearance, piling, and the transport of materials
to and from the site. During operation noise levels may decrease for some forms of
developments such as science parks or new towns, but may remain high or even
increase for developments such as new roads or industrial processes. Demolition is a
further cause of noise. As a result, despite the fact that EU Directives 85/337/EEC
and 97/11/EU (§1.4) do not require noise to be analysed, the EIAs for most projects
do consider noise.

Noise is a major and growing form of pollution. It can interfere with commun-
ication, increase stress and annoyance, cause anger at the intrusion of privacy,
and disturb sleep, leading to lack of concentration, irritability, and reduced
efficiency. It can contribute to stress-related health problems such as high blood
pressure. Prolonged exposure to high noise levels can cause deafness or partial
hearing loss. Noise can also affect property values and community atmosphere. A
noise attitude survey carried out by the Building Research Establishment in 1991
found that more than half of the homes in England and Wales were exposed to
noise levels over the standards recommended by the World Health Organisation:
47% of respondents were affected by traffic noise, 41% by aircraft noise, 13% by
train noise, and more than 4% by construction noise. In just the three years be-
tween 1992 and 1995, noise complaints received by environmental health officers
rose by almost 50% (DETR 1997). The Royal Commission on Environmental
Pollution (1994) estimates that noise from traffic alone costs £1.2-5.4 billion each
year in the form of productivity losses, decreased house values, and cost of abatement
measures.

Although most EIAs — and this chapter — are limited to the impact of noise on
people, noise may also affect animals and in certain (highly unusual) cases EIAs will
need to include specialist studies on these impacts. Bregman & Mackenthun (1992)
summarise previous studies on animals’ reactions to noise, and impacts of disturb-
ance (including noise) are discussed in §11.5.5. Although noise is linked to vibration,
this chapter deals only with noise; most EIAs do not cover vibration. It should be
noted, however, that for some studies (particularly major railway projects and/or
projects involving substantial demolition or piling) vibration effects can be signi-
ficant and a full vibration assessment must be carried out. In the UK the principal
vibration standards to be considered are British Standards 6472 and 7385 (BSI
1992, 1993).
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4.2 Definitions and concepts

4.2.1 Definitions

Noise is unwanted sound. This definition holds within it one of the core aspects
of noise impact assessment: namely it deals with peoples’ subjective responses
(‘unwanted’) to an objective reality (‘sound’). The physical level of noise does not
directly correspond to the level of annoyance it causes (think about your favourite
CD and your neighbours’/parents’ reaction to it), yet it is the annoyance caused
by noise that is important in EIA. Noise impact assessment revolves around the
concept of quantifying and ‘objectifying’ peoples’ personal responses. The following
definitions and concepts all relate to this issue.

Sound consists of pressure variations detectable by the human ear. These pressure
variations have two characteristics, frequency and amplitude. Sound frequency re-
fers to how quickly the air vibrates, or how close the sound waves are to each other
(in cycles per second, or Hertz (Hz)). For example, the sound from a transformer
has a wavelength of about 3.5 m, and hums at a frequency of 100 Hz; a television
line emits waves of about 0.03 m, and whistles at about 10,000 Hz or 10 kHz. Fre-
quency is subjectively felt as the pitch of the sound. Broadly, the lowest frequency
audible to humans is 18 Hz, and the highest is 18,000 Hz. For convenience of
analysis, the audible frequency spectrum is often divided into standard octave bands
of 32, 63, 125, 250, 500, 1k, 2 k, 4 k and 8 kHz.

Sound amplitude refers to the amount of pressure exerted by the air, which is
often pictured as the height of the sound waves. Amplitude is described in units of
pressure per unit area, micropascals (uPa). The amplitude is sometimes converted to
sound power, in picowatts (107 watts), or sound intensity (in 107" watts/m?). Sound
intensity is subjectively felt as the loudness of sound. However, none of these measures
are easy to use because of the vast range which they cover (see Table 4.1). As a
result, a logarithmic scale of decibels (dB) is used. A sound level in decibels is given

by
L =10 log,o(P/p)* dB,

where P is the amplitude of pressure fluctuations, and p is 20 uPa, which is con-
sidered to be the lowest audible sound. The sound level can also be described as

L =10 log,o(1/i) dB,
where [ is the sound intensity and i is 107" watts/m?, or by
L =10 log,o(W/w) dB,

where W is the sound power, and w is 107'? watts. The range of audible sound is
generally from O dB to 140 dB, as is shown in Table 4.1.

Because of the logarithmic nature of the decibel scale, a doubling of the power or
intensity of a sound, for instance, adding up two identical sounds, generally leads to an
increase of 3 dB, not a doubling of the decibel rating. For example, two lorries, each
at 75 dB, together produce 78 dB. Multiplying the sound power by ten (e.g. ten lorries)
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Table 4.1 Sound pressure, intensity and level

Sound pressure  Sound power (107 watt) or  Sound level  Example

(uPa) intensity level (107" watt/m?)  (dB)

200,000,000 100,000,000,000,000 140 threshold of pain
10,000,000,000,000 130 riveting on steel plate

20,000,000 1,000,000,000,000 120 pneumatic drill
100,000,000,000 110 loud car horn at I m

2,000,000 10,000,000,000 100 alarm clock at I m
1,000,000,000 90 inside underground train

200,000 100,000,000 80 inside bus
10,000,000 70 street-corner traffic

20,000 1,000,000 60 conversational speech
100,000 50 business office

2,000 10,000 40 living room
1,000 30 bedroom at night

200 100 20 broadcasting studio
10 10 normal breathing

20 1 0 threshold of hearing
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Figure 4.1 Adding two sources of sound.

leads to an increase of 10 dB. Figure 4.1 shows how the dB increase can be calculated
if one noise source is added to another. Box 4.1 shows two examples of these principles.

Subjectively, a change of 3 dB is generally held to be barely detectable by the
human ear under normal listening circumstances, providing that the change in sound
pressure level is not accompanied by some change in the character of the sound.!

1 This fundamental principle, however, is currently the subject of debate. For instance, the Design
Guide for Roads and Bridges (DoT 1993) asserts that abrupt changes as small as 1 dB in, say, road
traffic noise can bring appreciable benefits or disbenefits. However, long-term significant effects
are unlikely from changes of less than 3 dB (DETR 1997).
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Box 4.1 Adding sound levels: examples

Adding sources with different levels

Assume three sources with sound levels of 59 dB, 55 dB and 61 dB. Start with two
of these, e.g. 59 and 55 dB. Take the higher: 59. Calculate the difference between
the two levels being added: 59 — 55 = 4. Figure 4.1 shows that about 1.4 dB needs
to be added to the higher level: 59 + 1.4 = 60.4. To add the third level, repeat the
process using 60.4 (i.e. 55+ 59) and 61. The total of all three is about 63.7 dB.

The same procedure could be carried out with a different combination of the three
levels. For instance, start with 61 and 59. The difference is 2. Figure 4.1 shows
that about 2 dB needs to be added to the higher figure: 61 + 2 = 63. Repeating the
process with 63 and 55 gives about 63.7 dB.

Adding ten equal levels

Assume that all of ten sound levels are at 50 dB. Remember that two equal sound
levels added together equal one level plus 3 dB (as in the far left of Fig. 4.1). Start
from top left:
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Use Figure 4.1.
The difference between 59 and 53 is 6 dB.
The figure shows that 1 dB needs to be
added to the higher level: 59 + 1 =60
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A change of 10dB is broadly perceived as a doubling/halving of loudness. Con-
sequently, the logarithmic decibel scale, in addition to simplifying the necessary
manipulation of a very large range of sound pressures/intensities, is conveniently

related to the human perception of loudness.

The human ear is more sensitive to some frequencies than to others (think of
fingernails on a blackboard). It is most sensitive to the 1kHz, 2 kHz, and 4 kHz
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Figure 4.2 A-weighting curve.

octaves, and much less sensitive at the lower audible frequencies. For instance, tests
of human perception of noise have shown that a 70 dB sound at 4 kHz sounds as
loud as a 1 kHz sound of about 75 dB, and a 70 dB sound at 63 Hz sounds as loud as
a 1 kHz sound of about 45 dB. Since most sound analyses, including those in EIA,
are concerned with the loudness experienced by people rather than the actual
physical magnitude of the sound, an A-weighting curve is used to give a single
figure index which takes account of the varying sensitivity of the human ear; this is
shown in Figure 4.2. Most sound-measuring instruments incorporate circuits that
carry out this weighting automatically, and all EIA results should be A-weighted
(dB(A) ). Other weightings exist, but are rarely used.

Noise levels are rarely steady: they rise and fall with the types of activity taking
place in the area. Time-varying noise levels can be described in a number of ways.
The principal measurement index for environmental noise is the equivalent con-
tinuous noise level, LA (DoE 1995). The LA,

eq 1
which, over a given time, would provide the same energy as the time-varying noise:

is a notional steady noise level

it is calculated by averaging all of the sound pressure/power/intensity measurements,
and converting that average into the dB scale. Most environmental noise meters
read this index directly. LA has the dual advantages that it (a) takes into account
both the energy and duration of noise events, and (b) is a reasonable indicator of
likely subjective response to noise from a wide range of different noise sources.

In the UK, in addition to LA, statistical indices are used as the basis of some
types of noise assessment. LA 4, the dB(A) level which is exceeded for 90% of the
time, is used to indicate the noise levels during quieter periods, or the background
noise. Industrial noise, or noise from stationary plant, is often assessed against the
background noise level (BS 4142). LA,,, the dB(A) level which is exceeded for
10% of the time and which is representative of the noisier sounds, is used as the
basis of road traffic noise assessment in the UK.> Note that, in all cases, L;; > L., > L.

eq =

Ig
owes its continued use in the UK to its appearance in legislation and because the Department of
Transport’s guidance document Calculation of Road Traffic Noise (DoT 1988) is formulated in
terms of LA noise level.

2 LA, is not necessarily a better indicator of subjective response to road traffic noise than LA

eq’
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Figure 4.3 Sound levels exceeded for stated percentage of the measurement period.

In addition to LA, and the statistical indices it can be useful to consider the
maximum noise level, the LA ... The LA, can be particularly important when
night-time noise and the potential for sleep disturbance is considered.

Many noise standards specify the length of time over which noise should be
measured. For instance, the Noise Insulation Regulations 1975 are based on meas-
ures of dBLA, (18 h); the average of the L,y levels, in dB(A), measured in each
hour between 6am and midnight. Mineral Planning Guidance Note 11 refers to
dBLA,, (1 h), the equivalent continuous noise level, in dB(A), during one hour of
a weekday. When considering noise criteria which are expressed in terms of LA,
the measurement period can be particularly important. The slow passage of an
HGV at a distance of 10 m, for instance, may give rise to a 12-sec LA, of 75 dB(A),
a 5-min LA, of 61 dB(A) and a 1-h LA, of 50 dB(A).

eq

4.2.2 Factors influencing noise impacts

The principal physical factors that influence how much effect a sound will have
upon a potentially affected receptor are the level of the sound being assessed and
the level of other sounds which also affect the receptor. In turn these are deter-
mined by several factors.

First, as one gets further away from a source of sound in the environment, the
level of noise from the source decreases. The principal factor contributing to this is
probably geometric dispersion of energy. As one gets further away from a sound
source, the sound power from the source is spread over a larger and larger area
(think of the way that ripples diminish from a stone thrown into a pond). The rate
at which this happens is between 3 dB per doubling of distance for very big sources
(such as major roads) and 6 dB per doubling of distance for comparatively small
sources (for instance, an individual small piece of machinery). It is because of this
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principle that noise fades rapidly near a noise source, but slowly far from it (it is
why, for instance, motorways can be heard over such long distances).

The next most important factor in governing noise levels at a distance from a
source is whether the propagation path from the noise source to the receiver is
obstructed. If there is a large building, a substantial wall or fence, or a topographic
feature that obscures the line of sight, this can reduce noise levels by, typically, a
further 5-15 dB(A). The amount of attenuation (reduction) depends upon the
geometry of the situation and the frequency characteristics of the noise source.
Trees, unfortunately, do not generally act as effective barriers.

If the sound is travelling over a reasonable distance (generally hundreds rather
than tens of metres), the type of ground over which it is passing can have a
substantial influence on the noise level at the receiver. If the sound is passing at a
reasonably low physical level over soft ground (grassland, crops, trees, etc.) there will
be an additional attenuation to that due to geometric dispersion. It should be noted,
however, that only soft ground attenuation or barrier attenuation (i.e. not both)
should generally be included in calculations.

Beyond these simplest physical characteristics it may be necessary to consider
other physical characteristics of the sound being assessed. In particular it may be
important to consider whether the sound is impulsive (it contains distinct clatters
and thumps), tonal (whine, scream, hum) or whether it contains information content
(such as speech or music). Other physical effects that may have to be considered, if
detailed noise calculations are to be carried out, could include reflection and meteoro-
logical effects.

Probably the most important aspect of reflection that needs to be considered is
whether the propagation model being used calculates free-field (at least 3.5 m from
reflective surfaces other than the ground) or facade (1 m from the facade of the
potentially affected receptor). PPG24 suggests a facade value is 3 dB higher than the
free-field level determined for the same location, and the DoT’s (1988) Calculation
of Road Traffic Noise suggests a 2.5 dB differential. In reality, facade effects vary from
source to source and depending on whether the soundfield is directional or diffuse.
Whether calculation or measurement results are free-field or facade is critical, how-
ever, as the differentials that have to be assumed are considerable. Other reflection
effects occur where hard surfaces act as acoustic mirrors, increasing the sound pres-
sure level or intensity (not the power) of a source. This may need to be considered
where detailed calculations are being carried out.

Meteorological effects generally only need to be considered where calculations
are being made over large distances (upwards of 100 m or so). Wind speed and
direction can affect noise levels. A gentle positive wind (the wind blowing from the
noise source to the receptor) slightly increases noise levels compared with calm
conditions, but a negative wind has a larger effect (i.e. it reduces noise levels more
than a positive wind increases them). Some propagation models have a positive
wind component allowance built into them, others allow the modelling of noise
levels under different meteorological conditions. Clearly, as distances increase from
a noise source, the degree of certainty to which noise levels can be estimated rapidly
diminishes. Where large distances are involved, and noise level estimates are critical
(as they can be for power stations or large petrochemical plants for instance) it is
essential that the conditions for which any noise predictions are expected to hold
are clearly defined.
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4.3 Legislative background and interest groups

Noise is controlled in three ways: by controlling overall noise levels, setting limits
on the emission of noise sources, and keeping people and noise apart. The local au-
thority environmental health officer’s view will be sought by the planning authority
when an application is received. He/she will be able to identify issues of particular
concern and advise on the most appropriate regulations and guidance for appraising
a given development project, so the developer should discuss plans with him/her
prior to submission.

The overarching regulations and guidance that apply to most developments are
the Control of Pollution Act 1974, the Environmental Protection Act 1990, and Plan-
ning Policy Guidance Note 24: Planning and Noise (PPG24). Under the Control of
Pollution Act a local authority can control noise from construction sites and desig-
nate noise abatement zones in which specified types of development may not exceed
specified noise levels. The Environmental Protection Act makes statutory nuis-
ances, including noise from a premises which is prejudicial to health or a nuisance,
subject to control by the local authority. PPG24 gives guidance to local authorities
in England and Wales on how to minimise noise impacts. It discusses issues to be
considered when applications for noisy and noise-sensitive developments are made,
advises on the use of planning conditions to minimise noise, and proposes noise
exposure categories for new residential development (see Table 4.2). The local
planning authority may also require a Section 106 obligation concerning noise to be
agreed before granting planning permission.

Further legislation and guidance applies to specific types of developments: the
key ones are reviewed in Table 4.3. A longer discussion can be found in e.g. Garbutt

(1992), Hughes (1992), Smith et al. (1996) or Williams (1997).

Table 4.2 Noise exposure categories from Planning Policy Guidance Note 24

Noise source A B C D

road traffic 07:00-23:00 <55dB(A) 55-63 63-72 >172
23:00-07:00 <45dB(A) 45-57 57-66 > 06

rail traffic 07:00-23:00 <55dB(A) 55-66 66-74 > 74
23:00-07:00 <45 dB(A) 45-59 59-66 > 06

air traffic 07:00-23:00 <57dB(A) 57-66 66-72 >72
23:00-07:00 <48 dB(A) 48-57 57-66 > 66

mixed sources 07:00-23:00 <55 dB(A) 55-63 63-72 > 72
23:00-07:00 <45 dB(A) 45-57 57-66 > 66

A —Noise need not be considered as determining factor in planning application

B — Noise should be taken into account when determining planning applications and, where appro-
priate, conditions imposed to ensure an adequate degree of protection against noise

C - Planning permission should not normally be granted. If it is, conditions should be imposed to
ensure a commensurate degree of protection against noise

D - Planning permission should normally be refused
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Table 4.3 Noise regulations, standards and guidelines

Type of Key regulations, Comments
project standards and guidelines
Road Land Compensation Allows people whose enjoyment of their
Act 1973 property has been reduced by public works
to be compensated, and allows regulations
to be enacted to determine when
compensation is due. To date only the
Noise Insulation Regulations 1975 have
been introduced, which apply to new
highways.
Noise Insulation The regulations and amendments require
Regulations 1975 highway authorities to provide noise
(SI 1975/1763) insulation for residential properties if they
. . are (a) within 300 m from a new or altered
Noise Insulation
highway, (b) not subject to compulsory
(Amendment .
R . purchase, demolition or clearance,
egulations) 1988 . .
(c) not already receiving a grant for noise
Memorandum on the insulation works, (d) subject to 18-h L,,
Noise Insulation noise levels over 67.5 dB(A), (e) subject to
(Scotland) an increase of at least 1 dB(A) over the
Regulations existing noise level, and (f) on a new road
which contributes at least 1 dB(A) to the
TRL Supplementary : .
final noise level. The memorandum is
Report 425 Rural . . )
; the Scottish equivalent of this report.
Traffic Noise .
. The supplementary report gives procedures
Predictions — An , .
A o for how changes in noise levels can be
pproximation X . )
approximated for quiet rural locations.
Calculation of Road Gives procedures for predicting noise in
Traffic Noise areas where noise is dominated by traffic
(DoT/WO 1988) noise; this can be extrapolated to distances
of up to 300 m from the road. Calculations
incorporate information about traffic
volume, vehicle speeds, the percentage of
HGVs, the road gradient, road surface, and
distance from source to receiver. This
procedure must be used for the Noise
Insulation Regulations.
Design manual for Gives procedures for assessing the impact
roads and bridges of road schemes where traffic increases or
(DMRB) Vol. 11 decreases of 25% of more (about 1 dB(A))
(DoT 1993) are expected in the year the scheme opens.
New Approach to Provides a framework for assessing the
Appraisal (NATA) impacts of road scheme options, using the
(DETR 1998) DMRB methods (see §5.6.2).
Airport BS5727: 1979 Provides methods for measuring, analysing

and describing aircraft noise.
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Table 4.3 (continued)

Type of Key regulations, Comments

project standards and guidelines

Railway Railway Noise and the Recommends noise insulation standards for
Insulation of Buildings new railway lines, and reviews noise indices
(DoT 1991) and planning conditions related to existing

rail transport.

Industrial BS4142 Rating Provides methods for determining the
Industrial Noise increase in noise levels from new buildings
Affecting Mixed and plant, and the likelihood of this
Residential and increase causing complaints (based on

Industrial Areas: 1990 background and predicted noise levels).

Mineral Mineral Planning Gives guidance for determining background
workings, Guidance Note 11, noise at proposed surface minerals
construction  The Control of Noise workings, predicting and assessing their
and other at Surface Mineral noise impacts, and ensuring that these
open sites Workings (DoE 1993) impacts are kept within acceptable limits.

BS5228 Noise Control ~ Presents indices for noise from opencast

on Construction and coal extraction, piling operations and

Open Sites: 1984/1992  similar works, and gives guidance on how
such noise can be measured, assessed and
controlled.

Other relevant legislation includes the Public Health Act 1961, Health and Safety at
Work, etc. Act 1974, Motor Vehicles (Construction and Use) Regulations 1978, Road Traffic
Regulation Act 1984, Civil Aviation Act 1982, Local Government (Miscellaneous Provisions)
Act 1982, Town and Country Planning Act 1990, Town and Country Planning (Scotland)
Act 1972, BS8233 on sound insulation and noise reduction for buildings, local author-
ity byelaws, and building regulations which require houses and flats to be built to pre-
scribed noise insulation standards. Various EC Directives control noise from vehicles,
aircraft and construction plant. Individuals may resort to common law if they suffer
annoyance from noise; this generally involves proving the existence of a private
nuisance, namely an unlawful interference with their land, their use and enjoyment
of their land, or some right enjoyed by them over the land or connected with it.

4.4 Scoping and baseline studies

The EIA scoping stage identifies relevant potential noise sources, identifies the
people and resources likely to be affected by the proposed development’s noise (the
receivers), and determines noise monitoring locations. The baseline studies involve
identifying existing information on noise levels, carrying out additional noise meas-
urements at appropriate locations where necessary, and considering future changes
in baseline conditions. These stages — which are interlinked and do not necessarily
happen consecutively — are discussed below.
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The project details should be analysed and each potential source of noise impact
identified. Both on-site and off-site sources should be considered and (where appro-
priate) both the construction and operational stages. Each source of impact should
be considered and a judgement made with regard to (a) carrying out further detailed
assessment; (b) carrying out further but less detailed assessment; or (c) discarding
the source of impact from the main EIA stage on the grounds that any resultant
effects are highly unlikely to be significant. The reasoning for the ranking of sources
of impact should be made explicit. This process enables the EIA proper to concen-
trate on assessing noise from the sources of impact most likely to give rise to signifi-
cant effects.

Ultimately the effects of noise are dictated by the characteristics of the poten-
tially affected receptors. Various maps can help to identify noise receptors in the
area, but this should be confirmed by a site survey. The people affected by a devel-
opment are not only local residents but also users of public places such as parks and
footpaths, and of other outdoor areas such as private playing fields and fishing lakes.
EIAs should identify any potentially particularly noise-sensitive receivers such as
schools, hospitals, and recording studios.

Sites for monitoring are normally determined in consultation with the environ-
mental health officer, and possibly also with the local community. Where there are
only a limited number of receivers, monitoring will normally be carried out on all of
them. However, where there are many receivers, for instance, along a proposed road
or rail line, representative receivers will need to be identified. Particularly noise-
sensitive receivers are normally all monitored. A systematic approach is required,
splitting potentially affected receptors and resources into residential, non-residential
and noise-sensitive, and non-residential and not noise-sensitive. Clearly the latter
class of resources (perhaps factories and other industrial premises for instance) can
be scoped out. Noise-sensitive non-residential resources may need a further degree of
sub-classification (a major broadcast studio may be potentially more sensitive than a
shopping centre for instance). It is advisable, however, to treat residential receptors
uniformly. Although individual sensitivities to noise vary enormously, the aim of
the assessment should be to evaluate the likely response of ‘normal’ communities.

Because noise is primarily a local impact, only limited existing information can
be obtained from desktop studies, and virtually all EIAs rely on noise measurements
carried out at the site. Information about the wider area may be gleaned from the
CPRE/ASH Consultants’ maps of ‘tranquil areas’, which combine information about
quiet areas (determined by distance from major roads, rail lines, airports, and built-up
areas) and areas with little visual intrusion (e.g. by pylons). Local authority environ-
mental audits may include noise data, but are unlikely to be site-specific.

Measurement of ambient noise is normally achieved by carrying out measure-
ments at the potentially most affected noise-sensitive receptors. Every effort should
be made to carry out measurements at the times when the new source will be
operating and with typical ambient conditions (normal prevailing wind, no rain, dry
roads and during normal weekdays and weekends as appropriate). If under particular
conditions (e.g. a specific wind direction) higher background levels commonly occur,
these are also recorded. For some projects (wind farms for instance) it may be
appropriate to carry out assessments for a range of climatic conditions; care should
be taken, however, to exclude the effects of atypical climatic conditions, such as
temperature inversions. The noise survey may also record the quietest conditions
that typically occur in an area (e.g. on a quiet Sunday morning). This is because the
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biggest increase in noise caused by a proposed development will be in comparison
with these quiet conditions.

Sound measuring equipment is portable and battery-powered, and usually con-
sists of (a) a microphone, which converts changes in ambient pressure into an
electrical quantity (usually voltage), (b) a sound level meter which amplifies the
voltage signals, averages them, and converts them to dB, (c) an analyser which
records noise descriptors (e.g. L, L,o) over a period of time, and (d) a reference
sound source against which to calibrate the equipment. Several of these will norm-
ally be incorporated into the same piece of machinery. The sound level meter will
have different types of settings, corresponding to different ways of averaging voltage;
slow (over 1 sec), fast (0.125 sec), and sometimes peak and impulse. A windshield
should always be used for environmental noise measurements.

The precise procedures for measuring sound — for instance, the length of time of
measurement, location of equipment, and measurement levels — are sometimes speci-
fied in the relevant regulations or guidelines (see §4.3). It is generally advisable to
agree the noise monitoring regime with the relevant environmental health officer,
who will have a good understanding of local conditions and any particular ‘hot
spots’. A typical surve