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Preface

Overall population growth in the urban areas has been posing critical challenges for
social life, healthcare, and even basic food supplies. As a mitigation of this problem,
future smart cities are envisioned to have many smart frameworks or systems including
smart technology, smart healthcare, smart grids, smart transportation, smart build-
ings, smart communication, and smart information technology. For example, a smart
health care system such as the body-area network (BAN) is able to provide quality
health care to patients even when doctors cannot be present but are available remotely.
A smart transport system is able to provide real-time locations of the entities in trans-
portation system network. Generally speaking, the information and communication
technology (ICT) is the core of such smart systems from a small- to a large-scale
implementation. A combination of hardware and software can implement such smart
systems through the realization of the ICT. But software does need hardware as a base
to be executed on. Hardware in the smart system can be quite diverse, such as can be
sensors of any type, analog integrated circuits (ICs), digital ICs, or even mixed-signal
ICs. The hardware is designed by design engineers at various levels of abstractions
depending on their nature whether, analog or digital. The overall design process is,
however, based on a specific process technology to manufacture ICs and systems. Cur-
rent chip manufacturing processes use nanometer-scale CMOS (nano-CMOS), and
post-CMOS technologies which is generally known as nanoelectronic technology.

For efficient realization of nanoscale device-based systems, with the develop-
ment of emerging nanoscale devices, their design and manufacturing processes need
to develop and mature. Detailed discussion of these issues, such as power dissipa-
tion, leakage power, and information security, and their corresponding solutions,
such as different circuits and design flows, are lacking in existing texts and exist-
ing curricula in academia. Most importantly the design engineers’ tasks have been
severely complicated due to the emergence of these issues which has led to longer
design cycle time. Hence, yield loss and as a consequence high chip costs are com-
mon, and the overall impact is the increased cost of consumer electronics which are
used in day-to-day life. There is a large gap between the skill of design engineers
and understanding of these devices and their integration in design methodologies.
However, existing books are typically based on traditional CMOS devices and do
not cater the needs of new circuit topology as well as circuit and system design
aspects using post-CMOS or nanoelectronic devices. As a consequence, existing
books do not train future generation engineers in emerging nanoscale device-based
electronics, circuits and systems, and hence do not catalyze the growth of nano-
electronics. The traditional literatures do not serve the expectations of the emerging
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nanotechnology industry; however, this book will meet the demand of training
future generation of engineers in emerging nanoelectronic circuits and systems.
As a consequence, existing books do not educate and train engineers in emerging
nano-devices and do not catalyze the growth of nanoelectronics. The traditional lit-
erature does not fulfill the expectation of the emerging nanoelectronic design and
manufacturing industry. This book will meet the demand of educating and training
engineers in nanoelectronics. For the device level modeling a book titled “CMOS
and Post-CMOS Electronic Device Scaling: Devices and Modeling” has been already
released.

A natural progression of the device level modeling is the IC or system design
using the device level information. For efficient design of nanoelectronics circuits
and systems and design space exploration, understanding of the devices and design
methodologies are crucial. Through the help of new methodologies and electronic
design automation (EDA) tools, one can train students and researchers of many
engineering disciplines in nanoelectronics starting from devices/circuits to architec-
ture/systems. The nanoelectronics challenges are the higher levels of abstraction such
as logic, and system, different from the device level modeling. The issues are also
different for analog design engineers as compared to a digital design engineer. At
the circuit and system levels, various challenges including process variations, strict
energy budget, interconnect effects, thermal effects, yield issue, and time-to-market
constrains may arise. However, existing text books do not address these which slow
down the training of manpower and hence growth of nanoelectronics. The current book
titled “CMOS and Post-CMOS Electronic Device Scaling: Circuits and Designs” has
been presented to fulfill this urgent need.

In this book, the chapter titled “Self-Healing Analog and Radio Frequency Cir-
cuits” by Shupeng Sun, et al. discusses process variation in nanoscale analog and
radio frequency ICs. It discusses an important dynamic method called “self-healing”
to actively monitor the post-manufacturing circuit performance metrics and then adap-
tively adjust a number of tuning knobs to meet the given performance specifications.
In the chapter titled “On-Chip Gate Delay Variability Measurement in Scaled Tech-
nology Node” by Das, Amrutur, and Onodera, process variations in digital ICs are
presented. The focus is on the impact of process variations in digital ICs with propaga-
tion delay as the target characteristic. The chapter titled “Nanoscale FinFET Devices
for PVT-Aware SRAM” by Sharma, Pattanaik, andYadav focuses on the static random
access memory (SRAM) chips using the FinFET. It presents a comprehensive dis-
cussion on variability including process variation, voltage variation, and temperature
variation. The chapter titled “Data Stability and Write Ability Enhancement Tech-
niques for FinFET SRAM Circuits” by Salahuddin and Kursun further discusses the
FinFET-based SRAM for improving stability. Specifically, several alternative FinFET
memory design techniques are presented in this chapter for achieving stronger data
stability during the read operation and wider voltage margin during the write oper-
ation. The chapter titled “Low-Leakage Techniques for Nanoscale CMOS Circuits”
by Pattanaik and Sharma elaborates another important issue of nanoscale CMOS
circuits, called leakage power dissipation. This chapter discusses selected important



Preface xv

techniques for leakage power reduction in nanoscale CMOS ICs. The chapter titled
“Thermal Effects in Carbon Nanotube VLSI Interconnects” by Srivastava and Mohsin
presents thermal effect in interconnects of the ICs. In a paradigm shift, not traditional
metal interconnects, but carbon nanotube (CNT)-based interconnects are considered
as a possible replacement for Copper. The chapter titled “Lumped Electro-Thermal
Modeling and Analysis of Carbon Nanotube Interconnects” by Todri-Sanial presents
detailed electro-thermal analyses of horizontally aligned CNTs and presents their
performance and voltage drop.

The chapter titled “High-Level Synthesis of Digital Circuits in the Nanoscale
Mobile Electronics Era” by Sengupta and Mohanty presents detailed discussions of
high-level synthesis (HLS) techniques which can generate digital ICs. This chapter
also discusses the HLS technique that can generate trusted digital ICs as trust/security
of electronic systems that are used in day-to-day life. The chapter titled “SPICE-
less RTL Design Optimization of Nanoelectronic Digital Integrated Circuits” by
Kougianos and Mohanty presents HLS methods for leakage-optimal digital IC design
exploration. Specifically, a paradigm shift approach is presented in which the com-
plete HLS flow is performed without use of any EDA tool. The chapter titled “Green
On-chip Inductors for Three-Dimensional Integrated Circuits: Concepts, Algorithms
and Applications” by Tida, Zhuo, Jain, Krishnamurthy, and Shi discusses three-
dimensional ICs (3D ICs) as compared to the planner ICs of the previous chapters.
This chapter specifically discusses practical approaches to through-silicon-vias (TSV)
inductors which constitutes the vertical signal, power, and thermal paths which are
very critical for 3D ICs. The chapter titled “3D NoC: A Promising Alternative for
Tomorrow’s Nanosystem Design” by Ghosal, Das, Poddar, Rahaman, and Bose dis-
cusses different design challenges, available technologies, design and performance
issues and parametric measurement of such nanoscale systems, emerging cutting-edge
technologies, and possible future directions in designing 3D NoC-based nanosys-
tems. The chapter titled “A New Paradigm towards Performance Centric Computation
beyond CMOS: DNA Computing” by Ghosal, Sarkar, and Chatterjee presents an
introduction to structure of DNA and how DNA computing works and several aspects
of DNA computing.

This book will address many of the nanoelectronic circuit/system level issues
as well as integrated circuit and nano-system design methods for efficient design
exploration of nano-CMOS- and post-CMOS-based systems. Special features of the
book include the following:

(1) Coverage of various circuit and system level issues and solutions.
(2) Coverage of both analog and digital nanoelectronics systems.
(3) Coverage of issues and solutions for both device and interconnects.
(4) Coverage of power, thermal, and variability issues and solutions.
(5) Coverage of emerging platforms such as 3D IC and DNA computing.
(6) Coverage of key issues, challenges, and solutions of nanoelectronic system design

challenges that the industry is striving to address.
(7) Coverage of design methods accounting for nanoscale issues and challenges.
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This book can serve as reference for graduate students (Ph.D./M.S.), researchers,
and practicing engineers. Master students and senior undergraduate students will ben-
efit from the contents of this book. Students of various disciplines such as Computer
Engineering, Electrical Engineering, Computer Science with VLSI Design, VLSI
Computer-Aided Design (CAD), and Embedded System Design will be benefited by
this book.

Saraju P. Mohanty
Professor, University of North Texas,
USA.
saraju.mohanty@unt.edu

Ashok Srivastava
Professor, Louisiana State University,
USA.
eesriv@lsu.edu



Chapter 1

Self-healing analog/RF circuits

Shupeng Sun1, Fa Wang1, Soner Yaldiz1, Xin Li1,
Lawrence Pileggi1, Arun Natarajan2, Mark Ferriss2,

Jean-Olivier Plouchart2, Bodhisatwa Sadhu2, Ben Parker2,
Alberto Valdes-Garcia2, Mihai A. T. Sanduleanu2,

Jose Tierno2 and Daniel Friedman2

Process variation is the most critical issue for the nanoscale analog and radio-
frequency integrated circuits (ICs). There are many traditional techniques to mitigate
the process variations problems which are mainly based on some form of static
approach. However, as the traditional over-design technique becomes impractical,
on-chip self-healing which is a dynamic approach has emerged as a promising method-
ology to address the variability issue. The key idea of self-healing is to actively monitor
the post-manufacturing circuit performance metrics and then adaptively adjust a num-
ber of tuning knobs, such as bias voltage, in order to meet the given performance
specifications. This chapter discusses the self-healing mechanism based analog and
radio-frequency ICs.

1.1 Introduction

With the aggressive scaling of nanoscale IC technology, large-scale process varia-
tion becomes a critical issue for today’s analog and RF ICs [1–5]. As the traditional
over-design technique becomes impractical, on-chip self-healing has emerged as a
promising methodology to address the variability issue [6–20]. The key idea of self-
healing is to actively monitor the post-manufacturing circuit performance metrics and
then adaptively adjust a number of tuning knobs (e.g., bias voltage) in order to meet
the given performance specifications.

To practically implement on-chip self-healing, a large number of performance
metrics must be measured accurately and inexpensively by on-chip sensors. Such a

1 Carnegie Mellon University, Pittsburgh, PA, USA
2 IBM T. J. Watson Research Center, Yorktown Heights, NY, USA
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measurement task, however, is not trivial, because many analog and RF performance
metrics (e.g., phase noise) cannot be easily measured by on-chip sensors. For this
reason, alternate test methodology, also called indirect performance sensing, has
recently attracted great attention [6, 7, 21], [9–14], [16–20], where the performance
of interest (PoI) is not directly measured by an on-chip sensor. Instead, it is accurately
predicted from a set of other performance metrics, referred to as the performances
of measurement (PoMs) that are highly correlated with PoI and are easy to measure.
Toward this goal, indirect sensor modeling is a critical task where the objective is
to build a mathematical model to capture the correlation between PoI and PoMs so
that PoI can be accurately predicted from PoMs. To achieve this goal, PoMs and PoI
are first measured from several training chips, and then indirect sensor models are
constructed off-line based on these measurement data. Such indirect sensor models
are eventually stored in an on-chip microcontroller for self-healing.

To describe an indirect senor, its model coefficients are stored in an on-chip
microcontroller as fixed-point values. A complex model that is composed of many
model terms would consume massive hardware resources, since a large number of
model coefficients must be stored. Furthermore, during on-chip self-healing, an indi-
rect sensor model is repeatedly evaluated to predict the corresponding PoI based on
different PoMs and, therefore, a compact model could dramatically reduce the com-
putational cost. Here, the computational cost accounts for on-chip multiplication and
addition, and multiplication dominates the overall computational cost. For these rea-
sons, an indirect sensor model should be compact in order to minimize the cost of
on-chip self-healing.

Such a modeling task, however, is nontrivial since there is a tradeoff between
the model complexity and the model accuracy. In general, it is likely that an over-
simplified model will induce a large modeling error. Here, how to construct a compact
indirect sensor model without sacrificing its modeling accuracy remains an open
question. In addition, these indirect sensor models must be repeatedly calibrated to
accommodate the process shift associated with manufacturing lines. Such a model
calibration issue has not been extensively studied yet. Hence, there is a strong need
to develop a new methodology to facilitate efficient model calibration with low cost
(i.e., requiring few additional measurement data). As such, the overhead of indirect
performance sensing and, eventually, the overhead of analog and RF self-healing can
be minimized.

To address the aforementioned issues, a novel indirect performance sensing
approach is described in this chapter [18]. The method consists of two major steps:
(i) pre-silicon indirect sensor modeling and (ii) post-silicon indirect sensor calibra-
tion. In the first step, a compact indirect sensor model between PoMs and PoI is
constructed based on pre-silicon simulation data by using sparse regression (SR)
[22], [23]. SR starts with a complicated model template (e.g., a high-order polyno-
mial) that can accurately capture the correlation between PoMs and PoI. L1-norm
regularization is then applied, resulting in a convex optimization problem which can
be efficiently solved to determine the most important model terms in the template
without sacrificing any modeling accuracy. Other model coefficients corresponding
to the unimportant terms are simply set to zero and are ignored in the final indirect
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sensor model. Intuitively, the unimportant model terms have negligible contribution
for accurately predicting the value of PoI and, hence, can be discarded to minimize
the self-healing cost.

Furthermore, in the second step, an indirect sensor model is repeatedly calibrated
based on post-silicon measurement data. To perform efficient model calibration with
low cost, a novel Bayesian model fusion (BMF) technique is applied. The key idea of
BMF is to combine the old (i.e., before process shift) indirect sensor model with very
few new (i.e., after process shift) measurement data to generate a new model that is
aligned with the new process condition. Mathematically, the old model is encoded as
prior knowledge, and a Bayesian inference is derived to optimally fit the new model
by maximum-a-posteriori (MAP) estimation.

Finally, an on-chip self-healing flow is presented where the indirect sensor models
are extracted by the described indirect performance sensing technique. Two circuit
examples designed in a 32 nm CMOS SOI process are used to validate the afore-
mentioned on-chip self-healing flow. Our experimental results demonstrate that the
parametric yield and circuit performance is significantly improved for a wafer after
self-healing is applied.

The remainder of this chapter is organized as follows. In Section 1.2, we will
present an overview of this novel indirect sensing methodology. The mathematical
details for pre-silicon indirect sensor modeling and post-silicon indirect sensor cal-
ibration will be described in Sections 1.3 and 1.4, respectively. In Section 1.5, an
on-chip self-healing flow based on this novel indirect sensing approach is presented.
A 25 GHz differential Colpitts voltage-controlled oscillator (VCO) and a 60 GHz low-
noise amplifier (LNA) designed in a 32 nm CMOS SOI process are used to validate
this on-chip self-healing flow in Section 1.6. Finally, we conclude in Section 1.7.

1.2 Indirect performance sensing

Without loss of generality, we denote PoI as f and PoMs as:

x = [x1 x2 · · · xM ]T (1.1)

where M stands for the number of performance metrics belonging to PoMs. The
objective of indirect performance sensing is to accurately predict the PoI f from the
PoMs x that are highly correlated with f and can be easily measured by on-chip
sensors.

Generating an indirect sensor model f (x) consists of two major steps:

● Pre-silicon indirect sensor modeling aims to construct a compact model f (x)
that can accurately capture the correlation between the PoI f and the PoMs x
based on pre-silicon simulation data.

● Post-silicon indirect sensor calibration aims to calibrate the indirect sensor
model f (x) based on post-silicon measurement data. Such model calibration must
be repeatedly performed in order to accommodate the process shift associated
with manufacturing lines.
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We start with a generic and complicated model template (e.g., a high-order poly-
nomial) to accurately capture the mapping between PoI and PoMs. The reason we
choose a generic model is simply because we do not know the relation between PoI
and PoMs in advance. Mathematically, we can write the model f (x) as the linear
combination of several basis functions:

f (x) =
K∑

k=1

αk · bk (x) (1.2)

where {bk (x); k = 1, 2, . . . , K} are the basis functions (e.g., linear and quadratic poly-
nomials), {αk ; k = 1, 2, . . . , K} are the model coefficients, and K is the total number
of basis functions.

Such a complicated model, though accurate, consumes considerable hardware
resources to implement, as all model coefficients must be stored in an on-chip
microcontroller to perform on-chip self-healing. To reduce the overhead of on-chip
self-healing, we aim to select a small set of basis functions during pre-silicon model-
ing without surrendering any accuracy. Such a basis function selection task, however,
is extremely challenging due to the tradeoff between the model complexity and the
modeling error. In general, an over-simplified model is likely to have a large mod-
eling error. SR [22], [23] is applied to efficiently address the aforementioned basis
function selection problem. More details about pre-silicon indirect sensor modeling
via SR will be discussed in Section 1.3.

Furthermore, at the post-silicon stage, the indirect sensor must be repeatedly cal-
ibrated to accommodate the process shift associated with manufacturing lines. Since
post-silicon measurement is extremely expensive, sensor calibration must be accom-
plished with very few post-silicon measurement data to facilitate efficient generation
of accurate indirect sensor models and, eventually, minimize the overhead of on-chip
self-healing. To this end, a novel BMF technique is applied to keep the calibration
cost affordable. The details about post-silicon indirect sensor calibration via BMF
will be presented in Section 1.4.

1.3 Pre-silicon indirect sensor modeling via SR

In this section, we aim to construct a compact indirect sensor model to accurately
capture the relation between PoI and PoMs. Since the mapping from PoMs to PoI
is not known in advance, we start with a generic and complicated model template
consisting of a large number of basis functions (e.g., a high-order polynomial), as
shown in (1.2). Our objective here is to automatically identify a small set of most
important basis functions and then determine their corresponding model coefficients
based on pre-silicon simulation data.

To start with, we first collect a number of pre-silicon simulation sam-
ples {(x(n), f (n)); n = 1, . . . , N }, where x(n) and f (n) denote the values of x and
f for the nth sampling point, respectively, and N denotes the total number of
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sampling points. Based on these sampling points, a set of linear equations can be
expressed as:

BT · α = f (1.3)

where

B =

⎡

⎢⎢⎢⎢⎣

b1(x(1)) b1(x(2)) · · · b1(x(N ))

b2(x(1)) b2(x(2)) · · · b2(x(N ))
...

...
...

...

bK (x(1)) bK (x(2)) · · · bK (x(N ))

⎤

⎥⎥⎥⎥⎦
(1.4)

α = [α1 α2 · · · αK ]T (1.5)

f = [f (1) f (2) · · · f (N )]T (1.6)

One simple approach to solve the model coefficients α is to apply the tradi-
tional ordinary least squares (OLS) fitting method [24]. OLS determines the model
coefficients α by solving the following optimization problem:

minimize
α

‖BT · α − f‖2
2 (1.7)

where ‖ • ‖2 denotes the L2-norm of a vector. Intuitively, OLS intends to find a
solution α that can minimize the mean squared modeling error.

As mentioned at the beginning of this section, we aim to identify a small set
of important basis functions from a large number of possible candidates. All other
unimportant basis functions will be discarded due to their negligible contribution for
accurately predicting the value of PoI. From this point of view, all model coefficients
associated with these unimportant basis functions should be set to zero. Hence, iden-
tifying the most important basis functions is equivalent to finding a sparse solution
α for the linear equation in (1.3). The OLS formulation in (1.7) poses no constraint
on the sparsity of α. In other words, the unconstrained optimization in (1.7) used
by OLS cannot fit our need of basis function selection. Realizing this limitation of
OLS, SR, instead, solves an L1-norm regularization problem. Before presenting the
L1-norm regularization formulation in Section 1.3.2, we first show the idea of L0-norm
regularization in Section 1.3.1.

1.3.1 L0-norm regularization

L0-norm regularization formulates the following optimization to solve the sparse
solution for α:

minimize
α

‖BT · α − f‖2
2

subject to ‖α‖0 ≤ λ
(1.8)
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where ‖ • ‖0 stands for the L0-norm of a vector. The L0-norm ‖α‖0 equals the number
of non-zeros in the vector α. It measures the sparsity of α. Therefore, by directly
constraining the L0-norm, the optimization in (1.8) attempts to find a sparse solution
α that minimizes the least squares error.

The parameter λ in (1.8) provides a tradeoff between the sparsity of the solution
α and the minimal value of the cost function ‖BT · α − f‖2

2. For instance, a large λ is
likely to result in a small modeling error, but meanwhile it will increase the number
of non-zeros in α. It is important to note that if the vector α contains many non-zeros,
a large number of model coefficients have to be stored in the on-chip microcontroller
to predict the PoI and, hence, the cost of indirect performance sensing can be overly
expensive. In practice, the value of λ must be appropriately set to accurately predict
the PoI with a small set of basis functions. To find the optimal value of λ, we must
accurately estimate the modeling error for different λ values. To avoid over-fitting,
we cannot simply measure the modeling error from the set of sampling data that is
used to calculate the model coefficients. Instead, modeling error must be measured
from an independent data set.

To determine the modeling error for a given λ value, we adopt the idea of Q-fold
cross-validation from the statistics community [24]. Namely, we partition the entire
data set into Q groups, as shown by the example in Figure 1.1. Modeling error is
estimated from Q independent runs. In each run, one of the Q groups is used to
estimate the modeling error, and all other groups are used to calculate the model
coefficients. Note that the training data for coefficient estimation and the testing data
for error estimation are not overlapped. Hence, over-fitting can be easily detected.

Five groups of data

Run 1

Run 2

Run 3

Run 4

Run 5

For error estimation (gray)

For coefficient estimation
(white)

Figure 1.1 A five-fold cross-validation partitions the data set into five groups, and
modeling error is estimated from five independent runs
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In addition, different groups should be selected for error estimation in different runs.
As such, each run results in an error value eq (q = 1, 2, . . . , Q) that is measured from
a unique group of the data set. The final modeling error is computed as the aver-
age of eq (q = 1, 2, . . . , Q), i.e., e = (e1 + e2 + · · · + eQ)/Q. The major drawback of
cross-validation is the need to repeatedly extract the model coefficients for Q times.
However, for our circuit modeling application, the overall computational cost is dom-
inated by collecting data. Hence, the computational overhead by cross-validation is
almost negligible. More details about cross-validation can be found in Reference 24.

While the L0-norm regularization can effectively guarantee a sparse solution α,
the optimization in (1.8) is NP hard [23] and, hence, is extremely difficult to solve.
A more efficient technique to find sparse solution is based on L1-norm regularization –
a relaxed version of L0-norm, as described in the next subsection.

1.3.2 L1-norm regularization

L1-norm regularization formulates the following optimization problem:

minimize
α

‖BT · α − f‖2
2

subject to ‖α‖1 ≤ λ
(1.9)

where ‖ • ‖1 denotes the L1-norm of a vector (i.e., the summation of the absolute
values of all elements in the vector):

‖α‖1 = |α1| + |α2| + · · · + |αK | (1.10)

The L1-norm regularization in (1.9) can be re-formulated as a convex optimization
problem. Introduce a set of slack variables {βi; i = 0, 1, . . . , K} and re-write (1.9) into
the following equivalent form [25]:

minimize
α

‖BT · α − f‖2
2

subject to β1 + β2 + · · · + βK ≤ λ

− βi ≤ αi ≤ βi (i = 1, 2, . . . , K)

(1.11)

In (1.11), the cost function is quadratic and positive semidefinite. Hence, it is convex.
All constraints are linear and, therefore, the resulting constraint set is a convex poly-
tope. For these reasons, the L1-norm regularization in (1.11) is a convex optimization
problem, and it can be solved by various efficient and robust algorithms, e.g., the
interior-point method [25].

The aforementioned L1-norm regularization is much more computationally effi-
cient than the L0-norm regularization that is NP hard. This is the major motivation
to replace L0-norm by L1-norm. Please note that unlike the conventional OLS that
minimizes the mean squared error only, the formulation in (1.9) minimizes the mean
squared error subject to an L1-norm constraint posed on the model coefficients α.
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a2

l2

BT
2
2

α 1  l1

a1

α 1

α – f

Figure 1.2 L1-norm regularization ‖α‖1 ≤ λ results in a sparse solution (i.e.,
α1 = 0), if λ is sufficiently small (i.e., λ = λ1)

It, in turn, promotes a sparse solution of α [22], [23] that is desired by our application
of basis function selection for on-chip self-healing.

To understand the connection between L1-norm regularization and sparse solu-
tion, we consider a two-dimensional example (i.e., α = [α1 α2]T ), as shown in
Figure 1.2. Since the cost function ‖BT · α − f‖2

2 is quadratic and positive semidef-
inite in terms of α, its contour lines can be represented by multiple ellipsoids. On
the other hand, the constraint ‖α‖1 ≤ λ corresponds to a number of rotated squares,
associated with different values of λ. For example, two of such squares are shown in
Figure 1.2 where λ1 < λ2.

Studying Figure 1.2, we would notice that if λ is large (e.g., λ = λ2), both α1 and
α2 are not zero. However, as λ decreases (e.g., λ = λ1), the contour of ‖BT · α − f‖2

2
eventually intersects the polytope ‖α‖1 ≤ λ at one of its vertices. It, in turn, implies
that one of the coefficients (i.e., α1 in this case) becomes exactly zero. Hence, by
decreasing λ of the L1-norm regularization in (1.9), we can pose a strong constraint
for sparsity and force a sparse solution of α for basis function selection. This intuitively
explains why L1-norm regularization guarantees sparsity, as is the case for L0-norm
regularization.

In addition, various theoretical studies from the statistics community demonstrate
that under some general assumptions, both L1-norm regularization and L0-norm reg-
ularization result in the same solution [26]. Roughly speaking, if the K-dimensional
vector α contains W non-zeros and the linear equation BT · α = f is well-conditioned,
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the solution α can be uniquely determined by L1-norm regularization from Z sam-
pling points, where Z is in the order of O(WlogK) [26]. Note that Z (the number of
sampling points) is a logarithm function of K (the number of unknown coefficients).
It, in turn, provides the theoretical foundation that by solving the sparse solution of
an underdetermined equation, a large number of model coefficients can be uniquely
determined from a small number of sampling points.

Similar to the L0-norm regularization shown in (1.8), the parameter λ in (1.9)
provides a tradeoff between the sparsity of the solution α and the modeling error. For
instance, a large λ is likely to result in a small modeling error, but meanwhile it will
increase the number of non-zeros in α. To find the optimal value of λ, we can apply
the aforementioned Q-fold cross-validation [24].

So far, we only consider how to reduce the number of basis functions (i.e.,
the number of non-zeros in α) in order to save on-chip self-healing cost. Actually,
different basis functions may involve different number of multiplications, and the
computational cost to calculate each basis function when evaluating the indirect sensor
can be quite different. For instance, α1 · x requires only one multiplication, while
α2 · x3 needs three multiplications. To further reduce the computational cost, we can
assign different weights for different coefficients (e.g., a small weight for α1 while a
large weight for α2) in the constraint of (1.9). Intuitively, a coefficient with a larger
weight is more likely to be set to zero in a weighted L1-norm regularization [25].
Because of the space limitation, the extended version of (1.9) to handle weighted α

is not mentioned here.

1.3.3 Accuracy of L1-norm regularization

Whether the accuracy of the L1-norm regularization in (1.9) can be quantitatively
measured is still an open question. In other words, we need to answer the following
two questions:

1. Can the L1-norm regularization find the exact solution α for the underdetermined
linear equation BT · α = f?

2. If the answer is yes, what are the sufficient conditions to guarantee the finding
of the exact solution α?

Next, we will answer these open questions by studying several important statis-
tics theorems. It has been proven in References 26–29 that given the linear equation
BT · α = f in (1.3), the accuracy of the L1-norm regularization depends on the
orthonormality of the column vectors of the matrix BT. To intuitively illustrate this
concept, we first consider a trivial case where the number of equations (i.e., N ) equals
the number of unknowns (i.e., K) and, hence, BT is a square matrix. Furthermore, we
assume that all column vectors of BT are orthonormal, i.e., BT is an orthogonal matrix
with B · BT = I where I is an identity matrix. In this trivial case, the exact solution α

of BT · α = f can be accurately determined as:

α = B · f (1.12)
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In practice, since collecting samples is very expensive, the linear equation
BT · α = f in (1.3) is underdetermined and the matrix BT has more columns than
rows (i.e., N < K). It is impossible for all columns of BT to be orthonormal. In this
case, it turns out that the solution α can be accurately found if the columns of BT are
approximately orthonormal. Based on the theorems of compressed sensing [26–29],
the “orthonormality” of a matrix BT can be quantitatively measured by its restricted
isometry property (RIP).

Definition 1.1. A matrix BT satisfies the RIP of order W with constant δW < 1, if
the inequality:

(1 − δW ) · ‖α‖2
2 ≤ ‖BT · α‖2

2 ≤ (1 + δW ) · ‖α‖2
2 (1.13)

holds for every vector α that contains only W non-zero elements.

If all columns of the matrix BT are almost orthonormal, RIP should be satisfied
with a large W and a small δW . In the extreme case where BT is exactly an orthogonal
matrix, ‖BT · α‖2 is equal to ‖α‖2 for every vector α, since the linear transformation
by an orthogonal matrix does not change the L2-norm of the vector α [30]. Hence,
RIP is satisfied with W = K and δW = 0.

The concept of RIP has been successfully applied to assess the inherent difficulty
of finding the exact solution α from the underdetermined linear equation BT · α = f
in (1.3). For example, the following theorem has been shown in Reference 26.

Theorem 1.1. The L1-norm regularization in (1.9) guarantees to find the exact solu-
tion α of the underdetermined linear equation BT · α = f in (1.3), if the following
three conditions are all satisfied:

1. The solution vector α contains at most W non-zeros.
2. The matrix BT satisfies the RIP of order 2W with constant δ2W < 1 and the RIP

of order 3W with constant δ3W < 1.
3. The two RIP constants δ2W and δ3W further satisfy the inequality δ2W + δ3W < 1.

Note that the conditions inTheorem 1.1 are sufficient but not necessary. A number
of other sufficient conditions have also been derived in the literature. More details
can be found in Reference 26.

While RIP offers a solid theoretical foundation to assess the accuracy of the
L1-norm regularization, computing the RIP constant δW for a given matrix BT is an
NP-hard problem [26–29]. For this reason, an alternative metric, coherence, has been
proposed to measure the orthonormality of a matrix BT [28].

Definition 1.2. Given a matrix BT for which every column vector has unit length
(i.e., unit L2-norm), its coherence is defined as:

μ = max
i �=j

|〈BT
i , BT

j 〉| (1.14)

where BT
i and BT

j denote the ith and jth columns of BT , respectively, and 〈•, •〉 stands
for the inner product of two vectors.
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Similar to RIP, the coherence value μ in (1.14) offers a quantitative criterion to
judge if the columns of the matrix BT are approximately orthonormal. For instance,
if all columns of BT are orthonormal, the coherence value μ reaches the minimum
(i.e., zero); otherwise, the coherence value μ is always greater than zero.

While the RIP constant δW in (1.13) is difficult to compute, the coherence value μ

in (1.14) can be easily calculated by the inner product of column vectors. Once μ is
known, the RIP constant δW is bounded by [28]:

δW ≤ μ · (W − 1) (1.15)

where W denotes the order of RIP. In other words, while the exact value of the RIP
constant δW is unknown, its upper bound can be efficiently estimated by coherence.
This, in turn, offers a computationally tractable way to verify the sufficient conditions
in Theorem 1.1. More details on coherence and its applications can be found in
Reference 28.

The aforementioned discussions summarize the theoretical framework to justify
the accuracy of the L1-norm regularization. It demonstrates a number of sufficient
conditions which guarantee to find the exact sparse solution α from the under-
determined linear equation BT · α = f . In our application, the number of non-zeros
in the vector α is not known in advance. Hence, it can be difficult to verify the
conditions in Theorem 1.1 and then determine if the exact solution α is accurately
solved. However, the theoretical results summarized here demonstrate the importance
of column orthonormality for the matrix BT in (1.3). Due to the page limit, how to
improve the column orthonormality and, hence, enhance the accuracy of SR is not
discussed here.

The aforementioned SR method based on L1-norm regularization can be effi-
ciently applied to pre-silicon basis function selection and model coefficient estima-
tion. However, the device models used for pre-silicon simulation are not perfectly
accurate and may differ from the post-silicon measurement results. For this reason,
there is a strong need to further calibrate the proposed indirect sensor models based
on post-silicon measurement data, as will be discussed in the next section.

1.4 Post-silicon indirect sensor calibration via
Bayesian model fusion

The objective of post-silicon indirect sensor calibration is to further correct the mod-
eling error posed by pre-silicon simulation and also accommodate the process shift
associated with manufacturing lines. One straightforward approach for sensor calibra-
tion is to collect a large amount of post-silicon measurement data and then completely
re-fit the indirect sensor model. Such a simple approach, however, can be practically
unaffordable, since post-silicon testing is time-consuming and, hence, it is overly
expensive to collect a large set of post-silicon measurement data.

To address this cost issue, we apply a novel statistical framework, referred to
as Bayesian model fusion (BMF) [31], for efficient post-silicon sensor calibration.
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BMF relies on an important observation that even though the simulation and/or mea-
surement data collected at multiple stages (e.g., pre-silicon vs. post-silicon) are not
exactly identical, they are expected to be strongly correlated. Hence, it is possi-
ble to borrow the data from an early stage (e.g., pre-silicon) for sensor calibration
at a late stage (e.g., post-silicon). As such, only few post-silicon data should be
measured at the late stage and, hence, the cost of sensor calibration is substantially
reduced.

More specifically, our indirect sensor models are initially fitted by using the early-
stage (e.g., pre-silicon) data. Next, the early-stage sensor model is encoded as our
prior knowledge. Finally, the indirect sensor model is further calibrated by applying
Bayesian inference with very few late-stage (e.g., post-silicon) measurement data.
Here, by “fusing” the early-stage and late-stage sensor models through Bayesian
inference, the amount of required measurement data (hence, the measurement cost)
can be substantially reduced at the late stage.

To fully understand the BMF method, let us consider two different models: the
early-stage model fE(x) and the late-stage model fL(x):

fE(x) =
K∑

k=1

αE,k · bk (x) + εE (1.16)

fL(x) =
K∑

k=1

αL,k · bk (x) + εL (1.17)

where {bk (x); k = 1, 2, . . . , K} are the basis functions selected by SR at the early
stage, {αE,k ; k = 1, 2, . . . , K} and {αL,k ; k = 1, 2, . . . , K} contain the early-stage and
late-stage model coefficients, respectively, and εE and εL denote the modeling error
associated with the early-stage and late-stage models, respectively.

The early-stage model fE(x) in (1.16) is fitted by using the early-stage
(e.g., pre-silicon) data. Hence, we assume that the early-stage model coeffi-
cients {αE,k ; k = 1, 2, . . . , K} are already known, before fitting the late-stage model
fL(x) in (1.17) based on the late-stage (e.g., post-silicon) measurement data.
The objective of BMF is to accurately determine the late-stage model coef-
ficients {αL,k ; k = 1, 2, . . . , K} by combining the early-stage model coefficients
{αE,k ; k = 1, 2, . . . , K} with very few late-stage measurement data.

BMF method consists of two major steps: (i) statistically extracting the prior
knowledge from the early-stage model coefficients {αE,k ; k = 1, 2, . . . , K} and encod-
ing it as a prior distribution and (ii) optimally determining the late-stage model
coefficients {αL,k ; k = 1, 2, . . . , K} by MAP estimation. In what follows, we will
describe these two steps in detail.

1.4.1 Prior knowledge definition

Since the two models fE(x) and fL(x) in (1.16) and (1.17) both approximate the
mathematical mapping from PoMs to PoI, we expect that the model coefficients
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Figure 1.3 A simple example of the prior distribution is shown for two model
coefficients αL,1 and αL,2. The coefficient αL,1 possibly takes a small
magnitude, since its prior distribution is narrowly peaked around a
small value. The coefficient αL,2 possibly takes a large magnitude, since
its prior distribution widely spreads over a large value

{αE,k ; k = 1, 2, . . . , K} and {αL,k ; k = 1, 2, . . . , K} are similar. On the other hand,
fE(x) and fL(x) cannot be exactly identical, since they represent the indirect sen-
sor models at two different stages. To statistically encode the “common” information
between fE(x) and fL(x), we define a Gaussian distribution as our prior distribution
for each late-stage model coefficient αL,k :

pdf (αL,k ) = 1√
2π · ρ · |αE,k |

· exp
[
− (αL,k − αE,k )2

2 · ρ2 · α2
E,k

]
k = 1, 2, . . . , K (1.18)

where αE,k and ρ2 · α2
E,k are the mean and variance of the Gaussian distribution,

respectively, and ρ > 0 is a parameter that can be determined by cross-validation
[24]. Figure 1.3 shows a simple example of the prior distribution for two model
coefficients αL,1 and αL,2 where |αE,1| is small and |αE,2| is large.

The prior distribution in (1.18) has a two-fold meaning. First, the Gaussian distri-
bution pdf(αL,k ) is peaked at its mean value αE,k , implying that the early-stage model
coefficient αE,k and the late-stage model coefficient αL,k are likely to be similar.
In other words, since the Gaussian distribution pdf(αL,k ) exponentially decays with
(αL,k − αE,k )2, it is unlikely to observe a late-stage coefficient αL,k that is extremely
different from the early-stage coefficient αE,k . Second, the standard deviation of the
prior distribution pdf(αL,k ) is proportional to |αE,k |. It means that the absolute dif-
ference between the late-stage coefficient αL,k and the early-stage coefficient αE,k

can be large (or small), if the magnitude of the early-stage coefficient |αE,k | is large
(or small). Restating in words, each late-stage coefficient αL,k has been provided
with a relatively equal opportunity to deviate from the corresponding early-stage
coefficient αE,k .
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To complete the definition of the prior distribution for all late-stage model coeffi-
cients {αL,k ; k = 1, 2, . . . , K}, we further assume that these coefficients are statistically
independent, and their joint distribution is represented as:

pdf(αL) =
K∏

k=1

pdf(αL,k ) (1.19)

where

αL = [αL,1 αL,2 · · · αL,K ]T (1.20)

is a vector containing all late-stage coefficients {αL,k ; k = 1, 2, . . . , K}. Combining
(1.18) and (1.19) yields

pdf(αL) = 1

(
√

2π · ρ)K · ∏K
k=1 |αE,k |

· exp
[
− (αL − αE)T · A · (αL − αE)

2 · ρ2

]

(1.21)

where

αE = [αE,1 αE,2 · · · αE,K ]T (1.22)

is a vector containing all early-stage coefficients {αE,k ; k = 1, 2, . . . , K}, and

A =

⎡

⎢⎢⎢⎢⎢⎣

1
α2

E,1
1

α2
E,2

. . .
1

α2
E,K

⎤

⎥⎥⎥⎥⎥⎦
(1.23)

The independence assumption in (1.19) simply implies that we do not know the corre-
lation information among these coefficients as our prior knowledge. The correlation
information will be learned from the late-stage measurement data, when the posterior
distribution is calculated by MAP estimation in the next sub-section.

1.4.2 MAP estimation

Once the prior distribution is defined, we collect a few (i.e., N ) late-stage measurement
data {(x(n), f (n)

L ); n = 1, . . . , N }, where x(n) and f (n)
L are the values of x and fL(x) for

the nth data point, respectively. These new measurement data can tell us additional
information about the difference between early and late stages and, hence, help us to
determine the late-stage coefficients αL.
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Based on Bayes’ theorem [24], the uncertainties of the late-stage coefficients αL

after knowing the data {(x(n), f (n)
L ); n = 1, . . . , N } can be mathematically described by

the following posterior distribution:

pdf(αL|X, fL) ∝ pdf(αL) · pdf(X, fL|αL) (1.24)

where

fL = [f (1)
L f (2)

L · · · f (N )
L ]T (1.25)

X = [x(1) x(2) · · · x(N )]T (1.26)

In (1.24), the prior distribution pdf(αL) is defined by (1.21). The conditional distribu-
tion pdf(X, fL|αL) is referred to as the likelihood function. It measures the probability
of observing the new data {(x(n), f (n)

L ); n = 1, . . . , N }.
To derive the likelihood function pdf(X, fL|αL), we assume that the modeling

error εL in (1.17) can be represented as a random variable with zero-mean Gaussian
distribution:

pdf(εL) = 1√
2π · σ0

· exp
[
− ε2

L

2 · σ 2
0

]
∼ N (0, σ 2

0 ) (1.27)

where the standard deviation σ0 indicates the magnitude of the modeling error. Similar
to the parameter ρ in (1.18), the value of σ0 can be determined by cross-validation
[24]. Since the modeling error associated with the nth data point (x(n), f (n)

L ) is simply
one sampling point of the random variable εL, it follows the Gaussian distribution:

f (n)
L −

K∑

k=1

αL,k · bk (x(n)) ∼ N (0, σ 2
0 ) (1.28)

Therefore, the probability of observing the nth data point (x(n), f (n)
L ) is

pdf [x(n), f (n)
L |αL] = 1√

2π · σ0

· exp

⎧
⎨

⎩− 1

2 · σ 2
0

·
[

f (n)
L −

K∑

k=1

αL,k · bk (x(n))

]2
⎫
⎬

⎭

(1.29)

Note that the likelihood function pdf [x(n), f (n)
L |αL] in (1.29) depends on the late-

stage model coefficients {αL,k ; k = 1, 2, . . . , K}. Assuming that all data points
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{(x(n), f (n)
L ); n = 1, . . . , N } are independently generated, we can write the likelihood

function pdf(X, fL|αL) as:

pdf(X, fL|αL) =
N∏

n=1

pdf[x(n), f (n)
L |αL]

= 1

(
√

2π · σ0)N
· exp

{
− 1

2 · σ 2
0

·
N∑

n=1

[f (n)
L −

K∑

k=1

αL,k · bk (x(n))]2
}

(1.30)

Equation (1.30) can be re-written as:

pdf(X, fL|αL) = 1

(
√

2π · σ0)N
· exp

{
− (BT · αL − fL)T · (BT · αL − fL)

2 · σ 2
0

}
(1.31)

where B, αL and fL are defined in (1.4), (1.20), and (1.25), respectively.
After the new data {(x(n), f (n)

L ); n = 1, . . . , N } are available, the late-stage coef-
ficients {αL,k ; k = 1, 2, . . . , K} can be described by the probability density function
pdf(αL|X, fL) (i.e., the posterior distribution) in (1.24). Depending on the shape of the
posterior distribution pdf(αL|X, fL), the late-stage coefficients {αL,k ; k = 1, 2, . . . , K}
do not take all possible values with equal probability. If the posterior distribu-
tion pdf(αL|X, fL) reaches its maximum value at {α∗

L,k ; k = 1, 2, . . . , K}, these values
{α∗

L,k ; k = 1, 2, . . . , K} are the optimal estimation of the late-stage coefficients, since
these coefficient values are most likely to occur. Such a method is referred to as the
MAP estimation in the literature [24].

The aforementioned MAP estimation can be formulated as an optimization
problem:

maximize
αL

pdf(αL|X, fL) (1.32)

Substituting (1.24) into (1.32) yields

maximize
αL

pdf(αL) · pdf(X, fL|αL) (1.33)

Combining (1.21), (1.31), and (1.33), we have

maximize
αL

exp
[
− (αL −αE)T · A · (αL −αE)

2 · ρ2
− (BT · αL − fL)T · (BT · αL − fL)

2 · σ 2
0

]

(1.34)

Since the exponential function is monotonically increasing, (1.34) can be re-written as:

minimize
αL

η · (αL − αE)T · A · (αL − αE) + (BT · αL − fL)T · (BT · αL − fL) (1.35)
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where

η = σ 2
0

ρ2
(1.36)

It is straightforward to prove that the cost function in (1.35) is convex [25]. Hence,
its global optimum can be directly solved by applying the first-order optimality
condition [25]:

∂[η · (αL − αE)T · A · (αL − αE) + (BT · αL − fL)T · (BT · αL − fL)]

∂αL

= 2 · η · A · (αL − αE) + 2 · B · (BT · αL − fL)

= 0 (1.37)

Solving the linear equation in (1.37) results in the optimal value of αL:

αL = (η · A + B · BT )−1 · (η · A · αE + B · fL) (1.38)

Studying (1.38), we observe that only the value of η is required to find the late-
stage model coefficients {αL,k ; k = 1, 2, . . . , K} and, hence, we only need to determine
η, instead of the individual parameters σ0 and ρ. In our work, the optimal value of η

is determined by cross-validation [24].
Once the optimal η value is found, the late-stage model coefficients

{αL,k ; k = 1, 2, . . . , K} are calculated from (1.38), and then an updated indirect sensor
model fL(x) in (1.17) is generated to match the late-stage measurement data. Such
a calibrated indirect sensor model is eventually stored in an on-chip microcontroller
to facilitate efficient on-chip self-healing, as will be discussed in detail in the next
section.

Finally, it is important to mention that the post-silicon indirect sensor calibration
is performed off-chip and, hence, no hardware overhead is introduced. To further
reduce the indirect sensor calibration cost (i.e., with very few number of post-silicon
measurement data), we can calibrate the indirect sensor if and only if the new mea-
surement data are not consistent with the old indirect sensor model. In practice, such
inconsistency can be detected by measuring a small number of dies from each wafer
or lot to estimate the indirect sensing error. If the error is not sufficiently small, the
indirect sensor model must be calibrated.

1.5 On-chip self-healing flow

In this section, we will further describe a practical on-chip self-healing flow based
on the aforementioned indirect sensing approach. As mentioned earlier, the key idea
of on-chip self-healing is to actively monitor the post-manufacturing circuit perfor-
mance metrics and then adaptively adjust a number of tuning knobs (e.g., bias voltage)
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in order to meet the given performance specifications. In this work, we mathemat-
ically formulate the self-healing problem as a constrained optimization where one
particular performance metric is minimized subject to a set of given performance
constraints:

minimize
t

f (t)

subject to gp(t) ≥ sp (p = 1, 2, . . . , P)
(1.39)

where t denotes the set of tuning knobs, f (t) denotes the performance metric that we
aim to minimize, and {gp(t); p = 1, 2, . . . , P} denote the other P performance metrics
with the given specifications {sp; p = 1, 2, . . . , P}. Take mixer as an example. We aim
to minimize the mixer power while keeping its gain and 1 dB compression point larger
than their specifications. In this case, f (t) is the mixer power, g1(t) is the mixer gain,
and g2(t) is the 1 dB compression point.

There are two important clarifications we need to make for the optimization
formulation in (1.39). First, the formulation in (1.39) is set up for a circuit where
one performance metric f (t) should be minimized while constraining all other per-
formance metrics {gp(t); p = 1, 2, . . . , P} to their lower bounds {sp; p = 1, 2, . . . , P}.
For a circuit where a performance metric f (t) should be maximized, the objec-
tive function in (1.39) can be simply modified to −f (t). Similarly, for a circuit
where the performance metrics {gp(t); p = 1, 2, . . . , P} should be constrained to
their upper bounds {sp; p = 1, 2, . . . , P}, the constraints in (1.39) can be adjusted
as −gp(t) ≥ −sp (p = 1, 2, . . . , P). Second, not all the performance metrics f (t) and
{gp(t); p = 1, 2, . . . , P} in our self-healing circuit can be directly measured by on-chip
sensors. For the performance metrics that cannot be easily measured by on-chip sen-
sors, the proposed indirect performance sensing technique is applied to efficiently
and accurately predict their values.

To find the optimal solution t∗ in (1.39), an on-chip self-healing flow shown in
Figure 1.4 is applied, where the indirect sensors are modeled and calibrated by the
SR and BMF techniques described in previous sections. The indirect sensor models
are stored and evaluated by a microcontroller for on-chip self-healing. The search
algorithm starts with an initial guess t0. We set t = t0, and all performance metrics
f (t) and {gp(t); p = 1, 2, . . . , P} are measured either directly or indirectly. Here, we
use the symbol PMs to represent the performance metrics that are directly measured
by on-chip sensors, and the symbol PoIs to represent the performance metrics that
are estimated by the proposed indirect sensors. In particular, to estimate the PoIs, the
corresponding PoMs are first measured by on-chip sensors. Next, the indirect sensor
models stored in the on-chip microcontroller are evaluated to predict the PoIs, as
shown in Figure 1.4. Based on the performance values {f (t), gp(t); p = 1, 2, . . . , P},
t is updated and the aforementioned process is repeated until the optimal solution
t∗ is found. Algorithm 1 summarizes the details of such an optimization flow with
indirect performance sensing for on-chip self-healing. Once the optimal solution t∗

is found, tuning knobs are adjusted to the values of t∗ and the self-healing process
is complete.
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Figure 1.4 A simplified block diagram describes the on-chip self-healing flow

Algorithm 1 On-chip self-healing flow

1. Start with the constrained optimization problem in (1.39) and an initial guess t0.
2. Set t = t0.
3. Measure f (t) and {gp(t); p = 1, 2, . . . , P} either directly or indirectly.
4. Based on the performance values {f (t), gp(t); p = 1, 2, . . . , P}, update t.
5. If t is the optimal solution, stop iteration. Otherwise, go to Step 3.

For different circuits of interest with different performance metrics and tun-
ing knobs, the search strategy of updating t in Step 1.4 of Algorithm 1 could be
substantially different. For instance, if there is only a small number of (e.g., one
or two) tuning knobs, we can apply a simple brute-force search algorithm to find
the optimal solution of (1.39). Without loss of generality, we assume that the tun-
ing knobs can take H possible values {th; h = 1, 2, . . . , H }. The initial value of
t is set as t1 in the first iteration, and { f (t1), gp(t1); p = 1, 2, . . . , P} are either
directly or indirectly measured. Next, in the second iteration, t is updated to t2,
and { f (t2), gp(t2); p = 1, 2, . . . , P} are measured. Similarly, in the hth iteration,
{ f (th), gp(th); p = 1, 2, . . . , P} are measured. In the end, we have a large data set
{ f (th), gp(th); p = 1, 2, . . . , P, h = 1, 2, . . . , H }. The optimal solution t∗ for the opti-
mization in (1.39) can be eventually determined based on the performance values
{ f (th), gp(th); p = 1, 2, . . . , P, h = 1, 2, . . . , H }. Algorithm 2 summarizes the details
of the aforementioned brute-force search algorithm.
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Algorithm 2 Brute-force search for on-chip self-healing

1. Start with the constrained optimization problem in (1.39) and H possible
values {th; h = 1, 2, . . . , H } for the tuning knobs. Set h = 1.

2. Set the tuning knobs to t = th.
3. Measure f (t) and {gp(t); p = 1, 2, . . . , P} and set f (th) = f (t), and

{gp(th) = gp(t); p = 1, 2, . . . , P}.
4. If h < H , h = h + 1 and go to Step 2. Otherwise, go to Step 5.
5. Based on the performance values { f (th), gp(th); p = 1, 2, . . . , P, h = 1, 2, . . . , H },

determine the optimal solution t∗ for the optimization in (1.39).

The brute-force search algorithm (i.e., Algorithm 2), though simple to implement,
has no practical utility if we have a large number of tuning knobs. To understand the
reason, let us consider the general case of U tuning knobs where the uth tuning knob
can take Vu possible values. In this case, we have H = V1 · V2 · · · VU possible values
for t in (1.39). With the increasing number of tuning knobs, the total number of
possible values for these tuning knobs (i.e., H ) will dramatically increase, thereby
making the brute-force search algorithm quickly intractable. In these cases, other
efficient search algorithms (e.g., interior-point method [25]) must be applied to solve
the optimization in (1.39) for on-chip self-healing.

Before ending this section, it is important to discuss the design overhead of on-
chip self-healing that requires a number of additional circuitries (e.g., on-chip sensors,
on-chip microcontroller, etc.), as shown in Figure 1.4. There are several important
clarifications we need to make here. First, many analog and RF circuit blocks on the
same chip may require self-healing, and they can possibly share the same on-chip
sensors and microcontroller. Second, for a typical system-on-chip (SoC) application,
the microcontroller is needed for other computing tasks during the normal operation.
In other words, the microcontroller is not added for on-chip self-healing only. For
these reasons, the design overhead of on-chip self-healing is fairly small, or even
negligible, in many application scenarios.

1.6 Case study

1.6.1 25 GHz differential Colpitts VCO

In this subsection, a 25 GHz differential Colpitts VCO designed in a 32 nm CMOS
SOI process is used to validate the proposed on-chip self-healing flow based on off-
line data analysis. Figure 1.5 shows the simplified schematic of the VCO. It consists
of a cross-coupled differential pair connected to two common-gate Colpitts oscilla-
tors. The capacitor at the output is tunable so that the VCO frequency can be centered
at different frequency bands. The bias voltage Vb is controlled by a digital-to-analog
converter (DAC) for self-healing. More details about the VCO design can be found
in Reference 32.
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Figure 1.5 Simplified circuit schematic is shown for a Colpitts VCO

Table 1.1 Frequencies and corresponding phase noise specifications

Frequency (GHz) 26.2 24.6 23.3 22.2
PN specification (dBc/Hz) −123.5 −123.5 −123.5 −123.5

For the VCO shown in Figure 1.5, since we only have one tuning knob (i.e., the
bias voltage Vb), the simple brute-force search algorithm described in Algorithm 2
is applied for self-healing. In this example, phase noise is an important PoI, and its
specifications derived from the system requirement for four different center frequen-
cies are shown in Table 1.1. If the phase noise value of a VCO is smaller than the
given specification at all four frequencies shown in Table 1.1, this VCO is considered
as “PASS”. Otherwise, we consider it as “FAIL”. The objective of self-healing is to
find the optimal bias voltage to minimize the phase noise.

Accurately measuring the phase noise at 25 GHz is not trivial. Hence, an indirect
sensor is used for on-chip phase noise measurement (i.e., phase noise is considered
as a PoI in Figure 1.4). According to Leeson’s model [33], oscillation frequency (x1),
oscillation amplitude (x2), and bias current (x3), all of which are easy to measure
using fully integrated sub-circuits, have strong correlation with phase noise and,
hence, are first chosen as PoMs. The sensors used to measure these three PoMs
are listed in Table 1.2. An on-chip current sensor to measure bias current will be
integrated in our future work. More details about how to measure these three PoMs
can be found in Reference 16. In addition, the tuning knob Vb (x4) is considered
as another PoM. Since Vb is directly controlled by a DAC, the digitized value of Vb

is known, and no measurement is required. In total, four PoMs (i.e., x = [x1 x2 x3 x4]T )
are chosen as the indirect sensor inputs and are summarized in Table 1.3. Next, a
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Table 1.2 PoMs and measurement sensors

PoM x1 x2 x3

Measurement sensor On-chip counter On-chip peak detector Off-chip current sensor
+ On-chip 6 bit ADC

Table 1.3 PoI and PoMs of indirect phase
noise sensor

Performance metric

PoI Phase noise

PoMs Oscillation frequency (x1)
Oscillation amplitude (x2)
Bias current (x3)
Bias voltage (x4)

Table 1.4 Basis functions selected for indirect phase noise sensor

Index Term Index Term Index Term

1 x2 4 x2
1 7 x3 · x4

2 x3 5 x1 · x2 8 x2
4

3 x4 6 x1 · x4 9 const

quadratic model template with four input variables (i.e., x1, x2, x3, and x4) and, hence,
15 polynomial terms in total is used to build the indirect sensor for phase noise.
With all 15 polynomial terms, the average modeling error is 0.36 dBc/Hz. SR is
then applied to simplify the quadratic model template. Nine polynomial terms are
eventually selected by SR, as summarized in Table 1.4. The average modeling error
of the simplified quadratic model is 0.41 dBc/Hz. The degradation of the modeling
accuracy is negligible (0.05 dBc/Hz only). The accuracy of the simplified quadratic
model with nine polynomial terms can be further demonstrated by the scatter plot
between the actual phase noise and the predicted phase noise shown in Figure 1.6.

Next, we collect four PoMs and phase noise at all possible bias voltages from a
silicon wafer that contains 61 functional VCOs. The VCOs that are not functioning in
this wafer are not considered here. These data are further used to calibrate the indirect
phase noise sensor to improve its accuracy. Without self-healing, the parametric yield
achieved by using a fixed bias voltage for all the VCOs on the wafer is summarized
in Table 1.5. Here, bias code denotes a digitized bias voltage, and parametric yield
is defined as the ratio between the number of functional VCOs that can meet all
four given phase noise specifications shown in Table 1.1 and the total number of
functional VCOs. From Table 1.5, we can see that the best parametric yield achieved
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Figure 1.6 Scatter plot is shown for the actual phase noise and the predicted phase
noise based on the simplified quadratic model

Table 1.5 Parametric yield of the wafer by using a fixed bias voltage

Bias code 1 2 3 4 5 6

Parametric yield 0 0 1.64% 11.48% 3.28% 0

by using a fixed bias voltage (i.e., bias code is 4) is only 11.48%. If other bias voltages
are selected during the design, the parametric yield is even worse, which is almost
zero for this wafer. It, in turn, serves as an excellent design case to demonstrate
the importance of self-healing. For testing and comparison purposes, three different
self-healing methods are implemented:

● Ideal: The optimal bias voltage is determined by directly measuring the phase
noise with an off-chip tester for all bias voltages. As a result, no indirect phase
noise sensor is needed, and all the off-chip measurement data from the wafer
will be used. This approach is not considered as on-chip self-healing; however,
it provides the upper bound of the yield improvement that can be achieved by
self-healing.
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Figure 1.7 Post-self-healing parametric yield of the wafer is shown as a function of
the number of measured VCOs from the wafer

Table 1.6 Measurement cost and parametric yield by self-healing

Self-healing method # of measured VCOs Parametric yield (%)

Ideal 61 77.05
OLS 4 65.30
BMF 1 66.80

● OLS:The traditional OLS method is applied to fit the indirect phase noise sensor
based on a number of measured VCOs from the wafer. Next, the indirect sensor
is applied to self-heal all the VCOs on the wafer.

● BMF: The indirect phase noise sensor learned by SR is considered as the early-
stage model. Next, the proposed BMF algorithm is applied to calibrate the
early-stage model and generate a late-stage model based on a few measured
VCOs from the wafer. The late-stage model is then applied to self-heal all the
VCOs on the wafer.

Figure 1.7 shows the parametric yield of the wafer achieved by three different self-
healing methods given different number of measured VCOs from the wafer. Table 1.6
further summarizes the measurement cost for self-healing. Studying Figure 1.7 and
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Figure 1.8 Histogram of the measured phase noise values from all the VCOs on the
wafer at 22.2 GHz. Grey bars represent the results from Fixed where
bias code is 4, and black bars represent the results from BMF where a
single measured VCO is used from the wafer

Table 1.6 reveals several important observations. First, BMF requires substantially
less number of measured VCOs to build the indirect phase noise sensor than the
traditional OLS method. In this example, BMF needs to measure one VCO only,
while OLS requires measuring four VCOs (4×) to achieve a similar yield.

Second, studying the BMF results in Figure 1.7, we notice that if no measurement
data is collected from the wafer (i.e., the number of measured VCOs from the wafer
is zero) and the self-healing is performed with the indirect sensor fitted from the
early-stage data by SR, the post-self-healing parametric yield is only 27.87%. Once a
single VCO is measured from the wafer, the indirect phase noise sensor is calibrated
by BMF and the post-self-healing parametric yield is increased to 66.80%. It, in turn,
demonstrates that the aforementioned model calibration is a critical step for yield
enhancement.

Before ending this subsection, we compare the phase noise values from the
proposed self-healing flow to those from the fixed bias voltage method (Fixed) to
study why the proposed flow can achieve a much better parametric yield than Fixed.
Figures 1.8–1.11 show the histograms of the measured phase noise values from all
the VCOs at different frequencies. The grey bars show the results from Fixed where
bias code is 4, and the black bars show the results from our described BMF technique
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Figure 1.9 Histogram of the measured phase noise values from all the VCOs on the
wafer at 23.3 GHz. Grey bars represent the results from Fixed where
bias code is 4, and black bars represent the results from BMF where a
single measured VCO is used from the wafer

with a single measured VCO from the wafer. From Figures 1.8–1.11, we have sev-
eral observations. First, both BMF and Fixed get larger phase noise values at higher
frequencies, which is consistent with our expectation. Hence, the phase noise spec-
ification at 26.2 GHz is the most difficult one to meet among all four phase noise
specifications. Second, BMF technique can get much smaller phase noise values than
Fixed at 26.2 GHz, which is the reason that BMF achieves a much better parametric
yield than Fixed.

1.6.2 60 GHz LNA

The effects of process variations have become a challenging issue for RF LNA design
and are even more significant at mm-wave frequencies. In particular, the gain, noise
figure (NF) and matching of the LNA are susceptible to process variations. Figure 1.12
shows the schematic of a 60 GHz LNA designed in a 32 nm CMOS SOI process. The
FETs, along with all the wire parasitics, were extracted from the layout to enable
more accurate simulation. The circuit was simulated using high-frequency models
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Figure 1.10 Histogram of the measured phase noise values from all the VCOs on
the wafer at 24.6 GHz. Grey bars represent the results from Fixed
where bias code is 4, and black bars represent the results from BMF
where a single measured VCO is used from the wafer

for the transmission lines, capacitors, and resistors used in the design. Figure 1.13
shows NF sweeping vs. current biasing DAC code DI at different temperatures. DI

directly controls IS in Figure 1.12. Monte Carlo simulation results show that both
gain (with mean value of 17.04 dB and standard deviation of 2.19 dB) and NF (with
mean value of 5.15 dB and standard deviation of 0.49 dB) present large variability
for this design. The variation of NF and gain of the LNA will significantly affect the
performance of the whole receiver system. Therefore, it is essential to overcome the
variations in the LNA to achieve low noise for the overall receiver. In this subsection,
we assume that the gain of LNA will be measured by an on-chip peak detector, and
we focus on NF self-healing only. More details about the LNA design can be found in
Reference 20.

NF is generally difficult and expensive to measure directly on chip. Hence, here
we apply the aforementioned indirect sensing technique, correlating NF with easy-to-
measure PoMs. We collect a set of transistor-level Monte Carlo simulation data over
the joint space of process, temperature T and bias current IS . After the simulation data
are collected, we apply the pre-silicon indirect sensor modeling procedure described
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Figure 1.13 Simulated 60 GHz NF vs. current DAC code DI at T = 25◦C,
T = −25◦C, and T = 85◦C

in Section 1.3. In this LNA example, there are multiple possible PoMs (e.g., peak
detector output voltage, DC voltages, temperature) that can be correlated with NF.
We need to mention here that the LNA chip in Figure 1.12 does not include a peak
detector at 60 GHz. This is because the LNA will be integrated with a down-conversion
mixer that will include a peak detector at the intermediate frequency which is easier
to design. Here, we assume that the output signal amplitude is sensed by a “virtual”
peak detector. In simulations, we record the 60 GHz output signal amplitude and use
it as one of PoMs.

By applying SR algorithm, we are able to find the most important PoMs and select
the important high-order terms associated with them. The final PoM set includes VPD

(the output voltage of the peak detector), VN (the drain DC voltage in the biasing stage
in Figure 1.12), DI (the digital code controlling the bias current IS in tunable current
mirror), and T (temperature). Correlation coefficients between NF and VPD, VN , DI ,
and T are −0.82, −0.81, −0.67, and 0.30, respectively. Here VPD can be measured
by a peak detector, VN can be measured by an on-chip ADC, and T can be measured
by an on-chip temperature sensor. DI can be directly known from the digital code.
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The indirect NF sensor model solved from SR is

NF(VPD, DI , T , VN ) = α0 + α1 · VPD + α2 · DI + α3 · T + α4 · V 2
PD + α5 · D2

I

+ α6 · T 2 + α7 · T 3 + α8 · V 3
N + α9 · VPD · T + α10 · V 3

PD

(1.40)

The mean error of this indirect sensor model is 0.170 dB. Using the indirect sensor
model, we can predict NF according to on-chip sensor measurements. In this example,
we apply the following self-healing flow:

1. Set bias current of all chips to minimum value.
2. VPD, VN , and T are measured using on-chip sensors.
3. Calculate predicted NF of each chip using the indirect sensor model and compare

the result with the NF specification. If the NF meets the specification, the algo-
rithm stops. Otherwise, the bias current is increased by a small value, after which
steps 1 and 2 are repeated until the NF specification is met or the maximum DAC
control word is reached.

The algorithm generally tries to find the minimum bias current that meets the NF
specification.

Indirect sensor model error must be carefully considered during self-healing.
Due to the NF prediction error, the estimated NF will be different from the actual NF.
Therefore, to handle the uncertainty in NF prediction, a guard band is required. The
guard band is the extra margin we leave for NF in self-healing, so that high yield can be
achieved. The size of the guard band is determined by statistically modeling indirect
sensor error. First, we collect the error data from indirect sensor model fitting. The
error data are then fitted against a distribution by using kernel density estimation. The
guard band can then be optimally determined once the error distribution is known.
The calculated guard band is added to the predicted NFs for all chips to guarantee
high yield.

To validate the self-healing algorithm with guard band at the simulation and
design level, 40 chips are randomly generated from transistor-level simulations. After
applying the self-healing procedure and adding guard band, the 40 chips achieve 100%
yield with the NF specification of 5.5 dB. The average total LNA current for all chips
is 14.7 mA. The histograms of NF and total current are shown in Figures 1.14 and
1.15. We also consider the fixed-biasing (Fixed) cases for comparison purpose. In
the fixed-biasing cases, all the chips select the same tuning knob configuration. The
power and yield of a set of fixed biasing cases are compared with the proposed self-
healing method in Figure 1.16. The self-healing method is able to achieve 25% power
reduction compared to the best fixed biasing case (with 19.4 mA total current), while
not losing any yield. The key reason for the proposed self-healing method achieving
better performance is that it adaptively selects an optimum bias current for each chip.
For the chips with good NF, the algorithm will try to bias at low current so that power
consumption is low. For the chips with bad NF, the algorithm tends to bias at a high
current value so that the chip can meet the NF specification.



Self-healing analog/RF circuits 31

4.9 5 5.1 5.2 5.3 5.4 5.5 5.6
0

1

2

3

4

5

6

7

8

9

NF(dB)

# 
of

 c
hi

ps
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1.7 Conclusion

In this chapter, we describe a novel indirect performance sensing technique for on-
chip self-healing of analog and RF circuits. In particular, a set of important basis
functions are first identified by SR so that the overhead of on-chip self-healing can
be minimized. Next, the indirect sensors are repeatedly calibrated by BMF to accom-
modate the process shift associated with manufacturing lines. The indirect sensors
are eventually stored in an on-chip microcontroller to facilitate efficient on-chip
self-healing. The proposed indirect performance sensing and on-chip self-healing
methodology are validated by a 25 GHz differential Colpitts VCO and a 60 GHz LNA
designed in a 32 nm CMOS SOI process. Our results show that the parametric yield
and circuit performance are significantly improved after applying self-healing. In
our future work, we will further extend the proposed indirect performance sensing
and on-chip self-healing methodology to other large-scale circuits such as phase-
locked loop.
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Chapter 2

On-chip gate delay variability measurement
in scaled technology node

Bishnu Prasad Das1, Bharadwaj Amrutur2

and Hidetoshi Onodera3

The previous chapter focused on the process variations issue in the analog circuits.
This chapter focuses on the issue of process variations in the digital integrated
circuits. The chapter first presents detailed discussions of the sources of variabil-
ity and types of variability. Then the discussions are focused on the impact of process
variations on the propagation delay of the digital integrated circuits. Test chip results
have been discussed thoroughly as an experimental evaluation.

2.1 Introduction

With the advancement of nanoscale fabrication process, it is possible to fabricate
transistors with its length in sub-10 nm in silicon which enables packing of billions
of transistor in a single die. However, it is extremely difficult to fabricate these tiny
transistors with well-defined characteristics and this leads to variation in circuit per-
formance parameters such as delay and power [1]. The variations can be due to process
and environment. The process variation is due to the fluctuation of attributes of the
transistor such as length, oxide thickness and doping density during the fabrication
of the chip. It is typically classified as within-die, die-to-die, wafer-to-wafer and lot-
to-lot. In the past, the die-to-die variations were significant. However, in the scaled
technology nodes, the contribution of variation due to within-die is becoming sig-
nificant. The major sources of within-die variation are line-edge-roughness (LER),
oxide-thickness variation (OTV) and random dopant fluctuation (RDF). The notice-
able increase in within-die variation has brought to light the need to design on-chip
circuit structures to measure these variations such that it can be incorporated into the
transistor models.

1 Indian Institute of Technology, Roorkee, India
2 Indian Institute of Science, Bangalore, India
3 Kyoto University, Kyoto, Japan
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Figure 2.1 Taxonomy of variation

Process variation measurement is an essential component of integrated circuit
design flow during the early stage of process development. On-chip test struc-
tures enable accurate transistor-level model creation with the measured silicon data.
Exploiting silicon data while creating Simulation Program with Integrated Circuit
Emphasis (SPICE) model reduces pessimism in the design in the later stage of prod-
uct development. In this chapter, some of the variability measurement techniques are
described.

2.2 Classification of variability

Figure 2.1 shows the types of variation in Very Large Scale Integration (VLSI)
circuits [2]. The variability can mainly be categorized as

1. Process variation
The main sources of random process variation are RDF, LER and OTV. This
leads to variation in threshold voltage and hence in drive current. Hence, the
performance parameters such as delay and power will deviate from their desired
nominal values.

2. Environmental variation
The environmental variations include supply voltage and temperature varia-
tions. The source of supply variation is due to di/dt noise and voltage drop
in the power grid. The variation in switching activity due to non-uniform dis-
tribution of transistors across the chip leads to temperature hot spots inside
the chip.
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The process variation can further be classified as systematic and non-systematic based
on ease of predictability.

1. Systematic variation
The physical parameter variations which is well understood and can be predicted
a priori by analyzing the layout of the design. Examples are variations due to
optical proximity, Chemical Mechanical Polishing (CMP), metal fill, etc. These
variations can be modeled before manufacturing by detailed analysis of the layout.

2. Non-systematic variation
These process variations cannot be predicted by just analyzing the design or lay-
out. These arise from the causes that are independent of design implementation.
However, the statistical characteristics of these process parameters can be deter-
mined and used during the design time. The examples are variations due to RDF,
LER and OTV.

It is common practice in design flow to model systematic and non-systematic
variations statistically. In the advanced stage of the design process, after gain-
ing more information, the systematic components of variation are modeled
deterministically.

Depending on the spatial scales of the variation, the non-systematic variation has
following two categories:

1. Die-to-die or inter-die or global variation
Die-to-die (or inter-die or global) variations affect all transistors within a die in
the same way and have identical effect. For example, gate length variation of all
the devices on the same chip will be larger or smaller less than the nominal value.
The die-to-die variations result in shift in the process from lot to lot, wafer to
wafer, reticle to reticle on each gate in the chip.

2. Within-die or intra-die or local variation
Within-die (or intra-die or local) variations affect each device within the same die
differently. For example, some devices on a die have smaller gate length whereas
other devices on the same die have a larger gate length.

The within-die variations can be classified as spatially correlated and random
variations.

1. Spatially correlated variations
Within-die variations which exhibit similar characteristic for devices in small
neighborhood in the die than those placed far apart are called spatially correlated
variations.

2. Random or independent variations
Within-die variations which is statistically independent from other device vari-
ations are called random or independent variation. For example, RDF and LER
are two major random variations. With the continuous process scaling, the
contributions of random component of variation are increasing.
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If X is the delay of a logic gate, then

X = X0 + �Xg + �X s
l + �X r

l (2.1)

where X0 is the nominal delay of the gate, �Xg is the global delay variation, �X s
l

is the spatially correlated local delay variation and �X r
l is the random local delay

variation [3]. The two components �Xg and �X s
l are shared by many gates within

a small region with spatial correlation and hence standard ring oscillator (RO)-based
measurement techniques suffice. The final component �X r

l is unique to each gate
and hence needs to be measured at the level of a single gate.

2.3 Sources of variability

2.3.1 Random dopant fluctuations

In the past, the transistor’s threshold voltage variation due to the RDF was one of the
serious challenges for analog designers. However, in the scaled technology nodes, it
also becomes a headache for digital designers and serves as a performance and yield
limiter in digital designs. As channel length decreases in each technology generation,
the number of dopant atoms reduces in the channel depletion region [4]. In technology
having channel length above 1 μm, a few thousands of dopant atoms are available in
the channel area leading to negligible deviation in dopant atoms. However, in scaled
technology nodes, the number of dopant atoms is around 10–100 atoms, leading to
significant fluctuations in the dopant atoms in the channel area.

The analytical expression of dependence of σVth on RDF for planar devices
was established in References 5, 6 and stated in (2.2). It shows that σVth has linear
relationship with the oxide thickness Tox, an inverse square-root relationship with the
product of effective length and width (Leff and Weff ) and a fourth-root relationship
with Ntot (i.e., the total doping density).

σVth =
4
√

4q3εsiφB

2
· Tox

εox
·

4
√

Ntot√
Leff Weff

(2.2)

According to famous Pelgram’s model [7], σVth increases as the channel length
decreases in the scaled technology nodes.

σVth = Avth√
WL

(2.3)

where Avth is the slope of the plot of σVth versus 1/
√

WL.

2.3.2 Line edge roughness

LER is typically caused by the random fluctuation of line edge of the transistor from
its desired value. The major source of LER variation include photo-resist LER due
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to type and thickness of resist and substrate reflectivity, image contrast and gate poly
etching conditions such as size of poly grain and its doping [8].

The measured LER variation from various lithography processes shows that it
does not scale with linewidth or the critical dimension scaling as reported by Inter-
national Technology Roadmap for Semiconductors (ITRS) road map. Its value stays
typically around 5 nm as mentioned in Reference 9. Authors in Reference 9 explored
the combined impact of LER and random dopants on current fluctuations and demon-
strated that the both the sources of variations are statistically independent for channel
length of the transistor greater than 30 nm. So the effective standard deviation σt is
given as follows:

σt =
√

σ 2
RDF + σ 2

LER (2.4)

where σRDF and σLER are the standard deviation of drain current due to the RDF and
LER, respectively. The LER-induced channel fluctuation depends strongly on the
channel length and would be the dominant source of variations compared to random
fluctuation due to short channel effects.

In order to increase the device performance, the minimum channel length is
chosen in the region of steep Vth roll-off in the graph of length versus threshold
voltage. Due to this choice, the channel length variation results in severe variation in
threshold voltage. Hence, it is wise to increase the channel length beyond the Vth roll-
off point to reduce the threshold voltage variation where the performance is not critical.

2.3.3 Oxide thickness variation

In the advanced scaled technology node, the thickness of the oxide layer scales down to
a few layers of silicon atoms which leads to significant increase in interface roughness.
This effect would produce significant amount of OTV within the gate portion of
identically drawn transistors. The OTV due to interface roughness would lead to
variation of mobility, gate tunneling current and eventually the threshold voltage of
each transistor in the chip.

The simulation results from Reference 10 show that threshold voltage variation
due to OTV and RDF is statistically independent. The total standard deviation is
given by

σV t
th =

√(
σV RDF

th

)2 + (
σV OTV

th

)2
(2.5)

where σV RDF
th and σV OTV

th are the standard deviation of threshold voltage due to the
RDF and OTV, respectively.

2.4 Related work on variability measurement

2.4.1 Gate delay variability

Several works [11–15] have been reported to measure the random local variability of
static or DC parameters such as threshold voltage, oxide thickness, etc. All-digital
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process monitor has been proposed by Klass et al. [11] which converts process
variability into digital code. A technique to measure local threshold voltage varia-
tion is reported by Rao et al. [12]. A sense amplifier-based test structure [13] has
been used to measure threshold voltage mismatch between two closely spaced tran-
sistors. A test structure to monitor negative-bias-temperature-instability (NBTI) and
oxide degradation is proposed by Karl et al. [14]. The direct measurement of dynamic
parameter such as delay provides enough information which closely match real-time
designs compared to static or DC parametric measurements. Hence, we discussed
circuit techniques to measure delay of individual gate to study the impact random
variation on delay.

ROs are typically employed to measure the impact of delay variation caused by
process variations. These test structures can be easily implemented on-chip and they
have strong sensitivity to process parameter fluctuations [16–21]. The local random
component of delay is averaged out in a RO with large number of stages. So, it is
hard to obtain random gate delay variation using a simple RO. The averaging of ran-
dom variation can be minimized by implementing ROs with 3–5 stages; however, the
frequency of oscillation will be extremely high which will lead to difficulty in real-
ization. Onodera [19] showed the variability in three technology nodes and explained
the importance of within-die variability using on-chip transistor-level and RO-based
measurements.

Delay locked loop (DLL)-based test structure [22] has been reported to measure
the delay of a gate. However, requirement of phase detector and charge pump in DLL
test structure increases area overhead which is not acceptable especially for large-scale
implementation which is required for variability characterization.

In picosecond imaging circuit analysis (PICA) [23, 24] method, the delay of
individual gate can be measured by counting the number of intra-red (IR) photons
from the backside of a thinned package chip. However, the requirement of IR source
in measurement process makes it an expensive approach.

The random sampling technique in Reference 25 has been reported to measure
the delay of standard cells. In this approach, a periodic pulse signal is applied to the
input of the gate under test (GUT) and then the sampling of input and output wave-
form is done randomly. The gate delay is estimated using the joint signal probability
of the samples. The rise and fall delays of the individual gate can be measured at
different input slew and output load conditions using this approach. However, the
random local variation [26] affects the two samplers differently leading to inaccu-
rate delay measurement. The variability of samplers can be reduced by using wider
transistor size which would increase the area of the test structure, as large-scale imple-
mentation is required for random local variability characterization. Another demerit
of the approach is that wider transistor used in sampler will increase the output
loading of the GUT. Hence, it would be hard to measure the delay under low-load
condition.

The ROs with the modified cell as shown in Figure 2.2 is proposed in Reference 27
to measure the incremental delay difference between the two propagation delays of
the same cell for two different control conditions. The major disadvantage of this
technique is that the modified cell is not used in real designs, as it is not available
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Figure 2.2 Modified inverter schematic to measure within-die variation [28].
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Figure 2.3 Modified inverter schematic to measure within-die variation in
Reference 28. © 2009 IEEE

in standard cell library. Additionally, the modified cell cannot measure systematic
spatially co-related process variation.

The cell-to-cell delay mismatch due to process variations is proposed in Refer-
ence 29. The type of cell used in this method is shown in Figure 2.3. The importance
of symmetry in the RO-based method is discussed in Reference 29. However, as the
multiplexer is used outside the RO, the layout of the test structure is not regular.

2.4.2 Rise and fall gate delay variability

The on-chip measurement circuits are broadly categorized into two types such as
digital and analog. The digital techniques are preferred over analog techniques due
to easy on-chip implementation and less calibration requirements. RO-based mea-
surement [28, 30] circuits are most popular digital techniques for on-chip variability
and/or reliability measurement. Some of the analog on-chip measurement circuits are
random sampling [25] and on-chip sampling oscilloscope [31]. In Reference 25, the
random sampling is applied to the input and output of a periodic waveform which is
supplied to the input of the GUT. The rise/fall gate delay is estimated from the joint
probability distribution of the samples. In Reference 31, the rise/fall gate delay is
measured using an on-chip sampling oscilloscope which consists of sampling timing
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generator, reference voltage generator and sampling head. However, these techniques
need analog circuits such as reference voltage generator, sampling head [31] and
sample-hold circuits [25] which requires a lot of calibration and post-processing.

2.5 Gate delay measurement using reconfigurable
ring oscillator

2.5.1 Gate delay measurement cell

The basic concept of gate delay measurement technique is illustrated in Figure 2.4
which has two paths from input to output. Conceptually, the delay of the GUT is
determined by taking the difference of delay between the two paths. This measurement
is quite similar to sensitivity analysis in SPICE. The schematic of the gate delay
measurement cell (GDMC) is shown in Figure 2.5 [32, 33] and consists of the GUT,
two identical multiplexers and four inverters. The delay of the GUT I1 is measured
using this technique. The other inverters I2, I3, I4 and I5 are basically utilized for
buffering and load balancing. Two different configuration settings of multiplexer
Mux1 enable the calculation of gate delay by taking the difference of two period
measurements of the RO. Finally, the calculated delay will be the sum of the delay
of GUT and the difference in path delays between the two inputs and output of the
multiplexer Mux1 (i.e., between input A to output Y and input B to output Y ) due to
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Figure 2.4 Concept of gate delay measurement [28]. © 2009 IEEE
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Figure 2.5 Schematic of a GDMC [28]. © 2009 IEEE
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unequal slew input to two inputs of Mux1 for the two different multiplexer settings.
The accuracy of gate’s delay measurement is limited by the mismatch in multiplexer
Mux1. There are two reasons for mismatch in multiplexer Mux1: (1) random local
mismatch in the multiplexer transistors and (2) input slew variations at the inputs of
the multiplexer. The proper sizing of the multiplexers and buffering can reduce both
these mismatches.

In each GDMC, the two inputs A and B of the multiplexer Mux1 are connected to
the output of GUT I1 and the input of the GUT I1, respectively. The output Y of the
multiplexer Mux1 is connected to buffers which is implemented using two inverters
I2 and I3. It helps in reducing the input slew variation of the signal occurred due
to configuration change in the next stage. Multiplexer Mux2 and inverters I4, I5 are
dummy structures used to provide equal loading to inverter I3 of the previous stage
irrespective of status of the select input of the multiplexers. If Si = 0, the inverter I3

of the previous stage is driven by the combined load at pin “A” of Mux2 and GUT I1.
If Si = 1, the inverter I3 of the previous stage is driven by the combined load at pin
“B” of Mux1 and GUT I1. Hence, the delay of the inverter I3 of the previous stage
does not depend upon states of Si.

Symmetric multiplexer of large size which has balanced delays between input A
to output Y and input B to output Y are used to reduce any systematic mismatches. The
sizes of multiplexer Mux1, inverters I2, I3 are same as of multiplexer Mux2, inverters I4,
I5, respectively. The multiplexers Mux1 and Mux2 are matched in the layout. The size
of the inverters I3 and I5 is same as the output stage of the GUT I1. The above structure
allows symmetry and load matching which helps in finding the individual gate delay.

2.5.2 Reconfigurable ring oscillator structure

The RO consisting of the GDMC is shown in Figure 2.6. As the number of stages
of the RO can be configured externally, hence it is known as reconfigurable ring
oscillator (RRO). The basic idea of gate delay measurement using RRO is applicable
for the measurement of both a non-inverting as well as an inverting logic gate. As
odd number of inverting stages are essential for the oscillation of RRO, there is an
additional requirement for selecting the configuration of multiplexer such that odd
number of inverting stages will be in the path. By properly selecting the configuration
of the multiplexer, it is possible to calculate the delay of any logic gate and is described
in detail in the next sub-section.

GDMC2GDMC1

SN

Enable

S2

GDMCN

S1

Figure 2.6 RO based on GDMC [28]. © 2009 IEEE
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For clarity of explanation, a two-stage and a five-stage RROs are leveraged
to explain the non-inverting and inverting gate delay measurements, respectively.
However, RRO-based gate delay measurement can easily be extended for any number
of stages of RRO.

2.5.2.1 Non-inverting average gate delay measurement
A two-stage RRO is used as shown in Figure 2.7 to explain the non-inverting gate
delay measurement. Table 2.1 shows the notations and definition of variables needed
for gate delay measurement. All the delays in Table 2.1 are the average of rise and fall
delays. As the inverters I4 and I5 are not in the path of the RO, they do not contribute
to the frequency of the RRO.

Non-inverting
gate under test

X1

MB1

MA1

S2

MB2

X2

MA2

S1
S2

S1

Figure 2.7 Non-inverting gate delay measurement showing buffer under test [28].
© 2009 IEEE

Table 2.1 Notations and definitions of variables for gate delay
measurement

Notations Definitions of variables

Xi Average of rise and fall delays of the ith gate I1 under test
MAi Delay between inputs A to output Y of the multiplexer Mux1
MBi Delay between input B to output Y of the multiplexer Mux1
K Delay of the rest of the elements of the RO like the buffers

consisting of inverters I2, I3 of all the cells, the wires, etc.
S Status or configuration vector of the RRO



On-chip gate delay variability measurement in scaled technology node 45

The technique of delay measurement of non-inverting gate is as follows. Let us
consider a non-inverting gate (e.g., buffer) is placed in second stage instead of GUT
I1 (refer Figure 2.5). The minimum number of stages of GDMC needed for non-
inverting gate delay measurement is 2. Let S be the status vector consisting of 2 bits.
If Si = 0, then input A to output Y of the multiplexer Mux1 of the ith stage GDMC is
selected. If Si = 1, then input B to output Y of the multiplexer Mux1 of the ith stage
GDMC is selected. T1 and T2 are the period of RO for two status vectors S = 00, 01,
respectively. Since each GDMC switches twice during a complete cycle, twice the
sum of all the average cell delays equates to a period of the RO signal.

When select status vector S = 00, then the input A to output Y of stages 1 and 2
are connected.

2 ∗
(

2∑

i=1

(Xi + MAi) + K

)
= T1 (2.6)

When select status vector S = 01, then the input A to output Y of stage 1 is
connected and the input B to output Y of stage 2 is connected.

2 ∗ ((X1 + MA1) + MB2 + K) = T2 (2.7)

Taking the difference of (2.6) and (2.7), we get

X2 + (MA2 − MB2) = (T1 − T2)/2 (2.8)

Period measurements of the RO T1 − T2, with two different control word settings
lead to (2.8) for the delay of buffer I1 in the second stage along with the residual error
term, which is the difference in delay from input A to output Y and from input B to
output Y of the multiplexer Mux1.

2.5.2.2 Inverting average gate delay measurement
Five-stage RRO is used as shown in Figure 2.8 to explain the delay measurement
circuit for an inverting gate (e.g., inverter). The status vector S, Xi, MAi and MBi and
K are defined in Table 2.1. The minimum number of stages of GDMC needed for
inverting gate delay measurement is 5. Hence, the status vector is 5 bits. T3, T4, T5

and T6 are the period of RRO for four status vectors S = 00000, 00011, 00110, 00101,
respectively.

When select status vector S = 00000, then the input A to output Y of stages 1,
2, 3, 4 and 5 are connected. Then,

2 ∗
(

5∑

i=1

(Xi + MAi) + K

)
= T3 (2.9)
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Figure 2.8 Inverting gate delay measurement showing inverter under test [28].
© 2009 IEEE

When select status vector S = 00011, then the input A to output Y of stages 1, 2
and 3 are connected and the input B to output Y of stages 4 and 5 are connected.

2 ∗
⎛

⎝
3∑

i=1

(Xi + MAi) +
5∑

j=4

MBj + K

⎞

⎠ = T4 (2.10)

Taking the difference between (2.9) and (2.10), we get

X4 + MA4 + X5 + MA5 − MB4 − MB5 = (T3 − T4)/2 (2.11)

When select status vector S = 00110, then the input A to output Y of stages 1, 2
and 5 are connected and the input B to output Y of stages 3 and 4 are connected.

2 ∗
⎛

⎝
∑

i=1,2,5

(Xi + MAi) +
4∑

j=3

MBj + K

⎞

⎠ = T5 (2.12)

When select status vector S = 00101, then the input A to output Y of stages 1, 2
and 4 are connected and the input B to output Y of stages 3 and 5 are connected.

2 ∗
⎛

⎝
∑

i=1,2,4

(Xi + MAi) +
∑

j=3,5

MBj + K

⎞

⎠ = T6 (2.13)

Taking the difference between (2.12) and (2.13), we get

−X4 − MA4 + X5 + MA5 + MB4 − MB5 = (T5 − T6)/2 (2.14)
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Adding (2.11) and (2.14), we get

X5 + (MA5 − MB5) = (T3 − T4 + T5 − T6)/4 (2.15)

To find the delay of inverter I1 in the fifth stage along with the residual error
term requires four period measurements of RRO (i.e., T3–T6), using the four different
control words. The residual term is due to the difference of delay between input A to
output Y and input B to output Y delays of the multiplexer Mux1 of fifth stage. The
two components of residual error are (i) unequal slew at the two inputs A and B of the
multiplexer Mux1 and (ii) local delay variation between input A to output Y and input
B to output Y of multiplexer Mux1. The unequal slew rate at the two inputs of Mux1

for the two different multiplexer settings leads to a residual delay error between the
inputs A, B and multiplexer output Y . We estimated this error by performing SPICE
simulation of parasitic extracted layout in the absence of process variations and is
found to be 1.2 ps. As the approach requires the computation of difference of linear
delay equations, the residual delay error term for the multiplexer delay mismatch
cancels out the global and spatially correlated variation component leaving behind
only the random local variation term. Note that X5 includes sum of nominal gate delay,
global and all the local variation terms (refer to (2.1)).

Measuring the delay of two inverters require four different settings of the control
words. Since this technique of measurement involves computation of difference of
linear equations, the impact of systematic error and background noise is mitigated.
In this technique, one can measure the delay of the inverters of stages (e.g., GUT I1

(refer to Figure 2.5) of stages 2, 3, 4 and 5). However, the delay of inverter I1 of first
stage will be different from I1 inverter of intermediate stage. This is because, the last
stage is driving a long inter-connect while the slew at the first stage will be different
as compared to intermediate stage. That is the reason even though we have 11-stage
GDMCs in each RO, we have shown the results for 10 gates.

The minimum number of stages required for this type of delay measurement is
two and five for non-inverting and inverting gates, respectively. Since the RO requires
an odd number of stages, the number of equations formed using five-stage RO is
C(5, 5) + C(5, 3) = 11 and the number of variables (e.g., gate delays to be measured)
is 5. Hence, the delays can be cross-checked across many different measurements
similar to Reference 27. For our test chip, measurements of 22 different gates each
with six different configurations yield the delay values for the corresponding gates
to be within 0.64 ps (refer to sub-section 2.5.8), indicating the robustness of the
measurements.

The technique presented can be applied to any logic gate by replacing GUT I1 of
Figure 2.5. This enables the measurement of local and global variation of any logic
gate in the standard cell library.

The circuit structure in Figure 2.8 was fabricated in silicon in a 65 nm process
node. Careful attention was paid to power routing to ensure that any variations were
due to process and not due to voltage drop in power grid. Hence, a uniform grid was
laid out and also a ball grid array (BGA) package was chosen to ensure high-quality
power distribution with minimal voltage drop across the cells in the structure.
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Figure 2.9 Experimental setup showing test chip with main board and oscilloscope
output [28]. © 2009 IEEE

2.5.3 Measured results

Each logic gate’s delay measurement requires period measurements of four and two
different oscillator configurations for inverting and non-inverting cell, respectively,
as described in (2.8) and (2.15). Many different sets of configuration words can yield
the delay of the same gate in (2.15). Measurements of 11 different gates each with six
different configurations yield the delay values for the same gate to be within 0.64 ps,
indicating the robustness of the measurements. The experimental setup with the main
board and RO output in oscilloscope is shown in Figure 2.9.

Figure 2.10 shows the measured individual delays of inverter I1 (refer to
Figure 2.5) (normalized to a fan-out one loaded inverter) in each of the 10 stages
of the same ring from two different chips. The inverter-to-inverter delay in the ring,
as a percentage of the mean delay varies by up to 26% for chip1 and 17.4% for chip2,
indicating the effect of intra-chip local variations. There is no discernible pattern of
variation for the delays within the same ring. Between the two chips, the variation
pattern has some similarity, for stages 4–8, but is different for the rest indicating the
randomness of these local variations.

Figures 2.11 and 2.12 show the measured delay spread for inverter I1 among the
10 stages for all the nine different ROs. The cell sizes and layout of I1 for all the 10
stages within each ring is the same. However, there are small changes in the layout,
for each RO, in terms of poly-pitch spacing as well as diffusion widths. We observe
local delay spreads among nominally identical inverters within each ring, from 18% to
28% across the nine rings, again indicating the significant impact of local variations.
Figures 2.13 and 2.14 show the delay spread for the same rings from chip2.
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Figure 2.10 Measured delays of 10 nominally identical inverters in the same ring
from different chips [28]. © 2009 IEEE
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Figure 2.11 Measured mean gate delay and its spread over 10 nominally identical
gates in each ring for five different rings for chip1 to study poly-pitch
effect [28]. © 2009 IEEE

2.5.4 Poly-pitch effect

As mentioned earlier, five ROs are used to study the delay variation due to poly-pitch
distance. Note that the length of transistor of gates in all the five ROs are same;
however, poly-pitch parameter “B” as shown in Figure 2.15 is same in each ring
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Figure 2.12 Measured mean gate delay and its spread over 10 nominally identical
gates in each ring for five different rings for chip1 to study LOD effect
[28]. © 2009 IEEE
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Figure 2.13 Measured mean gate delay and its spread over 10 nominally identical
gates in each ring for five different rings for chip2 to study poly-pitch
effect [28]. © 2009 IEEE

and varied among the rings. From Figures 2.11 and 2.13, it is observed that mean
delay of the gate increases with increase in normalized poly-pitch distance from
0.74 to 1.57 and remains constant beyond 1.57 for both the chips. As observed in
References 34 and 35, the frequency of the RO decreases with increase of poly-pitch
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Figure 2.14 Measured mean gate delay and its spread over 10 nominally identical
gates in each ring for five different rings for chip2 to study LOD effect
[28]. © 2009 IEEE

or poly-silicon spacing and after certain distance frequency remains constant. This
is because, the poly-silicon spacing impacts frequency or in our case individual gate
delay due to photolithography. When the distance between poly pitch is increased,
effective length of transistor in silicon increases and hence the mean delay of the gate
increases. As observed, the delay variance of the gate delay does not depend on the
poly-silicon spacing.

2.5.5 Length of diffusion effect

Five ROs are dedicated for studying delay variation due to change in active overhang
or length of diffusion (LOD). Note that the length of transistor of gates in all the
five ROs are same; however, LOD parameter “A” as shown in Figure 2.15 is same in
each ring and varied among the rings. From Figures 2.12 and 2.14, it is observed that
mean gate delay in these ROs does not depend upon change in LOD. The simulation
results in Reference 36 show that the threshold voltage Vth of N-channel metal oxide
semiconductor field effect transistor (NMOS) increases with decreasing LOD and
saturates at higher LOD for same gate length. In case of P-channel metal oxide semi-
conductor field effect transistor (PMOS), Vth does not change with active overhang.
Since in our experimentation, the normalized LOD lies between 5.48 and 8.57 which
is too large to show up stress due to shallow trench isolation (STI), hence the mean
delay of individual gate remains unchanged. It is important to mention that each point
in Figures 2.11–2.14 is obtained from 10 delay numbers measured from 10 identical
gates in each RO.
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Figure 2.15 Modified transistor layout to study poly-pitch effect and length of
diffusion (LOD) effect showing “A” as active overhang or LOD and
“B” as poly-pitch distance [28]. © 2009 IEEE

2.5.6 Delay variation due to layout orientation

Figure 2.16 shows the delays of the 10 inverters in two ROs, one laid out vertically
and the other horizontally for chip1, showing a delay spread of 19%. Note that in
these two rings, the inverter I1 has a different size, layout and loading compared to
that of Figure 2.11. The pattern of local delay variation is different for the vertical
and horizontal cells. Figure 2.17 shows the delays of the 10 identical inverters in
horizontal and vertical ROs for chip2. Comparison of Figures 2.16 and 2.17 shows
the gate numbers 1, 2, 3, 4, 8 and 10 have a pattern of similarity whereas the rest of
the gates shows opposite pattern showing the randomness of delay variation.

2.5.7 Delay variation due to supply voltage

Figure 2.18 shows the delay variations of the 10 cells in a ring for two different supply
voltages. We observe that the delay and the delay spread at 0.8V are more than that
for 1V, but the pattern of variation is the same. As we decrease the supply voltage, the
spread in delay increases from 17% at 1V to 29% at 0.8V, indicating that the main
source of local variations is the process. Because, the impact of process variation is
more at reduced gate overdrive (supply voltage minus threshold voltage).
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Figure 2.16 Measured delays of 10 nominally identical inverters in horizontal and
vertical orientation RO of chip1 [28]. © 2009 IEEE
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Figure 2.17 Measured delays of 10 nominally identical inverters in horizontal and
vertical orientation RO of chip2 [28]. © 2009 IEEE

2.5.8 Measured accuracy of the delay measurement

As mentioned earlier, the same gate’s delay can be measured in multiple ways, because
the number of equations is more than the number of variables. Note that each equation
corresponds to a specific configuration of the RO, while each variable corresponds to
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Figure 2.18 Measured gate delays in a ring for 1V and 0.8V supply [28]. © 2009
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Figure 2.19 Error in delay measurement of different gates [28]. © 2009 IEEE

the delay of the GUT in each configurable stage. Figure 2.19 shows the delay of nine
different gates, with each gate delay measured in six different ways. The maximum
error in a gate’s delay is found to be 0.64 ps and is quite small compared to measured
delay of the gate.

We have also compared the measured delay results with statistical SPICE simu-
lations. The mean delays are very close to that predicted by SPICE. While we do not
have enough measured data points to infer about the distribution and correlations, we
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Table 2.2 Comparison with other gate delay measurement techniques [28] © 2009
IEEE

Parameters [27] [29] [25] [16, 20] [28]

Area 2 Inv 1 Inv∗∗ + Higher 1 Inv 5 Inv +
1 Mux∗∗∗ 2 Mux

Technology 180 nm 180 nm 180 nm 65/90 nm 65 nm
CMOS∗ CMOS CMOS CMOS CMOS

Accuracy <1 ps Not reported About 1 ps Not reported <1 ps
Feasibility of Yes Yes No No Yes

self-validation
Unmodified cell No No Yes Yes Yes
Inverting gate No No Yes Yes Yes

delay measurement
Non-inverting gate No No Yes No Yes

delay measurement
Robustness to Yes Yes No No Yes

PVT variation
Inter-die delay No No Yes Yes Yes

variation
Intra-die delay Yes Yes Yes No Yes

variation

∗ complementary metal-oxide semiconductor
∗∗ Inverter
∗∗∗ Multiplexer

have found the measured data points to be largely within the distribution predicted by
Monte Carlo SPICE simulations.

Our measurements confirm that local gate-to-gate variations are very significant
in advanced process nodes and need to be accounted for in the models and design
practices. The presented measurement technique is a simple yet powerful way to study
these variations.

2.5.9 Comparison with other works

Table 2.2 compares our assessment of the different aspects of five delay measure-
ment techniques. They have been designed in different technology nodes which
make a true comparison difficult. The techniques of delay measurement in Refer-
ences 16, 20, 27, 28 and 29 are all RO-based designs. The delay measurement in
Reference 25 is based on random sampling and comes the closest in terms of its
ability to measure a single gate’s delay. However, the mismatch in samplers needs
to be mitigated by using larger sizes for the input devices in the sampler. This will
increase the area overhead, and more importantly create loading problems for the GUT.
Our technique has a lower area overhead and it provides some benefits in local variabil-
ity characterization, since one needs to measure a large numbers of devices. Another
benefit of our technique is that the measurement itself does not suffer because of
process, voltage and temperature (PVT) variations as it relies on the computation
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of difference of linear delay equations. Additionally, our approach provides a way
for self-validation of the measured delay, as the delay can be measured in multiple
different ways.

2.6 Measurement of rise and fall delays using standard RO

This section explains the relationship between the rise and fall gate delays of all the
gates in the path of a RO and the positive/negative duty cycle of the RO signal, which
enables the die-to-die rise/fall delay variability measurement using a standard RO
test structure. For simplicity of explanation, a five-stage normal RO is considered
as shown in Figure 2.20. TON and TOFF are the positive or ON and negative or OFF
part of the duty cycle of RO, respectively. In summary, TOFF of the RO is equal to the
sum of rise delay of odd stage inverters and the fall delay of even stage inverters. TON

of the RO is equal to the sum of fall delay of odd stage inverters and the rise delay
of even stage inverters. DR

i and DF
i are the rise delay and fall delay of ith stage gate

in the RO, respectively. Hence, the positive/negative duty cycle of the RO signal is
represented as follows:

∑

i=1,3,5

DF
i +

∑

j=2,4

DR
i = TON (2.16)

∑

i=1,3,5

DR
i +

∑

j=2,4

DF
i = TOFF (2.17)

Assuming each gate in the RO has equal rise delay and fall delay inside a given
chip due to die-to-die process variation. Let us define DR and DF as the rise delay and
fall delay of each inverter in the RO, respectively. Then, positive and negative duty
cycle of the RO signal can be represented in terms of rise delay DR and fall delay DF

of the gates in the path of RO as follows:

3DF + 2DR = TON (2.18)

2DF + 3DR = TOFF (2.19)
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Figure 2.20 Relation between rise and fall delays of gates in the path of RO with
the duty cycle of RO [37]. © 2014 IEEE
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Solving (2.18) and (2.19), we get

DR = (3TOFF − 2TON)

5
(2.20)

DF = (3TON − 2TOFF)

5
(2.21)

Using (2.20) and (2.21) represents how the rise delay and fall delay of each
inverter of the RO can be found out from the positive and negative duty cycle of the
RO signal. The rise delay and fall delay calculations for N -stage RO can be generalized
as follows:

DR = [((N + 1)/2)TOFF − ((N − 1)/2)TON]

N
(2.22)

DF = [((N + 1)/2)TON − ((N − 1)/2)TOFF]

N
(2.23)

Equations (2.22) and (2.23) are useful to find out die-to-die rise delay and fall
delay variation of the inverting gates in the RO. However, the rise and fall delays
of the non-inverting gate cannot be measured using this technique. To measure the
within-die delay variability, a specialized RO structure is required as explained in the
next section.

2.7 Rise and fall gate delay measurement using RRO

In this section, a novel measurement technique of within-die rise/fall delay vari-
ability of individual gate is presented. For simplicity of explanation, a three-stage
RRO is used in case of non-inverting gate whereas a five-stage RRO is used in the
case of inverting gate. However, the technique is valid for any number of stages of
the RRO.

2.7.1 Gate delay measurement cell

The relation of rise delay and fall delay of the gates in the RO to the duty cycle of the
RO is extended to a RRO which is shown in Figure 2.21. The RRO consists of a chain of
back-to-back connected GDMCs which contains the GUT. The GUT can be inverting
or non-inverting gate. The multiplexer Mux1 in GDMC will determine when to keep
the GUT in the RO path based on the select input. The detailed explanations regard-
ing dummy GUT, multiplexer Mux2 and inverter I2 are available in References 38 and
28. However, the GDMC is slightly different from that in References 38 and 28 as the
latter is non-inverting in nature. The inverting nature of the GDMC is useful while
measuring the rise/fall delay of inverting gate. The rise/fall delay of an individual gate
can be determined by taking the difference of duty cycle for two status vectors of the
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RRO (i.e., one with and another without GUT in the path). In case of non-inverting
gate, the rise/fall delay of the individual gate is calculated directly. However, in case
of inverting gate, rise/fall delay of two gates is calculated. The accurate measurement
of duty cycle is very important for accurate rise/fall delay measurement.

2.7.2 Rise and fall delays of non-inverting gate

For simplicity of explanation, a three-stage RRO (i.e., K = 3) is chosen as shown in
Figure 2.22. In this case, all three GUTs are non-inverting gates. Table 2.3 depicts
the notations and definitions of variables used to establish the relationship of the rise
and fall delays of the gates in the path of RRO with the duty cycle of RRO.

Let Si is the select input of multiplexer. When Si = 0, the path from input A to
output Y of the multiplexer Mux1 of the ith stage GDMC is connected. When Si = 1,
the path from input B to output Y of the multiplexer Mux1 of the ith stage GDMC is
connected.

The status vector S = {Si} is defined as a 3-bit vector as three-stage RRO is
considered. When status vector S = {101}, then the multiplexer input B to output Y
of stages 1 and 3 are connected and the multiplexer input A to output Y of stage 2 is
connected. The relationships of rise and fall delays of all the gates in the path of the
RRO with the positive/negative duty cycle are as follows:

DB,F
m,1 + DF

2 + DA,R
m,2 + DB,F

m,3 = T 1
ON (2.24)
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Assume K = 3 in case of non-inverting gates in the RRO and K = 5 in
case of inverting gates in the RRO for simplicity of explanation [37].
© 2014 IEEE

Table 2.3 Notations and definitions of variables for rise and fall delays
measurement [37] © 2014 IEEE

Notations Definitions of variables

DR
i and DF

i Rise and fall delays of ith stage GUT, respectively
DA,R

m,i Rise delay from input A of the multiplexer to the output of inverter I1 of
ith stage GDMC

DA,F
m,i Fall delay from input A of the multiplexer to the output of inverter I1 of

ith stage GDMC
DB,R

m,i Rise delay from input B of the multiplexer to the output of inverter I1 of
ith stage GDMC

DB,F
m,i Fall delay from input B of the multiplexer to the output of inverter I1 of

ith stage GDMC
S Status vector of the RRO
TON and TOFF Positive and negative duty cycle of undivided RRO signal, respectively

and

DB,R
m,1 + DR

2 + DA,F
m,2 + DB,R

m,3 = T 1
OFF (2.25)

Similarly, when status vector S = {111}, the relationships of rise and fall delays
of all the gates in the path of the RRO with the positive/negative duty cycle are as
follows:

DB,F
m,1 + DB,R

m,2 + DB,F
m,3 = T 2

ON (2.26)
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and

DB,R
m,1 + DB,F

m,2 + DB,R
m,3 = T 2

OFF (2.27)

Solving (2.24) and (2.26) gives the fall delay of the non-inverting GUT,

DF
2 = (

T 1
ON − T 2

ON

) −
(

DA,R
m,2 − DB,R

m,2

)
(2.28)

and solving (2.25) and (2.27) gives the rise delay of the non-inverting GUT,

DR
2 = (

T 1
OFF − T 2

OFF

) −
(

DA,F
m,2 − DB,F

m,2

)
(2.29)

2.7.3 Rise and fall delays of inverting gate

Figure 2.22 shows a five-stage RRO (i.e., K = 5) to explain the measurement of
rise/fall delay of inverting gate. In this case, all five GUTs are inverting gates. For
status vector S = {10000 and 11100}, four equations can be constituted relating the
rise and fall delays of GUT, multiplexer and inverter to the duty cycle of the RO signal.

When status vector S = {10000}, the relationships of rise and fall delays of all
the gates in the path of the RRO with the positive/negative duty cycle are as follows:

DB,F
m,1 +

5∑

i=2

DR
i +

5∑

i=2

DA,F
m,i = T 3

ON (2.30)

and

DB,R
m,1 +

5∑

i=2

DF
i +

5∑

i=2

DA,R
m,i = T 3

OFF (2.31)

When status vector S={11100}, the relationships of rise and fall delays of all the
gates in the path of the RRO with the positive/negative duty cycle are as follows:

DB,R
m,2 +

∑

i=1,3

DB,F
m,i +

5∑

i=4

DR
i +

5∑

i=4

DA,F
m,i = T 4

ON (2.32)

and

DB,F
m,2 +

∑

i=1,3

DB,R
m,i +

5∑

i=4

DF
i +

5∑

i=4

DA,R
m,i = T 4

OFF (2.33)

Solving (2.30) and (2.32) gives sum of the rise delay of the two inverting GUTs,

3∑

i=2

DR
i = (

T 3
ON − T 4

ON

) −
[

3∑

i=2

DA,F
m,i −

(
DB,R

m,2 + DB,F
m,3

)]
(2.34)
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and solving (2.31) and (2.33) gives sum of the fall delay of two inverting GUTs,

3∑

i=2

DF
i = (

T 3
OFF − T 4

OFF

) −
[

3∑

i=2

DA,R
m,i −

(
DB,F

m,2 + DB,R
m,3

)]
(2.35)

The first term in the right-hand side of (2.28), (2.29), (2.34) and (2.35) is measured
from the duty cycle of the RRO. The second term in the right-hand side of (2.28),
(2.29), (2.34) and (2.35) is calculated from simulation and subtracted from the first
term of (2.28), (2.29), (2.34) and (2.35) in order to evaluate the respective rise/fall
gate delay. The second term in the right-hand side of (2.28), (2.29), (2.34) and (2.35)
can be minimized by proper sizing of A to Y and B to Y path of the multiplexer. In case
of inverting gate, the sum of rise/fall delay of two gates can be measured. The rise/fall
delay of single gate can be estimated statistically. Let the mean and standard deviation
of sum of rise/fall delay of two gates are μm and σm, respectively. It is assumed that
the rise/fall delay of single gate follows uncorrelated Gaussian distribution with mean
μGUT and standard deviation σGUT. Then, the mean μGUT and standard deviation σGUT

of rise/fall delay of single gate are represented as μm/2 and σm/
√

2, respectively.

2.8 Test chip and measurement results

2.8.1 Measurement of duty cycle

This section explains how the duty cycle of a very high-frequency RRO signal can be
efficiently measured using the sub-sampling principle [39]. In general, the frequency
of the undivided RO is very high. It is difficult to bring the high-frequency signal
out of the chip. A sub-sampling unit is implemented inside the chip to slow down the
signal without losing the duty cycle information of the undivided RRO signal. The
conventional method of converting high-frequency signal to low-frequency signal
using divider is not suitable in this measurement as the positive/negative duty cycle
becomes equal at the output of a divider.

The sub-sampling unit is implemented using an edge-triggered flip-flop with
the undivided RRO signal connected to its data input and the output of the phase
locked loop (PLL) is connected to the clock input as shown in Figure 2.23.
Let T is the period of the undivided high-frequency RRO signal. The clock of period
(T ± �T ) is essential for the proper operation of sub-sampling and is generated using
an on-chip PLL. The undivided RRO signal is first divided down by a programmable
divide-by-(N − 1) circuit. The period of the output signal of the programmable divide-
by-(N − 1) is T (N − 1), which is fed as the input reference clock signal to the PLL.
The PLL multiples the input reference clock signal by N which generates clock of
period (T (N − 1)/N ). In this scheme, the value of �T is T/N . The output of the
flip-flop is the low-frequency sub-sampled signal whose period is (T/�T )(T − �T ).
The duty cycle of the sub-sampled RRO signal contains the information of the duty
cycle of undivided RRO signal. The duty cycle of the undivided RRO signal can be
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Figure 2.23 Sub-sampling unit with PLL for generating (T ± �T) clock [37].
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calculated by dividing the duty cycle of the sub-sampled signal by (N − 1). A con-
ceptual timing diagram of the sub-sampling of a high-frequency RRO signal is shown
in Figure 2.24. The positive/negative duty cycle of the high-frequency RRO signal is
intentionally made unequal in Figure 2.24 to show the effect of sub-sampling on it. It
shows how a high-frequency RRO signal can be converted to a low-frequency RRO
signal using the sub-sampling.

One can avoid the use of a PLL if a high-frequency Input/Output (I/O) is available
such that (1) provide a sub-sampling clock from an external clock generator or (2)
bring the high-frequency RRO signal outside the chip for direct measurement of
the waveform. In those cases, the PLL is not required which greatly reduces the
complexity of the on-chip circuit.

2.9 Measured results

The test chip is fabricated in an industrial 65 nm process to measure the rise/fall delay
of individual gate which is useful to study the advanced aging effect such as NBTI
and Positive Bias Temperature Instability (PBTI) in the nanoscale technology node.
The chip micrograph is shown in Figure 2.25 with dimension of the RRO block and
PLL. Figure 2.26 shows the sub-sampled RRO signal, divided RRO signal and PLL
lock signal in the oscilloscope screen. The divided RRO signal is the output of the
programmable divider in Figure 2.23. In case of the divided RRO signal, the positive
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and negative duty cycle of the signal is equal and it does not carry the duty cycle
information of undivided RRO signal. In case of the sub-sampled RRO signal, the
positive and negative duty cycle of the signal is unequal as it preserves the duty cycle
information of undivided RRO signal. Hence, the duty cycle of the sub-sampled
RRO signal is useful to extract the rise and fall delays of individual logic gate. Some
measured results from the test chip are presented below.

2.9.1 Impact of body-bias

The impact of body-bias voltage on the within-die variation of rise and fall delays is
investigated. Figure 2.27(a) shows the rise and fall delays variability of buffer across
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P-well body bias (VPW). It is found that the fall delay variability decreases with the
increase in the VPW, whereas the rise delay variability does not change much with
the variation in VPW as shown in Figure 2.27(a). The distributions of rise and fall
delays at VPW of 0.2V are shown in Figures 2.28(a) and 2.28(b), respectively. Let
σ and μ are the standard deviation and mean of the delay distribution, respectively.
(σ/μ) is the measure of the within-die variability. It is found that the variabilities of
the rise and fall delays (σ/μ) are 11% and 13.87%, respectively, at VPW of 0.2V.
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2.9.2 Impact of supply voltage

The impact of supply voltage on the within-die variation of rise and fall gate delays
is studied. Figure 2.27(b) shows the measured variabilities of rise and fall delays of
buffer across supply voltages. It is found that the fall delay variability (σ/μ) is more
than the rise delay variability at low supply voltage of 0.9V. The variabilities of rise
and fall delays are equal at nominal supply voltage such as 1.2V. The variabilities of
rise and fall gate delays increase with the decrease of supply voltage which indicates
that the main source of within-die variations is due to the fabrication process. This is
evident that the impact of process variation is predominant at reduced gate overdrive
(supply voltage minus threshold voltage). The variabilities of the rise and fall delays
are 12% and 13.7%, respectively, at supply voltage of 0.9V.At nominal supply voltage
of 1.2V, the variabilities of the rise and fall delays are 10.2% and 9.95%, respectively.

2.9.3 Measurement accuracy

It is important to quantify the measurement accuracy of the rise and fall delays mea-
surement. The rise and fall delays of the same gate (i.e., buffer) are measured at two
different values of N , where N is the frequency multiplication factor of the PLL.
Figure 2.29 shows the measured accuracy of eight GUTs in the RRO for two different
values of N such as 85 and 86. It is found that the accuracy of rise delay for two
different values of N is less than 1 ps as shown in Figure 2.29(a). The accuracy of fall
delay for two different values of N is less than 1.5 ps as shown in Figure 2.29(b). It
confirms the accuracy of the delay measurement scheme.

2.9.4 Comparison with the existing techniques

Table 2.4 compares the various aspects of four delay measurement techniques [25,
30, 31]. The analog measurement techniques such as random sampling [25] require
sample and hold circuit at the input and output of GUT which is susceptible to process
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Table 2.4 Comparison of various rise and fall logic gate delay measurement
techniques [37] © 2014 IEEE

[25] [31] [30] [37]

Principle Random On-chip Pulse RRO’s
sampling sampling scope shrinking duty cycle

Process 180 nm 65 nm 65 nm 65 nm
Digital/analog Analog Analog Digital Digital
Unmodified cell Yes Yes No Yes
Robustness to PVT variation No No Yes Yes

variation. In the on-chip sampling oscilloscope technique [31], each GUT requires a
sampling head which is susceptible to process variation. Our proposed technique does
not suffer from PVT variation as it relies on the computation of difference of linear
delay equations. The pulse shrinking technique [30] requires resizing of the NMOS or
PMOS network inside the GUT for the rise and fall delays measurement. However, the
proposed technique can measure the rise and fall delays of the gate in its unmodified
form (i.e., no resizing of transistors) in the standard cell library. As explained in
Section 2.4, PLL is not mandatory requirement of this type of measurement. The
essential part of the proposed circuit is a RRO that consists of digital gates only,
without any analog components, which makes our circuit suitable to be implemented
in a cell-based digital design environment.

2.10 Summary and conclusions

In this chapter, we have described a circuit technique to measure the average delay
and rise/fall delay of individual gates of a standard cell library using RROs in silicon.
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The average gate delay is measured using the frequency of the RROs and the rise/fall
gate delay is measured using the duty cycle of the RROs. The high-frequency RRO
signal is sub-sampled to generate the low-frequency RRO signal preserving the duty
cycle information which is required for rise and fall delays measurements.

The easy on-chip implementation and sensitivity to process parameters of the
RROs make it suitable for on-chip local variation measurement. Besides local vari-
ability, impact of local supply, temperature and neighborhood can also be studied.
The inherent difference nature of delay measurement makes it immune to the error
introduced due to systematic effects and background noise. The results from a 65 nm
test chip show the efficacy of measurement to within 1 ps accuracy. Delay measure-
ments of different, nominally identical, inverters in close physical proximity show
variations of up to 28% indicating the large impact of local variations. The proposed
technique is quite suitable for early process characterization, monitoring mature pro-
cess in manufacturing, correlating model-to-hardware and studying local variation
and neighborhood effects.
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Chapter 3

Nanoscale FinFET devices for PVT-aware
SRAM

G.K. Sharma1, Manisha Pattanaik1

and Nandakishor Yadav1

This chapter describes nanoscale FinFET devices and their application in SRAM
design. It also discusses variability of nanoscale integrated circuits (ICs) and intro-
duces variability-aware memory design. In the previous two chapters, process
variations were discussed for analog and digital ICs. However, this chapter focuses
on futuristic memory design. A comprehensive variability including process, volt-
age and temperature (PVT) variations has been discussed for future SRAM design.
After analysing the results of PVT-aware designs, it is found that sensitivity-driven
IG-FinFET-based SRAM is the most suitable technique for reliable and high-density
memories. The design of SRAM using a post-CMOS device, namely FinFET widely
adopted in semiconductor industry has been specifically elaborated.

3.1 Introduction

The high-density reliable static random access memory (SRAM) is the bottleneck
of current and future generation high-performance multicore embedded systems. So,
scaling of memory density must continue as it occupies a large fraction of many state-
of-the-art designs. The continued metal oxide semiconductor (MOS) device scaling
results in reduced performance and stability of SRAM cells due to PVT variations [1].
The increased effect of voltage variation is due to the scaling of the supply voltage
with respect to device dimension in order to achieve constant electric field. The
scaled devices further increase the chip density by increasing the effect of temperature
variations due to local hot spots and self-heating. Thus, the increased parameter
variation poses various challenges in nanoscale SRAM cell. The performance, power,
and reliability are the major issues of nanoscale complementary MOS (CMOS)-based
SRAMs due to reduced ON-current and increased leakage current. Further, bulk
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CMOS scaling beyond 45nm technology causes large PVT variations due to high-
channel doping to control the device effectively. Over the years, silicon-on-insulator
(SOI) technology has been developed to enable higher system performance, more
cache memory, better power management, leading to cheaper packaging solutions.
In nanometre regime, SOI FinFET is emerged as an alternative device that addresses
major unresolved issues of scaled MOSFETs. This device has overcome scaling issues
by limiting drain induced barrier lowering (DIBL) and other short-channel effects for
gate length below 45nm technology and achieves the performance as good as classical
CMOS device [2]. The reduced short-channel effects enable low body doping, and
therefore, the lightly doped channel of the FinFET improves its resistance to process
variations. However, variations within most sensitive parameters such as device gate
length, fin width, fin height and gate-oxide thickness may have large impact on
the performance and reliability of scaled FinFET-based SRAM cells. This variation
causes large increase in leakage power, thus results in larger temperature variations
and degrades the thermal problems. Therefore, PVT-aware FinFET SRAM design
has become an important area of concern for academia and industry in order to
significantly improve the performance and reliability of system-on-chip (SOC).

This chapter presents the design and characterization of PVT-aware nanoscale
FinFET-based SRAM. In subsequent sections, various nanoscale FinFET devices
and FinFET-based SRAM topologies are discussed. In addition, FinFET-based SRAM
design challenges, PVT-aware design techniques and their implementations are briefly
presented.

3.2 Nanoscale FinFET devices

Nanoscale multi-gate devices have been gaining significant interest as alternative
devices over the conventional MOSFETs. This is simply due to their key features
such as high control over the channel, smaller subthreshold leakage and reduced
susceptibility to process variations [3]. Double-gate MOSFET (DGMOS) is one such
multi-gate device that addresses the short-channel effects, and FinFET is its first
practical implementation [4].

Figure 3.1 shows the basic DGMOS structure. The DGMOS device is the sand-
wich of a fully depleted SOI device between two gate electrodes connected together.
This provides an improved gate control over the conducting channel and depletion
region. In the fully depleted SOI device, most of the electric field lines propagate
through the buried oxide (BOX) before reaching the channel region. Thus, it reduces
the influence of drain electric field and the short-channel effects [5]. Two inversion
regions are created at the surface of the channel by applying the gate voltage. This
doubles the ON-current (ION) but limits the OFF-current (IOFF) because the front- and
back-gate electric field reduces the leakage current between source and drain.

Frank et al. explored the crucial scaling of the DGMOS device using device
modelling and presented the Monte-Carlo (MC) simulation results [6]. According
to this model, the ideal perfect device is a DGMOS at gate length of 30 nm, oxide
thickness (tox) of 3 nm, and a silicon film thickness (tSi) of 5–20 nm. The practical
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DGMOS is the fully depleted lean-channel transistor (DELTA) [7] with a thin fin and
therefore known as DGFET or DG-FinFET. The term FinFET is first introduced by
the researchers of University of California, Berkeley [8,9] for a nonplanar, double-
gate transistor built on an SOI substrate. However, the planar DGFETs are found
difficult to fabricate using the conventional CMOS technology [10]. This is because
of the problems in aligning the top and buried bottom gate with a low-resistance
gate contact. Moreover, the FinFET device can be easily fabricated by creating a
thin fin vertically. This fin can be built within body (bulk) of the silicon or over the
insulating layer. In general, the FinFET devices are classified into two types: bulk
FinFET and SOI FinFET. Both kinds of FinFET devices are described in the following
subsections.

3.2.1 Bulk FinFET

In the bulk FinFET, fins are etched on a bulk silicon wafer using the plasma etching
and trimming via oxidation steps. Two sides of the fin are isolated using field oxide
to avoid inversion between the fins [11]. Figure 3.2 shows the device structure of the
bulk FinFET having a fin body connected to the substrate directly. The n+ and p+
poly-silicon gates are created on the n− and p-channel bulk FinFETs, respectively.
The gate-oxide thickness of the bulk FinFET is symmetric to the top, front and back
surfaces. The field oxide thickness (TFOX) and the silicon nitride (SiN) thickness
are mostly thicker than the gate oxide to isolate the active devices. The fin height
(Hfin) depends on the depth of the etching. The source/drain (S/D) junction depth
(xj), i.e. the depth from the top surface of the fin to the fin body, which is changeable,
modulates the current–voltage characteristics. The drain junction is formed by tilted
ion implantation. The thick arrow marks in the schematic represent the direction of
the stress due to the SiN layer at high temperature. It seems that the tensile stress
induced by the SiN expansion is increased with the increase in thickness from the
direction of the nitride expansion at high temperature. Further, in the bulk FinFET
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device, both the side channel of the body and the body near the junction depth have
upward stress [12].

In the bulk FinFET device, the ON-current (ION) is normalized to the device width
(Weff ) resulting in an improved FinFET due to lightly doped channel. The source/drain
lateral doping gradient (2 nm/dec) and retrograde well doping gradient (4 nm/dec) are
same for the tri-gate and FinFET devices [13]. The total gate capacitance is larger
for the FinFET device due to larger fringing capacitances. Since the FinFET has a
narrower and taller stripe, the thickness and height of the gate electrode along the
channel-stripe sidewalls are larger for the FinFET structure that results in larger outer
fringing capacitance (Cof ). Similarly, the gate-to-substrate coupling capacitance is
also large for the FinFET device [14]. The bulk-FinFET has the reduced short-channel
effects such as subthreshold current and DIBL by reducing electric field effect between
the source and drain depicted in Figure 3.3. The drain field effect is also reduced due
to lightly doped drain thereby reducing the GIDL effect. The electric field through
bulk is still present in bulk FinFET that causes subthreshold current between source
and drain as illustrated in Figure 3.3.

The gate-controlled electric field across the channel should be symmetric for the
symmetric threshold voltage along the channel. Top and bottom corners of the fin
produce additive electric field from top and side walls. Therefore, the corner channel
is still ON in OFF device state as depicted in Figure 3.4. This shows charge sharing
effect across the top and bottom corners. The small variation in sizing of the fin due to
process variation may further increase the corner effects in the bulk FinFET device.

The bulk FinFET is a cost effective device as it allows the possibility of coex-
istence with the conventional single-gate bulk MOSFET on the same wafer. Over
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the years, SOI technology has been developed to improve the performance of bulk
technology. The main difference between bulk and SOI substrate is the BOX layer
below the active silicon layer. The transistor can operate in partially depleted or fully
depleted mode based on the silicon thickness used for the SOI wafer. Also, the use of
SOI material makes the fabrication of FinFET device easier.

3.2.2 SOI FinFET

In SOI FinFET, an insulating layer is created over the hard mask using lithography
and a silicon fin over it using deposition technique. The fully depleted SOI (FDSOI)
FinFET device improves electrostatic coupling between the gate and channel. This
results in improved linearity, subthreshold slope, body coefficient and current drive
capability. The FDSOI technology is useful for various applications ranging from
low-power to radio frequency designs [15]. Most notable SOI FinFET devices devel-
oped by the researchers are shorted-gate FinFET (SG-FinFET) and independent-gate
FinFET (IG-FinFET) [3]. These FinFET devices are described in the following
subsections.
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Figure 3.5 (a) SG-FinFET structure and (b) corner effects in SG-FinFET

3.2.2.1 Shorted-gate FinFET (SG-FinFET)
In SG-FinFET, the conducting channel is wrapped up by a thin silicon fin that forms
the body of the device. The thickness of the fin is measured in the direction from source
to drain that determines the effective channel length of the device. The wrap-around
gate structure provides an improved electrical control over the channel resulting in the
reduced leakage current and therefore, overcomes other short-channel effects. The
device structure of the SG-FinFET is depicted in Figure 3.5(a). This is basically a
three-gate device namely front, back and top, all are connected by single electrode.
The SG-FinFET device provides higher ON-current (ION) and OFF-current (IOFF or
the subthreshold current) compared to other FinFET devices. The OFF-current (IOFF)
increases due to the corner effects in the SG-FinFET device.

The corner effect is a phenomenon at the edges of the active area adjacent to
shallow trench isolation where leakage is especially strong due to induced electric
field. Under the corner effect, the device is not completely switched OFF due to
additive electric field from top and sidewall gates [16]. This causes the charge sharing
effects between the top and sidewall gates. The single-gate observes the presence of
two threshold voltages at the corners of top and sidewall Si–SiO2 interface [17]. The
difference in the threshold voltages at the corners reduces the switching performance
of the device. The charge sharing effect increases with the increase in chip density
that increases the temperature and results in increase in the OFF-current across the
corners (Figure 3.5(b)). Further, in the SG-FinFET, the fin extension region that is
not under the gate is covered by SiN to isolate the electric fields. This region is known
as spacer of the device. However, this is an unavoidable region because the steep
lateral doping gradient is not adjacent to both the highly doped source/drain region
and the lightly doped channel region. The lightly doped channel is preferred because
it reduces the corner effects [16,18], random dopant fluctuations (RDFs) and mobility
degradation.

Moreover, the corner effect is found severe in shorted-gate devices and to dimin-
ish this effect, top-thick gate oxide is used (Figure 3.6). Hence, when the top gate
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control is completely eliminated, only front and back gates control the channel. How-
ever, the bottom corner effect is still present in the SG-FinFET devices since both the
gate oxides are thicker than the fin depth. The problem of corner effects is addressed
in the variation of the SG-FinFET device named as Omega-gate FinFET (�-gate
FinFET) and explained below.

3.2.2.2 Omega-gate FinFET (�-gate FinFET)
The �-gate FinFET is a single-gate device as shown in Figure 3.7. The thickness
and width of the device are tSi and WSi and the radii of the curvature of the top
and bottom corners are rtop and rbot respectively. In this device also, the conducting
channel is wrapped up by a thin silicon fin which forms the body of the device.
Thin silicon fin is used as channel for conduction between source and drain, and the
single-gate terminal is used to control the device current. The electric field across the
gate is symmetric and smooth due to semi-circular structure of the fin. This provides
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shielding of electric field across the channel, i.e. front, back and top sides [19]. Also,
the gate is extended under bottom side to overcome the bottom corner effects that
results in reduced leakage current. The gate extension of �-gate FinFET not only
shields electric field lines from the drain for decreasing the corner and DIBL effects
but improves the gate-to-channel controllability. With the undercutting of the BOX,
the fin resistance decreases that resembles the Pi-gate structure, i.e. a triple-gate
structure with the gate extending vertically into the BOX [20].

3.2.2.3 Independent-gate FinFET (IG-FinFET)
In IG-FinFET, the top portion of the gate of the SG-FinFET device is etched out, giving
rise to two independent gates as shown in Figure 3.8(a). These two independent gates
can be controlled separately [21]. This is a four-terminal device: front-gate (G1),
back-gate (G2), source (S) and drain (D) terminals as shown in Figure 3.8(b) [22,23]
for n-channel IG-FinFET. In IG-FinFET device structure, Hfin is the height of the fin,
Tfin is the thickness of the fin, L is the effective device gate length, W is the effective
device width, and tox is the gate-oxide thickness. The effective device gate-length (L)
is the distance between source and drain under the poly-silicon. The device width (W )
is defined as [24]:

W = 2NfinHfin (3.1)

where Nfin is the number of fins in the IG-FinFET.
In the IG-FinFET device, lightly doped silicon fin is developed over BOX, and it

is connected to moderately doped source and drain terminals. The spacers are fabri-
cated using SiN to pattern multiple fins in a single device [25]. The device structure
has two poly-silicon gates (front and back) over thin SiO2 [26]. Since tunnelling of
charge carrier increases due to thin gate oxide, high-K dielectric materials are used
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in place of SiO2. These materials reduce tunnelling phenomenon such as band-to-
band, direct and Fowler–Nordheim tunnelling between gate and fin [27]. Further, due
to non-existence of the top gate, this device reduces the corner effect as shown in
Figure 3.8(c). However, few limitations such as difficult fabrication over silicon fin
and increased surface scattering reduce the ON-current of the device.

The lightly doped fin in IG-FinFET reduces the short-channel effect and RDF.The
device parameters are mostly affected by line edge roughness and line width roughness
[24]. The parameters variation changes threshold voltage and ON-/OFF-current of the
device that affects the performance and stability of the IG-FinFET-based circuits. The
gate sidewall spacer thickness and the work function tuning are used to meet the
targeted ON-/OFF-current. The lower work function better controls the channel of
the IG-FinFET and reduces the short-channel effects [28]. Moreover, a thinner fin
better controls the leakage current and the short-channel effects [29]. The variation
in ION and IOFF currents is comparable in IG-FinFET for both thinner and thicker
fins due to the reduced short-channel effects [25,30]. Using BSIM-IMG model, the
IG-FinFET device current [9] is given as:

Ids = μeff√
1 + θsat

(
ψs1,D − ψs1,S

)2

W

L

×
{

�vth

(
Qinv,S − Qinv,D

) + Qinv,S + Qinv,D

2

(
Qinv,S − Qinv,D

)}
(3.2)

where μeff is the effective mobility of electrons, Qinv is the inversion carrier density,
ψs1 is the front-side surface potential, vth is the thermal voltage, θsat and � are given by:

θsat = μeff

vsatL
μeff (3.3)

� = 2 − εsiEs2

Qinv + 2εsiEs2

(3.4)

where εSi is the permittivity of silicon, and Es2 is the average back-gate electric field.
The ON-current increases with the increase in the device width (W ), and the effective
current decreases with the increase in device gate length (L).

The IG-FinFET device has several advantages over other FinFET devices
and found quite effective for low-power and high-performance IC designs includ-
ing SRAMs. Various SRAM topologies based on IG-FinFET devices have been
worked out for designing low-power, high-performance and reliable SRAMs. These
topologies are discussed in the next section.

3.3 FinFET-based SRAM topologies

Several SRAM topologies have been developed in the past keeping in view of the
conventional as well as recent MOS technologies. This section presents FinFET-based
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SRAM topologies due to significant advantages of FinFET devices over the MOFETs
including the continued scaling and the device operation at lower VDD. This leads to
a considerable improvement in the stability in terms of static noise margin (SNM),
read noise margin (RNM) and write margin (WM) at low VDD [31]. Further, FinFET-
based SRAMs provide a better signal-to-noise ratio and reliability as compared to the
conventional MOSFET-based SRAMs [24,32].

Among the conventional MOSFET-based SRAM topologies, namely, 4T, 6T, 8T
and 10T SRAMs are most popular and widely used in commercial products. FinFET-
based SRAM topologies are also realized in the same fashion and classified as 4T,
6T and so on. In FinFET technology, 6T SRAM cell is used as a conventional design.
However, IG-FinFETs are used for designing low-power, high-performance and stable
SRAMs. The IG-FinFET-based 6T SRAM cell topology is discussed in the following
subsection.

3.3.1 IG-FinFET-based 6T SRAM

The IG-FinFET-based 6T SRAM cell topology consists of two cross-coupled inverters
and is shown in Figure 3.9 [32]. Two pull-up transistors (PU1 and PU2) and two
pull-down transistors (PD1 and PD2) are employed to design the cell inverters. The
cross-coupled inverters create a loop that is used to latch the bit in the corresponding
state. In addition, two access transistors (A1 and A2) are used to access the bit from
the SRAM cell. The wordline (WL) and bitlines (BL and BLB) are needed to access
the bit data from the cell. In latch ‘1’ state, the transistors PU1 and PD2 will be turned
ON, and the transistors PU2 and PD1 will be OFF. This helps to store the logic values
(Q = ‘1’ and QB = ‘0’). The wordline (WL) is used to drive the access transistors
(A1 and A2), and keeping the wordline low (i.e. WL = 0) disconnects the SRAM cell
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Figure 3.9 IG-FinFET-based 6T SRAM cell



Nanoscale FinFET devices for PVT-aware SRAM 81

from the bitlines (BL and BLB). These bitlines remain precharged in standby mode.
The cell read and write operations are discussed below.

3.3.1.1 Read and write operation
In read operation, it is assumed that prevailing state of SRAM is ‘0’. The bitlines are
first precharged to VDD and then enable the wordline to logic ‘1’ that turns the access
transistorsA1 andA2 ON.The voltage of column BLB retains its precharge level, while
A1 and PD1 transistors pull down the voltage of BL. The data-read circuitry detects
small voltage difference between BL and BLB that decides logic ‘0’as the data output.
The current path from the access transistor (A1) to the pull-down transistor (PD1) is
called read current path as shown in Figure 3.9. The read performance improves with
the increased read current (Iread), whereas the propagation delay of this operation is
called read access time (Tread).

In write operation, the input drivers, which write the data into the memory,
activate the bitlines. To write ‘1’ into the cell, BL is charged up to VDD and BLB
discharged up to GND. By enabling the worldline, the access transistors (A1 and A2)
turn ON. The pull-down transistor (PD1) turns OFF and the pull-up transistor (PU1)
turns ON. The voltage at node Q attains logic high, while QB goes low. The path from
the pull-down transistor (PD2) to the access transistor (A2) forms the write current
path to write ‘1’. The write performance is improved with the increase in write current
(Iwrite), and the propagation delay in writing the bit into the SRAM cell is called write
time (Twrite).

3.3.1.2 SRAM cell design
Transistor sizing is critical to the SRAM cell design as it plays key role in its correct
operation and also improves the stability of the cell in standby and read operations. In
read ‘0’, the node voltage Q will increase from its initial value of ‘0’. The node voltage
Q can rise to the threshold voltage of PD2 transistor during the read operation, forcing
an unintended change in the stored state. However, the voltage must not exceed the
threshold voltage of PD2, so that the transistor PD2 remains turned OFF during the
read operation, i.e.

VQmax ≤ VthPD2 (3.5)

where VQmax is the maximum voltage at node Q, and VthPD2 is the threshold voltage
of the PD2 transistor. The amount of the current (Ids) flowing through the transistor
depends on its size, i.e. (W/L) ratio and is given by following IG-FinFET device
current [8,9] equation:

Ids = μ0
W

L

[
Qinv,s − Qinv,d

2
(ψs1.d − ψs1.s) + η

KT

q

(
Qinv,s − Qinv,d

)]
(3.6)
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where μ0 is the mobility of electrons, T is the temperature, Qinv is the inversion carrier
density, ψs1 is the front-side surface potential, q is the charge of electron, and � is
given by:

� = 2 − εSiEs2

Qinv + 2εSiEs2

(3.7)

where εSi is the permittivity of silicon, and Es2 is the back-gate side electric field.
The read stability of the SRAM cell increases with the increase of β ratio, i.e. by
increasing the strength of pull-down transistors where β ratio is defined by

β =
(

W
L

)
PD

( W
L )A

(3.8)

The transistor size is also critical to improve the write performance. Let us con-
sider the previous state of SRAM is logic ‘1’ and to change the stored information,
i.e. Q = 0 and QB = 1, the node voltage Q must be reduced below the threshold
voltage of PD2 transistor to turn it OFF. When the transistors A1 and PU1 are turned
ON, the data will be stored in the SRAM cell. The α ratio affects the write operation
of the SRAM cell and is defined by

α =
(

W
L

)
A(

W
L

)
PU

(3.9)

In IG-FinFET, the transistor width (W ) is a function of number of fins (Nfin) and
fin height (Hfin), i.e. W = 2 Hfin × Nfin. The device gate length and fin height are
fixed according to the process technology, and Nfin can be calculated by the designer
and used for the desired read and write operations. Carlson et al. [33] proposed back-
gate bias IG-FinFET-based SRAM cell topology. This topology is described in the
following section.

3.3.2 Back-gate bias IG-FinFET-based 6T SRAM

The back-gate bias IG-FinFET-based 6T SRAM cell that enhances read and write
performances is shown in Figure 3.10. The back-gate biasing is employed to optimize
the performance of IG-FinFET-based SRAMs through a dynamic adjustment of the
effective α and β ratios. In this topology, the back-gates of the access transistors
(A1 and A2) are connected to the storage nodes (Q and QB) of 6T SRAM cell. This
mechanism tunes the gate-work function of the access transistors [33]. If the stored bit
in SRAM is ‘0’, then Q and QB will be at logic high and low levels, respectively. The
back-gate of the access transistor A1 connected to Q is bias at ‘0’ voltage, decreasing
the strength of the access transistor and increases the β ratio of the SRAM cell for
read operation. This forces the access transistor to keep the storage node at ‘0’.
The β ratio is maintained throughout the access and standby mode thereby increases
the RNM.
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Figure 3.10 Back-gate bias IG-FinFET-based 6T SRAM cell (Source: Carlson,
2006, p. 2 [33])

Consider storage nodes Q and QB are at logic ‘0’ and ‘1’, respectively, prior to
write operation. In this case, strength of the back-gate bias transistor (A2) increases
which helps in discharging the storage node QB for flipping the bit. However, the
writability increases with strong access and weak pull-up transistors. Moreover, the
back-gate bias 6T SRAM cell provides improved RNM by tuning the gate-work
function of the access transistors and also exhibits reduced sensitivities to process
variations that results in the yield improvement. The increased process variations and
low-power requirements of SRAMs led the designers to develop new topologies, and
one such topology is PPN 10T SRAM. The IG-FinFET PPN 10T SRAM topology is
described in the following subsection.

3.3.3 IG-FinFET-based PPN 10T SRAM

Basically, PPN-based 10T SRAM topology has feedback loop to restore the storing
nodes during read and standby mode of operations (MOPs) [22,34]. This topology pro-
vides good tolerance towards process variation-aware SRAM designs with increased
stability. The IG-FinFET-based PPN10T SRAM cell topology is shown in Figure 3.11.

This PPN 10T SRAM cell consists of two cross-coupled P-P-N inverters. The
data stored at nodes Q and QB are complement to each other. The transistors PU1,
PI1 and PD1 form a left-side P-P-N inverter, and the transistors PU2, PI2 and PD2

form the right-side inverter. The transistors A1 and PI1 or the transistors A2 and
PI2 form the restoring path depending upon the logic value stored at Q and QB.
The restoring path formed by the transistors A2 and PI2 as shown in Figure 3.11
is the case of QB at logic value ‘1’. The transistors A1 and R1 or A2 and R2 provide
the read current (Iread) path for discharging the bitlines (BL or BLB) depending on the
stored values at Q or QB. The source terminals of the read transistors R1 and R2 are
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Figure 3.11 IG-FinFET-based PPN 10T SRAM cell (Source: Yadav, 2015,
p. 4 [36])

connected to the virtual ground (VGND). In read operation, the VGND is connected to the
ground (GND), and for other operations (write and standby), the VGND is connected
to VDD to reduce the leakage current. Further, the pull-up and intermediate transistors
are connected to the nodes (pQ and pQB), and they are known as the pseudo storage
nodes. Each of the pseudo storage nodes is located between the two cascaded pFinFET
transistors forming the P-P-N inverter. During the read operation, these nodes provide
an isolation mechanism between the bitline pair and the true storage nodes (Q and
QB) that results in reduced data-dependent bitline leakage.

In read operation, the bitlines (BL and BLB) are first precharged to VDD and then
enable the wordline (WL) while VGND is connected to GND. The access transistors
(A1 and A2) are turned ON, and one of the read transistors (R1 or R2) will be ON
according to the stored bit in the SRAM cell. The small voltage difference between
bitlines, BL and BLB, allows to read the store bit, and the cell provides isolated read
from the storage nodes. The intermediate transistors (PI1and PI2) form the feedback
path to restore the nodes in order to improve the read stability of the SRAM cell. In
write ‘1’ operation, the bitline BL is first precharged to VDD, and the bitline BLB
is discharged, and then enable the worldline (WL) to turn ON the access transistors.
The pull-up transistor PU1 and the pull-down transistor PD1 will be turned ON and
OFF, respectively, to store the bit. However, the intermediate transistors (PI1 and PI2)
limit the write performance by providing prevailing isolation path between pseudo
and storage nodes.
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The write performance and increased process variations issues have been
addressed by Yadav et al. [22,35] and proposed different IG-FinFET-based PPN 10T
SRAM topologies, namely back-gate bias 10T, cross-coupled back-gate bias 10T and
hybrid back-gate bias 10T topologies. All these IG-FinFET-based SRAM topologies
are discussed in the subsections to follow.

3.3.3.1 Back-gate bias PPN 10T SRAM
The IG-FinFET-based back-gate bias PPN 10T SRAM cell topology is shown in
Figure 3.12. This cell utilizes differential sensing with 10T transistors, two wordlines
(WL and WWL) and two bitlines (BL and BLB).Two intermediate transistors (PI1 and
PI2) are employed to restore the storage node values during cell operation and raise
the switching threshold of the inverter during the read operation. The read transistors
(R1 and R2) are active by VGND signal only in read operation. This strengthens the
proposed SRAM topology for subthreshold read operation and reduces the power
budget. The WWL signal enables in write mode, and it provides strength to the
intermediate transistors (PI1 and PI2) thereby increases the write performance. Both
the intermediate transistors are moderately ON during write mode that results in
direct conducting path between access and storage node. This considerably improves
the write performance as well as the stability of the SRAM cell.

The stability of SRAM is a function of α and β ratios as WM and RNM are
proportional to α and β, respectively. Since the device current is a function of W , α



86 Nano-CMOS and post-CMOS electronics: circuits and design

and β can be represented in terms of the device current for the back-gate bias SRAM
topology as

β = IR/IA (3.10)

α = IA/((IPU + IPI) (3.11)

where IA, IR, IPU and IPI are the current flowing in access, read, pull-up and interme-
diate transistors, respectively. The maximum read current is flowing through access
and read transistors (neglecting IPI) that results in increased β ratio. The intermediate
transistors are moderately ON. Hence, the stability of read and write is increased col-
lectively in case of the increased α ratio as compared to the conventional 6T and PPN
10T topology. However, this topology needs one additional control line, i.e. WWL,
resulting in increased layout of the SRAM. To overcome this problem, new SRAM
cell topology namely cross-coupled back-gate bias 10T is proposed by Yadav et al.
[22] and is described in the next subsection.

3.3.3.2 Cross-coupled back-gate bias PPN 10T SRAM
This IG-FinFET-based 10T SRAM cell topology has different (cross-coupled) feed-
back mechanisms over back-gate bias 10T SRAM cell as shown in Figure 3.13 [35].
The intermediate transistors are cross-coupled that provides feedback in order to
improve read/write performance of the SRAM cell. These transistors (PI1 and PI2)
are ON based on the data input that results in storing the bit in small time interval. This
shows unique write operation dependent on the data input. However, in read mode,
the back-gates of the intermediate transistors are completely OFF thereby, increases
strength of the inverter to improve the RNM of the SRAM cell. Other operations
namely standby and write are similar to the previous SRAM cell [22,35]. This SRAM
cell topology is further modified to enhance read/write performance and improvement
in its stability. The modified IG-FinFET-based 10T SRAM topology is described next.

3.3.3.3 Hybrid back-gate bias PPN 10T SRAM
In hybrid back-gate bias PPN 10T SRAM cell topology, the back-gate bias approach is
combined with the cross-coupled back-gate bias approach. Figure 3.14 [36] shows the
schematic of hybrid back-gate bias 10T SRAM cell topology. The additional back-
gate biasing in the pull-up and pull-down transistors improves write performance
along with stability. The back-gate of these four transistors will be OFF in the entire
operation cycle. Hence, this also saves significant power of the SRAM cell. The
read and write operation of this SRAM topology is similar to the back-gate bias 10T
SRAM topology. In hybrid topology, both gates of the access transistors (A1 and A2)
are enabled (i.e. connected to VDD) in read operation that provides sufficient RNM.
In this topology, the cell operations such as standby and write are also similar to the
previous 10T SRAM topologies.

The SRAM cell stability is one of the major issues addressed in all the cell topolo-
gies discussed so far. The key factors that decide the cell stability are SNM, RNM
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and WM. These factors are governed by the device parameters of all the transistors
employed in a given SRAM cell topology. Further, data retention in standby and read
modes is an essential requirement of the SRAM, and the cell stability plays an impor-
tant role for the correct operations of the SRAM cell. The stability analysis of the
above IG-FinFET-based SRAM topologies is given in the following subsection.

3.3.4 Stability analysis

The cell stability is defined as the maximum DC noise voltage (Vn) that its topology
can tolerate without changing the present stored bit. In the SRAM cell, it is measured
in terms of SNM, RNM and WM.The stability of the various IG-FinFET-based 6T and
10T SRAM cell topologies is analysed through simulations using 32 nm Predictive
Technology Model (PTM) [37] at 300 mV supply voltages [36]. The butterfly curve
of the cross-coupled inverter for different SRAM topologies is shown in Figure 3.15.
The curve clearly shows that the hybrid PPN10T cell provides improved SNM over
other 6T and 10T cells. Figure 3.16 [22,35,36] gives the comparative analysis in
terms of WM, SNM and RNM for 10T [38], PPN 10T and hybrid back-gate bias 10T
SRAM cells.

The simulation results show that the effect of process is increasing rapidly with
the technology advancement, and it is not limited to ∼10% [30] as was the case in the
conventional CMOS technology. The process variations ultimately degrade the yield
and reliability of the SRAM due to decreased RNM, SNM, etc. In order to analyse the
cell stability under process variation, MC simulation for 5000 points with 6σ = 10%
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deviation (variation) for statistical analysis is conducted. The Gaussian distribution
plots for RNM with process variations (intra-die) are shown in Figure 3.17 [36].
These plots demonstrate the variation in the RNM of the PPN10T, back-gate bias
10T, cross-coupled back-gate bias 10T and hybrid back-gate bias 10T SRAM cells.
It can be further observed that the standard deviation of the hybrid back-gate bias
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SRAM cell is smallest among all the topologies. This exhibits higher tolerance in
case of the hybrid back-gate bias SRAM cell towards process variations as compared
to other topologies.

Under intra-die process variations, the IG-FinFET-based SRAM topologies have
been evaluated and plotted the RNM at each Process Corner (PC) with varying supply
voltages for different topologies are evaluated as shown in Figure 3.18 [36]. These
results show that the hybrid back-gate bias SRAM cell provides improved (higher)
RNM over other 6T and PPN10T SRAM cells. The improved RNM for the hybrid
back-gate bias cell topology is due to the presence of the restoring path. Further,
since RNM also depends on temperature, the simulations have been carried out to
observe the behaviour of RNM under the influence of temperature. The simulation
results obtained are shown in Figure 3.19 [36] that clearly demonstrated that the
temperature variation effect on the hybrid SRAM cell topology is less as compared
to other PPN10T topologies.
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The PVT analysis for 6T, 10T (proposed by Ebrahimi [38]) and PPN 10T SRAM
cell show that the hybrid back-gate bias 10T cell exhibits improved tolerant towards
PVT variations. Hybrid back-gate bias 10T SRAM cell mitigates process variation
effectively, whereas it shows marginal improvement with respect to voltage and tem-
perature variation due to the high hot spot, self-heating and hot carrier injection (HCI)
effect in FinFET. The FinFET-based SRAM cell design challenges are discussed in
next section.

3.4 FinFET-based SRAM design challenges

FinFET-based SRAMs deliver various benefits over the conventional MOSFET-based
SRAMs due to the un-doped fully depleted channel (fin). However, there are many
design challenges due to the novel FinFET device, its critical layout and the effect
of PVT variations. The important design challenges of such SRAM cells are the
optimization of device dimension (optimized α and β ratios) for successful read and
write operation, stable and reliable design for scaled supply voltage, implementation
of symmetric device, alignment of vertical square shape fin, physical layout issue
to match FinFET device width and realization of long-channel device for read/write
buffer [39,40]. Due to PVT variations, the design issues are critical in the design of
SRAM cell because of the nanoscale device dimension and high memory density.

The reliable and stable SRAM requires fine geometry of nanoscale FinFET
devices. The FinFET device dimensions such as fin thickness (Tfin), fin height (Hfin),
fin length (Lfin) and gate-oxide thickness (TOX) are process sensitive, and they are
affected by LER, HCI and RDF [24,41]. This results in mismatch of the device thresh-
old voltage, ON-current and OFF-current thereby degrading the performance and
reliability of the FinFET-based SRAM. Therefore, process variation tolerant FinFET-
based SRAM design is a major issue to decide the device sizing in order to improve
performance and stability of the SRAM.

Read, write and standby operation of SRAM depends on device sizing and sym-
metric pull-up and pull-down network devices. The cell ratios α and β are defined by
device sizing for correct operation. Strong access transistor increases the write perfor-
mance, but decreases β. Weak pull-up transistor also increases the write performance,
but decreases the read stability [42]. Therefore, a stable FinFET-based SRAM design
requires appropriate α and β ratios especially for low-power SRAM design. However,
low-power designs require scaled supply voltage to reduce power dissipation, and the
supply voltage scales with continuous scaling of device dimension to maintain the
device electric field. The low supply voltage is highly sensitive to the logic level faults,
environmental variations and electromagnetic effects thereby reducing the stability
and performance of FinFET-based SRAM. Therefore, SRAM cell design for lower
supply voltage is an important design challenge where the varying supply voltage is
used to improve performance of the SRAM.

Mostly, the supply voltage scaling and wordline under/over-drive voltage are used
to increase the read and write performance. In case the wordline is driven over VDD

the write performance increases, whereas RNM decreases. Moreover, the under-drive
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wordline improves RNM but reduces the read current and read performance. Thus,
a design trade-off is made between read performance and stability in FinFET-based
SRAM design [43,44]. The important design issues are simultaneous improvement
in performance and stability of FinFET-based SRAM and the read-write conflict that
increases due to Vth mismatch and device scaling.

The continuous device scaling decreases channel area but increases Vth resulting
in Vth mismatch. Since RNM and WM are sensitive to Vth variation because of the
cell ratios α and β, they greatly affect the read and write performance. The higher
β ratio improves the RNM that helps in improving the read performance, whereas
α ratio for write operation is improved with decreased conductance of pFinFETs.
Moreover, threshold voltage of pFinFET increases due to self-heating in high-density
SRAMs. This results in reduced read performance and improved write performance.
Therefore, temperature variation-aware SRAM design is a challenge that requires to
resolve read-write conflict issue [39].

The FinFET device geometry itself provides various challenges for SRAM circuit
and layout design due to vertically placed square-shape fin for conduction. The square-
shape fin increases fringing capacitances and causes corner effects due to charge
sharing at the corners. In the FinFET-based SRAM cell layout, the cell width should
be matched with the fringe fin pitch to provide a smooth shift from the SRAM array to
the peripheral circuit [39,45]. Therefore, its layout is critical in FinFET-based SRAM
design. Further, the realization of long-channel device for peripherals (read/write
buffer) is difficult due to lithographic limitations. In short channel, transistors stacking
in series is a major challenge in FinFET-based designs for high performance.

Reliability is a major concern in FinFET-based SRAM designs due to un-doped
fins in FinFET device that increases the HCI between fin and gate. High-K dielectric
material as gate oxide is used that controls tunnelling current between gate and body
but it limits the ON-current (ION). As a result, self-heating of the FinFET devices
increases under dense SRAM architecture. Negative bias temperature instability and
positive bias temperature instability also affect the performance of FinFET-based
SRAM circuits [46,47], as they shift the device threshold over a period of time and
degrade the reliability.

Many of the above design challenges have been addressed in various novel
FinFET-based SRAM cell topologies proposed by the researchers. However, PVT vari-
ations in the scaled FinFET devices have not been fully concentrated in the design of
the SRAM topologies. Moreover, PVT variations in FinFET-based SRAM cell design
require additional circuits to be incorporated in order to sense the variations. However,
in variation-aware SRAM design, the objective of the designer is not only to detect the
variation but also to provide an efficient mitigation approach. The PVT-aware SRAM
design and various mitigation techniques are described in the next section.

3.5 PVT-aware SRAM design

Process variation has become a major concern in the design of high-performance
nanoscale SRAM. The process parameter variation results in variation in speed and
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power consumption in fabricated dies. Moreover, the temperature along with supply
voltage variation increases in the high-density SRAM architecture and the sensi-
tivity of circuit parameters increases with reduction in supply voltage. Nanoscale
memory cell is more sensitive to device variations causing device mismatch for var-
ious reasons. The standard approach to mitigate PVT variations is to develop novel
FinFET SRAM designs [48] along with mitigation techniques. Some of the mitigation
techniques for reliable FinFET-based SRAM designs are discussed below.

3.5.1 PVT mitigation techniques

Mitigation techniques for PVT-aware FinFET-based SRAM designs first detect the
parametric shift due to random variations and then mitigate the variation effects. Due
to process variation, shift in the FinFET device parameters degrades the stability
and performance of the SRAM. Further, temperature variation causes variation in
leakage current, propagation delay and stability. The supply voltage variation also
results in significant changes in the device parameters. These sources of parame-
ter variations (PVT) are observed by detecting the variation in the device threshold
voltage and leakage current. Sensors are required to measure the leakage current,
propagation delay and threshold voltage. The runtime monitoring of these param-
eters detects the variation in performance and stability of the SRAM due to PVT
variations. After detection of the parameters variation, mitigation can be applied
using supply voltage scaling and back-gate biasing. In general, two types of mitiga-
tion techniques are used in FinFET-based SRAM design: static (fixed) and dynamic
(runtime). Static techniques mitigate the variations during the circuit design accord-
ing to the expected variations in the design whereas dynamic techniques detect
the variations during runtime and apply the mitigation technique. Various static
and dynamic PVT mitigation techniques for IG-FinFET-based SRAM are discussed
as follows.

3.5.1.1 Static mitigation techniques
In recent years, several static mitigation techniques have been proposed to maximize
the immunity against PVT variations [49,50]. Threshold voltage and work function
tuning of IG-FinFET are mostly used to develop these techniques [51]. Ebrahimi et al.
proposed IG-FinFET-based static mitigation approach [52] that utilizes back-gate
voltage and maximizes the yield of the SRAM cell. In this approach, the IG-FinFET
parametric failure mechanism is first identified via the read, write and access failure
mechanism. A model is then developed to predict process variation effects in 45 nm
and 55 nm technology-based SRAMs. In this model, SRAM metrics considers read,
write and standby, Mode of Operations (MOPs) to optimize the yield in the presence of
the process variations. The back-gate voltage is used as a design constraint that affects
the subthreshold current. Other design parameters such as threshold voltage, ON-
current, read current, read/write stability of SRAM are used to model the optimization
function. Particle swarm optimization (PSO) algorithm has been employed to obtain
the optimum back-gate voltage.
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Supply voltage, bitline and wordline voltages are also used to improve SRAM
performance and stability. The variation in SNM and WM for IG-FinFET-based 6T
SRAM with respect to varying supply voltage is shown in Figure 3.20(a) [43]. The
standby stability is high at higher supply voltage. The storage node voltage of SRAM
cell increases at higher supply voltage that decreases the random noise effect. The
required low value of WM decreases with reduced supply voltage that improves the
write-performance. The storage node voltage is reduced at lower supply voltage that
helps in flipping the SRAM cell. Hence, the reduced supply voltage helps in improving
the write performance whereas increased supply voltage improves the read stability.
The read current (Iread) and access disturb margin (ADM) for varying wordline volt-
ages are shown in Figure 3.20(b). The read current increases with increased WL
voltage whereas ADM decreases with increased WL voltage. The ADM is improved
at the cost of reduced read current for under-drive WL and also by reducing the charge
injection from the precharged BL to the low logic (‘0’) node in the active SRAM cell.
This technique can be utilized in designing SRAM with required WM. However, neg-
ative bitline (NBL) assist circuit may further enlarge the WM [43,44]. Thomas et al.
[53] used the NBL approach to improve the SRAM cell stability. In this case, two
different wordlines are used that are connected to the front and back gates of each
access transistors. An IG-FinFET-based SRAM has also been successfully designed
with a considerable leakage reduction [54]. All these static techniques suffer with the
prior assumption of worst-case PVT variations and further deviate from the experi-
mental results in real time scenario. Therefore, dynamic mitigation techniques have
been proposed for random PVT variations that detect variations in runtime.

3.5.1.2 Dynamic mitigation techniques
Dynamic mitigation scheme for PVT-aware SRAM design shown in Figure 3.21
first detects the variation in SRAM parameters due to PVT variations and then
mitigates the variation in FinFET-based SRAM. Selection of SRAM parameters is
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important to consider the variation in the design and to mitigate symmetric vari-
ation effect due to individual PVT variations. Leakage current, propagation delay
and SNM are most common parameters used in dynamic mitigation techniques at
circuit level. Few additional circuits such as current mirror, inverter chain and volt-
age comparator are also employed to monitor variation in leakage, delay and SNM,
respectively.

Most widely used techniques to mitigate the variations in PVT-aware SRAM are
back-gate biasing, NBL and dynamic voltage scaling (DVS). The PVT variations
in SRAM can be mitigated via supply voltage scaling without adding extra circuit
and found very useful in write and standby modes of operation. This technique also
provides large amount of power saving at the cost of degraded performance due to
extra circuitry. At architecture level, redundant row/column-based techniques have
been explored in order to improve yield of the SRAM [55,56]. These techniques
detect and replace faulty cells by adaptively remapping SRAM array. Various dynamic
PVT mitigation techniques using delay, leakage current, NBL and under/over-drive
worldline [43,57–59] are proposed for reliable SRAM design. Most popular and
widely used mitigation techniques such as NBL, leakage and inverter delay monitoring
have been implemented in various PVT-aware SRAM designs. These designs are
presented in the next subsection.

3.5.2 PVT-aware SRAM designs

Various PVT-aware SRAM designs using dynamic mitigation techniques namely,
NBL-driven [43,60], leakage-driven [57] and sensitivity-driven techniques [63] are
discussed here.

3.5.2.1 NBL-driven design
NBL-driven PVT-aware SRAM block schematic is shown in Figure 3.22. In this
design, NBL trigger and negative voltage generator circuit is the main block that plays
key role in improving the write operation as shown in Figure 3.23. The logic level of
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bitline is pulled-down below the GND using boost capacitor (Cboost) just after disabling
the precharge in the access MOP. Different voltage levels for NBL can be achieved
by programming the trigger delay or the number of sources for injecting the charge in
the boost capacitor. Smaller boost capacitor generates a smaller value of charge that
results in a smaller voltage level (VNBL) for NBL. The different negative bitline trig-
gering voltage levels are generated by small value capacitors that provide negative
levels at different time instances using triggering circuit as shown in Figure 3.24 [60],
and the large step size is generated by large delay chain (chain of inverters).

The variation is detected by the global triggering delay circuit, and the delay
is provided by the dummy bitline from the dummy SRAM. The difference between
delays is used to detect the variations in SRAM due to PVT variation. Furthermore, a
fixed inverter chain is used to generate a triggering signal for negative bitline voltage
generator circuit. The bitline signal drops to zero level in case of the late arrival of
the low voltage signal. Moreover, the variation of the delay in the delay chain should
be larger than the bitline discharge rate of the write driver circuit for successful
write operation. According to the detected variations between dummy line and cell
bitline, a negative voltage is generated by the triggering circuit that mitigates the PVT
variations.
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Figure 3.24 Trigger circuit for NBL-driven mitigation (Source: Dubey, 2014,
p. 3 [60])

3.5.2.2 Leakage-driven design
Leakage-driven PVT-aware SRAM block schematic is shown in Figure 3.25. In this
design, circuit-level mitigation technique detects PC of the die, and accordingly back-
gate bias is applied to reduce the failure probability of IG-FinFET-based SRAM.
The back-gate bias voltage is used to tune the device threshold voltage (Vth), and
the SRAM array is designed using hybrid 10T SRAM cell (ref. hybrid 10T cell in
Figure 3.26) [36,57]. This cell has pull-up and pull-down transistors for adjusting
threshold voltage in order to achieve enhanced stability and performance. The cell
ratio depends on pull-up and pull-down transistors sizing, and the back-gate bias of
these transistors is sufficient for stability recovery [42].

The leakage-monitoring circuit is used to detect the process variations in SRAM,
and the leakage current is used to identify the PCs. On the basis of the identified PCs,
dynamic back-gate voltage generator circuit generates the appropriate back-gate bias
voltage.

The selective back-gate voltages for nFinFET (VBGn) and pFinFET (VBGp) are
generated based on the PCs detected by the sensor circuit. The back-gate voltage for
mitigation with respect to the reference voltage depends on: (1) on-chip mechanism
to detect PCs and (2) back-gate voltage applied to each transistor to amend SRAM
failure probabilities and to enhance the performance. The variation in leakage current
of SRAM array depends on device threshold voltage variation [57] and is detected
by using a current mirror circuit [61] as shown in Figure 3.27(a). The measured
leakage current is further amplified and stored in the latch. The output voltage of
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this stage is used to identify the PCs. Larger transistor sizes in the current mirror
circuit are taken into account to reduce the effect of process variation. Further, it
is assumed that the mirror circuit is not influenced by the process variation. The
measured output voltage is then compared with the reference voltages using two
parallel comparators as shown in Figure 3.27(b). Analog differential amplifiers are
used to realize these comparators [57]. Based on the measured PCs, the back-gate
voltage is selected from forward, reverse and zero voltage values and applied to back
gates of the pull-up and pull-down transistors of the SRAM cell. A conventional
multiplexer-based logic circuit can also be employed to select required voltages [5],
and a latch circuit is used to store the selected back-gate bias voltage for SRAM array.
Mostly, the mitigation is applied in standby modes of operation and in other modes
of operation, bypass switch will be ON that provides a direct path from VDD to the
SRAM array. The PCs due to PVT variation are identified by the leakage current as
discussed below.

Identification of PCs
Post-silicon SRAM dies fall into three categories: low threshold corner (Fast-Fast:
FF), high threshold corner (Slow-Slow: SS) and nominal threshold corner (Typical-
Typical: TT). The nominal threshold corner (TT) is a typical design value of threshold
voltage for targeted technology.

As the leakage current shows exponential dependence on threshold voltage,
small inter-die Vth variation results in large leakage shift of the SRAM cell. On
the other hand, intra-die Vth variations cause more spread in Gaussian distribution
plots of leakage current. Under large intra-die process variation, distribution plots
are overlapping as shown in Figure 3.28(a). Therefore, identification of PCs is diffi-
cult under intra-die variation using single-cell leakage current monitoring. Further,
the intra-die threshold voltage variations in different cells of the SRAM array are
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independent [2]. Thus, resulting curves are overlapping, and these can be separated
using central limit theorem [62]. The central limit theorem states that the distribu-
tion of a random variable F (which is summation of large number of independent
variables such as A1, A2,, . . . , An) is assumed normal with each variable mean (μF )
given by:

μF =
n∑

i=1

μAi (3.12)

where n is the number of variables. Moreover, the standard deviation (σF ) is given by:

σF =
n∑

i=1

σAi (3.13)



Nanoscale FinFET devices for PVT-aware SRAM 101

VDD−SRAM

VDD

Inverter−Chain

RD
E

VBSp

WR

RD

VDD

Body-bias
generator

f(PC, MOP)
Latch

WR

Counter

Enable Disable

S0−S5

C0−C3

Q0−Q5 S0−S5

Calibrate

Clk

Reset

Control
logic

DVS
f(PC, MOP) SRAM

VBSn

Figure 3.29 Block schematic of sensitivity-driven PVT-aware SRAM (Source:
Yadav, 2014, p. 119 [63])

Symmetric mean and standard deviation of all the random variable are given by

μM = Ncell μcell (3.14)

σM = √
Ncell σcell (3.15)

μcell

σcell
= 1√

Ncell

σM

μM
(3.16)

where Ncell is the number of cells in a leakage-monitoring array (Ncell is a random
variable for central limit theorem), μM and μcell are the mean values of SRAM array
and cell, respectively, σM and σcell are the standard deviations of SRAM array and
cell, respectively, from (3.16), it is clear that when number of random variable
increases, the dispersion (standard deviation/mean) of the variable F reduces, i.e.
adding more number of variables reduces random variation. The distribution curves
for 512 cells show almost zero deviation in the threshold voltage due to intra-die
variation for different PCs as shown in Figure 3.28(b). The detailed SRAM array
size calculation is discussed in Reference 57. The limitation of this technique is that it
mitigates only inter-die process variations and not exploiting the advantages of PCs in
different MOPs.

3.5.2.3 Sensitivity-driven design
PVT-aware SRAM design using sensitivity-driven mitigation technique is shown in
Figure 3.29. Sensitivity-driven PVT mitigation is a circuit-level technique that detects
PC and MOP of the die and accordingly back-gate biasing or DVS is used to reduce
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the failure probability. The back-gate bias voltage is used to tune the device threshold
voltage (Vth), while DVS is used to tune the circuit performance such as delay and
power by controlling the supply voltage (VDD). Simulation results of SRAM under
different PCs are shown in Figure 3.30. The hold failure occurs in SF PC, read failure
occurs in FS and FF PCs, and write failure occurs in SS and SF PCs. Hence, based
on the MOP and the detected PCs, back-gate biasing and DVS is applied such that it
mitigates variations in SRAM.

The back-gate voltage and dynamic supply voltages are generated based on the
MOPs, i.e. read, write and standby and the PCs, i.e. SS SF, TT, FS and FF. According
to PC and MOP, the reverse back-gate-bias, forward back-gate bias or zero back-
gate-bias (ZBB) is applied to amend SRAM failure probability and to limit the power
budget. If the generated back-gate voltage is not sufficient to mitigate the large vari-
ation in the design, then DVS is applied that results in reducing the leakage/dynamic
power consumption. An inverter chain is used to estimate PCs, because the delay
of the inverter chain depends on threshold voltage. FinFET inverters are designed
identical to SRAM cell inverters in order to mirror the effect of process variation.
Further, central limit theorem is exploited to determine the depth of the inverter
chain, and minimum of 830 inverters is required to identify the PCs that is also con-
firmed through MC simulation. A counter circuit is used to determine the PC as per
the measured delay, and at the end of the count, final state (Q0−Q5) of the counter is
sampled to latch by the enable (E) signal. The DVS block generates an output voltage
(VDD−SRAM) depending on the input signal states (C0–C3). Depending on the latch out-
put (S0–S5) and the MOP, suitable back-gate-bias is applied to SRAM cells that results
in decrease in write-failure probability. The stability of PVT-aware IG-FinFET-based
SRAM designs is analysed in the following subsection.
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Table 3.1 Mean (μ) and deviation (σ ) for RNM

S.No. PC TT FF SS FF with BGV SS with BGV

1 μ 0.31 0.28 0.34 0.3 0.32
2 σ 0.0138 0.018 0.014 0.02 0.013

3.5.3 Stability analysis

In order to analyse stability of PVT-aware SRAM designs, various simulations are
run for leakage and sensitivity-driven IG-FinFET-based SRAM designs using 32 nm
PTM technology [37]. These designs use hybrid-10T SRAM cell (selective back-gate
bias) to develop SRAM array.

Stability analysis for leakage-driven PVT-aware SRAM is first discussed
with/without back-gate biasing. Figure 3.31 illustrates distribution of RNM for dif-
ferent PCs in the worst case using 5000 MC runs for with and without back-gate
bias voltage (BGV) [63]. The corresponding mean value and standard deviation are
shown in Table 3.1 [63]. The simulation results confirm that mean value is correct up
to 94% and 96.7% for SS and FF PCs, respectively. The changes in standard devi-
ation for FF and SS PCs positively are skewed by 0% and 31%, respectively, over
without back-gate biasing. This analysis demonstrates that this technique delivers
significant improvement in stability under process variation. Figure 3.32 shows read-
failure probability for various PCs at different supply voltages. It further demonstrates
that the built-in process tolerance in the back-gate bias hybrid 10T cell gives lower
read-failure probability. Also, along with RNM, WM is equally critical and shows
write-ability of the cell, while WM of the SRAM cell shows ease of writing data in
the SRAM cell.
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Table 3.2 Mean (μ) and deviation (σ ) for WM

S.No. PC TT FF SS FF with BGV SS with BGV

1 μ 0.27 0.25 0.29 0.26 0.26
2 σ 0.014 0.017 0.016 0.012 0.018

The WM distribution plots of write-failure probability for SRAM with and with-
out back-gate bias voltage (BGV) are shown in Figure 3.33 [63]. The corresponding
mean and standard deviation values are given in Table 3.2. The simulation results
show up to 96% correction in mean value of RNM with standard deviation of 14%
(negatively skewed) and 22% (positively skewed) at FF and SS PCs respectively.
The positive back-gate bias increases the conductivity of the transistors and decreases
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the inverter threshold voltage of the SRAM cell. This also increases the β-ratio in the
cell due to the presence of back-gate conducting channel. Figure 3.34 shows write-
failure probability for various PCs at different supply voltages. It further demonstrates
that the built-in process tolerance in the back-gate bias hybrid 10T cell has lower
write-failure probability. The stability analysis for leakage-driven PVT-aware SRAM
is detailed in References 57 and 63.

As far as sensitivity-driven mitigation technique for PVT-aware SRAM design
is concerned, it provides better improvement in RNM and WM as compared to the
leakage-driven mitigation and is shown in Figure 3.35 [63]. The WM and RNM
are measured for back-gate bias and without back-gate bias hybrid-10T SRAM cell
at SS and FF PCs using spice simulation. The error in RNM and WM is calculated
corresponding to detected PC for SRAM with and without back-gate bias voltage. The
back-gate bias voltage is applied for recovery, and these results show that sensitivity-
driven technique gives considerable improvement in recovery of the variations.
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3.6 Conclusion

Due to device scaling in nanometre range, reliability has become a major challenge for
IC designers, especially for future low-power, high-performance large SRAM designs.
This fact motivated SRAM designers to use nanoscale FinFET devices and address
the issues of PVT variations in designing reliable SRAMs. In this chapter, an attempt
has been made to understand various FinFET device structures, SRAM topologies
based on these FinFET devices and SRAM design challenges in the presence of PVT
variations. In addition, recently proposed PVT-aware FinFET-based SRAM designs
have been discussed in this chapter.

In nanoscale FinFET devices, the undoped fin is used to suppress the second-
order effects such as subthreshold current, junction leakage and gate leakage. This
thin fin improves mobility and switching speed of the device. Both bulk FinFET and
SOI FinFET technology devices are discussed in this chapter. The SOI technology
better controls the unwanted electric field effect resulting in reduced short-channel
effect. The use of SOI material makes the fabrication of scaled devices easier, and
therefore, SOI technology is commonly used for multi-gate device fabrication. How-
ever, the charge sharing at the corners of the fin is a major problem in multi-gate
device, and this problem has been resolved in omega and independent-gate FinFETs.
The IG-FinFET device is found as the most suitable device for designing stable and
high-performance SRAMs. The use of back-gate biasing in various IG-FinFET-based
SRAM topologies provides tolerance towards PVT variations. The back-gate bias IG-
FinFET-based 6T and various PPN 10T SRAM topologies are presented along with
their performance and stability analysis.

In order to consider the effects of PVT variations on stability and reliability of
FinFET-based SRAMs in nanoscale region, PVT-aware SRAM design methodologies
are discussed as a major contribution in this chapter. The SRAM designs employ
static and dynamic mitigation techniques to mitigate the PVT variations. Both the
techniques are explained along with their merits and demerits. Finally, dynamic PVT
mitigation techniques namely NBL-, leakage- and sensitivity-driven techniques have
been exploited in recently developed PVT-aware SRAM designs. The design details
along with simulation results and analysis of all the proposed SRAM designs are given
in this chapter. Based on the performance results of the analysed PVT-aware designs,
it appears that sensitivity-driven IG-FinFET-based SRAM produces better results and
may be more suitable for reliable and stable high-density memory designs. Moreover,
the scope of this chapter may be extended to motivate the researchers towards devel-
oping device-circuit and circuit-system co-design PVT-aware approaches to provide
robust and high-density memory designs for future generation multicore embedded
systems in post-CMOS era.
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Chapter 4

Data stability and write ability enhancement
techniques for FinFET SRAM circuits

Shairfe Muhammad Salahuddin1 and Volkan Kursun1

Six-transistor static random-access memory (6T SRAM) cell is the fundamental
building block of memory cache in modern microprocessors. Each bit of data is
stored in an individual 6T SRAM cell in the memory subsystem. Read data stability
and write ability of 6T SRAM cells are degraded with the scaling of CMOS tech-
nology. Conventional circuit techniques for achieving wider voltage margins during
read and write operations cause significantly larger silicon area and increased power
consumption. Several alternative FinFET memory design techniques are presented
in this chapter for achieving stronger data stability during read operations and wider
voltage margin during write operations without causing area and power consumption
overheads in the memory subsystems of microprocessors.

4.1 Introduction

The capacity of on-die memory cache is increased to enhance the performance of
modern microprocessors in each new CMOS technology generation [1–3]. Current
industry standard static random-access memory (SRAM) cells are composed of six-
transistors as shown in Figure 4.1. The data storage nodes (Node-1 and Node-2) of
6T SRAM cells are directly accessed by the bitlines during read operations [1–3].
The stored data is therefore disturbed. Memory banks are also important sources
of leakage power consumption due to the large number of transistors in the SRAM
arrays of modern microprocessors [1–3]. Achieving sufficient data stability, wide
write voltage margin, and low leakage currents are the most important challenges in
the design of nanoscale SRAM circuits. Novel SRAM cells are highly desirable for
achieving more compact, robust, and energy-efficient memory circuits.

In this chapter, independent-gate bias, asymmetrical gate-to-source/drain under-
lap, and gate-underlap engineering are examined as FinFET technology enhancement
options for achieving wider voltage margins during read and write operations in

1Department of Electronic and Computer Engineering, The Hong Kong University of Science and
Technology, Kowloon, Hong Kong
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Figure 4.1 A standard SRAM cell with six transistors

memory circuits. This chapter is organized as follows. Six-FinFET SRAM cells are
introduced in Section 4.2. SRAM cell layout and fabrication challenges are described
in Section 4.3. As a case study, seven different 8Kbit memory arrays that are based on
different SRAM cells and FinFET device structures are characterized and compared
in Section 4.4. Impact of process parameter fluctuations on memory performance
and reliability are investigated in Section 4.5. A summary of this chapter is given in
Section 4.6.

4.2 Six-FinFET SRAM cells

SRAM cells that are composed of six FinFETs with different device structures are pre-
sented in this section. Conventional SRAM cell with symmetrically gate underlapped
FinFETs is described in Section 4.2.1. An SRAM cell composed of independent-
gate FinFETs (FinFET-Inde) is described in Section 4.2.2. An SRAM cell composed
of asymmetrical FinFETs is introduced in Section 4.2.3. A hybrid SRAM cell with
asymmetrical bitline access transistors is described in Section 4.2.4. A hybrid SRAM
cell with asymmetrically gate-underlapped FinFETs is presented in Section 4.2.5.
A single-ended read SRAM cell with underlap engineered FinFETs is described in
Section 4.2.6.

4.2.1 Conventional six-FinFET SRAM cell

The conventional SRAM cell with six symmetrical FinFETs is presented in this
section. The transistors that are used in this SRAM cell are symmetrically gate-
to-source and gate-to-drain underlapped tied-gate FinFETs [4–7]. The symmetrically
gate-underlapped FinFETs (FinFET-Sym) are designed and optimized to match the
International Technology Roadmap for Semiconductors (ITRS) [8] projections for 15
nm FinFET technology node. The temperature for device simulation is 25◦C [8]. Atlas
2D simulator [9] is used to characterize the SRAM cells. Quantum correction, carrier-
carrier scattering, surface scattering, carrier velocity saturation, field-dependent
mobility, concentration-dependent mobility, and temperature-dependent mobility
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Figure 4.2 The cross-sectional view (along the gate length) of n-type tied-gate
FinFET with symmetrical gate-underlaps (FinFET-Sym). Gate
work-function = 4.4 6eV. Fin height = 15 nm
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Figure 4.3 The conventional six-FinFET SRAM cell with symmetrically
gate-underlapped tied-gate transistors (SRAM-Tied). All of the six
transistors are tied-gate FinFETs with symmetrical gate-underlaps.
The transistor sizes (width/length) are in nanometers assuming
a 15 nm FinFET technology

models are used in the simulation. The gate length, fin thickness, and fin height
of transistors are 15 nm, 6 nm, and 15 nm, respectively. The gate work-functions of
the n-type and p-type FinFETs are 4.46 eV and 4.88 eV, respectively. Equivalent gate
oxide thickness is 0.7 nm [8] (1.9 nm HfO2 + 0.4 nm SiO2). Gaussian source and
drain doping profiles are assumed with peak doping concentration and characteristic
length [9] of 2 × 1020 cm−3 and 2 nm, respectively. The profile of the optimized n-type
FinFET-Sym is shown in Figure 4.2. The on-current and off-current that are produced
by the minimum size (single-fin) n-type FinFET are 1756 μA/μm and 82 nA/μm,
respectively.

An SRAM cell with symmetrical tied-gate FinFETs (SRAM-Tied) is shown in
Figure 4.3 [1]. All the transistors in SRAM-Tied have identical gate underlaps. The
bitline access transistors in SRAM cells are preferred to be weaker as compared to the
pull-down transistors for lowering the disturbance of voltage on data storage nodes
during read operations [1–3]. In order to maintain sufficient read data stability with
SRAM-Tied, the β-ratio is assumed to be 2 [2] (two fins in each of the pull-down
transistors) in this study. The bitline access transistors are preferred to be stronger
as compared to the pull-up transistors in cross-coupled inverters for providing wider
voltage margin and higher data transfer speed during write operations [1–3]. The pull-
up transistors in SRAM-Tied are therefore designed to produce half of the on-current
as compared to the bitline access transistors in this study.
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Figure 4.4 The cross-sectional view of n-type independent-gate FinFET
(FinFET-Inde). Fgate: front-gate. Bgate: back-gate. Two gates are
untied and independently biased/controlled
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Figure 4.5 Six-FinFET symmetrical SRAM cell with independent-gate bitline
access transistors (SRAM-Inde) [3]. WL, write wordline. RWL,
read-write wordline. The transistor sizes (width/length) are in
nanometers assuming a 15 nm FinFET technology

4.2.2 Independent-gate FinFET SRAM cell

A symmetrical SRAM cell with independent-gate bitline access transistors (SRAM-
Inde) is proposed in Reference 3 for achieving enhanced data stability as compared to
SRAM-Tied during read operations. Similar to SRAM-Tied, the cross-coupled invert-
ers are composed of tied-gate symmetrical transistors in SRAM-Inde. The bitline
access transistors are however independent-gate FinFETs. The independent-gate Fin-
FET (FinFET-Inde) profile that is used in this study is shown in Figure 4.4. Underlap
length and size of each of the transistors in SRAM-Inde are identical to SRAM-Tied.
SRAM-Inde is shown in Figure 4.5.

In a FinFET-Inde, two vertical gates are separated by an oxide on top of the sili-
con fin [3, 10, 11], as shown in Figure 4.4. A FinFET-Inde operates in the dual-gate
mode when both gates are biased to induce channel inversion. Alternatively, an n-type
FinFET-Inde operates in the single-gate mode when one of the gates is deactivated
by connection to ground. Disabling one of the gates in the single-gate mode reduces
the on-current of a FinFET-Inde due to the weaker field-effect as compared to the
dual-gate mode. The independent-gate bitline access transistors operate in the single-
gate mode during read operations. The read data stability is thereby enhanced with
SRAM-Inde as compared to SRAM-Tied. Alternatively, the bitline access transistors
operate in the dual-gate mode during write operations. SRAM-Inde thereby provides a
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Figure 4.6 Cross-sectional view (along the gate length) of an asymmetrical n-type
tied-gate FinFET-Asym1

write voltage margin that is similar to SRAM-Tied. The data access delay is however
significantly increased due to weaker bitline access transistors during read opera-
tions with SRAM-Inde as compared to SRAM-Tied. The FinFET-Inde technology
also increases the number of processing masks and fabrication complexity. Further-
more, the layout area is increased due to the additional gate-contacts in FinFET-Inde.
Memory integration density (bits/μm2) is thereby degraded with SRAM-Inde.

4.2.3 SRAM cell with asymmetrically overlap/underlap
engineered FinFETs

The cross-sectional view of an n-type asymmetrically gate overlap/underlap engi-
neered tied-gate FinFET (FinFET-Asym1 [12]) is shown in Figure 4.6. The left side
of the channel is overlapped, while the right side is underlapped by the gate terminal
in the asymmetrical FinFET-Asym1 structure [12].

The on-current that is produced by an asymmetrical FinFET varies depending on
the direction of current flow. When the voltage level of the left electrode is higher
than the right electrode, the right electrode is the source of charge carriers, while
the left electrode is the drain terminal in an n-type FinFET-Asym1. The underlap
region on the source side (right side) is far away from the gate. The fringing electric
field that emerges from the gate cannot induce sufficient number of carriers in the
underlap region on the source side. The channel resistance is therefore increased. Due
to the asymmetrical design of FinFET-Asym1, the on-current flowing from the left to
the right (ILR) is reduced as compared to a symmetrical FinFET with identical gate
length and channel width. Suppressing ILR of bitline access transistors is desirable
for achieving stronger data stability during read operations in SRAM cells.

Alternatively, when the voltage level of the right electrode is higher than the left
electrode, the left electrode is the source of charge carriers while the right electrode
is the drain terminal in an n-type FinFET-Asym1. Since the left side of the device
is gate overlapped, a higher concentration of carriers is induced in the channel area
with stronger field-effect. Drain induced depletion on the right side of the channel
further reduces the channel resistance at the gate-underlap region. As illustrated in
Figure 4.6, the on-current flowing from the right side of the device to the left side
(IRL) is significantly higher as compared to the left-to-right on-current (ILR) due to the
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Figure 4.8 Cross-sectional view (along the gate length) of the asymmetrical n-type
tied-gate FinFET-Asym1 that is used for SRAM cell design in this study.
Gate work-function = 4.46 eV. Fin height = 15 nm. Fin thickness = 6 nm

asymmetrical design of FinFET-Asym1. Production of high IRL by the bitline access
transistors is critically important for achieving faster data transfer and wider voltage
margin during write operations in 6T SRAM cells.

The gate overlap length is 10% of the nominal gate length in FinFET-Asym1
[1, 3, 12]. The underlap on the right side of the device is optimized for lowering ILR

as much as possible, while maintaining IRL similar to the on-current of the optimum
FinFET-Sym in this study. The right-to-left on-current (IRL) is similar to the on-
current of the optimum FinFET-Sym when the right underlap and left overlap lengths
are 6 nm and 1.5 nm, respectively, as shown in Figure 4.7. The preferred underlap and
overlap lengths in FinFET-Asym1 are therefore 6 nm and 1.5 nm, respectively. Due
to shorter effective channel length in FinFET-Asym1, however, the off-currents that
flow from right-to-left and left-to-right are increased by 3.8× and 2.7×, respectively,
as compared to FinFET-Sym. The FinFET-Asym1 profile that is used for SRAM cell
design in this study is shown in Figure 4.8. The saturation region drain current of
FinFET-Asym1 and FinFET-Sym are compared in Figure 4.9 (a). ILR that is produced
by FinFET-Asym1 is 36.2% lower as compared to the on-current that is produced by
FinFET-Sym.
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Figure 4.9 Comparison of drain currents that are produced by asymmetrical n-type
tied-gate FinFET-Asym1 and symmetrical n-type tied-gate FinFET-Sym.
(a) Saturation region drain current. Vdrain = 0.8V. Vsource = 0V. (b)
Linear region drain current. Vdrain = 50 mV. Vsource = 0V. T = 25◦C
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Figure 4.10 Purely asymmetrical SRAM cell (SRAM-Asym) [12]. All of the six
transistors are tied-gate FinFETs with asymmetrical gate
overlap/underlap. Asymmetrically gate overlap/underlap engineered
FinFETs are represented with shifted asymmetrical thick lines along
the channel. The transistor sizes (width/length) are in nanometers
assuming a 15 nm FinFET technology

By employing asymmetrically gate overlap/underlap engineered FinFETs
(FinFET-Asym1), a purely asymmetrical SRAM cell (SRAM-Asym) is proposed
in Reference 12. The strength of bitline access transistors are automatically adjusted
as the direction of current flow is reversed during read and write operations with this
technique. SRAM-Asym is shown in Figure 4.10. All of the transistors in SRAM-
Asym are tied-gate and asymmetrical (FinFET-Asym1). The gate-underlapped sides
(right sides) of the pull-up, pull-down, and bitline access transistors are connected
to the data storage nodes. The gate overlapped sides of the bitline access transistors
are connected to the bitlines. The gate overlapped sides of the pull-up and pull-down
transistors in cross-coupled inverters are connected to Vdd and ground, respectively.

The pull-down transistor that holds a “0” operates in linear region during read
operations in a 6T SRAM cell. Higher linear region on-current is desirable in the pull-
down transistors of cross-coupled inverters for providing stronger data stability during
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read operations. The linear region drain currents of FinFET-Asym1 and FinFET-Sym
are compared in Figure 4.9 (b). The linear region ILR and IRL that are produced by
FinFET-Asym1 are 20.1% and 18.2% lower, respectively, as compared to the linear
region on-current that is produced by FinFET-Sym. The data stability enhancement
that is provided by SRAM-Asym is limited despite having weaker bitline access
transistors as compared to the symmetrical memory cells. Furthermore, the leakage
currents that are produced by the asymmetrical transistors in cross-coupled invert-
ers are higher as compared to the symmetrical transistors. SRAM-Asym therefore
consumes significant leakage power in idle mode.

4.2.4 Hybrid SRAM cell with asymmetrically
overlapped/underlapped bitline access transistors

Symmetrical FinFETs are preferable in cross-coupled inverters for producing lower
leakage currents in an SRAM cell. Alternatively, asymmetrical transistors are prefer-
able for bitline access to achieve stronger data stability during read operations. Based
on these observations, a hybrid SRAM cell (SRAM-Hybrid1) that employs both
symmetrical and asymmetrical tied-gate transistors is proposed in Reference 13 as
shown in Figure 4.11. Asymmetrically gate overlap/underlap engineered tied-gate
FinFETs (FinFET-Asym1) are employed as bitline access transistors. Alternatively,
cross-coupled inverters are implemented with symmetrical tied-gate FinFETs (see
Figure 4.2 for the FinFET-Sym profile) in order to enhance read data stability and
suppress subthreshold leakage currents with this technique as compared to the purely
asymmetrical SRAM-Asym.

The operations of SRAM-Asym and SRAM-Hybrid1 are similar. The bitline
access transistors are turned-on to initiate a read operation. The read current (ILR)
that flows from the bitline to the node that stores a “0” is weakened with FinFET-
Asym1 as compared to a symmetrical transistor during read operations. Furthermore,
the symmetrical pull-down transistor that stores a “0” in SRAM-Hybrid1 is stronger
as compared to the asymmetrical pull-down transistors in SRAM-Asym during read
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Figure 4.11 A hybrid six-FinFET SRAM cell (SRAM-Hybrid1). The bitline access
transistors are asymmetrically gate overlapped/underlapped tied-gate
FinFETs (FinFET-Asym1). The transistors in cross-coupled inverters
are symmetrical tied-gate FinFETs (FinFET-Sym). The transistor sizes
(width/length) are in nanometers assuming a 15 nm FinFET
technology
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operations. The voltage disturbances on data storage nodes are therefore smaller in
SRAM-Hybrid1 as compared to both SRAM-Asym and SRAM-Tied. The read data
stability is thereby enhanced with SRAM-Hybrid1 as compared to SRAM-Asym and
SRAM-Tied.

The bitline access transistors are turned-on during write operations. Provided that
a “0” is forced from BL-1 to Node-1 where a “1” was previously stored, the bitline
access transistor (N3) competes with the pull-up transistor (P1) to discharge Node-1
from Vdd to 0V. The gate overlapped terminal of N3 (the left side of the asymmetrical
FinFET-Asym1 in Figure 4.8) that is connected to the bitline acts as the source of
electrons. The channel series resistance of the asymmetrical bitline access transistor
is reduced due to stronger field-effect and channel inversion at the source end. The
write currents (IRL) that flow from the data storage nodes to the bitlines in SRAM-
Asym and SRAM-Hybrid1 are similar to SRAM-Tied. The pull-up transistor that
holds a “1” is weaker in SRAM-Asym as compared to other SRAM cells. The write
voltage margin of purely asymmetrical SRAM-Asym is therefore wider as compared
to SRAM-Tied and SRAM-Hybrid1.

4.2.5 SRAM cell with asymmetrically gate-underlapped
transistors

The hybrid asymmetrical FinFET SRAM cell (SRAM-Hybrid1) that is presented in
Section 4.2.4 is effective in achieving stronger data stability and write ability. Due to
shorter effective channel length, however, FinFET-Asym1 produces higher bitline
leakage current as compared to symmetrical FinFETs in the idle mode. Larger bitline
leakage currents increase the power consumption in idle mode. Furthermore, larger
bitline leakage currents degrade the read speed and may cause read failure particularly
at ultra-low power supply voltages [14]. An alternative hybrid FinFET SRAM cell
with asymmetrically gate-underlap engineered tied-gate bitline access transistors that
is proposed in Reference 15 is presented in this section to suppress the bitline leakage
currents while providing similar read data stability and write ability as compared to
SRAM-Hybrid1.

The cross-sectional view of an n-type asymmetrically gate-underlap engineered
tied-gate FinFET (FinFET-Asym2) is shown in Figure 4.12. The underlap on the right
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Figure 4.12 Cross-sectional view (along the gate length) of an asymmetrical
n-type tied-gate FinFET-Asym2
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side is longer as compared to the left side in an asymmetrical FinFET-Asym2 [16].
When the voltage level of the left terminal of FinFET-Asym2 is higher than the right
terminal, the on-current flowing from the left side of the device to the right side (ILR) is
reduced due to the increased series resistance of the channel with the longer underlap
region on the right side of the device. Suppressing the ILR of bitline access transistors
is desirable for providing stronger data stability during read operations. Alternatively,
when the voltage level of the right electrode is higher than the left electrode, the
on-current flowing from the right side of the device to the left side (IRL) is increased
due to the reduced resistance of the channel. As illustrated in Figure 4.12, IRL is
significantly larger as compared to ILR due to the asymmetrical design of FinFET-
Asym2. Maintaining high IRL in bitline access transistors is critical for achieving
faster data transfer and wider voltage margin during write operations.

The underlap length on the left side of FinFET-Asym2 is varied from 0 nm to
3 nm in this device optimization study. For each underlap length on the left side, the
underlap length on the right side is increased from 3 nm to 10 nm for lowering ILR

as much as possible while maintaining IRL similar to the on-current of FinFET-Sym.
The right-to-left on-current (IRL) is similar to the on-current of FinFET-Sym when the
right underlap length is 6 nm with a left underlap of 2 nm in FinFET-Asym2, as shown
in Figure 4.13. The preferred underlap lengths on the left and right sides are therefore
2 nm and 6 nm, respectively. Device profile of the FinFET-Asym2 that is used for
SRAM cell design in this study is shown in Figure 4.14. Due to longer effective
channel length, the left-to-right off-current that is produced by FinFET-Asym2 is
37.8% lower as compared to FinFET-Sym. Alternatively, the right-to-left off-current
that is produced by FinFET-Asym2 is 27.9% lower as compared to FinFET-Sym, as
shown in Figure 4.13. The saturation region currents that are produced by FinFET-
Asym2 and FinFET-Sym are compared in Figure 4.15. The left-to-right on-current

3 4 5 6 7 8 9 10

600

800

1000

1200

1400

1600

1800

 Ion right-to-left (I RL)
 Ion left-to-right (I LR)O

n-
cu

rr
en

t (
µA

/µ
m

)

Right underlap (nm)

40

60

80

100

120On-current produced by FinFET-Sym

 O
ff

-c
ur

re
nt

 (n
A

/µ
m

)

 Ioff right-to-left
 Ioff left-to-right

Figure 4.13 Variation of the on-current and off-current of n-type asymmetrical
tied-gate FinFET-Asym2 with the underlap length. The underlap
length on the left side of the gate is 2 nm. The underlap length on the
right side of the gate is varied from 3 nm to 10 nm. T = 25◦C
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n-type tied-gate FinFET-Asym2 that is used for SRAM cell design in
this study. Gate work-function = 4.46 eV. Fin height = 15 nm. Fin
thickness = 6 nm
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Figure 4.15 Comparison of saturation region drain currents that are produced by
n-type FinFET-Asym2 and FinFET-Sym for various gate voltages.
Vdrain = 0.8V. Vsource = 0V. T = 25◦C

(ILR) that is produced by FinFET-Asym2 is 37% lower as compared to FinFET-Sym
in saturation mode as shown in Figure 4.15.

The low-leakage hybrid SRAM cell (SRAM-Hybrid2) that employs asymmet-
rically gate-underlap engineered tied-gate FinFETs (FinFET-Asym2) as the bitline
access transistors, is shown in Figure 4.16. The shorter gate-underlapped sides are
connected to the bitlines, while the longer gate-underlapped sides of the asymmetrical
bitline access transistors (see Figure 4.14 for the FinFET-Asym2 profile) are con-
nected to the data storage nodes. The cross-coupled inverters of SRAM-Hybrid2 are
implemented with symmetrical tied-gate FinFETs (see Figure 4.2 for the FinFET-Sym
profile).

The operation of SRAM-Hybrid2 is similar to SRAM-Asym and SRAM-
Hybrid1. During read operations, the read current flows from the bitline to the
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Figure 4.16 The second hybrid FinFET SRAM cell (SRAM-Hybrid2) with
asymmetrically gate-underlapped tied-gate bitline access transistors.
FinFET-Asym2s are represented with asymmetrical thick lines along
the channel. The transistors in cross-coupled inverters are
symmetrical tied-gate FinFETs (see Figure 4.2 for the FinFET-Sym
profile). The transistor sizes (width/length) are in nanometers
assuming a 15 nm FinFET technology

node that stores a “0” inside the memory cell. The bitline access transistor is
weakened with higher channel resistance during read operations. The read data sta-
bility is thereby enhanced with the asymmetrically gate-underlap engineered bitline
access transistors as compared to the SRAM cells with symmetrical bitline access
transistors.

During write operations, the write current flows from the node that stores a “1”
inside the memory cell to the discharged bitline. The write current is significantly
higher than the read current in SRAM-Hybrid2. The transfer of new data into the
SRAM cell is thereby facilitated with the asymmetrically gate-underlapped bitline
access transistors. Furthermore, the bitline leakage currents that are produced by
the hybrid asymmetrical SRAM-Hybrid2 are suppressed as compared to the purely
asymmetrical SRAM-Asym, hybrid asymmetrical SRAM-Hybrid1, and symmetrical
SRAM-Tied.

Fabrication of asymmetrically gate-underlapped single-gate MOSFETs are
reported in References 17 and 18 by Advanced Micro Devices Incorporation and
NEC Corporation, respectively. Prior to the source/drain doping, the gate spacer on
the right and left sides of the devices are etched asymmetrically in References 17
and 18. Similar process can be used to fabricate asymmetrically gate-underlapped
FinFETs. Furthermore, fabrication of symmetrically gate-underlapped transistors are
reported in References 5, 19, 20, and 21. Prior to the source/drain doping, SiO2 or
SiN spacers are formed on both sides of the gate. The underlap length is controlled
by the width of the gate spacer. Uniformity of the gate spacer is critical to avoid sig-
nificant fluctuations in the electrical characteristics of devices. Uniform deposition
of gate spacers is demonstrated with the fabrication of FinFETs with symmetrical
gate-underlaps in Reference 5. Very-large-scale integration of symmetrically and
asymmetrically gate-underlapped FinFETs for the realization of the hybrid memory
circuits that are discuss in this chapter is therefore feasible.
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Figure 4.17 Single-ended read SRAM cell with underlap engineered symmetrical
tied-gate FinFETs (SRAM-SR). The transistors in the left-side inverter
are weaker as compared to the other transistors. Weaker
gate-underlap engineered transistors are represented with longer thick
lines along the channel. Underlap length in the left-side pull-down
transistor = 14 nm. Underlap length in the left-side pull-up
transistor = 4 nm. Underlap length of the other transistors = 3 nm.
WWL: write wordline. RWL: read-write wordline. WBL: write bitline.
RWBL: read-write bitline. The transistor sizes (width/length) are in
nanometers assuming a 15 nm FinFET technology

4.2.6 Single-ended read SRAM cell with underlap engineered
symmetrical-FinFETs

A single-ended read asymmetrical SRAM cell (SRAM-SR) with underlap engineered
tied-gate symmetrical FinFETs is proposed in Reference 22 for achieving enhanced
read data stability, stronger write ability, faster data transfer, and lower leakage power
consumption in memory subsystems of microprocessors. SRAM-SR is shown in
Figure 4.17. The underlap lengths of the transistors (N1 and P1) in the left-side
inverter are longer as compared to the other transistors in SRAM-SR. Furthermore,
the transistors in the left-side inverter of SRAM-SR are minimum sized (single fin).
The bitline access transistors (N3 and N4) and the pull-down transistor (N2) in the
right-side inverter of SRAM-SR are identical to SRAM-Tied. The underlap length
of the pull-up transistor in the right-side inverter is identical to SRAM-Tied, SRAM-
Inde, SRAM-Hybrid1, and SRAM-Hybrid2. However, the pull-up transistor in the
right-side inverter of the single-ended read SRAM cell consists of two fins. The
strengths of transistors in the left and right side inverters are therefore different. The
voltage transfer characteristics (VTC) of the left and right side inverters in SRAM-SR
are therefore not symmetrical, as shown in Figure 4.18.

The write operation with SRAM-SR is dual-ended. Prior to a write operation,
depending on the incoming data, one of the bitlines of each accessed column of
the memory array is discharged to 0 V. The WWL and RWL signals transition to
Vdd to initiate the write operation. The bitline access transistors are turned on. New
data and complementary data are forced into the SRAM cell from WBL and RWBL,
respectively. Each of the transistors in the left-side inverter of SRAM-SR are minimum
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Figure 4.18 Butterfly curves of SRAM-Tied, SRAM-Inde, and SRAM-SR during
read operations. Vdd = 0.8V. T = 90◦C

sized (single-fin). The gate-underlap lengths of pull-up (P1) and pull-down (N1)
transistors in the left-side inverter of SRAM-SR are also elongated to further weaken
these two minimum sized transistors. The voltage margin and data transfer speed
during write operations are therefore enhanced with SRAM-SR as compared to the
other SRAM cells that are presented in this chapter. Furthermore, transistors with
longer underlaps produce lower sub-threshold leakage currents. In the idle mode
(WWL = RWL = 0V), SRAM-SR consumes the lowest leakage power among all the
memory cells that are presented in this chapter.

The read operation with SRAM-SR is single-ended. The read bitline is pre-
charged to Vdd prior to a read operation. RWL transitions to Vdd to initiate the read
operation. The right-side bitline access transistor (N4) is turned-on. Provided that
a “0” is stored on Node-2, RWBL is discharged through the transistor stack that is
formed by N4 and N2. Alternatively, if a “1” is stored on Node-2, the voltage level
of RWBL is maintained at Vdd. Depending on the voltage level of RWBL, the stored
data is detected by a sense amplifier that is attached to RWBL.

P2 and N2 consist of two fins for suppressing the data disturbance during read
operations in SRAM-SR. The VTC of the right-side inverter in SRAM-SR is less
skewed as compared to the other SRAM cells. The underlap lengths of the transistors
(N1 and P1) in the left-side inverter of SRAM-SR are tuned to enhance the gain
of the VTC in the transition region. The openings (eyes) of the butterfly curves of
cross-coupled inverters are therefore wider with SRAM-SR as compared to the other
SRAM cells (SRAM-Tied and SRAM-Inde are shown for comparison in Figure 4.18).
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The single-ended read SRAM cell thereby provides stronger data stability during read
operations as compared to the other SRAM cells that are presented in this chapter.

4.3 Fabrication and SRAM cell area comparison

For achieving superior electrical characteristics, the fin thickness of FinFETs is
required to be less than half of the gate length [23, 24]. Conventionally, minimum fea-
ture size in integrated circuits is limited by the gate length. Fabricating FinFETs with
conventional lithography technologies is therefore extremely challenging. A spacer
based technology is proposed in Reference 23 for fabricating ultra-thin body FinFETs.
In Reference 23, active fins are patterned using spacer layers that are deposited around
sacrificial layers. The spacer based FinFET technology doubles the fin density as com-
pared to the conventional lithography techniques. Spacer based FinFET fabrication
technology [23] is assumed for maximizing the memory integration density in this
chapter.

In a spacer based FinFET fabrication technology, fins are fabricated in groups.
Two fins belong to a group. Unwanted fins are selectively removed from a circuit
[2], as illustrated in Figure 4.19. The layout area occupied by a dual-fin transistor is
therefore identical to a single-fin transistor. Conventionally, one fin from each of the
pull-up transistors (in cross-coupled inverters) is selectively etched away [2] for main-
taining wide voltage margin during write operations with SRAM cells. The pull-up
transistor in the left-side inverter of SRAM-SR is minimum-sized (single-fin). Alter-
natively, the pull-up transistor in the right-side inverter has dual-fins. The additional
fin in the right-side pull-up transistor of SRAM-SR does not cause any area overhead
as compared to SRAM-Tied, SRAM-Asym, SRAM-Hybrid1, and SRAM-Hybrid2.
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Figure 4.19 Layouts of SRAM cells in a 15 nm FinFET technology. (a) SRAM-Tied,
SRAM-Asym, SRAM-Hybrid1, SRAM-Hybrid2. Cell area =
0.04365 μm2. (b) SRAM-Inde. Cell area = 0.05715 μm2.
(c) SRAM-SR. Cell area = 0.04365 μm2
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Fabrication of gate-underlapped transistors are reported in References 13–16.
Prior to the source/drain doping, sidewall spacers are formed on both sides of the
gate (in source/drain extension regions). The underlap lengths are controlled by the
width of the sidewall spacers. After source/drain ion implantation, device is covered
by dielectric for further processing. Sidewall spacers do not increase the length of
source/drain extensions as long as the underlap length is shorter than the extension
regions. Underlap lengths of all the transistors are shorter than the source/drain exten-
sions in this study. The lengths of the source and drain extensions in different FinFETs
are therefore identical. Irrespective to the underlap lengths, the device footprints of all
SRAM-Tied are equal in this study. The layout areas of SRAM-Tied, SRAM-Asym,
SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-SR are therefore identical. Due to the
additional gate contacts, the layout area of SRAM-Inde is ∼31% larger as compared
to the other SRAM cells, as shown in Figure 4.19.

4.4 Case study: 8Kbit memory arrays designed with different
SRAM cells

The electrical characteristics of 8Kbit memory arrays with SRAM-Tied, SRAM-
Inde, SRAM-Asym, SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-SR memory cell
structures are compared in this section assuming a 15 nm FinFET technology. The read
data stability, write voltage margin, data access (read and write) delays, and leakage
power consumption are evaluated in Sections 4.4.1–4.4.5. The nominal power supply
voltage (Vdd) is 0.8V and simulation temperature is 90◦C [25] in this characterization.

4.4.1 Read static noise margin

Read static noise margins (RSNMs) of memory cells are characterized in this section.
RSNM is the maximum DC voltage noise that can be tolerated by an SRAM cell
without losing the data during read operations [14, 26–29]. The worst-case (narrowest)
SNMs are observed at high temperature (90◦C) in all the memory cells.

Variation of the read data stability of SRAM-SR with the gate-underlap lengths of
the pull-up and pull-down transistors in the left-side inverter is shown in Figure 4.20.
Data stability is enhanced (as shown in Figure 4.20) with the elongated underlap
length of the left-side pull-down transistor until the two eyes of VTCs of cross-
coupled inverters become approximately equal. Further increase in underlap length
of the pull-down transistor in the left-side inverter degrades the data stability as the
eyes of VTCs become imbalanced. The optimum gate-underlap lengths of the pull-up
and pull-down transistors in the left-side inverter are 4 nm and 14 nm, respectively,
for providing maximum read data stability with SRAM-SR. The RSNMs of FinFET
SRAM cells are shown in Figure 4.21. SRAM-SR provides 76.2%, 66.1%, 38.5%,
37.9%, and 19.4% stronger read data stability as compared to SRAM-Tied, SRAM-
Asym, SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-Inde, respectively.

Due to weaker bitline access transistors during read operations, SRAM-Inde pro-
vides 47.6%, 39.1%, 16%, and 15.5% wider voltage margin during read operations
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Figure 4.20 Variation of the data stability with the gate-underlap lengths of pull-up
and pull-down transistors in the left-side inverter of SRAM-SR.
Vdd = 0.8V. T = 90◦C
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Figure 4.21 The read static noise margins of FinFET SRAM cells. T = 90◦C

as compared to SRAM-Tied, SRAM-Asym, SRAM-Hybrid1, and SRAM-Hybrid2,
respectively. The read currents (ILR) that are produced by the bitline access transistors
(FinFET-Asym2 and FinFET-Asym1) in SRAM-Hybrid2 and SRAM-Hybrid1 are
lower as compared to SRAM-Tied. Furthermore, the symmetrical pull-down transis-
tors (FinFET-Sym) in cross-coupled inverters of SRAM-Hybrid2 and SRAM-Hybrid1
have larger linear region on-currents as compared to the asymmetrical transistors in
SRAM-Asym. The RSNMs of hybrid asymmetrical SRAM cells are enhanced by
27.7% and 20.4% as compared to SRAM-Tied and purely asymmetrical SRAM-
Asym, respectively. SRAM-Hybrid1 and SRAM-Hybrid2 have similar data stability
(difference less than 1%).

4.4.2 Hold static noise margin

The hold static noise margin (HSNM) of an SRAM cell is determined by the VTC
of cross-coupled inverters in the idle mode. The HSNM of different FinFET SRAM
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Figure 4.22 The hold static noise margins of FinFET SRAM cells. T = 90◦C
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Figure 4.23 The write voltage margins of FinFET SRAM cells. T = 90◦C

cells are shown in Figure 4.22. The hold data stability with SRAM-SR is enhanced
by up to 8.4% as compared to the other SRAM cells.

FinFET-Sym has higher threshold voltage as compared to FinFET-Asym1. The
VTC of cross-coupled inverters therefore have narrower transition regions with
stronger output gain in memory cells that employ symmetrical transistors as com-
pared to the memory cells with asymmetrical transistors. SRAM-Tied, SRAM-Inde,
SRAM-Hybrid1, and SRAM-Hybrid2 thereby enhance HSNM by 7.4% as compared
to SRAM-Asym.

4.4.3 Write voltage margin

The write voltage margins of SRAM cells are evaluated in this section. The write
voltage margin is measured as described in Reference 30. The write voltage margins
of FinFET SRAM cells are shown in Figure 4.23. Transistors in the left-side inverter
of SRAM-SR are weaker as compared to the other SRAM cells that are investigated
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in this study. The write operation is therefore facilitated with SRAM-SR. SRAM-
SR enhances the voltage margin during write operations by up to (depending on the
incoming data) 14.7% as compared to other memory cells.

The asymmetrical pull-up transistor that is holding a “1” in SRAM-Asym
produces lower contention current as compared to SRAM-Tied, SRAM-Inde,
SRAM-Hybrid1, and SRAM-Hybrid2. Write operations are thereby facilitated with
SRAM-Asym. The write voltage margin of SRAM-Asym is by up to 8.8% wider
as compared to SRAM-Tied, SRAM-Inde, SRAM-Hybrid1, and SRAM-Hybrid2.
SRAM-Tied, SRAM-Inde, and the hybrid asymmetrical SRAM cells (SRAM-
Hybrid1 and SRAM-Hybrid2) have similar (difference less than 5.1%) write voltage
margins.

4.4.4 Data access speed

The worst-case (longest) read and write delays of the 128 × 64-bit memory arrays with
different SRAM cells are compared in this section. The diffusion and gate capacitors
of FinFETs are extracted from the SRAM cell layouts using theAtlas device simulator
[9]. Bitline and wordline parasitic impedances are extracted with Clever [9]. �-type
RC networks are used to characterize the worst-case (longest) data access delays.

The read delay of an SRAM cell is the time interval from the 50% point of the
WL low-to-high transition until a 200 mV voltage difference is developed between the
bitlines. Due to stronger bitline access transistors, the read delays with SRAM-Tied
and SRAM-SR are reduced by up to 55.3% as compared to other SRAM cells, as
shown in Figure 4.24. Due to the independent-gate bitline access transistors, the read
delay of SRAM-Inde is by up to 65.7% longer as compared to SRAM-Asym, SRAM-
Hybrid1, and SRAM-Hybrid2. SRAM-Asym, SRAM-Hybrid1, and SRAM-Hybrid2
offer similar (difference less than 5.9%) read speed.

The write delay of an SRAM cell is the time interval from the 50% point of the
WL low-to-high transition until one of the data storage nodes is charged from 0 V
to Vdd/2. Due to the weaker transistors in the left-side inverter, write operation with
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Figure 4.24 The read access delays of FinFET SRAM cells. T = 90◦C
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Figure 4.25 The write access delays of FinFET SRAM cells. T = 90◦C

SRAM-SR is up to (depending on the incoming data) 33.1% faster as compared to
the other SRAM cells.

During write operations, the pull-up transistors in cross-coupled inverters of the
purely asymmetrical SRAM-Asym produce lower contention current as compared
to SRAM-Tied, SRAM-Inde, SRAM-Hybrid1, and SRAM-Hybrid2. The worst-case
write operation with SRAM-Asym is therefore up to 11.3%, 9.2%, and 5.2% faster
as compared to SRAM-Hybrid2, SRAM-Tied/SRAM-Inde, and SRAM-Hybrid1,
respectively, as shown in Figure 4.25. SRAM-Hybrid1, SRAM-Hybrid2, SRAM-
Tied, and SRAM-Inde have similar write access delays (difference less than 4.4%).

4.4.5 Leakage power consumption

The leakage power consumed by different SRAM cells is compared in this section.
The leakage currents are measured at 90◦C (assuming a short idle period near a hot
spot). The leakage power consumptions of SRAM cells are shown in Figure 4.26. Due
to weaker transistors in the left-side inverter, SRAM-SR reduces the leakage power
consumption by up to 73.7% as compared to the other SRAM cells.

Due to longer effective channel length, the asymmetrical FinFET-Asym2 pro-
duces lower leakage currents as compared to the symmetrical FinFETs that are used
in SRAM-Tied and asymmetrical FinFETs that are used in SRAM-Asym1/SRAM-
Hybrid1. The leakage power consumption of SRAM-Hybrid2 is therefore reduced
by 65.6%, 34.6%, and 10.5% as compared to SRAM-Asym, SRAM-Hybrid1, and
SRAM-Tied/SRAM-Inde, respectively.

While offering significantly stronger data stability and higher data access speed,
SRAM-SR also consumes lower leakage power as compared to the other SRAM
cells that are investigated in this chapter. SRAM-SR is therefore attractive for
achieving robust, low-power, and high-performance memory sub-systems in modern
microprocessors.
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Figure 4.26 The leakage power consumptions of SRAM cells in idle mode
(WL = RWL = 0V). T = 90◦C
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Figure 4.27 Statistical read access delay distributions of FinFET SRAM cells.
T = 90◦C

4.5 Variations of underlap (overlap) lengths due to process
imperfections

The electrical characteristics of SRAM cells become increasingly sensitive to pro-
cess parameter fluctuations with CMOS technology scaling [1, 3]. Memory cells are
evaluated under gate-underlap (overlap) length variations in this section. 1000 Monte-
Carlo simulations are run with Atlas. The left-side underlap (overlap) and right-side
underlap lengths are assumed to have independent Gaussian distributions. The param-
eters of each transistor are varied independently. The underlap (overlap) lengths of
FinFETs have 3σ variations of 2 nm. The statistical distributions of read access delay,
leakage power consumption, write voltage margin, and RSNM of different SRAM
cells are shown in Figures 4.27–4.30.
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Figure 4.28 Statistical leakage power consumption distributions of FinFET SRAM
cells. T = 90◦C
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Figure 4.29 Statistical write voltage margin distributions of FinFET SRAM cells.
T = 90◦C
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Table 4.1 Read access delay under process parameter fluctuations

SRAM topology Read access delay (ps)

Mean Standard deviation Worst-case

SRAM-Tied 49.7 1.89 56.2
SRAM-Inde 113.8 8.19 128.0
SRAM-Asym 72.6 3.03 79.9
SRAM-Hybrid1 68.6 2.09 76.3
SRAM-Hybrid2 69.1 2.06 76.0
SRAM-SR 49.3 1.98 55.7

The gate control of the bitline access transistors during read operations is the
weakest in SRAM-Inde among all the SRAM cells that are investigated in this chap-
ter. SRAM-Inde is therefore the most sensitive to process variations during read
operations. The standard deviation of read access delays with SRAM-Inde is 4.3×,
4.1×, 4×, 3.9×, and 2.7× higher as compared to SRAM-Tied, SRAM-SR, SRAM-
Hybrid2, SRAM-Hybrid1, and SRAM-Asym, respectively, as listed in Table 4.1. Due
to weaker bitline access transistors, the mean of read access delays with SRAM-Inde
is increased by 2.3×, 2.28× 65.9%, 64.7%, and 56.7% as compared to SRAM-SR,
SRAM-Tied, SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-Asym, respectively.

Transistors with lower source/drain doping concentration are more sensitive to
process parameter variations as compared to transistors with higher diffusion doping
concentration when the region of operation is linear [31]. For suppressing the influence
of process parameter variations on read delay fluctuations, the diffusion regions of
pull-down transistor that stores a “0” in cross-coupled inverters are required to be
heavily doped. A large portion of the right diffusion region of each pull-down transistor
in cross-coupled inverters of the purely asymmetrical SRAM-Asym is undoped. The
pull-down transistors in cross-coupled inverters of SRAM-Asym are therefore more
sensitive to process parameter fluctuations. The standard deviation of read access
delays with SRAM-Asym is 60.3%, 53%, 47.1%, and 45% higher as compared to
SRAM-Tied, SRAM-SR, SRAM-Hybrid2, and SRAM-Hybrid1, respectively.

The gate underlaps of the transistors in the left-side inverter in SRAM-SR are
longer as compared to SRAM-Tied, SRAM-Inde, SRAM-Hybrid1, and SRAM-
Hybrid2. The data storage node on the left-side is however isolated from the single
read bitline. Due to single-ended read operation, data disturbance is reduced with
SRAM-SR as compared to other SRAM cells. The standard deviation of read
speed distribution with SRAM-SR is therefore similar (difference less than 5.3%)
to SRAM-Tied, SRAM-Hybrid1, and SRAM-Hybrid2.

The leakage current characteristics of asymmetrically gate overlapped/
underlapped FinFETs (FinFET-Asym1) are more sensitive to process parameter
variations as compared to FinFET-Sym and FinFET-Asym2. SRAM-Asym and
SRAM-Hybrid1 therefore exhibit wider distributions of leakage power consump-
tion as shown in Figure 4.28. Due to the weaker transistors in the left-side inverter,
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Table 4.2 Leakage power consumption under process parameter
fluctuations

SRAM topology Leakage power consumption (nW)

Mean Standard deviation Worst-case

SRAM-Tied 53.9 9.20 94.4
SRAM-Inde 54.4 9.63 94.8
SRAM-Asym 142.0 38.68 315.8
SRAM-Hybrid1 76.1 21.13 197.4
SRAM-Hybrid2 49.1 8.34 92.3
SRAM-SR 36.9 6.57 64.4

Table 4.3 Write voltage margin under process parameter fluctuations

SRAM topology Write voltage margin (mV)

Mean Standard deviation Worst-case

SRAM-Tied 226.3 3.54 214.3
SRAM-Inde 225.1 3.52 213.1
SRAM-Asym 236.2 5.87 217.6
SRAM-Hybrid1 228.2 4.13 208.2
SRAM-Hybrid2 217.5 4.36 201.3
SRAM-SR 249.5 5.00 230.9

SRAM-SR consumes the lowest average leakage power and exhibits the narrow-
est distribution of leakage power consumption. The standard deviation of leakage
power consumption with SRAM-SR is 83%, 68.9%, 31.8%, 28.6%, and 21.2%
lower as compared to SRAM-Asym, SRAM-Hybrid1, SRAM-Inde, SRAM-Tied,
and SRAM-Hybrid2, respectively, as listed in Table 4.2. The mean of leakage power
consumptions of SRAM-Asym, SRAM-Hybrid1, SRAM-Inde, SRAM-Tied, and
SRAM-Hybrid2 are 3.8×, 2.1×, 47.4%, 46.1% and 33% higher, respectively, as com-
pared to SRAM-SR. The worst-case leakage power consumption of SRAM-Asym,
SRAM-Hybrid1, SRAM-Inde, SRAM-Tied, and SRAM-Hybrid2 are 4.9×, 3.1×,
47.2%, 46.6% and 43.3% higher, respectively, as compared to SRAM-SR, as listed in
Table 4.2.

The transistors in the left-side inverter in SRAM-SR are weaker as compared to
other SRAM cells. SRAM-SR thereby facilitates the transfer of new data into the cell.
SRAM-SR offers the widest average write voltage margin under process parameter
fluctuations. The mean of write voltage margin of SRAM-SR is 14.7%, 10.9%, 9.3%,
10.2%, and 5.6% wider as compared to SRAM-Hybrid2, SRAM-Inde, SRAM-Tied,
SRAM-Hybrid1, and SRAM-Asym, respectively, as listed in Table 4.3. Due to the
longer underlaps of transistors in the left-side inverter, the standard deviation of write
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Table 4.4 Read static noise margin under process parameter fluctuations

SRAM topology Read static noise margin (mV)

Mean (μ) Standard deviation (σ) μ-6σ

SRAM-Tied 116.5 12.67 40.5
SRAM-Inde 190.2 21.39 61.8
SRAM-Asym 128.4 21.69 −1.7
SRAM-Hybrid1 161.9 5.49 128.9
SRAM-Hybrid2 166.7 5.31 134.9
SRAM-SR 218.6 7.80 171.8

voltage margins in SRAM-SR is merely increased by 1.5 mV, 0.9 mV, and 0.6 mV
as compared to SRAM-Tied/SRAM-Inde, SRAM-Hybrid1, and SRAM-Hybrid2,
respectively. With the longest underlap in pull-up transistors, purely asymmetrical
SRAM-Asym suffers from the most significant fluctuations of write voltage mar-
gin, as shown in Figure 4.29. The standard deviation of write voltage margin with
SRAM-SR is 14.8% smaller as compared to SRAM-Asym.

The distributions of read static voltage margins of SRAM cells are shown in Fig-
ure 4.30. The eyes in the VTC of SRAM-SR are widest among all the SRAM cells that
are investigated in this study. SRAM-SR is therefore more tolerant to process parame-
ter fluctuations. The mean of RSNM of SRAM-SR is 87.6%, 70.2%, 35%, 31.1%, and
14.9% wider as compared to SRAM-Tied, SRAM-Asym, SRAM-Hybrid1, SRAM-
Hybrid2, and SRAM-Inde, respectively, as listed in Table 4.4. SRAM-Inde also
provides significantly larger average read data stability as compared to SRAM-Tied,
SRAM-Asym, SRAM-Hybrid1, and SRAM-Hybrid2. Due to weaker gate control
of bitline access transistors during read operations, however the distribution of read
data stability with SRAM-Inde is significantly wider as compared to SRAM-Tied,
SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-SR, as shown in Figure 4.30.

The bitline access transistors in the hybrid SRAM cells are weaker during read
operations as compared to SRAM-Tied. Furthermore, the pull-down transistors in
cross-coupled inverters of the hybrid SRAM cells are stronger as compared to SRAM-
Asym. The mean of RSNMs of SRAM-Hybrid2 is therefore 43.1% and 29.8% wider
as compared to SRAM-Tied and SRAM-Asym, respectively, as listed in Table 4.4.
The means of RSNMs of SRAM-Hybrid1 and SRAM-Hybrid2 are similar.

Robustness of memory circuits against process parameter variations is deter-
mined by the “yield margin” (μ-6σ ) test [32, 33]. For a robust memory circuit,
μ-6σ should be at least 4% of the power supply voltage. The yield margins of
SRAM cells are listed inTable 4.4. μ-6σ of SRAM-Tied, SRAM-Inde, SRAM-Asym,
SRAM-Hybrid1, SRAM-Hybrid2, and SRAM-SR are 40.5 mV, 61.8 mV, −1.7 mV,
128.9 mV, 134.9 mV, and 171.8 mV, respectively. Due to smaller μ/σ , purely asym-
metrical SRAM-Asym is not stable under process parameter fluctuations. SRAM-SR
is the memory cell with the strongest data stability under process variations.
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4.6 Conclusions

Read and write voltage margin enhancement techniques for FinFET SRAM circuits
are presented in this chapter. Six different FinFET SRAM cells are described and
characterized. The single-ended read SRAM cell (SRAM-SR) with gate-underlap
engineered tied-gate transistors provides the strongest data stability and write ability
characteristics in active mode and consumes the lowest leakage power in idle mode.
Furthermore, the single-ended SRAM cell is more tolerant to process parameter fluc-
tuations in a 15 nm FinFET technology. SRAM-SR is therefore identified as the most
effective circuit technique for achieving robust, ultra-low power, and variation tolerant
memory subsystems in modern microprocessors that employ FinFET technology.
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Chapter 5

Low-leakage techniques for nanoscale
CMOS circuits

Manisha Pattanaik1 and Vijay Kumar Sharma1

The previous few chapters focused on the variability issues of the nanoscale inte-
grated circuits (ICs) for diverse applications including analog, radio frequency (RF),
digital and memory ICs. The designs of such ICs are based on nanoscale bulk
MOSFET and FinFET devices. The current chapter presents the leakage power dis-
sipation which is an important issue of CMOS device in ultra-DSM regime. Leakage
power dissipation is a major challenge especially for the energy efficient design of
all battery-operated and portable real-time embedded systems in modern era. This
chapter describes the various sources of leakage power, leakage and variability issues
and provides a possible solution using some important leakage power reduction
techniques at circuit/logic level for the state-of-the-art CMOS ICs.

5.1 Introduction

In the development of metal-oxide-semiconductor (MOS) ultra large scale inte-
gration (ULSI) technology, the basic elements of ULSI has been scaled down to
deep sub-micrometer to nanoscale regimes. Over the last three decades, the very
large scale integration (VLSI) designers have emphasized on miniaturization of
the devices to get better speed and area of the logic circuits. The chip area and
speed of the circuits are improved by scaling the sizes of a semiconductor device.
The reduction in dimensions of semiconductor device gives better results in terms
of device density on same chip, thereby enhancing the functionality of the inte-
grated circuits (ICs). The rising device density on a chip has increased the power
consumption. Power density has kept growing with each new technology node scal-
ing. More power density raises the problem of heating. Extra cooling systems are
needed to reduce the heat problem. These cooling systems may degrade the reli-
ability and functionality of the logic circuits. The power consumption of a logic
circuit is proportionally related to apply power supply voltage. Hence, other solu-
tion of heat problem is applying low power supply voltage. Power supply voltage

1ABV – Indian Institute of Information Technology and Management, Gwalior, India
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and threshold voltage of a device are the critical parameters. Both parameters should
be reduced for performance improvement. The reduction of threshold voltage of
a device adds the issue of leakage current. Sub-threshold leakage current which
is the dominant leakage current component increases exponentially with threshold
voltage scaling.

In current years, the evaluation of portable systems and demand of nanoscale
complementary metal-oxide-semiconductor (CMOS) VLSI fabrication technologies
lead to high power dissipation which is an issue of concern for many VLSI systems.
The broad necessity of battery operated portable applications need to explore the low
power VLSI research field. Low power dissipation design increases the reliability and
reduces the cooling cost of the portable systems. In deep sub-micron regime, the static
or leakage power dissipation component is the dominant part of power dissipation.
Leakage power dissipation affects the circuit performance differently depending on
external conditions, operating modes and logic families. Responding to this chal-
lenge, several leakage power reduction techniques at different abstraction levels are
proposed to reduce static power for portable systems and make them more energy
efficient. Process variability is considerably increasing with each new technology
node scaling and causes performance fluctuations. Parameter variations are affecting
the leakage current in several ways in ultra-DSM regime.

This chapter is devoted to the leakage reduction techniques for nanoscale CMOS
circuits. In this chapter, initially the impact of device scaling is presented. In
addition, leakage power dissipation, leakage current components, leakage chal-
lenges, variability issues and aware designs are briefly described. Finally, the various
transistor/logic level leakage power reduction techniques and its leakage analysis
are presented.

5.2 Device scaling

Transistor device dimensions continuously scales down since last three decades, the
number of transistors on chip has thus increased to integrate more applications in
small area and to improve the performance of circuits. This increases the device
density with reducing propagation delay on single silicon buffer.

G. E. Moore who is one of the co-founders of Intel Corporation has predicted that
the number of transistors that can be integrated on a single chip doubles approximately
after every two years without increasing the cost and has become known as Moore’s
law [1]. Moore observed that the scaling of the transistor’s dimensions with larger
die sizes would lead to cheaper and higher functionality ICs. Figure 5.1 shows the
number of CPU transistors has increased by 2X and feature size has decreased by 0.7X
and follows the Moore’s law [2]. Technology scaling not only increases the transistor
density but also increases the switching speed of logic circuits.

Robert Dennard at IBM has published a theory for Metal Oxide Semiconductor
Field Effect Transistor (MOSFET) scaling. He considered three primary variables of
a transistor scaling; dimensions, supply voltage and doping to invent a new smaller
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Figure 5.2 Scaling of a typical MOSFET by a factor of S

transistor [3, 4]. The growth of portable electronic devices demand low power space
efficient circuit design. Moore’s law and Dennard’s scaling theory shaped the semi-
conductor industry to continue reduction of the minimum dimension for a silicon
wafer [5]. The length of the gate of a MOS transistor refers the smallest feature size
for the logic circuits. Feature size is used to characterize a technology node. All the
dimensions of MOSFET are reduced by a scaling factor of ‘S’. Minimum dimension
is the feature size of the transistors. Figure 5.2 illustrates the key dimensions of a
typical MOSFET.

Moore’s law does not provide any mathematical and physical theory of scaling
of devices. Roughly, at each new technology node, the line widths of circuit layouts
are 70% of the previous node in order to reduce the circuit size by 2 (70% of previous
line width means ≈ 50% reduction in area, i.e., 0.7 × 0.7 = 0.49). The speed of ICs
has been increased nearly 30% at each new technology node [6–8]. Since nearly
twice as many circuits can be fabricated on each wafer with each new technology
node, the cost per circuit is reduced significantly. Other MOSFET parameters such
as gate oxide thickness and the power supply voltage are also reduced with scaling.
The smaller transistors and shorter interconnects lead to smaller capacitances. These
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scaled device dimensions guide the circuit delays to drop. Dennard’s scaling theory
suggested 30% circuit delay improvement per new technology node if ‘S’= 1.4.

There are three types of scaling strategies: constant voltage scaling, constant
field scaling and generalized scaling. The scaling of MOS transistor by a scaling
factor is the systematic and proportional reduction of overall area while preserving
the geometric ratios found in larger devices.

5.2.1 Constant voltage scaling

All the dimensions of MOSFET are reduced by a factor of ‘S’ as listed in Table 5.1
while keeping the power supply voltage and the terminal voltages remain unchanged
from one technology node to next node. The doping densities are increased by a factor
of ‘S2’ in order to preserve the charge-field relation. The electric field is increased
by ‘S’, thereby improving the carrier velocity. The power density is increased by
‘S2’ that may cause serious reliability problems for the scaled devices. The carrier
velocity saturates beyond a critical lateral electric field [9]. Therefore, scaling of
the power supply voltage became essential since the 0.8 μm technology node [10].
The constant voltage scaling is usually preferred over constant field scaling when
necessitate multiple power supply voltages.

5.2.2 Constant field scaling

In constant field scaling method, all the horizontal and vertical dimensions of a
transistor as well as the power supply voltage are scaled down by a factor of ‘S’.
The doping densities are increased by the factor ‘S’ as listed in Table 5.1 in order to
preserve the magnitude of the internal electric field. Constant field scaling allows
more things to occur faster at the equal energy cost, and it is economically attractive

Table 5.1 Influence of scaling on MOS device characteristics

Parameter Constant field Constant voltage Generalized

Channel length (L) 1/S 1/S 1/S
Channel width (W) 1/S 1/S 1/S
Gate oxide thickness (tOX) 1/S 1/S 1/S
Electric field (E) 1 S U
Power supply voltage (VDD) 1/S 1 U/S
Threshold voltage (VTH) 1/S 1 U/S
Doping densities (NA, ND) S S2 US
Oxide capacitance (COX) S S S
Drain current (ID) 1/S S U/S
Delay (τ ) 1/S 1/S2 1/S
Power dissipation (PDISS) 1/S2 S U2/S2

Power density (P/Area) 1 S3 U2

Power delay product (PDP) 1/S3 1/S U3/S3
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if the manufacturing cost per square area grows only modestly [11]. The saturation
current is degraded with the constant field scaling method [12]. The scaling of power
supply voltage affects the threshold voltage of MOS transistor. It is necessary to
scale the threshold voltages according to the power supply voltage scaling in order to
maintain the performance of the device. The threshold voltage is lowered for enhanced
device current, thereby leading to the exponential increase of sub-threshold leakage
current [13]. It is clear that constant field scaling reduces both the drain current and
the supply voltage by a factor of ‘S’. Therefore, the power dissipation of the transistor
decreases by a factor of ‘S2’.

5.2.3 Generalized scaling

The primary limit of constant field scaling is the non-scaling of the sub-threshold
slope and large gate leakage [14]. The threshold voltage cannot be scaled at the same
pace as the other device parameters in deep sub-micrometer MOSFETs. Constant
field scaling cannot be used for future scaled devices because of several fundamental
limitations of scaling. A new scaling strategy called generalized scaling can be used
for that purpose [15]. In generalized scaling method, a scaling factor ‘U’ (1 < U < S)
is used for the MOSFETs to achieve the same speed as the constant field scaling
method [16]. Generalized scaling increases the power density by ‘U2’ which have an
effect on chip packaging and systems design. Hence, there is practical limit for the
utilization of generalized scaling.

5.3 Power dissipation

There are two types of power dissipation in CMOS digital circuits: dynamic power
and static power dissipation. Switching power and short-circuit power dissipations
are the two components of dynamic power dissipation. Total power dissipation of a
logic circuit is given as [17]

PTOTAL = PDYN(PSWITCH + PSC) + PLEAK (5.1)

where PDYN is dynamic power dissipated during the logic transitions and PLEAK is
power dissipated during steady-state period. PDYN comprises two components: the
switching power PSWITCH and the short-circuit power PSC. Leakage power dissipation
affects the performance of logic circuits dominantly in nanoscaled technologies.

5.3.1 Leakage power dissipation

Leakage power dissipation is the off-state current flowing between power supply
voltage and ground during steady state input levels. Generally, the dynamic power
is the dominant component of total power dissipation and the static power part is
negligible. But this will be totally wrong in the case as the CMOS technology scales
down below 100 nm technology nodes [18]. Figure 5.3 illustrates the leakage power
dissipation component when input voltage is at steady state logic ‘0’ or ‘1’ levels.
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Leakage power is one of the most crucial design components below 100 nm
technologies which must be efficiently controlled in order to utilize the performance
advantages of these technologies. Leakage power can be given as

PLEAK = VDD ·
∑N

i=1
ILEAKi (5.2)

where PLEAK is leakage power or static power, ILEAKi is off-state current or leakage
current of ith transistor and N is total number of transistors in a circuit.

5.3.2 Leakage current components

Leakage current is the summation of number of leakage components present in a MOS
device. Different components of leakage current in NMOS device are sub-threshold
leakage ISUB, gate leakage IG, hot-carrier injection (HCI) leakage IH, gate induced
drain leakage (GIDL) IGIDL, junction leakage IREVand punch-through leakage IP as
shown in Figure 5.4 [19].

Sub-threshold leakage (ISUB) is the weak inversion current due to minority car-
riers diffusion between source and drain regions of the transistor. When gate voltage
of a transistor is less than threshold voltage then that transistor is not completely
turned-off and small current flows between source and drain terminals [20]. The
amount of sub-threshold leakage current is very small for above 100 nm technology
nodes. But it increases significantly when technology nodes scaled down with transis-
tors dimensions [21]. It dominates the total off-state current. Sub-threshold leakage
current must be managed and minimized for energy efficient portable nanoscaled
devices. The sub-threshold current is a function of the thermal equivalent voltage,
supply voltage, device size and the process parameters.

Device scaling forces to reduce gate oxide layer thickness between the gate and
channel to increase the channel conductivity and performance. Gate oxide thickness
reduction leads to lowering of gate barrier potential and some positive charges get
stuck there for some positive gate voltage. Therefore, oxide layer thickness reduction
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Figure 5.4 Leakage current components in NMOS transistor (Source: N. Ekekwe,
2006, p.853 [19])

results gate tunnelling current (IG) from gate to substrate and from substrate to gate
in very deep sub-micron technologies [22].

The charge carriers can get sufficient energy from the high lateral electric field
near the Si/SiO2 interface in a short-channel transistor to cross the interface potential
barrier. At high lateral fields within the channel, electrons involve in impact ionization
in the channel. It induces leakage current IH [23]. The threshold voltage is changed
due to occupied oxide traps. The amounts of electrons are large to enter the oxide
layer because of lower barrier height as compared to holes. IH depends on apply power
supply voltage as the higher value of VDD voltage heats the carriers. The scaling of
VDD reduces this problem.

If the gate voltage of a MOS transistor is like that it creates accumulation layer
underneath SiO2 layer then channel region has almost same potential as the substrate.
The channel region behaves highly doped than substrate and decreases the width of
depletion layer at the surface. The further application of drain voltage narrowed the
depletion layer at drain diffusion region under the gate. GIDL current (IGIDL) flows
by the minority carriers underneath the gate due to high electric field of a MOS
transistor [24].

The reverse-bias p-n junction formation between the source substrate and drain
substrate regions brings junction leakage IREV current. The area of the source/drain
diffusion regions, the high doping concentration, minority carrier diffusion/drift near
the edge of depletion region, mobile carrier generation in depletion region of the pn
reverse-bias junction affects IREV [25].

The separation between the depletion layers at drain substrate and source substrate
junctions is decreased in short-channel devices while keeping doping constant. The
depletion regions of drain/source substrate junctions are pushed to merge each other
as channel length is reduced. Punch-through leakage current (IP) occurs when both
depletion layers are merged [23]. IP current chiefly depends on the applied drain
voltage and on the source/drain junction depths. The additional implants are used to
control the IP current.
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2014, p.180 [28])

5.4 Issue of leakage current

The power supply voltage and threshold voltage scaling of a MOS transistor are the
critical parameters in order to maintain the performance and switching speed of MOS
device. The supply voltage must be scale down as new technology generation in
order to keep power dissipation, power delivery costs under control. The threshold
voltage of the transistor must be reducing proportionally with reducing the supply
voltage of the device so that it can maintain the performance of the device [26]. The
leakage current increases dramatically with each new technology generation. Some
researchers predict a 7.5X increase in the leakage current and a 5X increase in total
energy dissipation for every new microprocessor chip generation [27]. As the leakage
current increases more rapidly with technology scaling, it will become more and more
effective part of the total power dissipation. Figure 5.5 indicates the importance of
leakage power with reducing the physical gate length [28].

5.5 Variability issues and aware design

The rapid scaling of silicon technology is leading to a considerable increase in pro-
cess variability [29, 30]. A chip can stay in ideal state or in operating state several
times during its life period. Working conditions of the chip varies from time to time
like supply voltage, temperature, different set of input voltages, etc. It is not pos-
sible to meet all specifications of the chip in each time. Large leakage power in
scaled deep submicron regime is heating the die and results hot-spot. The hot-spot
degrades the reliability and is the primary source of thermal runaways of the package
[31]. Parameter variations occur due to lack of control over the fabrication process.
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Figure 5.6 Sources of parameter variations in integrated circuits

It is impossible to sustain the exact level of manufacturing uniformity below 100 nm
technology nodes. Hence, model characteristics of devices are changed. It becomes
particularly important at smaller technology nodes and results in uncertainties in
speed and power characteristics of ICs [32]. Process variations introduce the statis-
tical inter-die/intra-die variations in physical properties of transistors which result in
degrading the performance and logic functionality of ICs [33]. The classification of
parameter variations is shown in Figure 5.6

Parameter variations have two broad categories: spatial and temporal variations.
Spatial process variations are static variations and defined at t = 0 time while tem-
poral variations are dynamic variations or t �= 0 variations. Inter-die variations cause
electrical parameter variations such as fluctuations in length, width, threshold voltage
which come from different runs. Intra-die variations are the physical parameter vari-
ations like line edge roughness, random dopant fluctuations and are the within-die
variations.

Spatial variations are the process variations [34, 35]. Imperfect control over the
fabrication process leads process variations and varies from foundry to foundry. Pro-
cess variations can be reduced by the better control of the process. Process variations
result in fluctuation of the VTH value. Inter-die variations are systematic variations
while Intra-die variations are random variations. Systematic inter-die variations affect
the adjacent transistors on a chip with identical shift from nominal value. These vari-
ations are deterministic and can be predicted in advance by analyzing the layouts. All
devices on a chip can be easily modelled as having same process parameters. Random
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intra-die variations affect the adjacent transistors on same chip with different shifts.
These variations are random in nature and hence cannot be predicted in advance before
manufacturing [36]. Inter-die variations can be compensated by using forward and
reverse-body bias techniques. It is more difficult to control intra-die variations due
to random nature of variations.

Environmental and aging related variations are temporal variations. The power
supply voltage and temperature are the two environmental variations factors. Envi-
ronmental conditions play a vital role in the process of designing the ICs. Each circuit
block on a chip has different activity and creates different power densities that result in
temperature gradient. The on-state and off-state currents are varied since ICs feel ther-
mal behavior due to temperature gradient. Many device parameters are very sensitive
to the temperature gradient. The sub-threshold leakage current varies significantly
for a change in device parameters. The dimensions of a device are scaled drastically
when moving from higher technology node to lower node as compared to apply supply
voltage scaling. The supply voltage cannot be scaled significantly without degrading
reliability and exponentially increasing leakage power due to threshold voltage. Aging
variations refer to the change in device characteristics over time. Negative bias tem-
perature instability (NBTI), positive bias temperature instability (PBTI), HCI, time
dependent dielectric breakdown (TDDB) and electro-migration are the aging related
variations. The electrical characteristics of ICs tend to degrade after a long period
of operation. Body biasing is the controlling parameter for mitigating the variability
effect at circuit level design [37].

5.6 Leakage reduction techniques

It is required to use leakage reduction technique for designing low leakage cir-
cuits. Leakage reduction technique can be applied at different abstraction levels like,
fabrication (technology or device) level, transistor/circuit/logic level, system level,
algorithm (behavior) level and architecture (structure) level. This chapter presents the
transistor/circuit/logic level leakage reduction techniques.

5.6.1 MTCMOS technique

Multi-Threshold CMOS (MTCMOS) is a valuable circuit-level methodology that
provides high characteristics in the active mode and saves leakage power during the
standby mode. This technique comes in the category of gated power supply leakage
reduction. The basic principle behind the MTCMOS technique is to use low threshold
transistors to design the logic gates where the performance is essential, while the high
threshold transistors (sleep transistors) are used to effectively isolate the logic gates
in standby state and limit the leakage dissipation [38]. Schematic arrangements of
MTCMOS technique is given in Figure 5.7.

In the MTCMOS technique, logic cell is supplied by a virtual power rail. The
low threshold logic gates are attached to a virtual ground line. The virtual ground line
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(c) insert NMOS (Source: S. Mutoh, 1995, p.849 [38])

is connected to the actual ground through a high threshold sleep transistor. Similarly,
the virtual power line is connected to the actual power supply through a high threshold
sleep transistor [39]. In the active mode operation, the high threshold sleep transistors
are turned on, while in the standby mode of operation, the high threshold sleep
transistors are in cut-off, and hence reducing the leakage current.

The key points to the success of this MTCMOS scheme are that

a. In the active mode the sleep transistors are conduct (SL = ‘0’) so having low on
resistance cause maximum flow of current. In normal mode the sleep transistors
have high threshold voltages. This attained the high performance of the logic
circuit.

b. In sleep mode the sleep transistors are in cut-off condition (SL = ‘1’) so the logic
cells are connected to virtual power supply (VDDV) and virtual ground (VSSV).
The threshold voltage of sleep transistors are chosen such that the leakage in the
sleep mode of the MTCMOS logic cells is significantly smaller.

c. Choose the proper size of the sleep transistors so they could not increase the
layout area and the power dissipation. This trade-off becomes even more appar-
ent in the deep sub-micron regime. Therefore, proper sizing of sleep transistor
is a key element to efficiently design complex MTCMOS circuits. MTCMOS
technique provides poor performance at low power environment. Boosted Gate
MOS scheme overcomes this problem [40].
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In MTCMOS technique, only one type (NMOS or PMOS) of sleep transistor
is enough for leakage control. Figure 5.7(b) and (c) shows the PMOS insertion and
NMOS insertion schemes, respectively. The NMOS insertion scheme is preferable,
since the NMOS has smaller on-resistance at the same width; therefore, it can be
sized smaller than corresponding PMOS. However, MTCMOS can only reduce the
standby leakage power, and the large inserted MOSFETs can increase the area and
delay. It reduces the noise margin or in worst case may result in complete failure
of the gate. Here need of two different oxide thicknesses for two different threshold
voltages causes a serious problem. The deposition of two different oxide thicknesses
is a complicated task [41].

The MTCMOS circuits suffer from high energy overhead during the transitions
between the active and standby modes. It is due to charge stored by the parasitic
capacitances at the virtual rail line. A new circuit technique is used to lower the
energy overhead of these mode transitions. The charge stored at the “virtual power”
and “virtual ground” lines are recycled during the mode transitions [42].

5.6.2 Forced stack technique

This technique inserts extra series connected transistor in the pull-down or pull-up path
of a gate and turns it off in standby mode. The extra transistor is turn-on during normal
operation. This provides a substantial savings in leakage current during standby mode.
There may be number of series connected transistors in stack but at least one transistor
must be off [43]. Number of transistor stacks reduces the leakage current with high
magnitude.

Figure 5.8 shows the leakage power vs number of off-transistors in a stack.
There is a large difference in leakage power between one off-transistor and two
off-transistors. Turning off three transistors does improve leakage power.

However, the extra stack transistor makes the drive current of the forced stack
gates lower, resulting in increased delay. Hence, this technique is only usable
for noncritical paths. Noncritical path shows the effective circuit management.
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In noncritical path the transistors having higher threshold voltage thus reduce leakage
current because leakage current inversely depends on threshold voltage. Stacking of
transistors is also called forced NMOS or forced PMOS techniques [44].

In stacking technique the amount of leakage currents of nanometer CMOS circuit
varies depending on the input signal pattern of the transistor stacks. So this is also
called as input pattern control technique and corresponding input signal pattern is
called minimum leakage vector. Here we choose the best combinations of input signal
pattern, which sets up the minimum leakage current during standby mode [45]. By
changing the internal logic gates circuit reduction in leakage may be achieved. Several
techniques have been proposed to generate the minimum leakage test pattern. One
simple straightforward method to find a best low leakage input pattern is to count all
combinations of primary inputs. This is not a good method because n input signals
have 2n combinations. This cause circuit complexity and required more computational
time. For finding the best input pattern we can use random search–based genetic
algorithm.

For understanding the concept of transistor stack we consider a two transistor
stack shown in Figure 5.9. Here we find out the gate to source voltage, drain to source
voltage and substrate to source voltage of transistor connected in series. VXis the
intermediate node voltage. VX is positive due to small drain current. The leakage cur-
rent is dependent on the voltages of all the four terminals of the transistor. Transistor
stacking technique exploits the dependence of leakage current on the source termi-
nal voltage VS. If we increase the VS of the transistor, the leakage current reduces
exponentially.

Positive potential at intermediate node (VX) has three effects:

1. Due to positive source voltage VX, gate to source voltage VGS1 becomes negative
hence main component of leakage (sub-threshold current) reduces significantly.
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Figure 5.10 Critical and non critical paths (Source: K. Roy, 2003, p.320 [23])

2. Due to positive VX, body to source voltage VBS1 becomes negative (body effect),
resulting in increase of threshold voltage of upper transistor and hence reducing
the leakage current.

3. Due to positive VX, drain to source voltage VDS1 decreases, resulting increase in
threshold voltage of upper transistor and hence reducing the leakage current.

5.6.3 Dual threshold CMOS (DTCMOS) technique

MTCMOS circuits require the insertion of extra series connected high threshold
devices which limit the leakage currents during the standby mode. However, these
sleep transistors are difficult to size correctly, and being in series with the pull-down
and pull-up path will always degrade performance. Another circuit level design style
is dual-threshold voltage [46].

In logic circuits, high threshold voltage can be assigned to some transistors in
the non critical paths so as to reduce the leakage current, while the performance is
maintained by using low threshold voltage transistors in the critical path. No additional
circuitry is required, and both high performance and low leakage can be achieved
simultaneously. Figure 5.10 illustrates the basic idea of a DTCMOS circuit.

Dual threshold voltage CMOS has the same critical delay as the single low thresh-
old voltage MOS circuit, but the transistors in non-critical paths can be assigned high
threshold voltage to reduce leakage power. DTCMOS is effective in reducing leakage
power during both standby and active modes. DTCMOS based flip-flop can reduce
leakage power dissipation with reducing in dynamic power dissipation and silicon
area [47]. There are many design techniques have been proposed, which consider the
sizing of high threshold voltage transistor in dual threshold voltage design to improve
performance, and to reduce leakage power [48].

5.6.4 SCCMOS (super cut-off CMOS) technique

This is the multi-voltage (MVCMOS) technique. In MTCMOS technique high thresh-
old sleep transistors are used for reducing the leakage current. While in this technique
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low threshold same as logic block’s threshold voltage sleep transistors are used [49].
SCCMOS used to solve the problem of the high threshold transistor in MTCMOS
technique. This is the gated power supply leakage reduction technique. As we know
the dynamic power dissipation is proportional to the square of supply voltage. So by
applying this method the both leakage power and dynamic power dissipation compo-
nents are reduced fast. The basic idea behind this method is to turn-off the transistor
fully which connect the main circuit to power supply or ground in standby mode. This
is achieved by connecting the gate of the PMOS sleep transistor to a voltage which is
higher than power supply VDD. This leads to a more positive gate to source voltage for
a PMOS transistor so PMOS sleep transistor always in cut-off state. The gate of the
NMOS sleep transistor is connecting to a voltage which is lower than ground level.
This leads to a more negative gate to source voltage for a NMOS transistor. By doing
this both sleep transistors are in super cut-off state [50]. Therefore this method is
called super cut-off CMOS technique and hence, the sub-threshold current reduces
exponentially with increasing this (these) voltage(s). The increase or decrease in the
gate voltage is obtained using an extra circuitry called charge pump circuit which is
shown in Figure 5.11. The overall circuitry for gate bias generator is called charge
pump circuit.

In Figure 5.11, the low threshold voltage cut-off PMOS, M1, whose threshold
voltage is 0.1–0.2V, is inserted in series to the logic circuits consisting of low threshold
voltage MOSFETs. The low threshold voltage provides the lower propagation delay
hence improve the speed of the logic circuits. In active mode of operation the gate
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voltage of M1, is grounded to turn-on the M1 transistor. While in standby mode of
operation VG is overdriven to VDD+ 0.4V to completely cut-off the PMOS transistor
M1. This is because the low threshold voltage of 0.1–0.2V is lower by 0.4V than
conventional high threshold voltage (0.5–0.6 V), and thus this overdriven mechanism
can maintain the standby current level. A MOS charge pump circuit is used to generate
this overdrive voltage of VDD+ 0.4V.

The charge pump circuit pumps charges induced by an oscillator circuit to or
from the bulk capacitance, Cb [51]. Here a strong charge pump circuit is required
to sufficiently increase the gate voltage in an acceptable time. If threshold voltage
is lower than 0.1–0.2V or negative, VG should also lower as long as there is no
problem of gate oxide reliability or GIDL. This charge pump circuit may cause extra
power consumption, area requirement and delay. These are the main drawbacks of
this method [52].

5.6.5 Leakage feedback technique

The leakage feedback technique uses two additional low threshold transistors to pre-
serve the logic state in idle or standby mode without using the high threshold voltage
devices. These two additional transistors are driven by the output of an inverter which
is driven by output of the logic circuit [53]. As shown in Figure 5.12, a low threshold
PMOS transistor is placed in parallel to the sleep high threshold PMOS transistor
and a low threshold NMOS transistor is placed in parallel to the sleep high threshold
NMOS transistor. These two transistors are driven by the output of the inverter which
is driven by the output of the logic circuit. During active mode both sleep transistors
and both parallel connected low threshold transistors (helper transistors) are turn on.
During sleep mode, sleep transistors are turn off and one of the transistors in parallel
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to the sleep transistors, i.e., helper transistor keep the connection with the appropriate
power rail and therefore reduce the leakage current.

Helper transistors are used to hold strong logic low and strong logic high during
standby mode. By using two helper transistors the output of logic block will always
be driven to one power rail or another, and will not be float longer in standby mode.

5.6.6 Variable threshold CMOS (VTCMOS) technique

Variable Threshold CMOS (VTCMOS) is a circuit design technique that has been
developed to reduce standby leakage currents by using a triple well process technique
where the device threshold voltage is dynamically adjusted by biasing the body termi-
nal. VTCMOS is the extension of DTMOS technique. VTCMOS circuit essentially
uses low threshold voltage transistors, and the substrate bias voltages of the transistors
that are generated by the variable substrate bias control circuit. When the VTCMOS
inverter circuit in Figure 5.13 is operating in its active mode, the VTCMOS inverter
transistors work as conventional CMOS transistors and do not have any body bias
effect. When the logic circuit is in the standby mode, the substrate bias control cir-
cuit generates a lower substrate bias voltage for the NMOS transistor and a higher
substrate bias voltage for the PMOS transistor. This body biasing effect increases
the magnitude of the threshold voltage of the transistors in the standby mode. The
threshold voltage of the device depends upon the body to source voltage. Threshold
voltage varies according to the relation given in (5.3) [55].

�Vth = γVBS (5.3)

where γ is the body bias coefficient.
Therefore, the leakage power dissipation in the standby mode can be considerably

reduced with this circuit design technique. But, with continuously technology scaling,
it has been showed that the effectiveness of VTCMOS reduces as the channel lengths
become smaller, or the threshold voltage values are lowered (Vth roll-off effect). Also,
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VTCMOS is basically more challenging for reliability since the high voltage across
the oxide decreases the lifetime of the device.

In addition, this method could be applied in active mode operation to optimize
circuit performance by dynamically tuning the threshold voltage based on workload
needs. By proper body bias tuning, the circuit is able to operate at the minimal active
leakage power [56].

5.6.7 LECTOR technique

In LECTOR (LEakage ControlTransistOR) technique insert two leakage control tran-
sistors (LCTs) (a PMOS and a NMOS) in each CMOS gate as shown in Figure 5.14. In
this technique each LCT is controlled by the source of the other LCT [57]. Since one
of the LCTs is always near its cut-off for any combination of input signals. It causes
decrease in current in the path from VDD to ground. LECTOR is single threshold;
vector independent method which requires only two transistors for every path in a
circuit. The concept of this technique came behind the stacking of the transistors in
the path of power supply to ground. When one or more transistors are in cut-off mode
then they behave as large value resistance and cause negligible leakage current. The
important feature of LECTOR is that it works effectively in both active and standby
mode of the circuit, resulting in better leakage reduction technique.

5.6.8 Sleepy stack technique

This technique mixes the sleepy approach and stack approach. For stacking approach
the one top most transistor of pull-up network and one top below transistor of pull-
down network divides into two equal half size transistors. For sleepy approach one
PMOS transistor is connected to the parallel of one of divided transistor in pull-up
network and one NMOS transistor is connected to the parallel of one of divided
transistor in pull-down network [58]. The schematic view of this technique is shown
in Figure 5.15.
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This technique reduces leakage current in standby mode by managing the power
supply of the main logic block. In sleep mode, sleep transistors are turn-off and stacked
transistors suppress leakage current. Due to parallel connection of sleep transistors,
they reduce the overall path resistance in active mode. This is also beneficial for
significantly delay declined in active mode. Area is the focused concern of this tech-
nique since one transistor replaced by three transistors. Additional circuitry required
for sleep signals. Another technique called dual sleep approach [59] (Figure 5.16)
uses the advantage of using the two extra pull-up and two extra pull-down transistors
in sleep mode either in off-state or in on-state. This technique has the advantage of
less number of transistors are required for implementing any logic circuit.

5.6.9 Sleepy keeper technique

In this technique low threshold NMOS transistor is put in parallel to a high thresh-
old voltage PMOS sleep transistor in the pull-up network and low threshold voltage
PMOS transistor is put in parallel to a high threshold voltage NMOS sleep transistor as
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shown in the Figure 5.17. During the active mode, both of the sleep devices and addi-
tional MOS transistors are turn-on so they enhanced the logic block’s performance.
In the standby mode, the sleep transistors are turn-off and hence reducing the leakage
current. NMOS transistor passes the logic low voltage completely, while the PMOS
transistor passes the logic high voltage completely. In idle mode these two additional
transistors preserve the state of the logic block because the NMOS is connected to
power supply (logic high) while PMOS is connected to ground (logic low) level [54].
This technique results in increased delay because the output drive strength reduces
due to the fact that PMOS device passes a weak low signal and NMOS device passes
a weak high signal.

5.6.10 VCLEARIT technique

Figure 5.18 shows the topology of a VCLEARIT (VLSI CMOS LEAkage ReductIon
Technique) logic schematic with sleep transistors (P1, P2 and N1) embedded in it. Here
three sleep transistors are used for leakage reduction purpose as well as increasing
the characteristics of the logic circuit implementation. Two sleep transistors P1 and
N1 are of the same threshold voltage as the logic circuit transistors have, while P2 has
high threshold voltage. The high threshold voltage transistor is connected between the
pull-up and pull-down networks, while other sleep transistors P1, N1 are connected
parallel to the pull-up and pull-down circuitry, respectively [60].

In normal operating mode, signal sleep = ‘1’ thus P1 and N1 are turn-off and P2
is turn-on and logic circuitry behaves as the conventional circuitry should. In standby
or sleep mode the signal sleep = ‘0’ and hence P1 and N1 are turn-on and P2 is
turn-off. So due to breaking of the path between pull-up and pull-down networks, no
leakage current should flow. Due to conduction of the sleep transistors P1 and N1, the
points X1 and X2 have the same potential as power supply and ground respectively
hence no leakage current should flow in pull-up and pull-down circuitry. The output
is always zero in standby mode because output is connected to the X2 terminal of
the logic circuit which is at ground potential. But leakage loss occurs in P2 transistor
because it is connected between different potential terminals. The drawback of this
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leakage reduction technique is that it requires a controller to automatically control
and generate sleep signals to put the circuit in standby mode and also to make active
it when required.

5.6.11 GALEOR technique

GALEOR (GAted LEakage transistOR) introduces two additional transistors in the
logic circuit to introduce the concept of force stacking which are independent of the
input signal combination. Force stack arrangement reduces the leakage current by
increasing the resistance of the leakage path. In GALEOR, two gated leakage tran-
sistors (GLTs) one NMOS (GLT1) and other PMOS (GLT2) are introduced between
the output and pull-up circuitry and the output and pull-down circuitry. These GLTs
are having high threshold voltage [61].

GALEOR technique implemented on two input (A and B) NAND gate is shown
in the Figure 5.19. In GALEOR technique, a gated leakage NMOS transistor (GLT1)
having high threshold voltage is placed between output and pull-up circuit and a gated
leakage PMOS transistor (GLT2) having high threshold voltage is placed between
output and pull-down circuitry. The concept behind the using high threshold voltage
transistors is that it will help in increasing the leakage path resistance so minimize
the leakage current.

When the input vector AB = “00”, both the NMOS transistors (MN1 and MN2)
are turn-off and both the PMOS transistors (MP1 and MP2) are turn-on. This results
a voltage closer to the supply voltage at drain terminal of the MN1 transistor, which
is able to turn-off the gated transistor (GLT2). This creates a three transistors stack
(MN1, MN2 and GLT2) to reduce the leakage current flowing through the circuit. Due
to turn-on of the PMOS transistors (MP1 and MP2) they have voltage at their drain
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Figure 5.19 GALEOR method for leakage reduction of NAND2 (Source: S. Katrue,
2008, p.575 [61])

terminals which is able to turn-on the gated transistor (GLT1). Therefore, pull-up
circuit having negligible on-resistance, this gives full power supply to output node.

Similarly, when input vector AB = “01” or AB = “10”, one of the NMOS (MN1
and MN2) and PMOS (MP1 and MP2) transistors are turn-off. This results in a voltage
close to the supply voltage at the drain terminal of MN1 to turn-off gated leakage
PMOS transistor (GLT2). This creates a two transistor stack to reduce leakage current
through the circuit. When input vector AB = “11”, both the PMOS transistors (MP1
and MP2) are turn-off. This results in a voltage close to the ground voltage at the
drain terminal of MP1 or MP2 to turn-off gated leakage NMOS transistor (GLT1).
This creates a two transistor stack in pull-up circuit to reduce leakage current through
the circuit. This technique reduces the output voltage swing due to the threshold
voltage loss caused by the additional GTLs MOS transistors. This technique suffers
a significant problem that is, the low signal is not precisely close to ground and the
high signal is not precisely close to VDD [62]. Reduced voltage swing increases the
propagation delay through the circuit.

5.7 Leakage analysis

This section explores the importance of different leakage reduction techniques. The
results for leakage reduction techniques are elaborated for NAND3 gate for both
active and standby modes at different technology nodes. The concluded plots for
standby and active mode of power dissipation for NAND3 gate at 65 nm with BPTM
technology node for different leakage reduction techniques are shown in Figures 5.20
and 5.21. These results are taken at room temperature with same parameter assump-
tions whenever required. Power dissipation reduction during standby mode of an
application is the important and challenging part of the low power VLSI designer.
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Figure 5.20 Standby power dissipation for NAND3 at 65 nm technology node
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Figure 5.21 Percentage saving of power dissipation in active mode for NAND3
gate at 65 nm technology node

In case of cell phones; the actual usage time is very limited but cell phone is always
on. This implies that the standby time of the cell phone is more as compared to active
time. It may acceptable to have leakage during the active time but during the standby
state it is tremendously wasteful to have leakage, as power is unnecessarily consumed
with no useful work being done. Based on the surveyed leakage power reduction
techniques we finally got that SCCMOS technique is the best technique for standby
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Figure 5.22 Supply voltage variations for NAND3 gate at 65 nm technology node

power dissipation reduction followed by VTCMOS technique. LECTOR technique
is less suitable for standby mode power dissipation reduction followed by GALEOR
technique.

If the focus is on overall percentage saving of power dissipation in both modes
then DTCMOS technique gives the best result followed by 2-forced stack technique.
Figure 5.21 shows the percentage saving of power dissipation of different leakage
reduction techniques. From this graph we show that sleepy keeper, VTCMOS and
SCCMOS techniques have no effect in active mode power dissipation reduction
but these are more valuable in standby mode. Actual implementations of DTCMOS
technique is more complicated than 2-forced stack technique.

The statistical variations are fetching very vital in current and imminent devices.
The key sources of statistical variations are process, voltage and temperature (PVT)
variations. PVT variations have become increasing quickly with the continued scal-
ing of ICs and are the major challenge to design low power robust ICs in ultra-DSM
regime. These variability issues may lead to significant discrepancies because of
improper manufacturing process, biasing and working environmental conditions.
PVT variations impact the circuit reliability and leakage power extensively. The varia-
tions in physical and electrical parameters of the devices initiate the variability issues.
CMOS technology scaling is associated with severe drawbacks when reaching lower
nanometer nodes. Leakage current components like gate leakage, sub-threshold leak-
age and variability issues are increasing drastically with each new lower nanometer
node. The supply voltage is the important source of power dissipation as it is directly
related to different power dissipation sources. Different power supply voltage values
can change the terminal voltages of a MOS device depending on the circuit character-
istics and thus responsible to vary the threshold voltage. Change in threshold voltage
value affects the leakage power. Power supply voltage variations for different leakage
reduction techniques are illustrated in Figure 5.22.
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Figure 5.24 Transistor width variations for NAND3 gate at 65 nm technology node

The environmental conditions play a vital role in the process of designing the
variations aware ICs. The operating temperature changes the performance of the ICs
in several ways. Different parts of a chip have different power densities that result
in temperature gradient. Environmental temperature gradient impacts on circuit’s
parameters. The on-state and off-state currents are varied since ICs feel thermal
behavior due to temperature gradient. Temperature variations for different leakage
reduction techniques are depicted in Figure 5.23.

Adjustment of the transistor width mitigates the leakage power to meet the
required specifications of the systems. Now we consider the effect of transistor width
variations for NAND3 circuit for different leakage reduction techniques. A width
comparison plot is shown in Figure 5.24.
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Figure 5.25 Standby leakage power for NAND3 gate for different techniques at 65,
32 and 22 nm technology nodes
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Figure 5.26 Active leakage power for NAND3 gate for different techniques at 65,
32 and 22 nm technology nodes

CMOS technology has continued to scale down at a dramatic rate to opt high
performance. Comparative technology scaling effect is shown in Figures 5.25 and 5.26
for various leakage reduction techniques in standby and active modes, respectively. 65,
32 and 22 nm technology nodes are taken as different nodes for different techniques.
Power dissipation in both modes is increasing when technology node shifts from
higher to lower node.
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5.8 Conclusion

Low power VLSI design is attracting a great deal of attention in VLSI design,
especially for high performance portable systems. By making the smaller devices,
designers can improve the speed of the devices with minimum chip area but scaling
of the device increases the leakage power dissipation and variability issues. Currently,
minimizing leakage power and variability issues are very demanding area of research.
The rapid switching of millions of transistors dissipates tremendous power and over-
heats the chip, reducing the reliability of the chip and necessitating expensive and
large cooling systems. In this chapter we review the various leakage reduction tech-
niques at transistor/circuit/logic level. We explore the merits and demerits of different
leakage reduction techniques and show the results in different modes. This chapter is
beneficial for quick learning of various leakage reduction techniques. We show the
comparative and comprehensive results of the percentage saving of power dissipation
in both operating modes of different leakage reduction techniques. SSCMOS tech-
nique is the best technique for standby mode while DTCMOS technique is the best
technique for overall power dissipation reduction in both modes. Real implementation
of SCCMOS and DTCMOS technique is relatively difficult. Based on the surveyed
techniques, a designer would be able to select the appropriate leakage optimization
technique for a particular level of an application.
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Chapter 6

Thermal effects in carbon nanotube VLSI
interconnects

Ashok Srivastava1 and K. M. Mohsin1

This chapter is on the thermal effects in contrast to the process variations or leakage
issues of the previous chapters. The thermal effect is considered in interconnects of
the integrated circuits (ICs). In a paradigm shift, not traditional metal interconnects,
but carbon nanotube (CNT) based interconnects are considered. Thus an important
post-CMOS era IC design consideration, the CNT-based interconnects is presented
in detail in this chapter.

6.1 Introduction

In general interconnect is a metallic wire providing connectivity between two nodes
in an integrated circuit (IC) or in a system consisting of many ICs. A node could be
any of four terminals of a transistor: source, drain, gate and body or it could be any
terminal of a passive components for example, resistors, capacitors and inductors.
In very large scale integration (VLSI) circuits, interconnect plays a very important
role in determining an overall performance of the system. The overall speed, power
consumption and performance depend largely on interconnect technology. To empha-
size the importance of interconnect an example from our daily lives might be useful.
Imagine very sophisticated computers connected through bad interconnect wires. No
matter how sophisticated devices are being used if interconnect performance is not
satisfactory it is not possible to achieve the required performance of a system. There-
fore, sincere attention should be given to interconnect technology. In this chapter,
we briefly discuss the present VLSI interconnect technology and their inherent lim-
itations. After addressing limitations of present technology, we discuss the possible
alternative materials. Most of the contents of this chapter will be about carbon nan-
otube (CNT) based interconnects and their performances. Three common variants
of CNT; single wall carbon nanotube (SWCNT), SWCNT bundle, multiwall carbon
nanotube (MWCNT) are covered in this chapter. Focus in this chapter will be on to

1Division of Electrical and Computer Engineering, Louisiana State University, Baton Rouge, LA, USA
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discuss how to integrate electronic properties with thermal properties of all these dif-
ferent CNT-based interconnects in evaluation of their performances. We believe that
at the end of the chapter readers will be able to understand why it is important to bring
thermal issues in electronics and hopefully they will get the simplest physics-based
picture on how to intertwined two different branches of physics inVLSI interconnects.
The chapter is organized as follows. In Section 6.2 present status of VLSI intercon-
nect technology is reviewed followed by the review of CNT-based interconnects in
Section 6.3. In Sections 6.4 and 6.5, electrical and thermal properties are discussed.
High frequency performance is discussed with S-parameters in Section 6.5 followed
by conclusion in Section 6.6.

6.2 Present status of VLSI interconnect

In present CMOS technology, mostly copper is used as an interconnect material buried
in low-k dielectric as shown in Figure 6.1. To reduce capacitive coupling between two
adjacent signals interconnect lines, low-k dielectric is being used as an interlayer
dielectric (ILD) in present CMOS interconnect technology.

A rapid downsizing of MOSFETs has been happening following the Moore’s
law. In lieu of the continuous downsizing of transistors, interconnect technology also
requires to be scaled down to get maximum benefit of downsizing. However, scaling
down of Cu/low-k interconnect is suffering increased heating, electro-migration and
void formation [1, 2]. In scaling of interconnects, low-dimensional effects dominate
over the bulk properties of materials. Due to decreased volume, Joule heat generation
per unit volume gets increased which causes resistance to increase. Metal ions in
interconnect materials are swept by the high electric field and cause void formation
which is called as electro-migration. On top of this electro-migration, Joule heating
makes things worse. Due to Joule heating center of interconnect reaches melting point

Cu

Cu
viaLow-k dielectric

Figure 6.1 Cu/low-k interconnect buried in SiO2
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of the material and thermal run away causes the open circuit. While void and open
circuit formation due to electro-migration may happen after longer period of uses,
Joule heating may happen right after few clock cycles of use. These reliability issues
are the serious bottleneck in scaled CMOS technology nodes. Therefore, researchers
are continuously in search of new and novel materials to replace Cu/low-k dielectric.
Many alternative solutions have been proposed and need materials search including
optical interconnects.

6.3 Survey of CNT-based interconnects

After the discovery of CNT in 1991 by Iijima [3] researchers envisioned it as the
next-generation interconnect material [4]. Numerous theoretical and experimental
researches reached to the conclusion that CNT is the right choice of material due
to its excellent electro-thermal properties [5–8]. In Table 6.1, we have summarized
few properties relevant to CNT VLSI interconnect technology and compared with
that of Cu.

As shown in Table 6.1, different variants of CNT have two orders of more current
capacity than Cu, and 5–10 times more thermal conductivity. Due to these exotic
properties, researchers explored this carbon-based material not only as the VLSI
interconnect [4, 5, 7, 8, 12, 13] but also as sensors [14, 15] and devices [16–19].
In interconnect design, we not only depend on superior electronic properties but
also look into thermal properties to avoid Joule heating induced thermal breakdown.
Since CNT has high thermal conductivity it can quickly drain out the generated
heat into the dielectric. This is why it is perceived that different variants of CNT
interconnects will be inherently more thermally stable than the Cu-based interconnect
[5, 20]. In explaining electrical properties, Srivastava et al. [8, 21] explained how to
use one-dimensional fluid-based model for SWCNT and MWCNT interconnects.
Single conductor based transmission line model has been proposed by Sarto and
SPICE compatible circuit models have been proposed by D’ Amore et al. [22, 23].
Most of these works highlighted the electronic properties and overlooked the thermal
stability. Chiang et al. [24] addressed the issue of Joule heating induced performance
degrading of Cu/low-k interconnects. However, not much is reported in literatures on

Table 6.1 CNT and Cu properties

Properties Cu SWCNT MWCNT

Max current density (A/cm2) 107 >109 >109

Melting point (K) 1356 870 [9] 3000–4000*
Thermal conductivity (Wm−1 K−1) 385 1750–6000 [10] 3000 [11]
Mean free path (μm) 0.04 ∼ 1 25 (100 nm outer diameter)

*Reported in literatures to be close to the melting point of graphite.
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Joule heating induced scattering, which is a serious roadblock in achieving the large
current density. Pop studied thermal breakdown in metallic SWCNT with Fourier
heat equation [9]. One-dimensional Fourier heat equation has been used by Yamada
et al. [25] and Kitsuki et al. [26] to explain experiments of carbon nanofiber thermal
breakdown. Further reference literatures will be provided when necessary in the rest
of the chapter in discussing all three variants of CNT.

6.4 Electrical properties

A CNT is rolled up single layer graphene sheet consisting sp2 hybridized carbon
atoms with 0.142 nm bond length as shown in Figure 6.2. Depending of the number
of layers of graphene CNT could be single wall (SWCNT) or multiwall (MWCNT).
Geometry of a SWCNT is just a hollow cylinder, while MWCNT consists of multiple
concentric cylindrical shells. Each of these shells is a rolled over single layer sp2–sp2

hybridized sheet of carbon atoms. Hence, MWCNT is a piling of concentric multiple
SWCNTs where each shell has essentially different diameters. Inter layers are bonded
by the weak van der Walls attraction forces with bonding length 0.34 nm [27]. Beside
naturally obtained bundle of SWCNT and MWCNT or any of their mixed kind, it
is also possible to use isolated SWCNT or MWCNT as VLSI interconnect. In this
chapter, we will be focusing only on SWCNT, MWCNT and SWCNT bundle. Same
approaches can be applicable for MWCNT bundle and any kind of mixed bundle.
In next section, we will be discussing their electrical properties of different CNTs.

SWCNT

MWCNT SWCNT bundle

SWCNT

H
ei

gh
t (

H
)

Length (L)

Width (W)

Graphene nanoribbon

Figure 6.2 Different carbon allotropes: graphene, SWCNT, MWCNT and SWCNT
bundle
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6.4.1 Equivalent resistance (Reqv)

An isolated SWCNT can be implemented in between metal contacts as interconnect-
ing wires as shown in Figure 6.3. Earlier it was very challenging to align SWCNTs in
between contacts and recently it has been implemented successfully [28]. For inter-
connect application SWCNT can also be replaced by MWCNT or SWCNT bundle to
get a better performance in terms of current capability. Electrically SWCNT can be
approximated as one-dimensional conductor [29]. MWCNT or SWCNT bundle can
be approximated as parallel SWCNTs. In case of MWCNT, all the shells are concen-
tric and shell diameters are necessarily different. However, in SWCNT bundle it is
not necessary to have different shell diameters. SWCNT bundle shown in Figure 6.2
is of same shell diameter. In this section, we will try to develop a set of general
formulae to estimate electrical properties applicable to these three variants of CNTs.
From Landauer-Büttiker, formalism dc resistance of a CNT shell can be calculated
from (6.1).

Rk = h

2q2

1

Mk

(
1 + L

λeff (L, Dk , Tk , V )

)
(6.1)

where different parameters are defined as follows:
L = length of interconnect,
Dk = diameter of kth shell in MWCNT or in SWCNT bundle,
Tk = temperature of kth shell,
q = electronic charge,
h = Planck constant and
λeff = effective mean free path of an electron.

CNT via

Gate

Metal
contacts

Horizontal
local interconnect

Figure 6.3 SWCNT-based VLSI interconnects
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The effective mean free path, λeff , takes into account of electrons scattering with
acoustic and optical phonons and will be discussed in Section 6.4.4. For SWCNT, Dk

is just the shell diameter of CNT. First term of (6.1) is quantum in nature and second
term is diffusive resistance, which is proportional to the length. Hence, it is apparent
from this equation that even though length is almost zero the resistance is nonzero.
This nonzero resistance is coming from the effect of contacts and it is quantum in
nature. Not to be confused that this first term quantum resistance is not the “con-
tact resistance,” it is the contribution of contact in intrinsic part of interconnect. To
clarify further for CNT interconnect material while we are taking only CNT resis-
tance in account we are not considering “CNT–metal” interface resistance or “contact
resistance.” Hence, to get the total resistance including contacts one requires adding
contact resistance. Otherwise, this (6.1) will only compute the intrinsic resistance
of materials at hand. For SWCNT there is only one shell, however, for MWCNT
and SWCNT bundle different shells could be in different temperatures. This is why in
(6.1) Tk has been introduced to take into account of the temperature of different shells.
The biasing voltage across interconnect is V and Mk is the equivalent conducting spin
degenerate channels of interconnect. For metallic SWCNT it is 2. Statistically for
naturally obtained SWCNTs, 1/3 are metallic and 2/3 semiconducting. From statis-
tics, we can estimate Mk value of any kind of CNT interconnect with the following
equation [30],

Mk =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2

3
for Dk <

1900

Tk

a1DkTk + a2 for Dk >
1900

Tk

(6.2)

It is noteworthy that spin degeneracy has been taken into account in above
equation. Fitting parameters a1 and a2 take the values as 3.26 × 10−4 nm−1K−1 and
−0.08, respectively. Since (6.2) has been calculated from the knowledge of band
structure, it can be used reliably as a compact equation for quick estimation of
resistance of interconnect without any detail calculation. Now from (6.1) and (6.2)
we know the resistance of each CNT shell regardless of whether they are metallic
or semiconducting. Equivalent resistance of MWCNT or SWCNT bundle can be
obtained assuming that CNT shells are parallel electrical conductors. On the other
hand, SWCNT having only single shell its equivalent resistance Reqv is Rk itself.
Details of SWCNT modeling has been explained in the work of Mohsin et al. [29].
To estimate equivalent resistance of SWCNT bundle or MWCNT, one requires to
have knowledge of total number of CNT shells in that particular kind of CNT-based
interconnect. In case of MWCNT, total number of shells can be obtained from (6.3)
as follows,

Nshell = 1 + round

(
Dout − Din

2δ

)
(6.3)
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where various parameters are described below,
Dout = outer diameter of a MWCNT,
Din = inner diameter of a MWCNT and
δ = inter-shell gap and equals to 0.34 nm.

After obtaining total number of shells in MWCNT, equivalent resistance of inter-
connect can be obtained. Since all these shells are contributing in transport with their
average number of conducting channels regardless whether these are metallic or not;
by combining them together will give the total contribution of all shells. Equivalent
resistance can be then obtained from the following equation [31],

Reqv =
(

1

R1
+ 1

R2
+ · · · + 1

Rk
· · · + 1

RNshell

)−1

= h

2q2

(
Nshell∑

k=1

Mkλeff (L, Dk , Tk , V )

λeff (L, Dk , Tk , V ) + L

)−1

(6.4)

SWCNT bundle can be obtained by piling SWCNTs in different geometrical shapes.
In this work, we only considered rectangular shape as shown in Figure 6.2. This is the
most common interconnect geometry for VLSI technology. For SWCNT bundle,
total number of CNT shells is different and can be obtained from the following
equation:

NW = Int

{
W − D

D + d

}
+ 1 (6.5)

NH = Int

{
2(H − D)√

3(D + δ)

}
+ 1 (6.6)

Nshell = NW NH − Int

{
NH

2

}
(6.7)

where various parameters are explained as follows,
Nw = number of CNT shells in the direction of width,
NH = number of CNT shells in the direction of height,
D = diameter of CNT and
δ = inter shell gap and equals to 0.34 nm.

Function Int computes an integer value for everything enclosed by curly brackets.
Equation (6.7) counts Nshell as the total number of SWCNT shells, which could fit for
a rectangular cross-sectional geometry of SWCNT-based interconnect. Once Nshell is
available, (6.4) can be used to estimate the equivalent resistance of SWCNT–bundle-
based interconnect. Again for SWCNT, Nshell is 1.
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6.4.2 Equivalent inductance (Leqv)

After knowing equivalent resistance, it is important to estimate inductance and capac-
itance of interconnect. For small device dimension besides classical electrostatic
capacitance, there is also quantum capacitance. For the same reasoning besides
magneto-static inductance, there is also kinetic inductance. In this section, we discuss
formulae for both kind of inductances of different kinds of CNT-based interconnect.
Magnetic inductance, which depends on the geometrical factor, can be obtained from
(6.8) for a cylindrical conductor [8],

LMk = μ

2π
ln

(
hk

2rk

)
(6.8)

where various parameters are described as follows,
hk = distance between ground plane and the center of kth CNT shell,
rk = radius of CNT shell, and
μ = magnetic permeability of CNT.

This magnetic inductance is quite important for SWCNT because of small diam-
eter. However, for a MWCNT with many concentric shells the magnetic inductance
plays less important role in overall inductance. Since diameters of outer shells are
large, magnetic inductance becomes less significant for outer shells. Again if we count
these in parallel to estimate overall inductance it will be less significant. Quantum
inductance which comes in series with the magnetic inductance, can be estimated
from the following equation [32],

Lk = π�

2q2νF Mk
(6.9)

where νF is Fermi velocity (8.854 × 105 ms−1) [22] and � is reduced Planck constant.
To obtain equivalent inductance, one requires adding right sides of (6.8) and (6.9) and
then counting them in parallel as done in the case of equivalent resistance in (6.4).
Calculations can be easier if we assume that magnetic inductance is less significant
in comparison to kinetic inductance. In case of SWCNT bundle, while taking all
shells into consideration contribution from magnetic inductance will be divided by
total number of by shells. In case of MWCNT, different shells correspond to different
diameters. Shell diameters of a MWCNT increases from center to the surface. For
increased diameter, magnetic component of inductance becomes less important as
described in (6.8). For instance, a MWCNT with 100 nm outer diameter, quantum
inductance of innermost shell is 5.8188 × 104 times more than the magnetic induc-
tance of that shell [31]. On the other hand, SWCNT with a diameter of ∼1 nm and
oxide thickness over which SWCNT is deposited is ∼100 Å, the calculated value of
LMk ∼ 1 pH/μm which is very small compared to the value of Lk which is in the range
of nH/μm. With this argument, we can simplify the equivalent inductance with some
loss of accuracy and express by the following equation,

Leqv = π�

2q2νF

Nshell∑
k=1

Mk

(6.10)
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Nshell can be calculated for MWCNT and for SWCNT bundles from (6.3) and
(6.7), respectively. In case of metallic SWCNT, total number of conducting channels
are only 2. For SWCNT bundle- and MWCNT-based interconnect we need to carry
summation over all CNT shells to obtain total number of conducting channels. It is
to be noted that total number of shells is different than the total number of conduct-
ing channels. Number of shells is a physical quantity which counts total number of
SWCNT tubes fitted in to the interconnect geometry. On the other hand, number
of conducting channels are electronic channels, which are coming from the band
structure calculations. One CNT shell might have multiple electronic channels for
transportation of electrons. Finally for SWCNT bundle-based interconnect assuming
same diameters of all CNTs we can further simplify the equivalent inductance from
(6.2) and (6.10) as follows,

Leqv = π�

2q2νF

Nshell∑
k=1

Mk

= 3π�

4q2νF Nshell
(6.11)

6.4.3 Equivalent capacitance (Ceqv)

As in inductance, small dimensional interconnects have two kinds of capacitances.
One is electrostatic in nature and depends on the geometric shape and dielectric
constant of materials. The other one is quantum in nature. Electrostatic capacitance
of a CNT is similar to a cylindrical conductor and can be estimated as follows,

CEk = 2πε

ln hk
2rk

(6.12)

where ε is dielectric permittivity, hk is distance between ground plane and the center
of kth CNT shell and rk is radius of CNT shell.

Quantum capacitance is in series with this electrostatic capacitance and can be
estimated from the following equation,

CQ = 2q2

hvF
Mk (6.13)

For metallic SWCNT Mk is 2. Usually, we want a material with low dielectric
constant as an ILD to burry interconnect into it. Since electrostatic and quantum
capacitances are in series, the one lower in value will dominate in estimation of
overall capacitance. If the dielectric constant is low and the distance of interconnect
layer from the ground plane is high electrostatic capacitance will dominate over the
quantum capacitance. Actually, there is no general rule to find out which one will
dominate over the other one. Therefore, for detail calculations one always requires
to include both of these to estimate equivalent capacitance numerically. However, to
express analytically we can make simplified assumptions. Electrostatic capacitance
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is dominant over quantum capacitance only for MWCNT with fewer shells. For a
MWCNT with more shells quantum capacitance is approximately thousand times
more than the electrostatic capacitance of the outermost shell [31]. Hence, in cal-
culation of equivalent capacitance considering only quantum capacitance is a good
approximation. Considering only quantum capacitance, equivalent capacitance can
be then estimated from the following equation,

Ceqv = 2q2

hvF

Nshell∑

k

Mk (6.14)

For SWCNT bundle, it can be further approximated using (6.2) as follows,

Ceqv = 2q2

hvF

Nshell∑

k

Mk = 4q2Nshell

3hvF
. (6.15)

6.4.4 Effective mean free path (λeff )

One of the most important parameter in electronic transport properties is the carrier
mean free path. In CNT, electrons are the major charge carriers. Therefore, in this
section we will discuss electrons with various mean free paths associated with different
collisions. Finally, Matthiessen’s Rule will be used to estimate effective mean free
path (λeff ) of an electron. Effective mean free path is the distance an electron can
travel before it get scattered. An electron can get scattered due to collision with
another electron or phonons. Phonons are quantized lattice atom vibrations. Due
to vibrations, atoms are displaced from their equilibrium position and this changes
the potential profile in the atomic scale. This change in potential is the cause for
electrons to get scattered. This is the simple picture how electrons get scattered by
phonons. Mostly phonons are of two different types, optical phonons and acoustic
phonons. Both of these kinds of phonons interact with mobile electrons and thus
scatter electrons.

Also electrons spontaneously get scattered with optical and acoustic phonons.
Scattering length of electrons due to acoustic (λac) and optical phonons can be
estimated from following equations [33]:

λac = 400.46 ∗ 103D

T
(6.16)

λop = 56.4D (6.17)

Here D is the diameter of SWCNT and T is the temperature of the shell. For
large diameters electrons get more space to travel before scattered by an acoustic
phonon. On the other hand, increase in temperature increases population of acous-
tic phonons, which eventually increases the number of collisions. Hence, increase
in temperature decreases the electrons scattering length. Scattering length due to
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optical phonon is directly proportional to the diameter of CNT as shown by (6.17).
In these above events, no phonon absorption and emission by electrons was involved.
Only spontaneous scattering due to acoustic and optical phonon was involved. How-
ever, an electron can get scattered by absorbing or emitting an optical phonon.
Since acoustic phonon lies in low frequency bands of vibrational modes these are
not absorbed or emitted by electrons. Therefore, two more scattering events related
to emission and absorption of optical phonon need to be discussed. The scattering
length due to optical phonon absorption, λop,abs has been modeled by the following
equation [9],

λop,abs = λop
Nop(300) + 1

Nop(T )
(6.18)

Here λop can be obtained from (6.18) and Nop describes the optical phonon
occupation, which can be calculated from Bose-Einstein statistics.

Nop = 1

exp
(

�ωop

KBT

)
− 1

(6.19)

Here ωop is the optical phonon frequency and its typical energy value varies
from 0.16 eV to 0.20 eV. For the sake of numerical calculation, one can take a value
of 0.16 eV. From (6.19), it is obvious that as temperature increases Nop increases.
Consequently if Nop increases, scattering length due to optical phonon absorption
(λop,abs) decreases according to (6.18). Therefore, in high temperature CNT intercon-
nect, electron suffers more scattering due to optical phonon absorption. Electrons also
get scattered due to emission of optical phonons. Optical phonon emission process
has two components, one is for the absorbed energy and another is the electric field
induced due to bias across the SWCNT length. Both of these components can be
estimated as follows,

λabs
op,ems = λop,abs + Nop(300) + 1

Nop(T ) + 1
λop (6.20)

λfld
op,ems = �ωop − KBT

q V
L

+ Nop(300) + 1

Nop(T ) + 1
λop (6.21)

Here q is electronic charge, V is the bias voltage across CNT and L is length. From
Matthiessen’s Rule one can estimate the mean free path due to these above-mentioned
scattering processes and is expressed as follows,

1

λop,ems
= 1

λabs
op,ems

+ 1

λ
fld
op,ems

(6.22)
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Equation (6.22) estimates the effective mean free path only due to optical phonon
emission. Following equation can be used to estimate overall mean free path of
electrons.

1

λeff
= 1

λac
+ 1

λop,ems
+ 1

λop,abs
(6.23)

Equation (6.23) is a closed form of estimating effective mean free path of an
electron. More advanced methods based on first principles can be used which is
computationally very expensive and not usable in analytic form. This is why (6.23)
can serve for quick estimation of the performance analysis of CNT interconnects.
This effective mean free path (λeff ) can be used in (6.4) to estimate temperature and
geometry-dependent equivalent resistance of CNT interconnects.

6.4.5 Equivalent circuit

Once we know the equivalent resistance, inductance and capacitance of a CNT inter-
connect, we can model its equivalent circuit. Yao et al. and D’Amoro et al. [34] have
showed how to model equivalent circuit for MWCNTs [21]. Electrical equivalent cir-
cuit for SWCNT bundle has been modeled by Sarto et al. [35]. These models mostly
involved RLC parameters of multiple lines and coupling impedance in between lines.
In inductance and capacitance, they considered both the classical and quantum coun-
terparts. However, it is required to have a single conductor transmission line model to
describe the electrical performances in a way that is more compact. It is to be noted
that compact modeling can help to simulate a large system with limited computing
resource. Sarto et al. [22] proposed single conductor transmission line model for
the MWCNT which can be modified for any kind of CNT. Following this one can
have single conductor transmission line model for any kind of CNT as follows. Only
the equivalent R, L and C will be different depending on the kind of CNT intercon-
nect needs to be modeled. For high frequency characterization of interconnect, this
transmission line model will be very useful. In scattering parameter calculations, this
equivalent single conductor model has been used along with per unit length circuit
parameters. Equivalent circuit is as shown in Figure 6.4.

Pin

Port 1 Port 2

Reqv

Pback

Leqv

Ceqv

Pout

Figure 6.4 Single conductor transmission line model of CNT interconnect
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6.5 Thermal properties

Knowing electronic parameters of CNTs, it is now important to know thermal prop-
erties and to study how these affect electronic transport. Just to remind the motivation
of this chapter again, Joule heating limits the transport of CNT VLSI interconnects.
Therefore, it is important to analyze different CNT variants in terms of thermal sta-
bility. The fundamental approach is to model temperature distribution and to study
thermal stability of interconnect. Phenomenological heat diffusion equation can be
used as long as the length of CNT is long enough in comparison to the mean free path
of a phonon. If the CNT length becomes comparable to the phonon mean free path
necessary physics cannot be described by the phenomenological Fourier heat equa-
tion. In later case, one needs to solve the Boltzmann transport equation (BTE) for
phonons which is less intuitive and computationally more expensive. Again standard
Boltzmann equation has its own limitation of treating phonon as a classical particle
instead of quantum nature of phonon. Cahill et al. [36, 37] have reviewed recent
progress of thermal transport in nanoscale. In most of present practical purposes
CNT lengths are of few micrometers, whereas phonon effective mean free path is
few hundreds of nanometer. Therefore, it is permissible to use Fourier heat equation
with necessary boundary and initial conditions. In this section, we will describe dif-
ferent Fourier heat equation with their boundary conditions for different kind of CNT
interconnects. Since MWCNT and SWCNT bundle consist of SWCNT in different
geometric orientations it is natural to study the thermal properties of SWCNT-based
interconnect first and then other variants of CNT.

6.5.1 Thermal properties of SWCNTs

SWCNT being quasi one-dimensional and does not have enough surface area and
cross-sectional area to dissipate heat. Hence it is prone to thermal breakdown more
than any other variants of CNT. Even though SWCNT is highly heat conductive, it
has been observed experimentally that the conducting CNT breaks down due to Joule
heating and thus limits its current density [38, 39]. Thermal breakdown of SWCNT
has been studied by Pop et al. [9]. Huang et al. [40] have studied thermal transport
and observed experimentally that the hottest spot is located at the center of the tube
from where breakdown is initiated. Geometry of SWCNT is essentially a single one-
dimensional wire. So its Fourier heat equation can be described by one-dimensional
equation.

∂

∂z

(
Aκ

∂T

∂z

)
+ p = Aρc

∂T

∂t
(6.24)

In (6.24), κ is the heat conductivity, A is the cross–sectional area (π × d × t),
T is the temperature at a given point of SWCNT, p is Joule heating source power
per unit length, c is the specific heat of CNT and ρ is the density of CNT. A typical
diameter of SWCNT is 1 nm and thickness 0.34 nm which is the interlayer distance
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in graphite. Under the assumption of uniform heating, uniform cross-sectional area
of CNT, steady state solution can be obtained using the work of Pop et al. [9],

A
∂

∂z

(
κ

∂T

∂z

)
+ p − g

(
T − T ′) = 0 (6.25)

where T ′ is the substrate temperature, g is the measure of heat conductivity of CNT
through substrate. The better g will be, CNT will be more thermally stable. Right
hand side of (6.25) equals zero since steady state solution is sought for. Being one-
dimensional problem, only one boundary condition is required to solve this problem.
Typical substrate temperature is 60 ∼ 70◦C. Again g depends on the interface of CNT
and substrate and it is to be measured experimentally or has to be estimated from
computationally very extensive first principle calculations. Pop et al. [9] measured
for silicon substrate and found its value as 0.15 Wm−1 K−1. Thermal conductivity is
the most disputed parameter for CNT. It ranges from few thousand to few hundreds
of Wm−1 K−1. In the work of Yamada et al. [25] and Kitsuki et al. [26] thermal
transport has been studied considering the thermal conductivity of CNT as constant.
However, studies in References 9, 20 and 41–44 have been shown that the thermal
conductivity is temperature dependent. This is why one always needs to check with
the most recent agreed experimental values for thermal conductivity until an estab-
lished theoretical and experimental value have been obtained. For a constant thermal
conductivity a compact analytical solution has been shown in Reference 9 as follows,

T (z) = T ′ + p

g

⎡

⎢⎢⎣1 −
cosh

(
z√
κAg

)

cosh
(

L

2
√

κAg

)

⎤

⎥⎥⎦ (6.26)

One of the important outcomes of Pop’s study [9] is defining thermal healing
length as follows,

LH = √
κAg (6.27)

If the length of CNT is very large in comparison to the thermal healing length
(LH ) most of the heat will be lost by the substrate. On the other hand, if the length
is comparable to LH most of the heat diffuses through the contacts. In (6.26), p/g
determines the peak temperature of the hottest spot which is the midpoint temperature
of SWCNT. Now from (6.26), one can find the temperature distribution for a given
Joule heating ( p) per unit length which is I 2R per unit length. Therefore, (6.26) is
resistance (R) dependent. Again from (6.4) we know that R is T dependent. Hence,
there is a nonlinear relation between R and T . This nonlinear relation can be taken into
account by the iterative scheme, which is discussed in Section 6.5.4. Once T and R
can be calculated from the coupled electro-thermal equations, thermal stability can be
determined. If the temperature at any point of a SWCNT goes above the breakdown
temperature 873 K, it melts down at that point and breaks the circuit. Since peak
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Figure 6.5 Length dependence resistance of SWCNT interconnect

temperature is being determined by p (= I 2R), thermal stability depends directly on
the bias current. This is how the Joule heating limits the current density and in worst
case, causes thermal breakdown of interconnects. For a 3 μm long SWCNT and 2 nm
diameter, maximum current has been calculated to be 20 μA [9, 39]. Since longer
SWCNT has more contacts with substrate it can dissipate heat quicker than the shorter
one. Hence a length dependence of thermal stability comes into the picture. In the
work of Mohsin et al. [29], length dependence of resistance has been presented as
shown in Figure 6.5. To summarize, length, diameter, temperature and bias voltage or
bias current decide the mean free path and resistance of CNT interconnect. Resistance
and temperature are intertwined with each other and need to be solved with interactive
scheme described in Section 6.5.4.

6.5.2 Thermal properties of SWCNT bundle

Heat equation for SWCNT bundle is a three-dimensional problem to be solved with
necessary boundary conditions. If the cross-sectional area is very small and the length
is very large, we can assume it as one-dimensional problem. For one-dimensional case,
we already discussed the solution of heat equation in previous section. However, in
case of local interconnect the cross-section is large enough and interconnect is not
comparatively long enough to assume one-dimensional problem. In this case, ther-
mal equilibrium is possible over the length but not over the cross-section. Hayashi
et al. [45] noted that there is anisotropy of heat conductivity in MWCNT. This
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anisotropy suggests that heat conductivity is very high in axial direction in com-
parison to the radial direction. Since MWCNT and SWCNT bundle only vary in
placement of SWCNT shell in different geometric orientation; same anisotropy is
also possible for SWCNT bundle. Heat conductivity will be always dominant in axial
direction while electron and phonon transport are happening in the shell. In contrast
whenever transport involves with an adjacent shell, heat carriers need to face the
inter-shell thermal resistance. Hence heat conductivity will not be high in the radial
direction. Therefore, in cross-section of SWCNT-based interconnect temperature gra-
dient will be observed. There will be a temperature distribution in the cross-section
of SWCNT-bundle-based interconnect due to this anisotropy of heat conductivity. A
cross-sectional distribution of temperature means different SWCNT wires will be at
different temperatures causing different temperature-dependent resistance (Rk ). Thus
a three-dimensional heat equation is to be solved as follows,

∂

∂x

(
Aκx

∂T

∂x

)
+ ∂

∂y

(
Aκy

∂T

∂y

)
+ ∂

∂z

(
Aκz

∂T

∂z

)
+ p − g

(
T − T ′) = Aρc

∂T

∂t

(6.28)

where κx, κy and κ z are heat conductivity in x, y and z directions. The geome-
try of SWCNT-bundle-based interconnect is a three-dimensional rectangular bar,
p = (I 2Reqv)/(WxLxH), where W , L and H are width, length and height of inter-
connect. Substrate temperature T ′ can be taken as 300 K and will serve as a boundary
condition for solving (6.28). Definition of other parameters are given in the previ-
ous section. Under the following assumption, one can simplify (6.28) to solve this
problem analytically or numerically. Following assumptions are made:

1. Heat generation is uniform throughout the whole interconnect.
2. Cross-section of interconnect is uniform.
3. Anisotropy of heat conductivity is only two dimensional: radial and axial direction

of a CNT.
4. Steady state solution.
5. Interconnect length is short enough so there will be no temperature variation

along the length (z-axis).

Considering above-mentioned assumptions, we can have the following equation
to solve,

κx
∂2T

∂x2
+ κy

∂2T

∂y2
+ p − g

(
T − T ′) = 0 (6.29)

In (6.29), constant cross-sectional area (A) can be absorbed into other constants.
Heat conductivity through substrate (g) is yet to be measured experimentally for
SWCNT-bundle-based interconnect.
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6.5.3 Thermal properties of MWCNT

The MWCNT is inherently more stable than SWCNT in terms of thermal stability.
On top of thermal stability, growth techniques of MWCNT are easier than SWCNT.
This is why MWCNT is preferred over SWCNT as the VLSI interconnect. For better
understanding the performance of various CNT interconnects and to compare them
it is essential to study MWCNT interconnect as well. Temperature distribution along
the MWCNT considering Joule heating has been reported by Feng et al. [46] and
later they studied the cross-talk effects for the VLSI interconnect [47]. In most of
early studies of MWCNT-based interconnect, radial heat flow has been neglected
assuming graphite like isotropic thermal conductivity of MWCNT [25, 46]. Hayashi
et al. [45] have reported that due to anisotropy of thermal conductivity temperature
variation can also be observed in the cross-section of MWCNT. It is necessary to
include this anisotropy in consideration to get accurate results. From the experimen-
tal results Hayashi et al. [45] calculated thermal conductivity in axial direction as
κaxial = 1800 Wm−1 K−1 and in radial direction, κ radial = 0.05 Wm−1 K−1. This is a
significant anisotropy to be taken into account in thermal study. Since axial compo-
nent is very high in comparison with the radial component it is suggestive that heat
dissipation along the length of MWCNT is quicker than in radial direction. Hence
MWCNT interconnect will quickly reach thermal equilibrium along all over the length
but in cross-section it may not be that quicker. This is how anisotropy of thermal con-
ductivity will cause temperature variation in cross-section. However, temperature
variation will not be significant in the direction of length for aforementioned reason.
One can take this as an advantage to reduce the problem from three dimension to
two dimension by considering only the cross-section. Again under the assumption of
uniform diameter throughout and all over the length, one can assume that heat will not
flow in circumferential direction too. Therefore, one can reduce the heat equation to a
radial equation. Although, Hayashi et al. [45] modeled MWCNT in two-dimensional
cylindrical co-ordinates with anisotropic values of thermal conductivity they did not
took Joule heating generation term in their governing equation. In the work of Mohsin
et al. [31], heat generation term has been considered but conduction through dielectric
(g in (6.30)) has not been presented. To be more accurate one should always include
all heat sources and sinks which are shown in Figure 6.6.

For giving an example here, we have adopted the work from Reference 31 here
in. Governing equation to be solved in for MWCNT is as follows,

κaxial
∂2T

∂z2
+ κradial

1

r

{
r
∂2T

∂r2
+ ∂T

∂r

}
+ p = 0 (6.30)

Here thermal conductivity in axial direction is expressed through as κaxial =
1800 Wm−1 K−1 and in radial direction through κ radial = 0.05 Wm−1 K−1. Joule heat
generation term (p) is V 2/R per unit volume. Equation (6.30) gives steady state solu-
tion for temperature inside the cross-section and along length (z-axis) of MWCNT
interconnects. As boundary condition for MWCNT, outer CNT shell is in thermal
equilibrium with the dielectric. In addition, two ends of interconnects are also in
thermal equilibrium with the ambient chip temperature.



190 Nano-CMOS and Post-CMOS electronics: circuits and design

Dielectric (heat sink)

Dielectric (heat sink)

Joule heat in interconnect (source)
Contact
(heat
sink)

Contact
(heat
sink)

Figure 6.6 Heat source and sinks in VLSI interconnect

6.5.4 Iterative scheme for R and T

Since resistance depends on temperature (T ) and temperature depends on resistance
(R) via Joule heat (I 2R); there is a nonlinear relation between R and T . This nonlinear
relation requires self-consistent solution for R and T iteratively. Electrical transport
equation tells us the temperature dependence of resistance. On the other hand, heat
equation tells us about the resistance dependency on temperature. In the beginning of
iteration, it can be assumed that whole simulation domain is in thermal equilibrium
with the ambient temperature of the chip. In many studies, it has been taken as
room temperature. However, temperature can be elevated due to the operation of
other circuitry around a particular block of interconnect. Usually 350 K is a good
approximation, which can be taken as high ambient temperature of silicon chip.
Using room temperature 300 K is not a good assumption to start with since normal
chip operation is above room temperature. Once bias either current or voltage is
applied, interconnect will develop Joule heat and will not be in thermal equilibrium
with the surroundings any more. Flow chart in Figure 6.7 presents steps for achieving
self-consistent temperature and resistance for the solution.

First step is to assume suitable initial temperature which is ambient temperature
of interconnect under study. After knowing the temperature one can calculate the
mean free path of electron (λ) at that temperature using (6.24) described in Section
6.4.3. By using (6.4) equivalent resistance (Reqv) can be calculated. After calculating
the equivalent resistance, Joule heat can be calculated by multiplying with current
squared. Then using Joule heat term in any of governing heat equations depending
on the type of CNT interconnect, temperature distribution inside interconnect can
be obtained. These governing equations are described in Sections 6.5.1–6.5.3. If the
newly calculated temperature is not within the tolerance limit one should repeat the
loop starting with this newly calculated temperature. In our earlier work [31], tolerance
has been taken as 0.01 K. Once the difference of newly calculated temperature is
within the tolerance limit one should stop this calculation. Again if the temperature
reaches above 873 K, CNT will breakdown from the middle. Iteration should also
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Figure 6.7 Iterative scheme for electro-thermal coupled equations

stop at this melting point denoting CNT’s breakdown. The breakdown resistance and
current are then recorded. That breakdown resistance is the highest resistance before
breakdown occurs.

6.5.5 Temperature profiling inside the interconnect

In SWCNT, temperature profiling in one dimensional is showing temperature vari-
ation only in the direction of length of the CNT. It has been experimentally verified
that the hot spot is at the center of the CNT and Joule heating induced breaking occurs
at the center of CNT. In Figure 6.8 an example of SWCNT temperature distribution
is presented.

From Figure 6.8, it is seen that the maximum temperature depends on the biasing
voltage and is peaked at the center. SWCNT wire of 1 nm diameter will survive any
voltage below 4V. Above 4V, probability of melting down from the center is high and
thermal breakdown resistance become infinity which can be observed in Figure 6.5.
In Table 6.2, we have shown how resistance varies after considering Joule heating.

In Figure 6.9, cross-sectional temperature profile of a SWCNT-bundle-based
interconnect has been shown in Reference 50. The central CNTs is mostly at high
temperature and center most shell achieve the maximum temperature. Therefore, if
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Figure 6.8 Temperature profile of SWCNT interconnects

Table 6.2 Comparison of Joule heating based modeling with experimental
measurements [48, 49] and other theoretical models [8, 31]
for SWCNT

References Length Din Dout(nm) R (k�) With Joule heating
(μm) (nm) [31] (k�)

Nihei et al. [48] 2 3.88 10 1.60 2.257
Srivastava and Yao [8] 1.90

Li et al. [49] 25 50 100 0.035 0.02781
Srivastava and Yao [8] 0.042

any breakdown occurs it will occur from the center of the central CNT shell. In
Table 6.3, equivalent resistance is presented for SWCNT bundle interconnect for
different bias currents.

For MWCNT the temperature distribution has been calculated in Reference 31
and shown in Figure 6.10. It has been found that MWCNT is inherently thermally
more stable than any other kind of CNT interconnects.

Most theoretical models assume that one third of the MWCNT shells are metallic
and rest of them are semiconducting which is statically sound. On the other hand, in
real measurement this statistical assumption will not work. In real measurement, one
could get different number of metallic shells than the theoretical assumption. This is
why total resistance can vary from experiment to experiment.
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Figure 6.9 Cross-sectional temperature distributions and heat flow vector (arrow)
for (a) 10 mA, D = 1 nm, L = 1 μm, (b) 10 mA, D = 4 nm, L = 1 μm. In
case of (b) central shell temperature is above melting point (873 K),
therefore breakdown will occur

Table 6.3 Temperatures and equivalent resistances of SWCNT bundle interconnect
at various bias currents

Bias Width = Number Current density Highest Equivalent Comments
current height (nm) of (1 × 1010 A/cm2) temperature resistance breakdown
(mA) D = 1 nm SWCNTs (K) (K�) resistance

unless
mentioned

10 5 14 4.0 360 26.8 No
10 52 1.0 303 7 No

23 5 14 9.2 820 27 Critical

6.5.6 Performances in terms of S-parameters

Based on performance, different CNT-based interconnects can be compared. Most
importantly, resistance, inductance and capacitance of interconnect and high fre-
quency response can be taken as performance parameters. Other performance matrices
can be derived based on these basic parameters. The interconnect can be modeled as
two port network as described in Section 6.4.3. Two ports network S11 and S21 param-
eters help understand the frequency response of an interconnect in terms of back
scattering power and transmitted power. S11 is the ratio of power reflected from the
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transmission line to the incident power, while S21 is the ratio of power transmitted
through the transmission line to the incident power.

S11 = 10 log
Pback

Pincident
; S21 = 10 log

Ptransmitted

Pincident
(6.31)

For CNT interconnect, S-parameter calculations have been carried out with dis-
tributed elements and normalized by intrinsic impedance 50 �. Method described
in Reference 51 can be used for S-parameter calculation per unit values of resis-
tances, inductances and capacitances described in Section 6.4. In Figure 6.11, few of
the results are shown regarding various interconnects covered so far in this chapter.
From Figure 6.11, it is apparent that back scattering is high in high frequency range
for SWCNT-bundle- and MWCNT-based interconnects. In case of SWCNT, back
scattering is low in high frequency range. SWCNT could be of a potential use in
high frequency circuits. In MWCNT interconnect higher outer diameter suffers more
back scattering than the lower one. From Figure 6.12, it can be concluded that in
general power transmission is high at high frequencies in these three kinds of CNT-
based interconnects. Joule heating worsens the situation by reducing the transmission.
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Depending on application a particular type of interconnect material can be preferred
over the other one.

6.6 Conclusion

In this chapter, limitations of present CMOS VLSI interconnect technology has been
addressed. Theory of CNT-based VLSI interconnects has been presented from their
electrical properties and thermal properties. How to couple electrical and thermal
equations has been also discussed and results have been presented. Although not the
most accurate, to understand VLSI circuits, these models can be helpful in quick esti-
mation of circuit performances. However, an accurate estimation of electro-thermal
properties requires computationally highly complex first principle based quantum
molecular dynamics, which is beyond the scope of this chapter. It is to be noted that sig-
nificant research is underway to understand the complexity of phonon transport at the
atomistic level. It is also to be emphasized that phonon transport is vital in understand-
ing the Joule heating and how it affects the electron transport in low-dimensionalVLSI
interconnect. Phenomenological Fourier heat equation, which is known as heat diffu-
sion equation, does not estimate the experimental results at the nanoscale. The reason
is that if phonons mean free path is longer than the interconnect length then transport
is no more diffusive, rather it is ballistic. This is why this heat diffusion equation is
under scrutiny these days. Phonon BTE may help to estimate the thermal conductivity
in ballistic heat transport. However, phonon BTE has its own limitation for assuming
phonon as the classical particle instead of a quantum one. Interfacial thermal and
electrical conductivities to be measured or estimated for various materials of interest
need to be considered in order to find high electro-thermal conductive materials.
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Chapter 7

Lumped electro-thermal modeling and analysis
of carbon nanotube interconnects

Aida Todri-Sanial1

Carbon nanotubes (CNTs) due to their unique electrical, thermal, and mechanical
properties are being investigated as promising candidate material for on-chip and
off-chip interconnects. The attractive mechanical properties of CNTs, including high
Youngs modulus, resiliency, and low thermal expansion coefficient, offer great advan-
tage for reliable and strong interconnects, and even more so for local and global
on-chip interconnects. With aggressive scaling, on-chip interconnects contribute to
power consumption and heat build-up due to their increasing parasitics with scaling
which detriment overall energy efficiency of circuits. Due to their unique proper-
ties, CNTs present an opportunity to address these challenges and provide solutions
for reliable signal and power/ground interconnects. In this chapter, we perform
detailed electro-thermal analyses of horizontally aligned CNTs and report on their
performance and voltage drop.

7.1 Introduction

CNTs are a class of nanomaterials with unique mechanical, thermal, and electrical
properties [1]. CNTs can be classified into two types: single-wall (SWCNTs) and
multi-wall (MWCNTs). SWCNTs are rolled graphitic sheets with diameters on the
order of 1 nm. MWCNTs consist of several rolled graphitic sheets nested inside each
other and can have diameters as large as 100 nm. Depending on their chirality, the
CNTs can be metallic or semiconductors. Metallic CNTs (m-CNTs) are ballistic
conductors, which show promise for use as interconnects in nanoelectronics. On the
other hand, semiconducting CNTs (s-CNTs) have a diameter-depended band-gap and
do not have surface states that need passivation, thus can be used to make devices
such as diodes and transistors [1–4].

CNTs are cylindrical carbon molecules formed by one-atom thick sheets of car-
bon, or graphene. CNTs, both SWCNT and MWCNT, are being investigated for a

1CNRS-LIRMM, Montpellier, France
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variety of nanoelectronics applications because of their unique properties [1]. Their
extraordinary large electron mean free paths and resistance to electromigration make
them potential candidates for interconnects in large-scale systems. During the past
decade, most of research is focused on CNT growth, synthesis, modeling and sim-
ulation and characterizing contact interfaces [5, 6]. Detailed simulation for signal
interconnects has been performed by References 2 and 3 and shown that CNTs have
lower parasitics than Cu metal lines, however, the contact resistance between CNT-to-
CNT and CNT-to-metal is large and can be detrimental for timing issues. Additionally,
researchers are looking into different CNT growth techniques that are compatible
with CMOS process and lab measurements indicate the potential of integrating CNTs
on-chip [7, 8].

One essential and most interesting application of the nanotubes in microelectron-
ics is as interconnects using the ballistic (without scattering) transport of electrons
and the extremely high thermal conductivity along the tube axis [9]. Electronic trans-
port in SWCNTs and MWCNTs can go over long nanotube lengths, 1 μm, enabling
CNTs to carry very high currents (i.e. >109 A/cm2) with essentially no heating due
to nearly 1 D electronic structure.

In literature, the comparison of copper and CNTs has been limited to signal
interconnects. Investigation of CNTs for power and clock delivery would also have a
significant importance. It would reveal whether or not CNTs can potentially replace
both signal and power/ground copper wires. Additionally, clock and power networks
are most vulnerable to electromigration, it is therefore critical to know whether or
not CNTs improve their reliability. Additionally, most of the CNT modeling and
investigations are focused on their electrical properties, whereas few works exist that
look into their electro-thermal modeling and properties.

From the large body of research related to CNT analysis, mainly two groups of
works can be identified. The first group of works focuses on modeling aspects of CNT
interconnects [1, 4, 9, 10]. The second group of works focuses on performance com-
parison of CNT interconnects versus copper (Cu) interconnects [2, 4, 5, 11]. Almost
all these works have considered the application of CNT interconnects for signaling
and few works focus on power delivery [3, 12]. Complementary to these efforts, in
this chapter, we investigate electro-thermal properties of horizontally aligned CNTs
for signal interconnects and power/ground delivery network.

The rest of this chapter is organized as follows. Section 7.2 provides a detailed
description of electrical properties of CNT interconnects. Section 7.3 provides
description and discussions on electro-thermal modeling of CNTs where we present
some electro-thermal analysis for CNTs as signal interconnects and power/ground
delivery networks. Section 7.4 concludes this chapter.

7.2 Electrical modeling of CNTs

There are many papers in literature that focus on CNT modeling and understanding
its transport properties [1–4, 9]. In this section, we provide a brief description of CNT
modeling that we utilize in this work. A generalized model for CNT interconnects
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Figure 7.1 (a) Circuit model of an individual MWCNT and (b) multiple MWCNTs.
This is general enough model to be applicable to MWCNTs of different
diameters and shell numbers. It can also be applicable to SWCNTs
where the model of a single shell can be utilized

is depicted as in Figure 7.1. In Figure 7.1a, the model of an individual MWCNT is
shown with parasitics represent both dc conductance and high-frequency impedance
i.e. inductance and capacitance effects. Multiple shells of a MWCNT are presented by
the individual parasitics of each shell. Such model can also be applicable to SWCNTs
where only a single shell is represented.

Each shell has a lumped ballistic resistance (Ri) and lumped contact resistance
(Rc) due to imperfect metal–nanotube contacts. These contacts are typically con-
structed of gold, palladium, or rhodium [1]. The nanotubes have also a distributed
ohmic resistance (Ro), which is dependent on length, lb, and mean free path of acoustic
phonon scattering (λap). Overall CNT resistance depends also on the applied bias volt-
age, Rhb = Vbias/Io, where Io is the maximum saturation current (Io values 15–30 μA
[10]) Between shells in MWCNTs, there is also an intershell tunneling resistance
(Rtun). As the applied bias voltage to each shell is the same, the impact of Rtun is rela-
tively small. All the aforementioned ballistic, ohmic, and contact resistances depend
on the number of 1D conducting channels, Nc. For metallic SWCNTs, the number
of conducting channels is always Nc = 2 due to lattice degeneracy [9]. Whereas, for
semiconducting SWCNTs and small diameter semiconducting MWCNTs, Nc = 0.
For any conducting shells in an MWCNT, the intrinsic resistance, Ri = Rq/Nc, where
Rq is the quanta conductance for a 1D conduction channel (Rq = 12.9 �) [9]. Also,
contact resistance is Rc = 2Rco/Nc where Rco is the nominal contact resistance [9].
Ohmic resistance is derived as Ro = RqL/NcdsCλ, where L is the length of the
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MWCNT, ds is the diameter of the shell, and Cλ is the acoustic phonon scatter-
ing mean free path (λap). Thus, the total resistance of an individual nanotube (Rt) can
be obtained by computing resistance of each shell, Rshell = Ri + Rc + Rhb + Ro:

Gt =
N∑

i=0

1

Rshelli

=
N∑

i=0

1
Rf

Nc
+ RqL

Cλ(din+iSa)Nc

(7.1)

where Rf = Ri + Rc + Rhb, din is the diameter of the inner shell, Sa is the space
between shells where typically 0.34 nm is shell thickness, and 0.34 nm is shell-to-
shell spacing, and N is the number of shells in MWCNT as N = (dout − din)/Sa

where dout is the diameter of the outer shell. In a bundle of SWCNTs or MWCNTs,
the total resistance can be derived as, Rb = Rt/nb, where nb is the number of bundles.
For example, a metal track with width, w, and heigh, h, the number of horizontally
aligned nanotube bundles can be expressed as in Reference 10:

nb = Pm(nhnw − �nh/2�) (7.2)

where Pm is the probability that a nanotube is metallic and usually Pm = 0.3 [9], nh is
the number of nanotubes in vertical direction as nh = �h/dout�, and nw is the number
of nanotubes in horizontal direction as nw = �w/dout�.

The capacitance of nanotubes consists of both quantum, Cq, and electrostatic
capacitances, Ce, that can impact power supply noise on power tracks. Addition-
ally, there is coupling capacitance between: (1) conducting shells in an individual
MWCNT, Cc, and (2) individual MWCNTs depending on the proximity between
them, Ccm. Using Luttinger liquid theory [9], quantum capacitance can be derived as
4e2/hpvF ≈ 193aF/μm per conducting channel where hp is Planck’s constant, e is
charge of single electron, and vF is Fermi velocity in graphene. Therefore, for each
shell, quantum capacitance is as Cq = 4e2

hpvF NcL, and the total quantum capacitance of
a CNT bundle is as:

Cqt = nb

N∑

i=1

Cqi (7.3)

Electrostatic coupling depends on the geometry of the CNT and also the bundle
density (i.e. number of bundles, nb). It is shown in Reference 5 that CNT bundles
have slightly smaller electrostatic capacitance compared to Cu interconnects with
same dimensions. Capacitance of CNT bundles would decrease slowly with increase
of bundle density [9]. However, for a MWCNT, these capacitances cannot be assumed
equal due to the fringing coupling effects between shells. The electrostatic capacitance
of a MWCNT which is equivalent to ground capacitance from the outer shell to the
ground plane, distance y, can be obtained as:

Cet = 2πε

ln(y/dout)
(7.4)
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The shell-to-shell coupling capacitance is as in [2, 5]:

Cc = 2πε

ln(dout/din)
(7.5)

and coupling capacitance Ccm between two CNT bundles with space, s can be
expressed as:

Ccm = 2πε

s/dout
(7.6)

As for inductance, CNTs have both kinetic and magnetic inductance that impact
power supply noise and high-frequency effects on power tracks. Again, based on the
Luttinger liquid theory, the kinetic inductance per conducting shell can be theoretically
expressed as Lk = hpL/4e2vF Nc or ≈ 8 nH/μm per conducting shell. Thus, the total
kinetic inductance for all shells in a CNT bundle is derived as:

Lkt = 1

nb
∑N

i=1
1

Lki

(7.7)

where Lki is the kinetic inductance of each shell i. Magnetic inductance, Lm and mutual
inductance Mm are also of importance as they can have an impact on dynamic voltage
drop behavior. For each shell Lm = μ

2π
ln(y/d) and for a CNT bundle is derived as:

Lmt = 1

nb
∑N

i=1
1

Lmi

(7.8)

Scalable mutual inductance model between any two shells i and i + 1 with space
distance, Sa was presented in [1, 4, 5] and can be estimated as:

Mmi = μol

π
ln(Sa/(di+1 − di)) (7.9)

and mutual inductance Mmm, between two CNT bundles with space, s can be similarly
expressed as:

Mmm = μol

π
ln(s/dout) (7.10)

Resistance, capacitance and inductance models for MWCNTs are further utilized to
study the dynamic voltage drop and performance latencies for power delivery and
signaling interconnects.

7.3 Thermal modeling for CNTs

In an integrated chip, the temperature may rise above 80◦C which will impact the
behavior of devices and parasitics of interconnects. As interconnect lengths are usually
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larger than the free mean path of CNTs, there will be electron–phonon scattering
along the length of nanotube that would lead to self-heating and temperature rise
along the nanotube interconnect. The temperature variations along a nanotube are
also dependent on the defect density, alignment, and contact resistance. Large contact
resistances create large potential barriers at the interfaces of nanotubes for electrons
to tunnel through. Additionally, large defect densities cause electrons to localize
and conduction happens through thermally activated electron hopping. As already
mentioned on the previous sections, there are many contradicting and inconsistent
reports on the thermal conductivity and temperature coefficient of resistance (TCR)
for CNTs. TCR is the change in resistance for every 1 K of temperature rise. In
this section, we will exploit the existing physical models for CNTs and express its
properties as a function of temperature.

We investigate both SWCNTs and MWCNTs with various lengths and diam-
eters. We start by deriving the thermal coefficient for resistance for SWCNTs
as in [13]:

TCRswcnt = (L/103ds)/To

1 + (L/103ds)(T/To − 2)
(7.11)

where L and ds are the length and shell diameter of the nanotube, respectively. T is
the temperature and To = 300 K. For a single wall nanotube with small diameter, the
number of conduction channels Nc is independent of temperature for long length inter-
connects (i.e. significantly larger than mean free path at room temperature). Whereas,
for large diameter nanotubes with increasing temperature, the number of conduction
channels increase which consequently increases Nc. Similarly, nanotube conductance
also depends on nanotube length and temperature. Neutral length LN is the length at
which resistance becomes independent of temperature. For lengths smaller than LN ,
the nanotube resistance is mainly influenced by the number of conduction channels,
and increasing temperature lowers resistance. Whereas, for lengths larger than LN , the
mean free path is more important, and increasing temperature increases resistance.
Neutral length is derived as in [13]:

LN = 103aTod2
s

b + 2aTods
(7.12)

where a is 2.04×10−4 nm−1K−1 and b = 0.425. Figure 7.2 shows the thermal coef-
ficient of resistance for SWCNTs with different lengths and diameters. We observe
that small diameter nanotubes have larger TCR than nanotubes with large diameter.
For example, for nanotubes with length 1 μm and diameter 1 nm, the TCR = 6.5
whereas for nanotubes with diameter 10 nm, the TCR = 4. For short length and large
diameter nanotubes, the TCR is relative small (i.e. <1), then TCR increases linearly
with nanotube length. It is important to note that TCR is a positive coefficient for
SWCNTs with different lengths and diameters.

In Figure 7.3, the ratio of resistances with respect to resistance at T = 300 K is
shown for nanotubes with diameter 1 nm and various lengths. We note that for short
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Figure 7.3 Ratio of resistances due to temperature impact for SWCNTs with
d = 1 nm

length nanotubes, the resistance ratio is small (i.e. <1.05) for temperature ranges of
300–350 K. There is a linear increase to the resistance ratio as the nanotube length
increases (i.e. ratio = 1.3 for L = 9 μm). Hence, the nanotube resistance increases
with temperature but at different rates depending on nanotube length. A similar plot
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is shown in Figure 7.4 where the nanotube diameter is set to 10 nm. We observe a
similar trend as in Figure 7.3, but the resistance ratios are smaller. This is an important
observation for nanotube interconnects where diameter and length of nanotubes can
be exploited as a knob for alleviating temperature impact on resistance. For example,
the resistance ratio is minor when increasing nanotube diameter from 1 nm to 10 nm
for nanotube lengths of 10 μm.

In Figure 7.5, the resistance distribution is shown for SWCNTs with different
lengths and temperature values for nanotubes of d = 1 nm. As already mentioned
above, for short length nanotubes, the temperature increase does not change the con-
duction channels, hence no change in resistance. Whereas, as the length increases, it
also increases conduction channels, Nc, which further increase resistance. Addition-
ally, as temperature increases, we observe an increase on resistance due to temperature
impact on Nc.

To derive TCR for MWCNTs, it is important to understand the heat transport
and distribution on individual shells and bundles. Once heat is introduced in the outer
shell of MWCNT, the high thermal conductivity along the graphene layer transfer
heat at a high flow rate in the circumferential direction, as well as along the tube.
Due to close proximity between shells, there is thermal coupling that enables heat
flow between shells. Authors in Reference 14 demonstrated that heat introduced at
outer shells is evenly distributed to all shells within a short distance, L ∼ 50 nm.
The total heat flowing through the outer shell is always higher than the current in
the inner shells. We compute the thermal coefficient of resistance based for each
shell, which then can be used to compute the resistance of MWCNT with respect
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to temperature. As the outer shell conducts most of the heat, we derive its TCR
as in [13]:

TCRmwcnt = δR/δT

Rith

(7.13)

where

δR

δT
=

(
Rq

103dout

) (
2adout + b/To

(aTdout + b)2

)
(L − LN ) (7.14)

Rith = Rq +
(

RqL

λac
+ RqL

λop_abs
+ RqL

λ
fld
op_ems

+ RqL

λabs
op_ems

)
/Nc (7.15)

where the mean free path for acoustic scattering is as [15] λac = 103doutT1/T where
T1 = 400 K. Optical phonon scattering can occur if an electron obtains adequate
energy (i.e. �wop ≈ 0.18 eV), it can emit an optical phonon and get backscattered.
The scattering length is (much shorter than acoustic scattering) computed as λop =
56dout and measured with smaller coefficients (i.e. ∼15–20) [16]. The mean free
path for absorbing an optical phonon is as λop_abs ≈ λop/nphonons where nphonons =
1/(e�w/KBT − 1) is the number of phonons and KB Boltzmann constant.

An electron can obtain sufficient energy for emitting an optical phonon either by
getting accelerated long enough by electrical field or by absorbing an optical phonon.
The scattering lengths can be calculated as:

λfld
op_ems = �wop/(qVbias/L) + λop (7.16)
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and

λabs
op_ems = λop_abs + λop (7.17)

where Vbias is the applied voltage. It has been shown that increasing the diameter or
temperature linearly increases the number of conduction channels in large shells [13].
The average number of channels in a shell can be estimated as :

Nc ≈
⎧
⎨

⎩
aTds + b, dout > dT /T

2/3, dout < dT /T
(7.18)

where dT is 1300 nm K, whose value is determined by the thermal energy of electrons.
Figure 7.6 shows the TCR for MWCNTs for various lengths and diameters. The

inset figure shows the TCR for shorter length MWCNTs. It is important to note
that the TCR for large diameter (i.e. dout > 1 nm) is negative, where the increase
in temperature leads to decrease in resistance. This behavior can be explained by
Joule heating (or self-heating) effect and is consistent with negative TCRs obtained
by References 17 and 13. Theoretical analysis has also shown that negative TCRs
for MWCNTs [13, 18]. Negative TCRs can be explained from the fact that there
are more channels in MWCNTs contributing to conductance at higher temperatures
as per Fermi–Dirac distribution. Larger number of channels lowers both scattering
resistance and contact resistance. The negative TCR is opposing with other metals
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(i.e. copper) conductors, which presents an advantage for CNTs to be implemented
as on-chip interconnect material. We also note that as length of nanotube increases,
the TCR also increases till it saturates for lengths longer than 50 μm.

In Figure 7.7, the TCRs for large diameter MWCNTs are shown. The diameter
varies from 10 nm to 50 nm for various nanotube lengths. The inset figure shows
the TCR for short length MWCNTs. We note a negative TCR that for large-diameter
and short-length MWCNTs. As length increases, TCR also increases and saturates
for MWCNT lengths of 50 μm. In comparison with Figure 7.6, large diameter nan-
otubes have negative TCRs, and small increase in TCR is observed for longer length
nanotubes.

From these experiments, we derive that temperature effects can be coped with for
interconnects with MWCNTs where for short lengths even a decrease in resistance
can be obtained. Figures 7.8 and 7.9 show the resistance distribution for MWCNTs
with diameters 10 nm and 50 nm, respectively. The resistance of MWCNTs with
diameter 10 nm is at least 1 × order of magnitude larger from nanotubes with diameter
d = 50 nm for T = 350 K. Such observation is significant for application of CNTs as
signaling and power interconnects where large timing errors and voltage drops would
be attained. Such large changes in resistance at high temperatures would impact the
dimensions of MWCNTs that can be used for building reliable interconnects.
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Another important metric is the resistance ratio with respect to resistance at
T = 300 K. Figures 7.10 and 7.11 show the resistance ratios for MWCNTs with
diameters 10 nm and 50 nm, respectively. Depending on the diameter and temper-
ature, the neutral length, LN is obtained and also shown the title of each figure. LN

represents the MWCNT length that is independent of temperature. For MWCNT with
diameter d = 10 nm, the neutral length is LN = 2.449 μm. This can also be deduced
from Figure 7.10, where resistance ratio is less than 1 for MWCNT lengths of 1 μm.



Lumped electro-thermal modeling and analysis 213

300
0.96

0.98

1

1.02

1.04

R
es

is
ta

nc
e 

ra
tio

s (
R/

R @
30

0 
K

)

1.06

1.08

1.1
L = 1 μm
L = 3 μm
L = 5 μm
L = 7 μm
L = 9 μm
L = 11 μm
L = 13 μm
L = 15 μm
L = 17 μm
L = 19 μm
L = 21 μm
L = 23 μm
L = 25 μm

Ratio of resistance of MWCNTs with D = 10 nm, LN = 2.449 μm

305 310 315 320 325
Temperature (K)

330 335 340 345 350

Figure 7.10 Resistance ratio for MWCNTs with D = 10 nm for various lengths.
Note that LN = 2.449 μm

For MWCNT lengths of 3 μm, the resistance ratios are almost constant to 1 (i.e. as
it is close to LN ). The resistance ratio linearly increases with increase in MWCNT
length and reaching maximum of 7% increase (i.e. maximum resistance ratio 1.07
for 25 μm nanotube length).

Figure 7.11 shows resistance ratios for 50 nm diameter nanotubes where
LN = 20.6 μm. Such large LN means that long MWCNT interconnects can be
used without any dominant impact from temperature. This can also be noted from
Figure 7.11 where most of the resistance ratios are below 1. For example, MWCNTs
with lengths L < LN have lower resistance ratio, and temperature has a negative
impact on the resistance. Such observations are important for selecting interconnect
dimensions that immune to joule heating effects.

To predict the voltage drop on a power delivery network, we analyze a single
branch implemented with MWCNTs. To compute voltage drop on the branch, we
make assumptions that current flowing on the branch, Ibranch = 1 μA, dIbranch = 1 μA,
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Figure 7.11 Resistance ratio for MWCNTs with D = 50 nm for various lengths.
Note that LN = 20.6897 μm

dt = 1 ns (or 1 GHz switching frequency), and dVbranch = 0.1V. Note that these values
are simply chosen to quantify branch voltage drop when 1 μA current is flowing on
the branch for varying MWCNT lengths and diameters. Figures 7.12 and 7.13 show
the voltage drop for T = 300 K and T = 350 K, respectively. Overall, we observe
minor voltage drop changes due to the impact of negative TCR on resistance. We
deduce that selecting MWCNT interconnects length and diameter are essential for
limiting the amount of voltage drop. We also compute the delay of MWCNT nanotube
interconnects when it is driven by a gate with driver resistance of 200�, driver and
load capacitances of 0.5 fF and 1 fF, respectively. The Elmore delay of the segment
can be calculated as:

td = 0.69[RdriverCdriver + Cq(Rdriver + Rith ) + Cload(Rdriver + Rith + Rc)] (7.19)

where Rc is the contact resistance. Figures 7.14 and 7.15 show the delay for MWC-
NTs with different lengths and temperatures for diameters d = 10 nm and d = 50 nm,
respectively. Overall, it is observed a delay increase up to 5.5% for long-length
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Figure 7.12 Voltage drop for MWCNT interconnects with different lengths and
diameter for T = 300 K
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Figure 7.14 Delay for MWCNT interconnects with different lengths and
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nanotubes with diameter 10 nm, whereas for short-length nanotubes a delay speed
up is obtained due to negative TCR effect. For nanotubes with large diameter, the
changes in delay are minor which points that the nanotube dimensions that are immune
to temperature effects.

7.4 Conclusion

CNTs due to their unique, thermal, and electrical properties are being investigated as
promising candidate material for signaling interconnect and power/ground delivery
networks. The attractive negative thermal resistance coefficient presents an advan-
tage over other metal conductors for implementing reliable on-chip interconnects.
In this chapter, we performed a detailed electro-thermal analysis of horizontally and
vertically aligned CNTs by investigating the change in resistance due to temperature
and its impact on interconnect performance and voltage drop. Analyses demonstrate
that CNTs can be efficiently exploited for both signaling and power/ground delivery
networks while carefully selecting their diameters and lengths for minimizing the
thermal effects.
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Chapter 8

High-level synthesis of digital integrated circuits
in the nanoscale mobile electronics era

Anirban Sengupta1 and Saraju P. Mohanty2

Digital integrated circuits (ICs) are the main workhorse of all modern consumer
electronic systems. Digital ICs are much more complex and more closely follow the
technology scaling as compared to the analog or mixed-signal ICs. For example, the
transistor count can be in billions the device sizes at this point can be 14 nm FinFET
in the digital ICs. However, the good news for digital ICs is that the digital designs
have well-defined abstractions including system, architecture, logic. This Chapter is
focused at the architecture level of the digital ICs. In particular, detailed discussions
of high-level synthesis technique has been presented that can generate digital ICs.
Trust of electronic systems that are used in day-to-day life is critical. This Chapter
also discusses the HLS technique that can generate trusted digital ICs.

8.1 Introduction

The impact of consumer electronics such as mobile phones, digital cameras, digital
television, and DVD/MP3 players is profound on our society. The central module of
these products is a miniature size integrated circuit (IC) which finds wide spectrum
applicability from kitchen appliances, to automobiles, to aircrafts, or to any embed-
ded systems. The system in these aforesaid modern consumer electronics products
is built as an Analog/Mixed-Signal System-on-chip (AMS-SoC) [45, 46] where the
digital circuits are the main computational modules, while the analog or mixed-signal
components are interfacing circuits, in a typical case. Therefore, proficient design of
digital ICs has become the need of the hour as it serves as one of the significant driving
factors of efficient system design in this current mobile electronics era (the various
factors such as speed, power, reliability involved during design of handheld devices
is as shown in Figure 8.1). The complexity of digital ICs in terms of number/size
of transistors is quite large. However, the digital ICs have well-defined designs of
abstractions such as system, algorithm, register transfer, and logic which through

1Computer Science & Engineering, Indian Institute of Technology, Indore, India
2Department of Computer Science & Engineering, University of North Texas, USA
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Figure 8.1 Factors involved in the design of handheld devices [57]

the application of divide and conquer approach can be exploited to handle the com-
plex digital IC design flow. Each design abstraction layer has its own corresponding
automated design methods or computer-aided design (CAD) methods which enables
design of error free ICs within acceptable design time. One such automatic CAD
technique is high-level synthesis (HLS; also known as behavioral, architectural, or
algorithmic synthesis), which comprises design space exploration (DSE) process that
allows exploration of design alternatives yielding to an optimized design option, prior
to layout of the circuit in actual silicon. HLS is defined as the translation of a behavioral
description to a structural description, i.e., from behavioral hardware description lan-
guages (HDLs) like VHDL, Verilog, SystemVerilog, to register-transfer level (RTL)
VHDL and Verilog [14].

As discussed earlier, HLS is the transition of an application, represented through
a control data flow graph (CDFG), from its system or algorithmic level descrip-
tion to the equivalent RTL counterpart while simultaneously satisfying conflicting
user objectives/constraints such as area/power, delay (as shown in Figure 8.2 derived
from Reference 47). HLS design process includes DSE which incurs convolution
with the inclusion of ancillary variables related to loop manipulation during opti-
mal scheduling of the CDFGs. These loop manipulation techniques (called high
level transformations) are usually employed on the behavioral description early in
the design cycle. The loop manipulation may comprise multiple ancillary variables
such as ‘loop unrolling’, ‘loop pipelining’ and ‘loop shifting’. The effects of apply-
ing these loop manipulation techniques are considered non-trivial and unforeseen
[1, 6]. Though many of such aforesaid loop manipulation techniques are well known
in the area of compiler optimization, however its’ impact either jointly or discretely
in the context of HLS optimization (tradeoff) remains subject of ongoing research
and investigation. Studying the effect of loop manipulation techniques during power-
delay tradeoff of datapath in HLS is especially crucial for the current generation of
data/control intensive applications.
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Besides above, current generation of hardware circuits is often vulnerable to
hardware Trojans which are vindictive modifications to the design logic, made dur-
ing either design stage or fabrication phase. This problem becomes in escapable owing
to globalization involved in design process of system-on-chip (SoC) amassing major
apprehensions of security and trustworthiness of embedded third party digital Intel-
lectual Property (IP) cores (3PIPs) [32, 35]. An adversary can deliberately infuse
a Trojan logic during the design stage of a 3PIP resulting in faulty digital circuit.
This problem gets further complicated as hardware Trojans can be of various types
[33, 34]. In the context of HLS, usually the hardware Trojan considered is the one
which has capability to maliciously alter the digital output of a 3PIP core. Therefore,
another critical aspect is accounting for the security aspect against untrusted third
party digital IP cores during DSE in HLS. Considering hardware Trojan detection by
an optimized secured datapath during HLS has not been done with absolutely zero
effort so far in DSE of a user multi-objective constraint optimized hardware Tro-
jan secured datapath [38]. This problem requires investigation as yielding a Trojan
secured datapath is not frivolous.

For such aforesaid intricate and intractable problems, advanced DSE algorithms
equipped with adaptive capabilities to change search direction, needs to be adminis-
tered. Bacterial Foraging Optimization Algorithm (BFOA), Swarm Intelligence (SI),
etc., are some of the advanced DSE frameworks that are known to perform well for
intractable problems and are known to have the capabilities to search an optimal
solution [1, 6]. Automated simultaneous exploration of loop manipulation factor and
datapath for optimal scheduling based on power-delay tradeoff during HLS has been
investigated in this chapter.

The rest of the chapter is organized as follows: Section 8.2 discusses the funda-
mentals of HLS with emphasis on some popular scheduling algorithms; Section 8.3
provides an overview on power aware HLS for nanoscale ICs with emphasis on the
some recent methods as well as effects of loop manipulation on power and delay
of the design; Section 8.4 discusses some selected bio/nature inspired heuristics for
DSE framework with emphasis on a novel bacterial foraging driven DSE process;
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Section 8.5 provides a detailed insight on secure information processing during HLS
with emphasis on protection of design from external adversary for robust design
output during HLS; Section 8.6 describes some well-known HLS tools; finally the
conclusion of this chapter is provided in Section 8.7.

8.2 Fundamentals on high level synthesis

Any digital system can be classified into multiple levels of design abstraction. The lay-
ers of abstraction have been highlighted in Figure 8.2. In this abstraction level, the
higher the layer, lesser are the lower level details available. However, greater are the
chances of yielding dividends from optimization. On the contrary, the lower the layer,
more details of low level information on circuits are available, however at the cost
of yielding lesser chances of dividends on optimization. The ideal design strategy
should be meet in the middle technology [56]. HLS plays a major role in enabling
this meet in the middle technology for design of optimized digital circuits.

8.2.1 Overview on HLS design process

The process of HLS is analogous to a compiler which translates the high level language
to its corresponding assembly language. A HLS design process converts the high level
description of an application into its respective RTL circuit [16]. It consists of three
main stages:

a. Scheduling: placing the operations in temporal domain, i.e., assigning operations
of the CDFG to control steps.

b. Allocation: determining the number of instances of each resource needed for
execution.

c. Binding: determining the hardware resource where the operation will be
performed.

Interdependent tasks such as scheduling, allocation and module selection are
important ingredients of the HLS design process. HLS is a methodology of trans-
forming an algorithmic behavioral description into an actual RTL structure. Therefore
HLS methodology contains a sequence of tasks to convert the abstract behavioral
description of the algorithm into its respective structural block at register transfer
(RT) level. The design at the RT level comprises functional units such as Arith-
metic Logic Unit (ALU), storage elements, registers, buses, and interconnections.
The algorithmic description specifies the inputs and outputs of the behavior of the
algorithm in terms of operations to be performed and data flow. A description of the
algorithm is usually represented in the form of an acyclic directed graph known as a
sequencing graph. These graphs specify the input/output relation of the algorithm
and the data dependency present in the data flow. The graph is defined in terms of its
vertices and edges, where the vertices signify the operations and the edges indicate
the data dependency present in the function. HLS is therefore a conversion from the
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Figure 8.3 Various phases of high level synthesis for igital ICs

abstract behavioral description to its respective hardware description in the form of
ALU, memory elements, storage units, multiplexers/demultiplexers, and the neces-
sary interconnections. The transformed algorithm at the RT level is comprised of a
control unit and the data path unit. HLS offers many advantages, such as productivity
gains and efficient DSE. Performing DSE at a higher level of abstraction provides
more dividend than at lower levels of abstraction, i.e., transistor level or logic level.
Traditional HLS design methodology is much simpler than modern design techniques.
In general, the initial step of synthesis is to compile the behavioral specification into
an internal representation. The next step is to apply high level transformation tech-
niques with the aim of optimizing the behavior as per the desired performance. In
order to realize the structure, the final step is to perform scheduling to determine the
time at which each operation is executed and the allocation, which is synthesizing the
necessary hardware to perform the operations [47, 48].

The basic block diagram of a HLS design process is shown in Figure 8.3. As
shown in Figure 8.3, it is evident that a HLS design process works with the follow-
ing input modules: (a) CDFG/DFG (b) user constraints viz power, delay, reliability
(c) module library (d) control parameters and I high level transformation box consist-
ing of various transformation options such as loop unrolling, loop pipelining, loop
shifting. The CDFG/DFG represents the behavior of the application, while user con-
straints are conflicting in nature that indicates the upper budget of the metric accept-
able to the user. Further, module library comprises details of hardware resources such
as speed, area, power. Control parameters generally comprise variables that define the
sensitivity of the DSE algorithm such as in evolutionary schemes viz population size,
step size, terminating criterion, random variables (however for non-evolutionary DSE
algorithms, this module is mostly non-existent). This is mostly applicable for evolu-
tionary (nature/bio-inspired) approaches. The high level transformation box generally
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comprises information related to loop manipulation that modifies the CDFG.The DSE
system yields either an optimized architecture (functional resource configuration, i.e.,
number of multipliers, number of adders etc) or an integrated structure of schedule
along with its allocation information. This information is passed through the data-
path and control path design block which comprises sub-steps such as insertion of
storage elements for holding the data, determination of multiplexing scheme, fol-
lowed by determination of timing specification per clock cycle basis and generation
of system block diagram. Finally, the output of the HLS design process is an opti-
mized RTL structure that implements the behavior (CDFG). The process of finding an
optimized architecture solution that satisfies the user specifications is called ‘design
space exploration’. This DSE can be either an interdependent/integrated process of
scheduling and allocation or discrete process of performing scheduling and allocation
independently. Results have mostly been found to vary with the sequence/order of the
steps adopted by the designer or automated tool during DSE [16].

The process of modern DSE is heavily reliant on user objectives of power and
delay. Because of remarkable escalation in the demand of personal computing devices
with limited battery life, power as a design objective has become the front runner of
current research [17–19]. Generally, considering power during DSE in HLS is also
motivated because of the following reasons:

● Sudden rise in emergence of power hungry portable devices.
● Temperature control/thermal consideration is possible with the optimization of

power during HLS design.
● Reliability can be increased with the minimization of power dissipation. This is

because, higher power consumption of devices leads to higher temperature which
further leads to phenomenon such as electromigration and hot electron effect.

8.2.2 Need for HLS

Today’s modern electronic systems are designed starting from specifications given at
a very high level of abstraction. This is gradually becoming evident in many main-
stream modern Electronic DesignAutomation (EDA) HLS tools which accept a design
expressed in a high-level format as input and can automatically yield the respective
RT/Logic/transistor-level implementation with very limited human involvement. All
hardware systems can be classified into various levels of abstraction such as System
level, Architecture level, RTL, Layout level, and Transistor level. Optimization per-
formed at the higher levels of abstraction provides more flexibility, productivity and
design specification awareness than performing only at the lower levels of abstraction.
Moreover, although effective, performing optimization only at the transistor level is
not sufficient for the current generation of high performance, power hungry applica-
tion specific systems (used in embedded applications) due to the enormous complexity
involved. The traditional method of optimization performed by circuit designers only
at low level for area and latency is insufficient for current power and performance
requirements. Therefore, the need for HLS has become extremely crucial. HLS con-
sider user goals during the architecture selection process by performing optimization
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of the given application based on high level parametric models. This would enable to
generate a quality aware solution (at the RT-Level) with greater possibility of better
optimization at the transistor level [47, 48].

HLS is an automated translation of the algorithmic behavioral level specification
of the system to its respective RTL counterpart. Following are the list (but not limited
to) of major benefits after deploying HLS to the designer and organization.

● Since more automation will exist with HLS, therefore, the product development
will be faster and cheaper. This is because the design time will be faster compared
to manual implementation at the RT-level.

● Ability to control the design architecture will be much higher due to availability of
DSE that yields several design alternatives of equivalent functionality but with
varying parametric tradeoff choices. This is a key feature in a good synthesis
system where several design from the same specification can be yielded in a
reasonable amount of time.

● More outreach to non-experts is possible with the automation that exists in HLS.
This enables non-experts to become part of the chip design without being skilled
in HLS.

● Design is specification aware from the very beginning of the design flow: This
is because DSE to perform multi-objective optimization and tradeoff is needed
from the very earliest stage of designing. This will enable the designers to start the
development with an architecture that is already specification aware (high level
optimized) from the highest level of abstraction thus rendering more chances that
final design (logic/layout) corresponds to the given constraints [20].

8.2.3 Scheduling algorithms

Scheduling refers to the assignment of each operation to the control step, i.e., deciding
the time sequence of each operation. The goal of the scheduling process is to deter-
mine the amount of time taken/number of control steps required/clock cycle required
for executing a certain application. Scheduling is directly related to the amount of
hardware resources available. In other words, if the amount of hardware functional
resources is increased, scheduling will be faster, i.e., it will require lesser number of
control steps to finish the task. On the contrary, if the hardware resources available
are limited, time consumed by scheduling will be longer. Scheduling implementation
can be either regular, chaining based, or multi-cycling based in nature. An example of
scheduling for a sample application is shown in Figure 8.4. As shown in the Figure 8.4,
the operations of the application (DFG) are divided into temporal domain such that
the first time step executes two multiplications followed by addition and again two
multiplications in second time step, keeping in mind any data dependency relation
between operations. This process continues until all the operations of the DFG are
exhausted. Finally, the delay of each control steps is summed up to estimate the total
delay of the scheduling. It is important to understand, that the order of execution
of operations (i.e., assigning time stamp) are driven through scheduling algorithms.
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Generally, scheduling algorithms can be classified into two categories [20, 21] as
shown in Figure 8.5:

a. Transformational: This class of scheduling algorithms initiate with a default sched-
ule and then apply transformations to generate new schedules. The initial schedule may
be either a maximally serial implementation or a maximally parallel implementation.
One of the well-known transformational scheduling algorithm is [20–22] which tried
exhaustive combinations of serial and parallel transformations and selected the best
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solution from that. This method, inevitably suffers from huge computational com-
plexity and therefore does not fit at all for current large size applications. Besides
above some of the other heuristic-based transformational scheduling algorithms that
drives the solutions toward the user constraints/specifications: York Town Silicon
Compiler (YSC) [27] and CAMAD design systems [28]. Further, modern heuristic
driven scheduling algorithms are based on simulated annealing (SA) [29], genetic
algorithm (GA) [3], weighted sum particle sum optimization (WSPSO) [51], dis-
crete PSO [52], regular PSO [53], and BFOA [54]. In SA-based scheduling [29], the
initial scheduled randomly generated acts as the seed solution. Then a set of effi-
cient transformations are applied to generate new schedule solutions. These set of
transformations are often called perturbations/moves. Each such solution generated
through transformation are subjected to fitness evaluation based on power/area delay
tradeoff. If the new solution is found to be better fit, then it is accepted straight-
away, else the solution is accepted based on a certain probability that depends on a
temperature control parameter which is lowered over time. This process repeats to
yield the final schedule solution until the terminating criterion is reached. Moreover,
GA-based scheduling [3], employs robust search techniques where each seed chro-
mosome represents the list of operations with their respective workload/load factor.
The workload/load factor encoded in each chromosome acts as the priority function
to decide the preference during scheduling in case of resource conflict. On each chro-
mosome, perturbations in the form of crossover and mutation is applied to generate
a set of new chromosome which on decoding results into a valid scheduling solution.
Each such decoded solution is subjected to fitness evaluation based on power/area-
delay tradeoff. The best set of individuals are taken forward in the next generation for
further evolution through genetic operators. This process repeats to generate the final
schedule solution until the terminating criterion is reached. Further, in WSPSO [51],
authors have integrated GA and PSO to evolve with a scheduling solution where a
fitness is evaluated through power-delay based cost function. However, the authors
have not used the mathematical velocity function to mimic exploration drift during
DSE in their approach. Moreover in [52], PSO was used to perform DSE, however
with no consideration on social factor during evolution. Authors [53], performed full
mapping of PSO variables to design DSE of hardware units using velocity function as
exploration drift. The optimized architecture was used as allocation hardware avail-
able for driving the scheduling. BFOA in [54] used tumble vector to change direction
during searching for an optimal solution and was driven by chemotaxis and dispersal
function to evolve with an optimized architecture for generating the scheduling.

b. Constructive/Iterative: This class of scheduling algorithms generates the schedule
by adding one operation at a time. This process continues until all the operations
have been scheduled. Mostly the next operation to be chosen is made based on some
priority function driven through the need of area minimization, peak power mini-
mization, etc. Some of the traditional algorithms in this category are As Soon As
Possible (ASAP), As Late As Possible (ALAP), List scheduling, and Force-Directed
Scheduling (FDS). ASAP scheduling only requires the information on the num-
ber of instances of each resource available. It yields the schedule with the least
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latency possible with a given resource constraint. The operations are topologically
sorted based on dependency information between them and then the operations are
placed in the control step based on the hardware resource available. On the contrary,
ALAP schedule is performed under fixed latency constraint. The latency constraint
may be derived from the latency of the ASAP schedule, otherwise if the latency is
over constraint, then, no solution may exist. In this algorithm, the operations are
deferred as late as possible without exceeding the latency constraint. In both the
above scheduling techniques, no consideration is given to the resource constraints
and no priority is given to nodes on critical path. This may result in a less criti-
cal node being scheduled ahead of critical node. The aforesaid limitation has been
taken care in list scheduling which is based on a global node selection criteria. This
algorithm maintains an ordered list of operations to be scheduled in each control
step based on the following two conditions: (a) its predecessors are scheduled and
(b) the resource to compute is available. The order of operations in the list is achieved
through some priority function. The priority function can be the length of the path
from the operation to its end block. However various priority function can be used to
decide the urgency of the operation to be scheduled earlier. Another type of scheduling
algorithm is mobility-based scheduling where both the ASAP and ALAP schedules
are computed. Next for each operation, its respective range between ASAP and ALAP
schedule is determined. The difference in control steps for each operation obtained
from ASAP and ALAP is called mobility. Here the priority function is inversely pro-
portional to the mobility, i.e., the operation with higher mobility is scheduled later than
the operation with lesser mobility. This generates an optimal schedule between ASAP
andALAP. Mobility-based scheduling can also be considered a type of list scheduling.
Besides above, FDS is a well-known scheduling approach which is applied to time
constrained problems. The algorithm targets to minimize the number of resources
(functional units) required during scheduling. In FDS, a distribution graph is created
based on the ASAP and ALAP graph. For each operation, force value is calculated
using certain functions based on probability. When the total force of all operations
are calculated, the operation with the least force is scheduled in that control step. The
algorithm does not guarantee to yield optimal solution always. The FDS algorithm
terminates when all the operations of the CDFG are scheduled [20–22].

8.2.4 Allocation and binding

It is a process of assigning operations/variables of the CDFG to hardware units and
registers based on availability. The availability of hardware and storage elements is
usually checked from the module library available for the design. It is also possible that
different hardware for similar operations are available in the module library in which
case, local heuristics may be employed to decide the hardware unit for the operation.
The goal of the allocation process is to minimize the usage of hardware functional units
and registers required by the design. The process of minimization of hardware units is
usually performed by resource sharing, i.e., similar operations of a CDFG executing/
scheduled in different control steps (mutually exclusive operations) are assigned
to same hardware unit. Similarly, register (memory) minimization is performed by
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Figure 8.6 Example of allocation/binding

register sharing, i.e., two different registers are physically binded to the same/single
register unit. This process incurs an overhead of extra wiring and switching devices
due to sharing of resources. Nevertheless, it results in reduced chip area. Therefore,
the process of allocation/binding is the mapping of CDFG operations to functional
resources, assigning values to registers and providing interconnections between hard-
ware units and registers [20, 21, 47, 48]. An example of allocation/binding is shown
in Figure 8.6.

8.3 Power, energy, or leakage aware HLS for nanoscale ICs

Consideration of design metrics such as power and energy during design of nanoscale
ICs has been a subject of great interest in the VLSI/CAD community since last few
decades. However, its contemplation during HLS with respect to design of nanoscale
ICs has generated interest in the VLSI/CAD community since the last decade only,
with major works arising during this period. This is because the metrics of power
and energy have become extremely critical elements for optimization in this current
mobile electronics era. This section will highlight some of the selected power/energy
aware HLS approaches. The different power/energy aware HLS approaches in terms
of target domain have been briefed in Figure 8.7. Additionally, the power/energy aware
HLS approaches in terms of technique employed for power optimization is shown in
Figure 8.8.

8.3.1 Selected power, energy, or leakage aware HLS methods

The problem of minimizing the power dissipation was addressed by considering allo-
cation and binding by iterative improvement of some initial solution [23]. By using
a Genesis behavioral synthesis system, concurrent register and module allocations
were performed in order to reduce to interconnect. The approach uses the concept of
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Figure 8.8 Various types of low power/energy HLS approaches classified in terms
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compatibility graph to analyze the lifetime of the operations. Compatibility between
two operations exists when two operations can be alive at the same time and they
do not need to be performed at the same time. Weights are assigned to the edges in
the graph which is broken in case of a tie based on the switching activity weights.
The allocation scheme selects the sequence of operations for a module or register
such that the switching activity is reduced. Further, capacitance is reduced with the
minimization of modules, register, and multiplexers.

The effect of binding during power optimization has been considered in
Reference 5. The authors have used heuristic-based decoding technique to obtain valid
schedule during GA driven DSE. The chromosomes are encoded with the hardware
resource information and workload values of each operation. Using the informa-
tion of the chromosome, a valid scheduling is derived using the decoding heuristic.
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From each such valid schedule, the binding information yielding to the type/quantity
of multiplexer/demultiplexer is extracted. Power of such multiplexer/demultiplexer
units are evaluated along with the power of the hardware resources using the static
power function and fed to the fitness block. This process evolves to yield a power
aware schedule during HLS.

A particle swarm optimization (PSO) process has been deployed that considers
the effect of power on the resultant design for perfectly nested loop based CDFGs
during HLS through a power estimation model [49]. The process encodes the values of
unrolling factor array into the particle position along with resource configuration. The
fitness function of the DSE process during evaluation considers dynamic and static
power during loop unrolling. The average dynamic power is a function of dynamic
energy and execution delay which is estimated for the unrolled scheduling based on
the explored resource configuration and nested loop unrolling factor. The effect on
multiplexer/demultiplexer due to nested loops is considered in their approach during
evaluation of resultant power. The process of exploration repeats until, the final power
aware solution indicating the optimal unrolling factor array and datapath configuration
that satisfy the power and delay constraint is yielded. Figure 8.9 shows an example
of nested loop unrolling scheduling for autocorrelation benchmark in [49] which is
used in estimating power of the design. In Figure 8.9 (derived from Reference 49),
CG

first and CG
cycle are delay of first group and cycle time between consecutive groups,

respectively (delay is multiplier is assumed to be 550 control steps and delay of adder
is 14 control steps, respectively). Improvements in QoR was obtained for [49] when
compared to recent literature.

An integrated power aware behavioral synthesis system that does not reply on
techniques such as turning off idle parts of the system, or a controlled reduction
in power supply was employed [50]. Power is estimated by utilizing activity profile
from the simulation of the design on any standard HDL simulator. This data along
with the information of area and delay guides the optimization process of power
aware design. Features such as supply voltage scaling, pipelined and multi-cycle
units are also considered in order to yield power aware design. The approach is
further capable to generate multiple structural implementations of the same design
with varying power/delay/area tradeoff. Healthy improvements in the reduction of
energy consumption were obtained.

Power aware HLS is considered by considering interconnects information and
physical lower level details through Floorplan driven multi-voltage synthesis [55].
This allowed reduction in the gap between HLS and physical level synthesis. More
specifically, a major physical design step called ‘floorplanning’is integrated into HLS
process during evaluation. Since interconnects incur approximately around 20% of
the total power in the circuits; therefore it was also considered during HLS design
evaluation. Owing to the quadratic impact of voltage on power of the design, this
work utilizes the advantage of lowering the voltage of hardware resources which do
not lie on the critical path, nevertheless at the expense of incurring higher delay.
The approach takes as its input a DFG, a component library, and constraints, such
as resource constraint, delay constraint, clock cycle time, and the voltage domain
(available supply voltages). After an initial scheduling and binding is performed, the
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Figure 8.9 (a) ‘C’ code for original loop of Autocorrelation benchmark. (b) CDFG
of original loop. (c) Determine and for G where G’. Where G and G’
formed by scheduling twice ‘λ’ time unrolled loop body with ASAP with
2(*), 1(+), 1(<) (The portion in green box is only unrolled during
execution time determination through our model), complete figure
shows typical physically unrolled loop for UF = (2,3) [49]

algorithm starts an SA process. In each iteration, of the process, a floorplanner, a
power/energy estimator, and local perturbation moves are performed in sequence,
until a satisfactory synthesis solution is obtained. The SA process produces an opti-
mized result for scheduling, binding as well as floorplanning. The cost function used
is the total power/energy consumption by modules, registers, MUXes, level con-
verters, and wires. The perturbation moves applied are as follows: (a) changing the
voltage assignment of a resource, (b) changing the resource binding, (c) changing the
operation schedule, (d) hardware resource swap. The generic flow of floorplan driven
multi-voltage synthesis is shown in Figure 8.10 [55].
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8.3.2 Effects of loop manipulation on power and delay
of the design

As discussed earlier, effects of loop manipulation in the context of HLS is non-trivial.
This is because loop manipulation when employed during DSE involves considera-
tion of its impact on the power and delay of the schedule. Loop unrolling involves
duplication of the loop body multiple times to exploit additional parallelism across
loop iterations [24]. Loop unrolling leads to performance improvement due to exe-
cution of multiple iterations of loop body in parallel. However, the adverse effects
of loop unrolling are the increase in control states and code density. In other words,
the size of the DFG increases indirectly impacting the performance of the design.
Furthermore, due to unrolling of loop, code size increases which has negative impact
on performance during scheduling. Additionally, when the datapath resource con-
figuration is varied, the same loop unrolling may produce multiple alternatives of
scheduling. On the other hand, for a fixed datapath resource configuration, multi-
ple loop unrolling factors lead to various schedule alternatives. Loop unrolling also
leads huge operation sharing leading to greater multiplexer/demultiplexer size. This
increase of multiplexer/demultiplexer size leads to more power consumption and
larger delay. If the delays through the controller and multiplexers/demultiplexers are
not accounted for then the schedule resulting during HLS optimization can easily be
imprecise. An example of loop unrolling for FIR benchmark for a specific resource
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configuration is shown in Figure 8.11 (derived from Reference 15). where, ‘Cbody’
is the number of CS required to execute loop body once, ‘Cfirst’ is number of CS
required to execute first iteration, ‘I’ is the maximum loop iteration (I = 8), and ‘CII’
is the number of CSs required between initiations of consecutive iterations.

a. Execution delay: The execution delay prediction model for a loop unrolled CDFG
is derived considering the following three possible cases [1, 15]:

Case 1: When the unrolling factor (UF) is equal to one (indicates no unrolling) then,

For (x = 0; x < 8; x++) {Zn = Zn + (αx ∗ An−x)}

‘C’ code of original loop

Total # of control steps (CSs) = # of CSs required to execute loop body once * # of
duplicate iterations of loop body [1]:

CT = (Cfirst ∗ I) (8.1)

CT and α are total CSs required to execute the loop completely and
(

I
UF

)quotient
.

Case 2: When UF evenly divides the loop count (I), then the total number of CSs is [1]

CT = (Cfirst + (UF − 1) ∗ CII) ∗ α (8.2)
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Case 3: When UF unevenly divides I: in such a case, I mod UF iterations will be
executed sequentially, therefore, the total number of CSs is [1]

CT = (Cfirst + (UF − 1) ∗ CII) ∗ α + (I mod UF) ∗ Cfirst (8.3)

{Total CSs for unrolled loop} {Total CSs for sequential loop}
Furthermore, execution time for the system calculated as [1]

TE = � ∗ CT (8.4)

Loop unrolling has further complications when it comes to the choice of its opti-
mal UF during DSE. This is because performance does not monotonically increase
with increase in UF. This is because the unroll factor may not evenly divide the itera-
tion count resulting in a trailer loop in which the remaining iterations are sequentially
executed, which affects the overall latency adversely [24]. Though the control states
are an increasing function of the increase in unroll factor value, however, the delay
as mentioned is a more complicated variable. Further, large unroll factors, though
decreases the clock cycle of the design however, are not known to provide the best
returns. From literature [24], it has been established that the performance improve-
ment is found to be marginal for relatively large unroll factors. This may be because
there may not be adequate resources available to exploit the huge parallelism due to
large value of unrolling. Besides, large UF leads to huge increase in sharing of opera-
tions, affecting the power of the design at minimal improvement in performance. The
resulting design may not be a fit candidate for exploration. Concepts of choosing a
threshold value for UF during exploration thereby joins the decision making process.
Techniques such as the one in Reference 2 that directly discard UFs which are non-
divisible to the iteration count are considered inefficient because of the chances of
losing an eligible unrolling candidate which may lead to an optimal solution. Sub-
sequently, screening mechanisms needs to be devised to eliminate some candidates
with large UF during DSE.

Additionally, loop manipulation also comprises techniques such as loop pipelin-
ing that improves performance. Loop pipelining is a process of initiating the next
iteration of the loop before the previous iteration completes. This can be achieved
through ‘resource constrained software pipelining’. In this process, the loop body is
unrolled completely (i.e., duplicating the loop body the maximum permissible time
according to the iteration count), followed by resource constrained scheduling until
a pattern emerges. Once, the pattern emerges, the scheduling is no longer required to
be performed. Then initiation interval (or cycle times) is determined and total delay
is evaluated. An example of resource constrained loop pipelining for FIR is shown in
Figure 8.12. In the figure of loop pipelining provided, scheduling is only performed
until a pattern emerges. Here the pattern is noticed between a set of every two con-
secutive iterations, i.e., i and i + 1 (group G1) and i + 2 and i + 3 (group G2). The
delay of the first group is denoted by LG and the cycle time (difference between two
consecutive groups G1 and G2) is denoted by TG

C. This pattern enables to predict the
total delay or execution time of the CDFG without requiring to tediously schedule
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remaining iterations viz. i + 4, i + 5, i + 6, i + 7. Similarly, another example of loop
pipelining for FIR based on single instance of multiplier is shown in Figure 8.13.
Clearly due to lack of enough hardware resources, higher degree of parallelism could
not be exploited in this case. For the sake of demonstration, multiplier hardware and
adder/subtractor are assumed to consumed 11,000 ns and 270 ns, respectively (where
1CS = � = 20 ns).

The prediction of the total delay or execution time of the CDFG is performed
using the following loop pipelining model:

TE =
{

LG +
(

I

β
− 1

)
· TG

C

}
� (8.5)

where LG, TG
C have been defined earlier while I = total number of iterations of the loop,

β = number of hardware instances corresponding to the maximum parallel inde-
pendent operations, and � = duration of one CS during operation chaining based
scheduling. However, the above prediction model does not hold valid when: I Mod
β �= 0. In such cases, the execution delay is estimated by completely scheduling
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the fully unrolled loop body. Note: the pattern emergence occurs after scheduling
operations for ‘2β’ loops. For example in Figure 8.10, β = 2, therefore, pattern is
detected after scheduling loops till 2β, i.e., 4 iterations.

Loop pipelining (also called software pipelining [25]) may be considered as
a special case of loop unrolling where the UF is equal to the maximum iteration
count. However like loop unrolling, loop pipelining also impacts power of the sched-
ule. Therefore, considering loop pipelining and loop unrolling both during DSE of
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CDFGs becomes critical during power-delay tradeoff. This motivates the need to
devise intelligent methodologies that are capable to explore an optimal combination
of loop unrolling/loop pipelining and datapath resource configuration during HLS
that satisfies the user power-delay budget.

Another type of loop manipulation technique widely known in the area of HLS
is called ‘loop shifting’ (or loop compaction). Loop shifting exploits the advantage
of code compaction as well as parallelization of loop body, thereby enables to obtain
shorter schedule length. However, loop shifting comes with a disadvantage of oper-
ation overhead. Nevertheless, the overall performance gain obtained due to large
enough execution of loop body, compared to the overhead of loop operation is always
greater for class of applications belonging to the multimedia and image processing.
The process of loop shifting works as follows: an operation is shifted from the begin-
ning of the loop body to the end. Therefore, to preserve rightness of the code, the copy
of the shifted operation is inserted in the loop head of the code (stored with a different
variable name). Finally, code compaction is performed which reduces the schedule
length. The effect of loop shifting due to insertion of a copy of the shifted operation
increases the code density thus impacting power of the design. However, this process
enables substantial savings of execution delay if the loop body is executed adequate
number of times [7, 26].

b. Power: The power estimate for loop unrolled design may be made using the
following models:

The total power (PT) from [1, 6] is

PT = PS + PD (8.6)

where, static power component is represented by PS and average dynamic power is
represented by PD of a candidate solution.

Static power is calculated by the formula [1, 6]:

PS =
[

ν∑

i = 1

(NRi
× KRi + NMUX / DMUX × KMUX / DMUX

]
∗ Pc (8.7)

where ‘NRi’ indicates the number of instance of resource Ri, ‘KRi’ indicates the
area utilized by resource Ri, ‘v’ is the number of resource types, ‘NMUX/DMUX’
is count of the multiplexer/demultiplexer, ‘KMUX/DMUX’ is area utilized by a mul-
tiplexer/demultiplexer, and ‘pc’ indicates the power dissipated/per unit area (e.g.,
transistors) [1, 6]. Average dynamic power is calculated by from [1, 6]

PD = α ∗ (EFU + EMUX/DMUX)

� ∗ ((Cfirst + (UF − 1) ∗ CII) ∗ α + (I mod UF) ∗ Cfirst)
(8.8)

EFU and EMUX / DMUX are the energy expended by resources and multiplexer/
demultiplexer, respectively.
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While, the average dynamic power estimate for loop pipelined design may be
made using the following:

PD = α ∗ (EFU + EMUX/DMUX)

{LG +
(

1
β

− 1
)

· TG
C}�

(8.9)

8.3.3 Other design space exploration approaches during HLS

Automated integrated exploration of datapath resource configuration and loop
manipulation factor (unrolling or pipelining) for optimal operation chaining based
scheduling during HLS remains a subject of investigation in VLSI/CAD commu-
nity. There have been many works on DSE in HLS, some of which are mentioned
herewith (refer Figure 8.14 for various DSE approaches in terms of the optimiza-
tion goals). DSE of CDFGs was addressed based on multi-objective user constraints
with focus on searching an optimal datapath resource configuration and UF [1]. GA
framework was employed for solving the DSE problem based on area-delay tradeoff
where manual intervention is required to decide UF. The work also considers only
evenly divisible UFs as potential candidates ignoring other potential candidate UF
during DSE [2]. Further, GA framework is again used for exploring the design space
comprising datapath resource configuration as candidates, however it is not capable
of executing exploration of optimal loop UF of CDFGs for optimal scheduling [3]. A
scheduled data flow graph is accepted as an input in Reference 4 during DSE which
does not aim to resolve the scheduling problem as well as optimize loop manipulation
factor for CDFGs. The approach is based on a cost function which only considers
functional resources ignoring resource binding (area of MUX and DMUX) infor-
mation [4]. Exploration of optimal scheduling using GA framework was performed
for data flow graphs with no focus on loop-based CDFGs [5]. BFOA is used for
exploration of datapath resource configuration based on power-delay tradeoff, how-
ever with no focus on optimization of loop unrolling with various candidate UFs or
loop pipelining [6]. A tool for HLS which selects potential UF candidates for the
loop through user-directed control is employed [7]. Further, a modified fast SA was
employed based on decision tree machine learning algorithm for performing multi-
objective DSE in HLS.The approach is faster than standard SA however; with no focus
on simultaneous exploration of datapath and unrolling for optimal chaining based
scheduling [10]. A technique based on learning-based method was employed which
used prediction-based method to evaluate solution quality. This enables to improve the
solution quality as well as speed compared to local search techniques such as GA and
SA. However it does not aim at integrated exploration of UF and datapath resources
for loop-based CDFGs [11]. Additionally, in the context of DSE with HLS, learning-
based methods were employed [12, 13]. These works rely on either local-search
techniques [12] or common learning models [12, 13]. However, the above works do
not focus on automated exploration of optimal loop unrolling and datapath resource
configuration.
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8.4 Bio/nature-inspired algorithms for DSE framework

DSE is widely known to a highly notorious optimization problem owing to mul-
tiple dimensions of complications involved in it. Therefore, to address such an
intractable problem, bio/nature-inspired heuristic algorithms have proven to yield
excellent results owing to the stochastic nature of its framework. Bio/nature-inspired
algorithms generally mimic the nature or biological inspired process to escape local
minima, thereby yielding high quality optimization results during DSE. This section
will discuss the most recent and popular bio/nature inspired algorithms employed for
DSE framework.

8.4.1 Selected bio/nature-inspired approaches

a. Bacterial foraging optimization algorithm (BFOA): BFOA is a new bio-inspired
algorithm which has gained a lot of recognition in multiple problems of optimization.
The reason for choosing BFOA optimization problems is its flexibility and adaptive
nature. It is not too rigid and has very few factors that dictate the search criteria
unlike in the case of GA where the search is not as adaptive as in the case of BFOA.
Unlike GA and PSO, in BFOA, if a path is found unproductive, it has easy adaptation
techniques such as change in direction to travel in a different path and elimination
dispersal (ED) in the prospect of reaching the global best and not getting stuck at local
optima. BFOA also has technique to eradicate premature convergence by increasing
the step-length. The BFOA consists of tumble which dictates the direction in which it
has to travel and swim to move in the chosen direction. These are the two mechanisms
that dictate the locomotion of the bacterium. PSO, on the other hand, is considered
a very sensitive algorithm; where inability to clinically pre-tune the PSO variables
often may result in convergence to local optima [9]. BFOA, thus, is intuitively better
to solve optimization problem which is considered to be intractable and NP hard.
The algorithm is designed for continuous function optimization problem domains.
The major processes in BFOA which are used to derive new solutions are called
chemotaxis and dispersal. The chemotaxis function used for generating new solutions
(bacterium position) in the form of hardware resource array (i.e., number of instances
of adders, multipliers, subtractors etc) during DSE is [30]

xNew
i = xLast

i + C(i)
�(i)

√
�T(i)�(i)

(8.10)

where xNew
i = new resource set of ith bacterium solution, xLast

i = last resource set of
ith bacterium solution, C(i) = step size and � is a random vector whose elements lie
in [−1, 1]. Figure 8.15 shows the bacterium movement process in BFOA-DSE.

b. Particle swarm optimization: PSO is a heuristic search methodology that tries
to imitate the travels of a flock of birds aiming at finding food [31]. PSO is based
on a population of particles flying through a multi-dimensional search space. Each
particle possesses a position and a velocity; both variables are changed to emulate
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X +
i (New bacterium position)

Xi

Xgb
Global best bacterium

position

Current bacterium position

C (i) : Step
size

Δ: Tumble
vector

Δ: Tumble
vector

Note- Xi  represents dimensions comprising of datapath resource configuration,
unrolling factor, or combination of both 

Figure 8.15 Bacterium movement in BFOA-DSE process

the social psychological tendency to impersonate the success of other individuals in
the population. More formally, the position of ith particle is changed by adding the
velocity to the current position as follows [1]:

V+
id = ωVid + b1r1[Rlbi − Rid] + b2r2

[
Rgb − Rid

]
(8.11)

While, the new resource configuration is R +
id, calculated using (8.12) [1]:

R+
id = f(V+

id, Rid) (8.12)

where ω is called the inertia weight, b1 is the cognitive learning factor, b2 is the social
learning factor, r1 and r2 are random numbers in the range [0, 1], Rid is the resource
configuration (position) of ith particle dth dimension, Rlbi = local best resource con-
figuration of ith particle, Rgb = global best resource configuration, = velocity of ith

particle dth dimension and V+
id = new velocity of ith particle dth dimension. Figure 8.16

shows the process of particle movement in a PSO-driven DSE.
PSO is considered a very sensitive algorithm for applied optimization problems.

Careful tuning of sensitivity parameters such as acceleration coefficient and inertia
weight is very critical for the exploration process to attain faster convergence to
optimal solution. However, the pivotal advantage of employing PSO for intractable
multi-dimensional optimization problems is in the stochastic nature, which enables
particles to reach every corner of design space (if needed) without losing the ability to
maintain a fine balance between exploration-exploitation through linearly decreasing
inertia weight. Mathematically it has been established in the literature [9], how proper
tuning of sensitivity parameter values produces guaranteed convergence.
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ωvi

Xi

Xgb

Xlbi

b1r1 [Xlbi – Xi]

b2r2 [Xgb – Xi]

Global best particle
position

Local best particle
positionCurrent particle position

Inertia
weight

Cognitive component

Social component

Note-Xi represents dimensions comprising of datapath resource configuration,
unrolling factor, or combination of both  

X +
i (New particle position)

Figure 8.16 Particle movement in PSO-DSE framework

8.4.2 A BFOA-exploration process

The input to the framework is a CDFG of an application that describes the
behavioral description of the datapath, set of user-specified design constraints
for power and delay, and the module library consists of energy consumed
by each resource in pico joule (Pj), latency of each resource in nanoseconds
(ns), hardware area of each resource (number of transistor), and user-specified
maximum availability of resources. For example assumed values are area of
adder/subtractor = 2030 au, multiplier = 2464 au, and multiplexer = 126 au; delay
of adder = 270 ns, multiplier = 11000 ns; where 1 au = 1 transistor; number/type of
MUX/DMUX is directly extracted from the scheduling and pc = 29.33 nW. The flow
chart of the proposed exploration process is shown in Figure 8.17 (the correspond-
ing pseudocode of the exploration process, ignoring details of encoding/decoding,
is explained in Figure 8.18 later). The method presented is based on a novel bac-
terium encoding scheme (comprising components called ‘datapath bacterium’ and
‘auxiliary bacterium’) for CDFG. This bacterium encoding scheme is accountable for
exploration of optimal scheduling for CDFGs. The ‘datapath bacterium’ is capable
of concurrently exploring the optimal resource configuration array and UF. On the
contrary, the auxiliary bacterium is encoded by ‘load value’ and ‘utilization value’
metric which addresses precedence conflict between operations during scheduling.
The ‘auxiliary bacterium’ acts as a support bacterium to its corresponding ‘datap-
ath bacterium’ and is not subjected to evolutionary operation (or evolution) during
exploration.
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i (new)) <(Cf  (best)
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(New solution) 

Unroll CDFG based
on new UF value 

Update
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Yes

This process is repeated for each bacterium ‘i' in the population (p) in each step (j) and then ‘j’ is
incremented until termination under following condition: 
1. When the algorithm reaches the maximum limit of the iteration.
2. When the Cf  (best) does not change for 10 iterations.

Figure 8.17 Flowchart of the exploration methodology

**

+ + +

+ + +
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Figure 8.18 CDFG example

8.4.3 Encoding/initialization of the datapath bacterium

The presented datapath bacterium (Bn) of the proposed generic bacterium structure
for CDFGs is provided in (8.1). This proposed datapath bacterium comprises two seg-
ments: (i) resource type array (i.e., array of resource configuration) and (ii) loop UF.
The size of the initial population of the bacteria is arbitrarily assumed as three which
are equally spaced in the design space. The first bacterium (B1) has been encoded
with resource configuration which results in the serial implementation (indicating
worst case latency among design solutions in the space). The second bacterium (B2)
has been encoded with resource configuration which results in the maximum parallel



High-level synthesis of digital integrated circuits 245

implementation (indicating best case latency among design solutions). The third bac-
terium (B3) is placed in the middle of the design space (midvalue (MV) between
serial and parallel implementation bacteria). The initial configurations of the bacteria
are described as follows:

Bn = ((R1), (R2) … (Rn), (UF)) (8.13)

B1 = (min(R1), min(R2) … min(Rn), min(UF)) (8.14)

B2 = (max(R1), max(R2) … max(Rn), max(UF)) (8.15)

B3 = (… (min(Rn) + max(Rn))/2, (min(UF) + max(UF))/2) (8.16)

Where R1,R2…,Rn are various resource types and UF is the loop UF.

8.4.4 Encoding of the auxiliary bacterium

Based on the initial population of datapath bacterium is created as described earlier,
the unrolled untimed CDFG corresponding to the UF value (specified in the datapath
bacterium) is generated for each parent. This indicates that for B1, B2, and B3
the corresponding unrolled CDFGs are generated for UFmin, UFmax, and UFMV. An
auxiliary bacterium is then constructed using an encoding technique corresponding
to each unrolled untimed CDFG of bacterium population (B1, B2, and B3). This
indicates that an auxiliary bacterium exists for each datapath bacterium. This auxiliary
bacterium acts a priority resolver for operations competing during scheduling. The
priority resolution (E) of opn ‘oi’ is performed through proposed encoding scheme
given as:

E(oi) = W1 ∗ (LV) + W2 ∗ (UV) (8.17)

where LV is the load value and UV is the utilization value for each node (opera-
tion). W1 and W2 are designer-specified weights assumed as 0.5 each. The load
value of an operation is the summed value of the load factor (delay) of each suc-
cessor operations including the operation itself. The utilization value of an operation
is its number of child branches. An example of encoding value of operations (for
auxiliary bacterium) for an example CDFG (Figure 8.19) is provided in Table 8.1

2 5 4

3 6

7
8

9 10

1 *

+ +*

+ +

+ +

+ +

Figure 8.19 Scheduling with encoding
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Table 8.1 Encoded values (E(OI)) for auxiliary bacterium
for CDFG in Fig. 2

o1 o2 o3 o4 o5 o6 o7 o8 o9 o10

291.5 289.5 15 15.5 16 14.5 7 7 7 7

2

1

3 4

7 5

8 6

9 10

+ +

*

*

+ +

+ +

+ +

Figure 8.20 Scheduling with only load values

(assuming: 1 mul: 550 control steps (CS), I adder: 14 CS; e.g., for opn 1 using (8.17),
E (oi) = 0.5*(550 + 14 + 14) + 0.5*(5) = 291.5). Further, a motivational example
on this encoding strategy, which integrates utilization value besides load value, is
described below. Scenario 1: assume two encoded operations with load value (and
having same load values), whereby the tie is broken by randomly selecting the oper-
ations during scheduling. Scenario 2: the two encoded operations have same load
value. However, instead of randomly breaking, the tie is broken based on the proposed
encoding strategy (function of load value and utilization value) during scheduling.
Example, for a resource configuration, 2(+) and 1(*), the schedule in Figure 8.20
(for CDFG in Figure 8.19) uses only load values to resolve operation priority during
scheduling and thereby consumes 6 control steps compared to schedule in Figure 8.21
which uses proposed encoding to resolve operation conflict during scheduling and
consumes only 5 control steps.

8.4.5 Proposed movement of bacterium

Ignoring the details of bacterium encoding/decoding, the pseudocode of proposed
exploration process is given in Figure 8.18. When a bacterium moves performs
locomotion in every step (j), the proposed DSE mechanism explores new feasible
solutions. However, after a designer-specified periodic intervals (‘yth’ iteration step),
the process of ED occurs. The ED algorithm is repeated for Ned times (a temporary
counter ‘l’ is initialized with the values of Ned which decrements after every corre-
sponding occurrence of ED operation; where ‘Ned’ is a designer specified variable
that defines the number for times, ED occurs. Therefore, it tracks the number of
times ED is further allowed). Further, arrays (Ed [j–]) is created for ED process,
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j (step/iteration) = 1
Repeat for ‘p’ //p = bacterium population   
{ If j = (n*Nc/Ned) // 1<= n <= Ned

Then perform Elimination-Dispersal mechanism

Tumble: Generate a random vector ∆m (i), within [–1,1]. 
Tumble-count=1 
Swim-count=1 
1. Generate a tumble vector ∆m(i) . 

2. Binew (6) 

//perform chemotaxis  
3. Goto the cost function to evaluate the decoded 

CDFG and store it in Cf
i (new)

4. If Cf
i
 (old)>Cf

i
 (new)and tumble-count<=5  

Tumble-count = tumble-count+1.Gotostep1. 
5. Else Swim-count < 5 

Bi
current =Bi

new

Goto step 2.
} 
j++ 
Nc is the maximum number of iterations/steps allowed  
Ned is the maximum number of elimination-dispersal steps allowed
within Nc 
Bi is the position of the ith bacterium. 
Cf

i (new)= new cost function value of ‘i'th bacterium
Cf

i (old)= old cost function value of ‘i'th bacterium

= Bicurrent +C(i) *( ∆m(i)
||∆m(i)||

( 

Figure 8.21 Pseudocode of exploration methodology

each to store the outcome, checking whether ED has been performed in last iterative
step. This storage structures are necessary to determine whether variables ‘y’ needs
up-gradation. If Ed [j–] has taken place, then, ‘y’ is updated.

1. Chemotaxis mechanism
The chemotactic function (8.10) incorporates a behavior of tumble/swim in order
to explore the new positions; where C(i) is the step size taken in random direction
specified by the tumble and � is a random vector whose elements lie in [−1, 1].
A substantially large value of C(i) is required for DSE, in order to avoid redundant
solutions.

2. Elimination-dispersal mechanism
In order to implement the ED mechanism, new replacements are randomly initial-
ized over the search space (between the least fit and best fit bacterium position but
beyond their midpoint, but closer to the best fit bacterium) by eliminating the least
fit bacterium. If the new replacement obtained is already found to be explored, and
then dispersal is repeated. Further, if new cost of the dispersed bacterium position is
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found higher than the replaced bacterium then it is not accepted. The ED mechanism
has been adopted from Reference 6.

8.4.6 Models for metric

For evaluation of a bacterium (or candidate design solution), the following prediction
models has been used from Reference 1.

1. Execution time: prediction model

TE = � ∗ ((Cfirst + (UF-1) ∗ CII) ∗ α + (I mod UF) ∗ Cfirst) (8.18)

Where Cfirst represents CS count required to execute first iteration, I is the maximum
count of iteration (loop count), and α is

(
I

UF

)quotient
; � is the delay of one CS in

nanoseconds; ‘CII’ represents difference in CS count between outputs of consecutive
iteration ns. Equation (8.18) is a prediction model for TE, where the requirement of
tediously unrolling the CDFG for a given UF is not needed to calculate TE, unless # of
independent operations required to be performed in parallel due to unrolling exceeds
available resources (specified in bacterium) [1].

2. Power
The power models are described in (8.6–8.9).

3. Cost function
The fitness function (considering execution time/delay and power) of a solution from
[1, 6] is defined as

CXi
f = ϕ1

PT − Pcons

Pmax
+ ϕ2

TE − Tcons

Tmax
(8.19)

where, CXi
f = fitness of particle Xi; ϕ1, ϕ2 = user-specified weights for power and

execution time; ‘Pcons’ and ‘Tcons’ are power and execution time constraints defined
by the user; ‘Pmax’ and ‘Tmax’ are the normalized values of power and execution time
of a potential design solution (bacterium).

8.4.7 Results of the BFOA-exploration process

The presented DSE approach has been implemented in Java and run on Intel core
i5-2450 M processor, 2.5 GHz with 3 MB L3 cache memory and 4 GB DDR3 RAM.
The results are presented in four phases: (i) sensitivity analysis: impact of varying
population size on cost and convergence iteration (and exploration time) in Table 8.2.
As evident in Table 8.2, for all benchmarks, as the population size increases, the
convergence iteration decreases (however, the exploration time increases). This is
because the computational complexity per iteration is more for larger population
size. Nevertheless the cost of final solution (quality of results: QoR) remains same
for all benchmarks regardless of population size. (ii) Results (solutions obtained) of
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Table 8.2 Sensitivity analysis of the impact of population size on cost and
convergence iteration

Benchmark Population QoR Exploration Convergence
[8, 14] count time (ms) iteration

FIR 3 0.36 62 29
5 0.36 81 26
7 0.36 91 25

FFT 3 0.22 197 36
5 0.22 253 35
7 0.22 300 34

Differential equation 3 0.30 165 38
5 0.30 184 37
7 0.30 247 34

MPEG motion vector 3 0.29 47 26
5 0.29 56 25
7 0.29 68 24

JPEG down sample 3 0.65 63 25
5 0.65 83 23
7 0.65 109 23

Table 8.3 Results of proposed approach

Benchmark Solution Latency (us) Power (mW)
[8, 14]

Constraint Proposed Constraint Proposed

FIR UF = 4, 1(+), 60 24.16 0.50 0.45
4(*), 1(<)

FFT UF = 2, 1(+), 800 292.28 2.00 0.65
1(−), 4(*), 1(<)

Differential equation UF = 4, 1(+), 600 267.24 1.20 0.63
1(−), 4(*), 1(<)

MPEG motion vector 1(+), 5(*) 36 33.27 1.00 0.55
JPEG down sample 2(+), 1(*) 26 24.97 0.60 0.31

proposed approach for user constraints of power and delay is shown in Table 8.3.
As evident in Table 8.3, the solution found indicates an optimal combination of
resource array and loop UF CDFG’s, where the final solution comprehensively meets
the user constraints of power and delay (execution time) as well as minimizes the
final cost (as per (8.5)). (iii) Results of comparison with existing approaches in Ref-
erences 3 and 5 in terms of QoR and exploration runtime. As evident in Table 8.4, the
QoR of the approach is significantly better than that in References 3 and 5. This is
because optimization of loop unrolling was not performed simultaneously with data-
path resource configuration in them. Additionally, adaptive features such as tumbling
which assists in changing direction when a search path is found ineffective does
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Table 8.5 Results of quality metrics for proposed approach for quality metrics

Benchmark Generational MFE Spacing Spread Weighted
[8, 14] distance metric

FIR 0.00 0.48 0.17 1.01 0.51
FFT 0.00 0.75 0.03 0.80 0.40
Differential equation 0.00 0.55 0.02 0.88 0.44
MPEG MMV 0.00 0.07 0.07 0.95 0.48
JPEG DS 0.00 0.12 0.12 0.73 0.36

Table 8.6 Results of proposed approach with loop pipelining feature included

Benchmark Solution Latency (us) Power (mW) QoR Exploration
[8, 14] (Cost) runtime (ms)

Constraint Proposed Constraint Proposed

FIR UF = 4, 1(+), 60 24.16 0.50 0.45 0.36 94
4(*), 1(<)

FFT UF = 2, 1(+), 800 292.28 2.00 0.65 0.22 390
1(−), 4(*), 1(<)

Differential UF = 4, 1(+), 600 224.32 1.20 0.75 0.31 353
equation 1(−), 6(*), 1(<)

not exist in genetic-based approaches. Besides above, the encoding of the solutions
did not comprise utilization metric concept in determining priority during scheduling
which helps in reducing latency. Therefore two different schedules (different latency)
are possible for same resource configuration (this has been established before). The
exploration runtime of [3] and [5] were higher because, both the previous approaches
being driven through GA induces greater computational complexity than proposed
fast bacterial foraging driven DSE process. (iv) Results for quality metric evaluation.

Table 8.5 gives the metrics: generational distance, maximum pareto-optimal front
error, spacing, spread, and weighted metric which help in estimating the effectiveness
of multi-objective optimization algorithms. The generational distance calculates the
distance between the obtained non-dominated solutions and the true Pareto front. The
value of ‘0’ obtained in all benchmarks shows that all the non-dominated solutions
found by the approach lie on the true Pareto front. Spread and spacing evaluate the
diversity of the non-dominated solutions. The spacing is the relative distance between
two consecutive non-dominated solutions, while the spread is a measure of their diver-
sity with respect to the extremes of the pareto-optimal front. The weighted metric is
a combined qualitative measure of both closeness and diversity. A low value of all
these qualities, like the ones obtained in the table, mean that the proposed approach
found a good, diverse set of non-dominated solutions. Table 8.6 indicates the result of
the proposed approach with the inclusion of software-based loop pipelining feature



252 Nano-CMOS and post-CMOS electronics: circuits and design

(the concept was described in Section previously). As evident from Table 8.6, for
all the CDFGs except differential equation, the quality of solution remains same.
However, as the loop pipelining concept mandates full unrolling, therefore, the max-
imum unroll factor (equals to the iteration count) which was usually discarded by the
screening algorithm (described in Reference 15), is now required to be considered
during exploration. This indicates that the exploration runtime is expected to increase
as any solution with maximum unroll factor is also additionally evaluated during
the exploration process. Therefore, as evident in Table 8.6, the exploration runtime
of the CDFGs increases with incorporation of loop pipelining feature (however as
mentioned with no change in final solution found).

8.5 HLS approaches for secure information processing

Secure information processing during HLS is a new subject of research in the CAD
and VLSI community. As discussed earlier in the introduction, for secure and robust
information processing during HLS design, detection of hardware Trojans (which
are vindictive modifications in the logic of the circuit by an adversary) are very cru-
cial [38]. Therefore, detection strategies for the SoC integrator for such malicious
alterations have become thrust research areas recently [32–35]. Nonetheless, detec-
tion process of hardware Trojans requires supplementary hardware, which thereby
may not abide the user constraints provided (if not accounted for during speci-
fication). The design process of hardware Trojan secured datapath should govern
the practice of adaptive intelligent exploration approach based on user area-delay
constraints. Further, a hardware Trojan secured datapath should be generated (on
user constraints) with any quantity of hardware available. However during explo-
ration, abiding the rule of assigning similar operations in original and duplicate units
(for comparing) to distinct hardware (from different vendor) is necessary for detec-
tion. This creates an orthogonal condition to the requirement of designing a Trojan
secured datapath with any quantity of hardware available (as well as satisfying user
constraints) [38].

8.5.1 Related work

There have been almost no effort on hardware Trojan detection during HLS as well
as generation of hardware Trojan secured datapath based user power-delay tradeoff
during DSE. This involves exploring an optimized resource configuration as well as
efficient vendor allocation procedure concurrently. For example, authors of Refer-
ences 35 and 36 adopted a concurrent error detection (CED) technique to only detect
the malicious output during HLS using a diverse set of 3PIP vendors for a double
modular redundant (DMR) system. However, the authors of References 35 and 36 did
not include exploration of Trojan secured datapath based on user constraints of power
and delay in their approach. Further, it did not perform detailed probing of the opti-
mal distinct vendor allocation procedure (which affects final delay and power of the
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schedule as will be established in the chapter later). Lack of deliberation of above led
to results of an inferior quality final solution (higher cost). However, in Reference 36,
the advantage is that it delivers retrieval from Trojan errors besides detection. In Ref-
erence 37, side channel analysis is performed and is capable of detecting malicious
hardware alterations in the occurrence of large process variation induced noise. How-
ever, in Reference 37 no optimization is performed based on power-delay tradeoff
during HLS. Overcoming the above limitations, an approach is presented in the next
section, which generates an optimized hardware Trojan secured datapath using DMR
logic based on user power-delay constraint during HLS.

8.5.2 Exploration process of hardware Trojan secured datapath:
security against untrusted third party digital IPs

Simply the detection process of Trojan is not as upfront as CED of transient faults as it
encompasses the concept of multiple 3PIP vendors to aid detection, let aside the explo-
ration process of a user-optimized Trojan secured datapath based on multi-objective
constraints. Vendor allocation procedure that is efficient needs to be formulated for
Trojan detection during HLS, besides robust and adaptive exploration process for
hardware Trojan secured datapath. Note: Trojans that disable specific units/activities
and produce no change in the output functionality computationally do not fall within
the scope of this chapter.

Figure 8.22 shows the method for DSE of optimal hardware Trojan secured dat-
apath (resource configuration as well as optimal vendor allocation procedure) based
on user power-delay constraint during HLS [38]. The exploration framework used
is BFOA [6] which is well known for its stochastic nature as established previously.
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Figure 8.22 DSE methodology for generation of optimized hardware Trojan
secured datapath [38]
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Moreover, the exploration methodology is equally adaptable and efficient as PSO
framework [1]. In Figure 8.22, the input block includes the module library, behav-
ioral description of CDFG, and predefined user specified parametric constraints for
power and time execution (or delay) to the exploration process. A set of control param-
eters such as ‘Nc’ (maximum number of chemotaxis steps allowed which is also one
of the stopping criterion that indicates the maximum limit of the iterations that the
exploration approach will execute) and ‘p’ are used for driving the BFOA based
exploration process where ‘p’ specifies the number of individuals/bacterium (initial
design solutions) actively playing a role in the evolutionary process [38]. The BFOA
driven exploration process terminates for the following criteria: a) designer specified
‘Nc’ is reached; b) global best cost among bacteria population does not improve over
last 10 iterations (chemotactic steps). Significant improvement in global best usually
occurs after couple of iterations. Note: Interested readers may refer to [6] for more
details [38].

This BFOA-driven exploration process includes an encoding scheme for bac-
terium which comprises a resource array (resource configuration) and vendor
allocation procedure type ‘V’. Therefore, a bacterium position (design solution) is
represented as xi[38]:

Xi = (
−→
Rn, V) (8.20)

where
−→
Rn indicates the resource array (resource configuration, e.g., number of

adders, multipliers). The reason behind incorporating the last dimension with vendor
allocation procedure type ‘V’ is discussed in later sections.

The bacterium positions representing design solution and vendor allocation pro-
cedure, are used to generate a DMR schedule of the DFG (SDFGDMR) using (6.10)
described, with distinct vendor assignment rule to detect the presence of hardware
Trojan. Since distinct vendor assignment can be achieved in various ways, hence,
the optimal allocation procedure of hardware units from distinct vendor for similar
operations (in original and duplicate) is explored through this presented scheme, to
find an optimized scheduling (this is motivated in our next section) of a hardware
Trojan secured datapath DMR system. The obtained Trojan secured DMR schedule is
evaluated on metrics of power and delay to determine the cost of the Trojan-secured
datapath solution. Power component due to functional resources, switching elements
(MUX and DMUX), comparator as well as overhead incurred from internal buffering
(temporary storage of operation output) all contribute to the cost of the Trojan secured
datapath solution explored. Since in a DMR schedule, similar operations are being
executed at different times in both copies (original and duplicate), hence internal
buffering is required accounting for the cost [38]. The DMR system requires to keep
the outputs from both units stored in some internal buffer to compare only when both
outputs are ready. This process of evaluating design solutions (bacterium positions)
evolves through BFOA-driven exploration process using chemotaxis mechanism to
generate an optimal hardware Trojan fault secured DMR system that satisfies Pcons,
Lcons, as well as minimizes hybrid cost [38].
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8.5.2.1 Incorporating vendor allocation procedure ‘V’ in problem
encoding: motivation of exploring this besides datapath
resources

As established in Reference 35, for detection of hardware Trojan in 3PIP core,
minimum of two vendors (providing similar/equivalent functional IP) are always
needed to provide distinctness (Note: cases where Trojans lead to disabling hardware
units/activities are ignored in this chapter, as it falls outside the scope of this work). As
similar resource type/IP from two different vendors may have different area, power,
and delay, therefore how two vendors are allocated inside a DMR scheduling (i.e.,
assignment process of each vendor IPs inside the DMR during allocation) dictates the
final latency and power of entire DMR design. Note: It is assumed that multiplier and
adder provided by vendorV1 has area = ‘2468 au’and ‘2034 au’, latency = ‘10000 ns’
and ‘265 ns’, and energy = ‘10.0 pJ’and ‘0.80 pJ’, while multiplier and adder provided
by vendor V2 has area = ‘2464 au’ and ‘2032 au’, latency = ‘11000 ns’ and ‘270 ns’,
and energy = ‘9.8 pJ’ and ‘0.739’, respectively [38]. Therefore, simply assigning dis-
tinct vendor to similar operations of a DMR schedule for detection without examining
into the detailed procedure of which allocation (assignment) procedure of vendor
type is better, may lead to missing an alternate better solution in context of DSE of
an optimal Trojan secured datapath (established in upcoming paragraph). Therefore,
an additional dimension, ‘V’ (indicating allocation procedure of IP’s from different
vendor type) which can either be ‘0’ or ‘1’ is incorporated in the bacterium encoding
along with resource array for exploration of an optimal solution [38]. The value of
‘V’ as ‘0’ or ‘1’ is interpreted as follows [38]:

1. Vendor allocation procedure (Type 1): V = 1
All operations of a specific unit being strictly assigned to resources of same vendor
type (say: all operations of original unit strictly assigned to same vendor ‘V1’ and all
operations of duplication to same vendor ‘V2’).

2. Vendor allocation procedure (Type 2): V = 0
Alternate vendor assignment to operations in control step of a unit (example in
Figure 8.21, operation 3 and 6, are assigned alternatively to ‘V1’ and ‘V2’. Next
multiplication if any would have been assigned to ‘V1’ alternately).

In both above cases, whenever there is a conflict of operation during scheduling
between operation of UOGand UDP, preference is given to the operation of UOGduring
scheduling. For a resource set

−→
Rn = 2 (+), 5(*), there are two possible DMR schedules

generated for IIR filter benchmark on the basis of V = 0 and 1, as seen in Figures 8.23
and 8.24. More specifically, for, xi = (2(+), 5(*), 0), the latency is 23,080 ns and
power is 0.58 mW, while, for Rx = (2(+), 5(*), 1), the latency is 22,080 ns and power
is 0.88 mW. Clearly, a difference is observed in the delay and power of the two
generated scheduling solutions both abiding by distinct vendor type assignment to
similar operations for detect ability. Therefore, only using distinct vendor assignment
without probing into the procedure of allocation of vendor type in DMR system may
lead to missing of better alternative (or optimal) solution in context of DSE [38].
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assigned to same vendor type (U OG to ‘V1’ and U DP to ‘V2’) [38]

8.5.2.2 Evaluation models
In this chapter, each bacterium position represents a resource array of datapath present
in the design space as well as vendor allocation procedure [38].

a. Power model
Total power consumption (PDMR

T ) by a resource set is represented in terms of Static
Power (PDMR

S ) and Dynamic Power (PDMR
D ). ‘PDMR

T ’ is represented as [38]

PDMR
T = PDMR

S + PDMR
D (8.21)
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Static power (PDMR
S ) considered here is leakage power (due to leakage current)

which is a function of resource area and leakage power per transistor [38].

PDMR
S =

⎛

⎝
2∑

j=1

n∑

i=1

(A(R
Vj
i ) ∗ RVj

i )

⎞

⎠ ∗ pc (8.22)

where the number of instances utilized from vendor Vj for a resource type Ri is
represented as RVj

i , and the maximum number of resource type for vendor Vj is
indicated by ‘n’, while A(RVj

i ) is the area of a resource type (Ri) corresponding to
vendor (Vj); ‘pC’ is the power dissipated per transistor. Further, the average dynamic
power as a function of dynamic activity of the resources of a resource configuration
is given as [38]

PDMR
D = EFU

LDMR
T

(8.23)

where EFU is the total energy consumed by the resources. The power component
includes power due to functional resources, interconnect units (MUX and DMUX),
comparator (for error detection) as well as overhead incurred from internal buffering
(during temporary storage of operation output in DMR scheduling). The model in
(6.22) and (6.23) does not capture the effect of buffering and comparator, however,
its impact was considered internally from scheduling during implementation.

b. Delay (execution time) model
For given ‘D’ functional resources the delay is [38]

LDMR
T =

c.s( max )∑

c.s=1

2∑

j=1

Max(D(opVj
i ), . . . D(opVj

n ), D(opVj
′i ), . . . D(opVj

′n )) (8.24)

where 1 ≤ i ≤ n and ‘1≤ ‘i ≤ ‘n. (Here, operations in original and duplicate is labeled
as i and ‘i respectively; n and ‘n = maximum number of operations in original and
duplicate unit). Here, D(opVj

i ) is the delay of operation i, assigned to vendor Vj, c.s
represents control steps, while c.s(max) is the maximum number of control steps in
a schedule.

c. Cost model
The proposed fitness function (considering total delay and power consumption of a
solution) is defined as [38]

Cf (xi) = W1
PDMR

T − Pcons

PDMR
max

+ W2
LDMR

T − Lcons

LDMR
max

(8.25)

where Cf (xi) is the cost of bacterium with resource set Rx, PDMR
max , and LDMR

max are the
maximum power and delay of 0 the DMR system and W1 and W2 are the user defined
weights both kept at 1/2 during exploration to provide equal preference; Pcons and
Lcons are the user constraints for power and latency (delay).
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Table 8.7 Results of approach [38]

Benchmark Final solution Final solution for Cost of final Cost of final
for Trojan secured Trojan secured solution [38] solution [35]
datapath [38] datapath [35]

DCT 4(+), 4(*), 0 5(+), 3(*),1 −0.106 −0.064
FIR 6(+), 6(*), 0 5(+), 5(*),1 −0.245 −0.209
ARF 2(+), 4(*),0 3(+), 3(*),1 −0.192 −0.056
MPEG MV 2(+), 10(*), 0 3(+), 8(*),1 −0.251 −0.226
IIR 2(+), 5(*), 0 2(+), 3(*),1 −0.125 −0.016
IDCT 6(+), 4(*), 0 5(+), 3(*),1 −0.154 −0.027

8.5.3 Results of exploration process of hardware Trojan secured
datapath [38]

Approach in References 38 as well as 35 both have been implemented in java and run
on Intel Core-i5-3210 M CPU with 3 MB L3 cache memory, 4 GB DDR3 primary
memory, and processor frequency of 2.5 GHz. An average of 10 runs was reported
for proposed BFOA DSE with equal weightage to both user objectives of power and
delay (W1 = W2 = 1/2).

Table 8.7, illustrates the comparative results of the proposed approach and [35]
when evaluated on the standard benchmarks. As seen from the results in Table 8.7,
with the introduction of exploration for vendor allocation procedure type ‘V’ and
user constraint driven exploration, the proposed approach generates better results in
comparison to [35]. This is because, in previous approach there is no provision of
exploring an optimal ‘vendor allocation procedure’during scheduling in DMR as well
as no optimization scheme based on user power-delay constraint for finding a better
alternative solution. It may be noted that Collusion constraints have not been imposed
for both approaches during implementation since preventing collusion that leads to
disabling of hardware units falls outside the scope of this chapter. This chapter focuses
on only hardware Trojan detection during DSE.

8.6 Selected tools available for HLS

HLS design process in emulated by EDA tools available in both commercial and
open access form. These HLS tools are responsible for synthesizing the high level
description of the application into its respective RTL circuit comprising of both data-
path and control path. There have been many HLS tools proposed by both industries
and academics, some of which are discussed in brief in this section. Various HLS
tools with respect to availability and input format are shown in Figures 8.25 and 8.26,
respectively.
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Figure 8.25 Various types of HLS tools classified in terms of availability
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Figure 8.26 Different types of HLS tools classified in terms of input format

8.6.1 Selected commercial tools for HLS

Tools such as CatapultC from Mentor Graphics (now acquired by Calypto) [41] is
a commercial EDA tool uses C/C++/systemC to describe the functional intent and
generating RTL structure. The tool targets both Application Specific Integrated Cir-
cuit (ASIC) and field programmable gate arrays (FPGA) and works under the user
constraints of time and area. This tool provides two options: (a) automated tool flow
that disables the registers to make them inactive and (b) manual work flow that allows
changing the code.

A tool called AutoPilot was introduced in Reference 42 to address the prob-
lem of exploration in HLS. It performs C/C++/systemC-to-RTL synthesis. The
tool was targeted for FPGAs. It provides device specific verilog/Very High Speed
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Integrated Circuit Hardware Description language (VHDL) RTL description. His
tool is generally of interest to two class of users: (a) FPGA users who are aiming to
improve the design productivity and (b) processor users who are looking to switch
to FPGA to gain better performance and cost-performance ratio for computationally
intensive applications.

8.6.2 Selected free HLS tools

Authors have proposed an open-source HLS tool called LegUp, which is for FPGA-
based processor/accelerator systems. LegUp is able to synthesize C language to
hardware, thereby providing a useful platform to perform HLS. Different FPGA
architectures are supported by this tool, and allows of new scheduling algorithm and
parallel accelerators. More specifically, LegUp is capable to compile the software
program (written in ‘C’) into a hybrid architectural system comprising of FPGA-
based soft core processor and hardware accelerator. Non-computation intensive tasks
of the application which are not suitable for hardware implementation are executed in
software of the processor. The tool also has the ability to explore hardware-software
tradeoff of the design space [39].

Furthermore, tools such as ROCCC have also been proposed, which is an open-
source HLS tool for generating RTL structure from C. It is designed for kernels
that perform computation intensive tasks such as digital signal processing (DSP)
applications. Therefore, ROCCC applies to a specific class of applications (streaming-
oriented applications), and is not a general C-to-hardware compiler, unlike LegUp
[39] which compiles larger C programs than is possible with ROCCC [40].

Moreover, there also exist some other free tools for HLS in the market such
as GAUT [43] and SystemCoDesigner [44] have also caught attention in the EDA
community such as GAUT which takes input a C/C++ description of the behavior
description for automatically generating a RTL structure based on compulsory con-
straint of throughput (or initiation interval) and clock period. The output of the tool is
the hardware structure generated comprising three major segments: processing unit,
memory unit, and communication unit as well as the test bench to analyze the results.

The authors introduced a tool called SPARK for performing HLS. It accepts the
C-code of the application which is synthesizable through SPARK tool to produce a
VHDL output, that is further synthesizable by commercial logic synthesis tool. The
tool targets FPGA which is heavily used for video and image processing applications
owing to the reconfiguration capability of the FPGA. The tool considers the UF for
the loop as being user-directed, thereby indicating that may not able to automati-
cally determine the optimal combination of UF and datapath resource configuration
simultaneously. SPARK incorporates various compiler and high-level transformation
techniques to produce a scheduled, resource-bound datapath description. It is widely
known in the academic community [7].

8.7 Conclusion and future directions of HLS

HLS of data intensive/control intensive application has been subject of major atten-
tion in CAD community for the last two decades. DSE process based on conflicting



High-level synthesis of digital integrated circuits 261

objectives involved in HLS makes it non-trivial to solve for the researchers in this
field. The exploration problem gets further convoluted with the inclusion of auxiliary
variables of loop unrolling, loop pipelining, loop shifting, etc. Considering various
loop manipulation techniques as well as datapath optimization based on user objec-
tives during exploration of optimal scheduling is not inconsequential. This chapter
besides providing a tutorial for HLS, also attempts to explain various concepts of loop
manipulation, nature inspired DSE framework for solving the aforementioned prob-
lem as well as highlights some of the selected low power HLS methods. The chapter
also introduced a novel DSE process using bacterial foraging optimization algorithm
for solving the problem of finding a operation chaining based schedule during inte-
grated datapath and loop manipulation (loop unrolling and loop pipelining) factor
optimization. The exploration process works under the conflicting user constraints of
power and delay imposed by the user. Additionally, models for estimating the delay of
loop pipelined designs and loop unrolled designs were discussed. Further, the chapter
describes some recent work on HLS approaches for secure information processing
which involved untrusted third party IP cores. More specifically, detection of hard-
ware Trojan in third party IPs during DSE of an optimized Trojan secured datapath
based on user power-delay budget was elaborated in this chapter.

In terms of future research direction of HLS, nature inspired DSE frameworks
may be leveraged to solve optimization problem of low power fault secured datapath
of CDFGs that considers transient errors occurring due to single event transients.
Additionally, factors such as linear energy transfer of particle during consideration of
transient faults in HLS will be considered in the future by CAD community during
development of exploration algorithms. Besides above, since optimization problem of
fault tolerant datapaths for CDFGs based on power-delay budget is expected to gather
significant interest, hence this area also lies at the center of our future investigation
and development. In terms of security and trust in HLS, detecting hardware Trojans
that ability to disable the activity of functional units is part of our future research
in this area. Finally, the ongoing quest of improving the quality of final solution by
including as much as lower level physical design details as possible during evaluation
of design alternatives, is expected to be a research problem for future investigations
for us and other CAD researchers.
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Chapter 9

SPICEless RTL design optimization of
nanoelectronic digital integrated circuits

Elias Kougianos1 and Saraju P. Mohanty1

The previous chapter discussed various steps of high-level synthesis (HLS) which are
used for design exploration of digital integrated circuits. It then discussed specific
methods for dynamic power dissipation optimization as well as synthesis of hardware-
trojan free digital integrated circuits. The methods relied on various bio-inspired
algorithms for design space exploration. As complementary material of the previous
chapter, this chapter presents HLS methods for leakage-optimal digital integrated
circuit design exploration. Specifically, a paradigm shift approach is presented in
which the complete HLS flow is performed without use of any electronic design
automation (EDA) tool. All the associated tasks such as modeling, characterization,
and optimization are performed using non-EDA tools, and hence this is called the
“SPICEless” approach. For a specific objective of nanoelectronic digital integrated
circuits, gate-leakage power dissipation is targeted.

9.1 Introduction

Application-specific circuits and systems for various requirements involving digital
signal processing (DSP) are everywhere. DSP chips are part of media players, DVD
players, bluray players, smart mobile phones, tablets, digitalTVs, etc. These electronic
systems have profound impact on society and are used continuously throughout the
globe (refer to Figure 9.1).Application-specific circuits and systems are quite complex
in terms of transistor count due to the need of high-throughput that involves a very large
number of operations per unit time. Such application-specific circuits and systems
(also referred as application-specific systems-on-chip) have stringent power budget
to reduce energy consumption as well as specific needs for battery operated portable
electronics [29, 30]. Complex digital integrated circuits are primarily fabricated using
nanoscale complementary metal-oxide semiconductor (nano-CMOS) processes, a
specific example of nanoelectronic technology. Nanoelectronic technology has made
it possible to fabricate complex integrated circuit in limited silicon areas. However,

1University of North Texas, Denton, TX, USA
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Figure 9.1 Representative instances of application-specific designs [29]

the use of nanoelectronic technology has made design iterations to achieve closure
numerous as well as more effort intense as far as design engineers are concerned.
The use of nanoelectronic technology also has changed the power dissipation com-
ponents present in the overall power profile of individual devices and overall circuits
or systems [31].

The design flows of complex digital circuits and systems use a divide and conquer
approach in which the circuit or system is represented by various abstraction levels
such as system level and architecture level. Design engineers work at a specific level
of design abstraction using tools needed at that level and perform the design using the
components present at a specific level. For example, at the architecture-level datapath
components such as adders and multipliers can be used for design exploration of
the application-specific integrated circuit. At this level, digital hardware description
languages such as VHDL and SystemVerilog can be used [29, 30]. A specific example
of automated design approach which is used at the architecture level is HLS [27, 30,
32, 35, 45]. The outcome of HLS is a register-transfer level (RTL) structure or a target
architecture of the digital integrated circuit consisting of a datapath and controller.
The three major steps of HLS consist of scheduling, allocation, and binding. Any
optimization conducted during these HLS phases leads to an optimal RTL structure or
RTL description. Depending on the datapath component library available, algorithms
used for the HLS stages and constraints, different optimizations can be performed
to obtain optimal RTL descriptions or architecture-level descriptions. Thus, HLS
phase optimization, RTL optimization, and architecture-level optimization are used
interchangeably. The previous chapter presented the basic steps of HLS, hence they
will not be repeated again. This chapter presents such an optimization approach during
the HLS phases to obtain gate-oxide leakage-optimal digital integrated circuits [32].
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Design space exploration during HLS heavily relies on a datapath component
library or RTL library of a specific technology node. The RTL library needs to be
created by a design group dealing with design at the lower levels of design abstraction.
The RTL library can also be purchased from a third party. Typically layout tools and
SPICE simulations are involved in the design and characterization of such a RTL
library. SPICE has been the cornerstone integrated circuit design and simulation tool
[29, 48]. The design effort involved in such an RTL library creation is very high. It can
be done only for the technology nodes whose processes are available. Hence it is not
feasible for emerging or nanoelectronic technology based designs. Thus, a paradigm
shift is presented in this chapter, in which layout design and SPICE characterization
have not been used. This is called a “SPICEless” approach [19]. In the absence
of foundry design rules for low-end nano-CMOS and nanoelectronic technologies,
analytical models are derived to describe RTL component characteristics such as
gate leakage and propagation delay considering various physical effects such as gate
depletion, channel length modulation, mobility degradation, velocity saturation, and
body-bias. These models are then used for RTL design exploration during HLS instead
of an actual RTL component library. In this SPICEless approach, the HLS can progress
without waiting for the availability of the RTL library.

As a specific example, the current chapter presents RTL optimization of gate-
oxide leakage [32, 35, 45]. In a similar manner, optimization of other characteristics
of digital integrated circuits such as dynamic power and subthreshold leakage can
be considered. Leakage-optimal digital integrated circuits can have wide impact on
mobile electronics. In general, the major sources of power dissipation in a nanometer
CMOS circuit are capacitive switching, short-circuit current, static leakage, and gate-
oxide tunneling. However, with the aggressive scaling of technology, the gate-oxide
tunneling current (gate leakage) has emerged as a prominent component of power
dissipation. For sub-65 nm CMOS technology where the gate-oxide (SiO2) thickness
is very small, direct tunneling (DT) current is the major form of gate-oxide leakage. In
this chapter, we propose architectural-level analytical models to estimate gate leakage
and then propose a methodology for its optimization during HLS. Since no foundry
libraries are easily available for design and layout using technologies below 45 nm,
the current chapter provides analytical models from first principles to calculate the
gate leakage and the propagation delay of behavioral-level components considering
various physical effects such as gate-depletion, channel length modulation, mobility
degradation, velocity saturation, and body-bias. The current chapter then presents
an algorithm for scheduling of datapath operations during HLS for automatic deter-
mination of the optimal gate-oxide thicknesses in a dual oxide thickness (dual-Tox)
approach, such that the overall gate leakage dissipation of a target datapath circuit is
minimal. As the oxide thickness considered is very low, it may not remain constant
during the course of fabrication, hence the algorithm takes process variation into con-
sideration. Behavioral components for both 65 nm and 45 nm CMOS technologies
are characterized in order to study the trends of gate leakage as technology scales and
provide them as inputs to the algorithm. The current chapter also presents extensive
experiments for several behavioral synthesis benchmarks under various constraints
to prove the effectiveness of the proposed approach. It is observed that gate-oxide



Table 9.1 Notations and parameters used for modeling and calculations

Parameters/ Description with units
notation

Vdd Supply voltage in V
Vgs Gate-to-source voltage in V
VTh Threshold voltage in V
Vfb Flat-band voltage in V
Vox Voltage across the gate dielectric in V
Vpoly Voltage across polysilicon in V
Vbs Body-to-source voltage in V
VdsSat Saturation drain voltage in V
Iox Gate-oxide leakage current in A
Pox Gate-oxide leakage power in W
IDSat Saturation drain current in A
φB Barrier height for the gate dielectric in eV
ψS Surface potential in V
CL Output load capacitance in F
Cox Gate capacitance in F

m2

QB Depletion charge density in Coulomb
m2

μsub, μ0 Bulk mobility in cm2

V−s
θ Mobility degradation factor per V
vsat Electron saturation velocity in cm

s
vnorm Proportionality constant in cm

s
α Physical constant modeling carrier saturation velocity
αsw Switching activity probability
Nchannel Channel doping concentration per cm3

Npoly Polysilicon gate doping concentrations per cm3

Nsub Substrate doping concentration per cm3

ni Intrinsic concentration per cm3

Tox Electrical equivalent oxide thickness in nm
L Channel length of MOSFET in nm
W Width of MOSFET in nm
εox Permittivity of gate dielectric in F

m
εSi Permittivity of Si in F

m
q Electronic charge in Coulomb
h, � Planck’s constant in J − s
T Temperature in degrees Kelvin (K)
k Boltzmann’s constant in J

K
mo Rest mass of electron in Kg
km Constant for mass calculation; 0.19 for electron and 0.55 for hole
meff Effective mass in Kg
η Subthreshold slope factor
TT Transition time in s
Tpd Propagation delay in s
IoxNAND Average gate leakage of a NAND logic gate
IoxFU Average gate leakage of a functional unit or datapath resource
TpdFU Propagation delay of a functional unit or datapath resource
PoxFU (c, r) Average gate leakage of the rth functional unit active in the control step c
Tpd FU (c, r) Propagation delay of the rth functional unit active in the control step c
ST Denotes single oxide thickness traditional case
DT Denotes dual oxide thickness case
�Pox Percentage reduction in gate-oxide leakage power
�Tpd Percentage penalty in critical path delay
Nc Number of control steps
nFU c Number of resources active in any control step c
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leakage reduction as high as 87.8% (on an average of 75.3%) for 65 nm and a max-
imum of 75.3% (on an average of 64.5%) for 45 nm process technology nodes can
be achieved. It is also observed that for both technologies the average time penalty is
approximately 19%. The notations and symbols used in the current chapter are listed
in Table 9.1.

The remaining of the chapter is organized in the following manner: The big pic-
ture of SPICEless RTL optimization during HLS is presented in Section 9.2. The issue
of power dissipation in nano-CMOS circuits is presented in Section 9.3. Various exist-
ing related research works are summarized in Section 9.4. The HLS methodology for
minimizing gate-oxide leakage is discussed in Section 9.5. The SPICEless characteri-
zation methodology that generated analytical models for RTL components is presented
in Section 9.6. The specific experimental results validating the proposed methodology
are discussed in Section 9.7. The findings and conclusions of the proposed research
along with suggestions for future research are presented in Section 9.8.

9.2 The concept of SPICEless RTL optimization during HLS

In order to make HLS suitable for nano-CMOS integrated circuits, the objective is to
develop models that capture gate-oxide leakage and optimize during the HLS phases.
The behavioral level is not as highly abstracted as system level nor as lowly abstracted
as gate or transistor level. Hence, at behavioral level, there is a balanced degree of
freedom to explore power reduction mechanisms, and it can help in investigating
lower power design alternatives prior to circuit layout in actual silicon [31, 58]. In
this section, the proposed SPICEless RTL optimization during HLS is presented in
comparison with the classic RTL optimization during traditional HLS. The traditional
RTL optimization during HLS flow is presented in Figure 9.2(a) [30, 50]. The basic
steps of this flow have been discussed in reasonable detail in the previous chapter.

(a) (b)
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Figure 9.2 The HLS flows with SPICE and without SPICE. (a) HLS flow with
SPICE and (b) SPICEless HLS flow
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The steps are briefly revisited in this section as a matter of completeness of this
chapter. The compilation step translates the input behavioral description in the form of
SystemVerilog orVHDL to a data flow graph (DFG) data structure representation. The
steps of HLS include loop transformation, loop unrolling, etc. which are operations
over the DFG of the behavioral representation of the input algorithm for which a
hardware design is to be performed. The RTL optimization for various objectives and
constraints can be performed during the scheduling, allocation, and binding phases
of HLS. In this HLS flow, the datapath component library or RTL library is used for
design exploration through optimization during scheduling, allocation, or binding.
The RTL library in a typical case is created and characterized through layout design
and SPICE simulations. The RTL optimization assumes various constraints based on
the target application of the design. During the RTL optimization the characteristic
estimation is performed over the DFG of the target integrated circuit. The output
generation step of HLS creates the datapath and control of the architecture using
SystemVerilog or VHDL.

The proposed SPICEless HLS flow is presented in Figure 9.2(b) [32, 35, 45].
In this flow, the basic steps of HLS for RTL optimization are the same as the tradi-
tional steps such as compilation, transformation, scheduling, allocation, binding, and
output generation. The SPICE characterization step which needs significant engineer-
ing effort has been replaced by a SPICEless characterization step. Many alternative
options of SPICEless modeling and characterization are possible such as first prin-
ciple physics based modeling and Simulink® or Simscape® based simulations [19,
29, 32]. The first principle physics based models can be implemented in high-level
languages such as C or MATLAB® . Then using the first principle models the RTL
components can be modeled in the form of analytical models and characterized for
use. An alternative method is to model the RTL components using the primitives
of Simulink® or Simscape® , even in the domain-specific languages supported by
them [19], if desired. The RTL components can then be simulated and characterized
in the Simulink® or Simscape® frameworks. The HLS phase optimizations can be
performed in these high-level languages and frameworks using the large selection
of available algorithms in MATLAB® and similar frameworks. In this HLS flow,
all the steps can be performed outside EDA without using any EDA tools. Thus the
design flow can be quite fast through fast simulation, characterization, and design
exploration. The complete HLS flow can be a fully unified tool and framework. Most
importantly, the SPICEless HLS flow is not dependent on any compact models, phys-
ical design, and hence can be used for current nanoelectronic as well as emerging
technology based digital designs.

9.3 The issues in RTL optimization of power dissipation in
digital circuits

Nanoelectronic technology based design can have many issues such as power, leakage,
performance, reliability, etc. [29]. Design for X is design for excellence (DFX or DfX)
in which X denotes the set of objectives corresponding to these issues, for example,
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Total power consumption in nano-CMOS circuits and systems
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Figure 9.3 Various components of power dissipation in classic nano-CMOS based
circuits and systems

design for power for power dissipation. Several issues such as battery life, reliability,
thermal considerations, and environmental concerns have driven the need for low
power designs. Power dissipation or energy dissipation has been and still remains a
critical issue due to the fast proliferation of mobile computing such as tablets and
smart phones. In the current chapter, power dissipation has been used as a case study
for the proposed HLS flow. In particular, leakage power dissipation is considered as it
is critical to reduce the standby power dissipation of smart phone like systems which
have large leakage power dissipation and heavily depend on battery as the energy
source.

The decreasing feature size due to aggressive technology scaling along with high
packing density and the increasing clock frequency result in high on-chip electric
fields which has made reliability a significant challenge for designers [38, 62, 66].
With aggressive technology scaling, both static and dynamic power have become
equally contributing factors for the total power dissipation of a CMOS circuit [22, 66].
The various forms of power dissipation in a nano-CMOS based digital integrated
circuit are presented in Figure 9.3 [5, 8, 29, 35, 46]. In a short-channel nanometer
transistor, several forms of leakage current exist, such as reverse biased diode leakage,
subthreshold leakage, gate tunneling current, hot carrier gate current, gate induced
drain leakage (GIDL), and channel punch through current [55]. Of all these leakage
mechanisms, SiO2 tunneling current that flows during both active and sleep modes of
the circuit is a significant component for low-end nano-CMOS technology (i.e., sub-
65 nm). This is because low-end nano-CMOS uses ultra-thin oxide and is susceptible
to new leakage mechanisms due to tunneling through gate oxide, which leads to
gate-oxide current (Iox) [22, 35, 65]. Thus, the major sources of power dissipation
in a nano-CMOS circuit can be summarized as capacitive-switching power (Psw),
short-circuit power (Psc), static power (Pstatic), and gate-oxide leakage power (Pox)
[5, 8, 29, 35, 46]:

Ptotal = Psw + Pshort + Pstatic + Pox, (9.1)

= αswCswVdd
2fclk + ταVddIscfclk + VddIleak + VddIox. (9.2)
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In the above expressions, αsw is the switching activity, Csw is the total capacitance
seen at the gate output, Vdd is the supply voltage, fclk is the operating frequency, τ is
the time for which short-circuit occurs, Isc is the short-circuit current, Ileak is the
leakage current, and Iox is the average gate-oxide tunneling current. In the current
chapter, the focus is on the reduction of gate-oxide leakage power of nano-CMOS
datapath circuits during behavioral synthesis, HLS, architecture-level synthesis, or
algorithm-level synthesis.

For the optimization of leakage power, the primary contribution of the current
chapter is the demonstration of a dual-Tox approach for reduction of gate-oxide leak-
age HLS using a SPICEless or non-EDA flow. The contributions of this chapter are
of multiple forms. First, analytical models for gate-oxide leakage and propagation
delay are presented for the characterization of functional units or datapath compo-
nent libraries. The component library containing various architecture-level resources
is characterized for different gate-oxide thicknesses to be used in a dual-Tox tech-
nology. Subsequently, it is assumed that such functional units are made available as
standard cells. The current chapter introduces an algorithm for scheduling of the data-
path operations such that overall gate-oxide leakage of a datapath integrated circuit is
minimal under given timing or resource constraints. It is assumed that all transistors
used in a functional unit or architecture-level resource (such as adder and multiplier)
have oxide of equal thickness, but the thicknesses of different functional units may
be different. The functional unit using higher oxide thickness transistors dissipates
less gate-oxide leakage power, but has larger delay. Such a functional unit can be
used in the off-critical path of a circuit, to achieve the conflicting objective of power
reduction and maintaining performance. On the other hand, a functional unit which
uses lower oxide thickness transistors exhibits less delay and is suitable to be utilized
in the critical path of a circuit. As the oxide thickness we are dealing with is very low,
it may not remain constant during fabrication, hence the proposed algorithm takes
process variation into consideration on the fly using the analytical models.

9.4 Power optimization at RTL: state-of-the-art

This section discusses the state-of-the-art of the techniques proposed for power opti-
mization at the RTL [29, 30, 31]. The techniques focused on are the ones that
use some form of optimization during HLS phases. The section then presents the
concept of dual-Tox approach for RTL leakage optimization for the advancement of
state-of-the-art.

9.4.1 Existing methods for RTL power optimization

Power reduction in digital integrated circuits in general can be achieved at various
levels of design abstraction, such as system, architectural, logic, transistor, and phys-
ical level. At each level of design abstraction, researchers have proposed different
techniques for reduction of various sources of power dissipation. An overview of
various techniques available for power optimization at the architecture or RTL is
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Figure 9.4 Various techniques for RTL power optimization

given in Figure 9.4 [29, 30, 31]. A method can be used for one or more forms of
power dissipation. At the same time, several methods exist for reduction of a specific
form of power dissipation. Pre-silicon techniques are developed and implemented
during the design phase of the integrated circuits. The pre-silicon method then trans-
lates in the integrated circuit after its fabrication and cannot be tuned or modified
afterwards. Thus, these methods can be considered as static methods. Pre-silicon
methods include technology-independent techniques such as loop transformations
and technology-dependent techniques such as multiple supply voltages and multi-
ple threshold voltages. On the other hand, post-silicon techniques are incorporated
during the design phase, but tuned or controlled after the integrated circuits are man-
ufactured. Thus, these methods can be considered as dynamic methods. Post-silicon
methods include techniques such as adaptive supply voltage mechanisms and adaptive
threshold voltage mechanisms.

Dynamic power management (DPM) techniques, dynamic voltage (frequency)
scaling (DVS), and clock gating are popular system level methods [4, 61]. The voltage
scaling techniques such as multiple supply voltages (static mechanism) or variable
supply voltage (dynamic mechanism) have been well researched for switching activity
or dynamic power reduction in the last decade [4, 30, 31]. Several mature techniques
have resulted out of these research works and have been deployed in real-life designs.
Various multiple supply voltage (multi-Vdd) techniques have been explored as an
attractive method for behavioral and RTL dynamic power minimization [2, 26, 38,
39, 59]. As a complementary mechanism, an associated technique called dynamic fre-
quency clocking or dynamic frequency scaling is also explored during HLS [25, 27].
Voltage and frequency scaling together can help to reduce power consumption as well
as energy consumption more effectively. The existing approaches explore reduction
of various forms of power dissipation including average power, peak power, or power
fluctuation for specific characteristics of the target application [40, 41, 75].

Dynamic power consumption, with the major component being switching
activity power, has received a lot of attention and has been addressed. At the
low-end nano-CMOS technology, gate-oxide leakage has been an issue [29, 31, 60].
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A high-performance CMOS device will require gate-oxide thicknesses of 0.7–1.2 nm,
thus making it more susceptible to new leakage mechanisms due to tunneling through
gate oxide leading to gate-oxide current. The multiple oxide thickness, i.e., tran-
sistor gate-oxide thickness or specifically dual-Tox method is proposed as a method
for gate-oxide leakage optimization [35, 63, 64, 65]. The invention of high-κ based
technologies eliminated the issue of gate-oxide leakage [6, 33]. A technique com-
plementary to dual-Tox called dual-κ has been explored for RTL optimization [43].
A firefly algorithm based RTL optimization approach that minimized the gate-oxide
leakage and propagation delay of integrated circuit for various resource constraints
is available [23]. However, design houses that do not have access to the cutting-edge
high-κ/metal-gate processes still find gate-oxide leakage as a major issue.

There are several methods available for reducing sleep mode leakage, such as
multi-VTh [18, 21, 51, 53, 54], body-biasing [49], and state assignment [24]. In
References 20 and 21, the dual-VTh technique has been proposed for subthreshold
leakage analysis and reduction during behavioral synthesis. The algorithms target the
least used modules as the candidates for leakage optimization. In References 17 and
18, a multi-VTh approach is used for reduction of subthreshold current during HLS.
Binding algorithms have been proposed for power, delay, and area trade-offs. While
a clique partitioning approach is used in Reference 18, a Knapsack based binding
algorithm is proposed in Reference 17. The value of threshold voltage of short-channel
transistors which in turn affect subthreshold leakage is dependent on various process
and device parameters including doping concentration, gate-oxide thickness, silicon
and gate-oxide permittivity, electronic charge, body-bias voltage, drain voltage, drain-
induced barrier lowering (DIBL), and channel length [72, 36]. Adaptive body bias
is a dynamic approach in which body-bias voltage (Vbs) is dynamically adjusted to
change the threshold voltage (VTh) which in turn controls leakage [70]. Multiple gate
transistors (also known as 3D transistors) as well as FinFETs have been developed
for reducing standby leakage as well as faster switching of the devices [16].

9.4.2 Multiple oxide thickness technology for gate-oxide
leakage optimization

Gate-oxide leakage can be due to either DT or Fowler–Nordheim (FN) tunneling
mechanisms which differ in the form of the potential barrier [32, 55]. The probability
of carrier tunneling is a strong function of the barrier height (i.e., the voltage drop
across gate oxide) and the barrier thickness. So, determining options for reduction of
active leakage power dissipation is a requirement for new technologies. For supply
voltage Vdd , effective gate-oxide thickness Tox, the tunneling current dissipation in a
CMOS can be described as [10, 22, 35],

Iox = βWgate

(
Vdd

Tox

)2

exp
(

−γ
Tox

Vdd

)
, (9.3)

where β and γ are experimentally derived factors. From the above equation, it is
observed that the following possible options are available for reduction of gate leakage
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Figure 9.5 Nano-CMOS logic circuits to be used in a dual oxide technology for
leakage power optimization. (a) With all nominal-Tox devices,
(b) high-Tox NMOS devices, and (c) with all high-Tox devices

power consumption, (i) decreasing supply voltage (Vdd), (ii) increasing gate-oxide
thickness (Tox), and (iii) decreasing gate width (Wgate). Decreasing power supply
voltage is used as a popular option to reduce dynamic power consumption, and it
will play its role in the reduction of leakage power as well. Increase in the gate SiO2

thickness leads to an increase in propagation delay. Moreover, reduction of gate width
may not be an attractive option as gate leakage current is only linearly dependent on
it. Thus, it can be concluded that use of multiple gate-oxide thicknesses can serve
as a leakage power (current) and performance trade-off. In this chapter, we explore
the multiple thickness (multi-Tox) approach for reduction of DT gate current during
behavioral synthesis. It may be noted that the proposed multi-Tox technique can be
used along with any of the other available techniques, such as multi-Vdd , multi-VTh

or clock gating to provide a complete low power solution for sub-65 nm CMOS
technology digital integrated circuits.

In dual-Tox technology, nominal-Tox devices, logic gates, or RTL components are
selectively replaced with corresponding high-Tox components for gate-oxide leakage
reduction while maintaining the target performance. The idea of dual-Tox technology
is illustrated in Figure 9.5 [31, 43, 45]. Figure 9.5(a) shows a nominal logic gate with
all nominal-Tox devices. In Figure 9.5(b), the leaky NMOS devices are constructed
with high-Tox oxide. This is more close to the well-established dual-VTh technology. In
Figure 9.5(c), the logic gate is made of all high-Tox devices. In this chapter, the use of
a mix of RTL components of type (a) and type (c) can serve as gate-oxide leakage and
performance trade-offs and will go well with industry trends. During HLS, selection
of high-Tox and nominal-Tox (also called as low-Tox) RTL components is performed
for trade-off analysis. The key research questions include the following:

(1) How to identify how many of high-Tox and low-Tox resources to use for design
trade-offs?

(2) How to select a mix of these resources for trade-offs?
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(3) How to schedule different operations to these resources for specified time
constraints?

(4) How to bind these operations to the different resources for trade-offs?
(5) How to perform leakage, timing, and silicon area trade-offs?

9.5 A specific SPICEless RTL optimization approach

This section discusses a specific SPICEless RTL optimization flow during HLS. First,
the overall flow is presented to give a broad picture of the optimization. Then a detailed
discussion of the optimization objective is presented. Finally, a heuristic algorithm is
presented for design space exploration during HLS.

9.5.1 The overall RTL optimization flow

An overview of the proposed SPICEless optimization flow during HLS is presented in
Figure 9.6. As shown, there are several steps involved in the HLS, such as compilation,
transformation, datapath scheduling, functional unit allocation, operation binding,
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connection allocation, and architecture (consisting of datapath and control) gen-
eration. During the compilation and transformation phases, behavioral VHDL (or
SystemVerilog) is compiled to structural VHDL (or SystemVerilog) to obtain a DFG
or control/DFG. Resource or time constrained schedulers time stamp the variables
and operations in the DFG so that the operations in the same group can be executed
concurrently. While allocation fixes the number and types of resources to be used in
the datapath circuit, the binding process involves attaching operations to functional
units and variables to memory units. The connection allocation step determines the
types or number of buses, buffers, and multiplexors for the communication between
resources. Finally, the datapath and control of the target architecture are generated.
Scheduling and binding are the major phases of low-power HLS, and these steps are
explored for use for leakage, delay, and area trade-offs. The HLS phases are followed
by logic synthesis and physical synthesis to generate the layout of the integrated cir-
cuit under design. The logic synthesis and physical synthesis phases of the digital
integrated circuit design flow have not been shown in this figure as these are out of
scope of this chapter which is focused on HLS at RTL.

The proposed RTL optimization flow assumes that the target architecture data-
path is specified as a sequencing DFG, which is a directed acyclic DFG [30]. Each
vertex of the DFG represents an operation, and each edge represents a data depen-
dency. The DFG does not support hierarchical entities, and the conditional statements
are handled using comparison operations. Also, each vertex has attributes that specify
the operation type. The delay of a control step is dependent on the delays of the func-
tional unit, the multiplexer, and register. The HLS flow also assumes that each node
connected to the primary input is assigned two registers and one multiplexer while the
inner nodes of the DFG have one register and one multiplexer. The SPICEless HLS
flow generates gate-oxide leakage-optimal RTL description targeted for nano-CMOS
technology. When the proposed behavioral scheduler is used along with the DT and
propagation delay estimators, the system generates a circuit which dissipates minimal
gate-oxide leakage power. The power and delay estimation phase uses analytical mod-
els introduced later in this chapter and calculates the values for different functional
units [32, 45, 35]. It also calculates the total gate-oxide leakage power and critical
path delay of the circuits when a scheduled DFG is given to it. In the above flow, it
is assumed that a nano-CMOS integrated circuit is specified by the following: (1) a
sequencing DFG, (2) a RTL library precharacterized for gate-oxide leakage and delay
for nominal-oxide thickness devices and high-oxide thickness devices, (3) a set of
resource constraints, and (4) a set of time constraints specified as a multiple of the
critical path delay for the nominal-oxide thickness case.

9.5.2 Objective function for RTL optimization

The target architecture model for a digital integrated circuit is assumed to be as shown
in Figure 9.7 [37, 28]. The digital integrated circuit datapath is assumed to be specified
as a sequencing DFG. Each vertex of the DFG represents an operation, and each edge
represents a dependency. Also, each vertex has attributes that specify the operation
type. Each functional unit feeds one register and has a multiplexor also. The register
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and the multiplexor belong to the same island (high-Tox or low-Tox) as that of the RTL
units. A controller decides which functional units are active in each control step, and
the inactive ones are disabled using the multiplexors. The delay of a control step is
dependent on the delays of the functional unit, the multiplexer, and register. In one
scenario shown in Figure 9.7(a), gate-oxide leakage reduction can be achieved by
executing the addition in the second cycle in a high-Tox ALU. In another scenario
Figure 9.7(b), gate leakage reduction can be achieved by executing the multiplication
in the second cycle in a high-Tox multiplier.

The gate-oxide leakage optimization problem during architectural synthesis can
be formalized as follows [28, 32, 35, 37]: Given an unscheduled DFG (UDFG)
DFGu(V , E), it is required to find the scheduled DFG (SDFG) DFGs(V , E) with
appropriate resource binding such that the total gate leakage power dissipation
is minimized and resource constraints (which is an indicator of silicon cost) and
latency/timing/delay constraints (which is an indicator of integrated circuit perfor-
mance) are satisfied. The above can be stated as an optimization problem as follows.
Let V be the set of all vertices, and Vcp be the set of vertices in the critical path
from the source of the DFG to the sink vertex. The silicon cost (resource constrained)
and performance (latency constrained) driven gate leakage minimization problem can
thus be formulated as follows [28, 32, 35, 37]:

Minimize :
∑

vi∈V

Pox(vi), (9.4)

where Pox(vi) is the gate-oxide leakage dissipated per sample node vi of the DFG,
such that the specified resource and latency constraints are satisfied. The resource
and delay constraints of the DFG can be represented respectively as follows:

Allocated (FUi (k , Tox)) ≤ Available (FUi (k , Tox)) , (9.5)
∑

vi∈Vcp

Tpd,i(vi) ≤ DTF × Tpd,DFG. (9.6)
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The constraints in (9.6) ensure that the summation of all delays Tpd,i(vi) is less than
the specified time constraint, which is expressed as a multiple of the critical delay
of the nominal case. The factor DTF is the time or performance trade-off factor.
The resource allocation is summarized in (9.5), where the total allocation of the ith
resources (functional units) of type k and made up of transistors of oxide thickness
Tox denoted as (FUi (k , Tox)) should be less than the total number of corresponding
resources available.

The combined reduction of gate-oxide leakage power dissipation and execution
time translates to reduction of the gate-oxide leakage and delay product (LDP). Thus,
the objective of the scheduler is to minimize the LDP while assigning a schedule
for the DFG. This implicitly facilitates minimization of tunneling current along with
delay while considering resource constraints. Let us assume Nc− number of control
steps and nFU c− number of resources active in any control step c. Then, the tunneling
current-delay-product can be calculated as follows [28, 32, 35, 37]:

LDP =
Nc∑

c=1

nFU c∑

r=1

PoxFU (c, r) × Tpd FU (c, r). (9.7)

In the above expression, PoxFU (c, r) is the tunneling current of the rth functional unit
active in the control step c, and Tpd FU (c, r) is its propagation delay. The scheduler
generates various outputs, such as scheduled DFG with appropriate functional unit
assignment to a datapath operation and estimates of current and delay. We assume
that different functional units are characterized for tunneling current and propagation
delay for various oxide thicknesses and are available in the component library. All
the transistors inside the same resource have the same oxide thickness, and transistor
gate-oxide thickness may differ for various functional units. However, to take process
variation into account, we assume that a given gate-oxide thickness Toxp can take
any value in the range

(
Toxp − �Toxp, Toxp + �Toxp

)
. It is assumed that such process

variation is Gaussian [52]. It may be noted that we maintain constant
(

L
Toxp

)
and

scale L along with Toxp. Furthermore a constant
(

W
L

)
ratio is maintained, as needed

to maintain proper aspect ratio and reduce short-channel effects [47]. Thus, all three
process parameters Toxp, L, and W have Gaussian process variation.

9.5.3 A specific heuristic algorithm for RTL optimization

The key idea of the leakage optimization algorithm is presented in algorithm (Figure
9.8) [32, 35]. The algorithm takes in the datapath, specified as a sequencing DFG,
which is a directed acyclic DFG, as an input. While each vertex of the DFG repre-
sents an operation, each edge represents a dependency. The DFG does not support
hierarchical entities, and the conditional statements are handled using comparison
operations. Each vertex has attributes to specify the operation type. From this input
DFG along with the resource constraints, the algorithm determines the resource con-
strained ASAP (as soon as possible) and ALAP (as late as possible) schedules. In
the next step, it identifies the critical path Vc and the off-critical paths Voc. To begin
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during HLS

with, we consider the ASAP schedule as the default schedule. At this point, for
each critical vertex Vc, we assign the largest gate-oxide thickness multiplier unit
and smallest gate-oxide thickness adder–subtractor unit. The inputs to the behavioral
scheduler are an unscheduled DFG, the resource constraints that include a number
of different resources made of transistors of different oxide thickness. The scheduler
time stamps the operations such that more low oxide thickness resources are active
in the critical path and more high oxide thickness resources are active in the off-
critical path of the datapath circuit. The scheduler attempts to assign higher intrinsic
leakage functional units (such as multiplier and divider) with higher oxide thick-
ness. This is in accordance with our conclusions from the analytical model where
it is observed that multiplier and divider units dissipate much more tunneling cur-
rent compared to adder and subtractor units. At the same time, it is observed that
adder and subtractor units have lower delay compared to the multiplier and divider.
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Thus, the scheduler attempts to operate the higher intrinsic leakage units of the high-
est thickness to reduce the tunneling current and at the same time lower intrinsic
leakage units of lowest thickness to compensate the delay increase as much as possi-
ble. The same assignment is carried out in the case of all potential off-critical paths,
and the LDP is calculated at each step and for each assignment for the DFG using
(9.7). Once the minimum LDP is obtained, a particular vertex is time stamped and
the Tox assignment is accepted. The scheduler algorithm heuristic is presented in
Algorithm 9.1 [32, 35].

In Algorithm 9.1, the first step is to determine the ASAP and ALAP schedules.
While the ASAP schedule is unconstrained, the ALAP schedule uses the number of
control steps found in theASAP schedule as the latency constraint. The above obtained
ASAP and ALAP schedules are modified using the resource constraints to determine
the resource constrainedASAP andALAP schedules. The resource constrainedASAP

Algorithm 9.1 Heuristic for dual-Tox based leakage optimization during HLS [30,
32, 35]

1: Input: Unscheduled Data Flow Graph (UDFG), Resource Constraints, Timing

Constraints in the form of delay trade-off factor (DTF), Analytic Functions
for PoxFU and Tpd FU .

2: Output: Scheduled Data Flow Graph (SDFG), Gate-Oxide Leakage Power and
Delay Estimates, Number of Clock Cycles.

3: Determine the total number of RTL components of all available gate-oxide
thicknesses from the DFG: G(V, E).

4: Determine the resource constrained as soon as possible schedule SASAP.
5: Determine the resource constrained as late as possible sch edule SALAP.
6: Fix the total number of clock cycles or time stamps as the maximum of

SASAP and SALAP steps.
7: Assume the above SASAP schedule as the current schedule Si.
8: Find the vertices in critical path Vc and off-critical path Voc (where, both Vc and

Voc ∈ V ) of the DFG.
9: for (Each of the critical path vertices, i.e., v ∈ Vc) do

10: Assign highest thickness ToxH to operations needing high-leaky resources
such as multipliers and dividers.

11: Lowest thickness ToxL to operations needing low-leaky resources such as
adders.

12: end for
13: while (All v ∈ Voc of the current schedule Si are not considered for time

stamping)do
14: if (A vertex v is needs a high-leaky RTL component) then
15: Assign the highest available thickness high-Tox.
16: else
17: Assign the lowest available thickness low-Tox.
18: end if
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Algorithm 9.1 Continued

19: Generate Gaussian random numbers in the range of (Tox − �Tox, Tox + �Tox)

to take the process variations into consideration during the estimation of the
characteristics of the target integrated circuit architecture.

20: Calculate the leakage delay product of the current schedule LDPSi for one
value from the range (Tox − �Tox, Tox + �Tox) using the analytical
functions representing the characteristics of the RTL components.

21: for (Each off-critical vertex Voc (i.e., v ∈ Voc) of the current schedule Si) do
22: for (Every allowable control step c in the mobility range of v) do
23: Assign next higher thickness if vertex needs high leaky resource and next

lower thickness if vertex needs low leaky resource.
24: Generate Gaussian random numbers in the range of (Tox − �Tox ,

Tox + �Tox) .

25: Find LDP of the DFG for each case for a values from (Tox − �Tox ,
Tox + �Tox).

26: end for
27: end for
28: Fix the clock cycle of the vertex with the current Tox assignment for which LDP

is minimum.
29: Remove the above time stamped vertex v from Voc and mark it as scheduled.
30: end while
31: Determine all vertices scheduled in each clock cycle.
32: for (Particular type of operations in a clock cycle) do
33: if (A critical vertex has higher Tox than a off-critical vertex) then
34: Swap the specific Tox RTL components.
35: end if
36: end for
37: Calculate leakage power dissipation and critical path delay for the scheduled

DFG.
38: return Scheduled DFG, estimates of leakage power dissipation and critical path

delay.

and ALAP schedules restrict the mobility of vertices to a great extent and reduce the
solution search space for the heuristic. In the next step, the algorithm identifies
the critical path Vc and the off-critical paths Voc. Vertices with the same ASAP and
ALAP time stamps (i.e., zero mobility) are the critical vertices which are needed to be
given more priority over off-critical vertices. For each critical vertex Vc, the algorithm
assigns the highest gate-oxide thickness to the operation needing higher leakage units,
while we assign the lowest available gate-oxide thickness to the operations needing
low leakage units. In this way the performance loss due to high leakage, high-oxide
thickness (high-Tox) resources would be compensated by the low leakage, low-oxide
thickness (low-Tox) resources. The algorithm attempts to find suitable time stamp,
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gate-oxide thickness for the off-critical vertices using an exhaustive search. The off-
critical vertices are attempted to be placed in each of the control steps within their
allowable mobility range. During each placement, gate-oxide thickness assignment
is done and LDP value is estimated. The predecessor and successor time clock cycles
are adjusted accordingly to maintain the data dependency. A particular vertex is time
stamped for a clock cycle with a Tox assignment for which LDP is minimum. Gaussian
distributed random numbers are generated to take into account the effect of process
variation on Tox; the values are generated in the range (Tox − �Tox, Tox + �Tox).
The algorithm picks any one value in that range to replace Tox under consideration.
The algorithm in the final step scans through every clock cycle and finds all the
scheduled vertices in each. For a particular type of operation if the critical vertex
has higher Tox than an off-critical vertex then the values of Tox are swapped between
them. This step further compensates the performance degradation due to the use of
high leakage resources with higher Tox. The above described algorithm can be easily
used to handle various types of datapath operations, such as multicycling, chaining,
and pipelining. For example, to take the multicycling operation into account, the
algorithm can assume the delay of the fastest unit as clock width and time stamp
vertices needing slower unit to more than one clock steps.

9.6 SPICEless characterization of the RTL component library

This section discusses the detailed process of SPICEless characterization of the RTL
component library. The characterization data can be either represented in tabular
form or analytical models. Analytical models are preferred in this chapter for easy
calculation of data accounting for process variations. The analytical models for gate-
oxide leakage and propagation delay calculation are presented for architecture-level
functional units. In the absence of foundry rules, these models are useful in charac-
terizing the RTL components for design space exploration. Such models completely
bridge the architectural-level abstraction with the transistor level and help in quicker
decision making at architecture level before laying out the design in silicon. A top-
down design synthesis with a three-level hierarchy is used to form the models. At the
top level of hierarchy, the RTL components such as adders, subtractors, multipliers,
etc. are present. They in turn make use of logic-level components which are derived
from a set of equations available for various transistor characteristics. The mod-
els are developed from first principles using standard equations considering various
physical effects, such as polysilicon depletion, channel length modulation, mobil-
ity degradation, velocity saturation, and body bias. Finally, the gate-oxide leakage
and propagation delay of each RTL unit is calculated in terms of gate-oxide thick-
ness for different technologies in order to facilitate the behavioral synthesis process.
The steps of RTL component library characterization are presented in Algorithm 9.2.
The generation of NAND netlist and logic-level optimization can be based on earlier
logic-level optimization research [47]. In the current chapter, first principle physics
based models are used for logic gates. However, a SPICEless alternative is the use of
MATLAB®/Simulink® simulations [19].
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Algorithm 9.2 Steps for SPICEless characterization of RTL component library

1: Input: Components of RTL library.
2: Output: Analytical models of target characteristics of RTL component library.
3: Obtain logic level netlist of the RTL components.
4: Perform logic-level optimization of the netlist.
5: Obtain NAND based netlist of the RTL components as NAND has lowest leakage

among the logic gates and is an universal gate.
6: Characterize NAND gates using first-principle physics models.
7: Characterize RTL component library using NAND netlist and NAND

characterization information.
8: Perform known function fitting to RTL characterization data to obtain analytical

models.
9: return: Analytical models of target characteristics of RTL component library.
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[31, 35]

In the hierarchical modeling of the RTL components, it is assumed that datapath
units are constructed using universal logic gates, such as the NAND. The three-
level hierarchical representation for RTL component modeling is shown in Figure 9.9
[31, 35]. Prior research suggests that NAND gates have minimal gate-oxide leakage
compared to other logic gates [47]. Let us assume that there are total ntotal NAND gates
in the network of NAND gates constituting a n-bit functional unit out of which ncp

number of NAND gates are in the critical path. In this model, the effect of intercon-
nect is not considered, and focus is on the gate-oxide leakage power dissipation and
propagation delay of the functional units only. It may be noted that this assumption
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does not affect the gate-oxide leakage values as gate-oxide tunneling occurs only in
the active devices not in the interconnects. It is assumed that all transistors used in
a functional unit have gate oxide of equal thickness, but the thickness of different
functional units may differ.

9.6.1 Gate-oxide leakage modeling

The first-principle physics models for calculation of gate-oxide leakage of logic are
now presented. The gate-oxide tunneling mechanism in a CMOS can be either FN
tunneling or DT; both differ in the form of potential barrier [55]. We consider the
tunneling to be direct with trapezoidal potential barrier. The tunneling probability
of an electron is affected by barrier height, structure, and thickness of the barrier
material and is predominant for thinner gate oxide, which is the case for sub-65 nm
technology.

The gate-oxide leakage of an n-bit architecture-level functional unit can be
estimated as follows [32, 35]:

PoxFU =
ntotal∑

j=1

Prj

∑

MOSi∈NANDj

Pri Poxi. (9.8)

In the above expression, Prj is the probability that the input of the NAND gate is
at logic “0”, which can be obtained by logic-level estimations. The contributions of
the NMOS and PMOS tunneling depend on the probability of the input signal being
at logic “1” and “0”, respectively. The average tunneling current for a logic gate is
calculated as [32, 35]:

PoxNAND =
∑

MOSi∈NAND
Pri Poxi, (9.9)

where Pri is the probability that inputs of the MOS that are connected in parallel (i.e.,
PMOS) are at logic “0”. The situation for a logic gate is more complex than a single
device since the internal state of the gate and its overall response depend on the values
of a number of inputs. The current paths for a two-input NAND gate is illustrated in
Figure 9.10. The figures also include the internal states of the transistors as well as
the gate-oxide tunneling current paths for all possible combinations of inputs to the
logic gate [34, 44]. VTh voltage drops have not been taken into account.

The models for Pox for a NAND gate which are used to calculate the tunneling
current of FUs are now presented. The gate-oxide leakage is a result of DT with
trapezoidal potential barrier. The tunneling probability of an electron is affected by
barrier height, structure and thickness and is expressed by the following [11, 14, 32,
35, 55]:

Iox,MOS =
(

WL q3V 2
ox

16π2�φBT 2
ox

)
exp

[
−4

√
2meff φB

1.5Tox

3�qVox

{
1 −

(
1 − Vox

φB

)1.5
}]

.

(9.10)
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The voltage across the MOS gate dielectric Vox is expressed as follows [32, 35, 55, 69]:

Vox = (
Vgs − Vfb − ψS − Vpoly

)
. (9.11)

In the above expression, the voltage across the polysilicon depletion region Vpoly is
expressed as follows [32, 35, 55]:

Vpoly =
(

ε2
ox V 2

ox

2q εSi NpolyT 2
ox

)
(9.12)

From these two equations, we obtain a quadratic equation in terms of the variable
Vox. By solving this quadratic equation, the following expression is obtained for Vox

[32, 35]:

Vox =

⎛

⎜⎜⎝

√
1 − 2(Vfb + ψS − Vgs)

(
ε2ox

q εSi NpolyT 2
ox

)
− 1

(
ε2ox

q εSi NpolyT 2
ox

)

⎞

⎟⎟⎠ . (9.13)

The flat-band voltage Vfb can be derived from MOS capacitance–voltage (C–V )
characteristics or using the following expression [32, 35]:

Vfb =
(

qNchannelT 2
ox

2εSi

)
. (9.14)

It may be noted that the effective values of W , L, may be different from the nominal
values due to depletion and need to be taken into consideration [8, 73]. The effective
gate-oxide thickness Tox is a quadratic function of the physical oxide thickness, Toxp
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[8, 73]. After solving the quadratic equation and taking polysilicon depletion into
consideration, the following expression for the effective thickness is obtained [32, 35]:

Tox = 0.5Toxp

(
1 +

√
1 + 4

εox

εSi

Xpoly

Toxp

)
. (9.15)

The gate polysilicon depletion depth is calculated using the following expression
[8, 32, 35]:

Xpoly = εox

εSi
Toxp

(√

1 + 2ε2
ox(Vgs − Vfb − ψS)

qεSiNpolyT 2
oxp

− 1

)
. (9.16)

The Fermi-level φF is calculated using the following expression [32, 35]:

φF =
[

2kT

q
ln

(
Nchannel

ni

)]
. (9.17)

In the above expression, it is assumed that strong inversion is taking place in the
MOSFET and the surface potential ψS is 2φF [14, 67, 68].

9.6.2 Propagation delay modeling

The models that will be used for propagation delay calculation of functional units of
a datapath are now discussed. The critical path delay of an n-bit functional unit using
the above NAND gates as building blocks can be calculated as follows [32, 35]:

TpdFU =
ncp∑

i=1

0.5
(
nfan−inTpdNMOS + TpdPMOS

)
. (9.18)

The effective fan-in factor, nfan-in, is calculated for short-channel devices with velocity
saturation and strong inversion using the following expression [3, 5, 32, 35]:

nfan−in = 1 +
⎡

⎣

(
2 − √

2
)

(nseries − 1) VdsSat

Vdd + VTh − 0.5VdsSat

⎤

⎦
(

1 + Tox

εox

√
qNchannelεSi

2ψS

)
, (9.19)

where nseries is the number of series connected MOS devices.
The α-power law and physical-α-power model are used to compute the propaga-

tion delay (Tpd) of a MOS as follows [7, 8, 32, 35, 56]:

Tpd = 0.5CLVdd

IDSat0
+ TT

⎡

⎣
0.5 −

(
Vdd−VTh

Vdd

)

α + 1

⎤

⎦ . (9.20)
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In the above expression, IDSat0 is the saturation drain current of the MOS for Vgs = Vdd .
The saturation drain current is calculated by the following expression [8, 32, 35]:

IDSat = W

L

(
Vgs − VTh

Vdd − VTh

)α

⎡

⎣ μ0CoxVdsSat0 (Vdd − VTh − 0.5ηVdsSat0)
(
1 + θ

(
Vgs − VTh

)) (
1 + μ0VdsSat

vsat L(1+θ(Vgs−VTh))

)

⎤

⎦. (9.21)

The zero bias mobility can be calculated using the following expression [15, 32,
35, 67]:

μ0 = μsub[
1 +

(
QBμsub
εoxvnorm

)] . (9.22)

In the above expression, the depletion charge density QB is calculated using the
following expression [15, 32, 35, 67]:

QB = √
2qεSiNsubψS . (9.23)

The transition time model is expressed as follows [8, 32, 35]:

TT = CLVdd

IDSat0

[
0.9

0.8
+ VdsSat0

0.8Vdd

(
Vdd − VTh − 0.5ηVdsSat0

Vdd − VTh

× ln

(
10VdsSat0 (Vdd − VTh)

Vdd (Vdd − VTh − 0.5ηVdsSat0)

)
− 1

)]
. (9.24)

The constant α, modeling carrier saturation velocity is calculated as follows [7, 8,
32, 35]:

α = 1
ln (2)

ln
[

2VdsSat0 (Vdd − VTh − 0.5ηVdsSat0)

VdsSata (Vdd − VTh − ηVdsSata)

]
. (9.25)

In the above expression, VdsSat0 and VdsSata are the saturation drain voltages for Vgs =
Vdd and Vgs = (Vdd+VTh

2

)
, respectively. The saturation drain voltage VdsSat is given by

the following expression [8, 7, 32, 35]:

VdsSat = vsatL

μ0

(
1 + θ

(
Vgs − VTh

))
[√

1 + 2μ0

(
Vgs − VTh

)

vsatLη
(
1 + θ

(
Vgs − VTh

)) − 1

]
. (9.26)

The effective threshold voltage in all of the above equations is calculated using (9.27)
[32, 35, 55]:

VTh = Vfb + 2kT

q
ln

(
Nsub

ni

)
+ 1

Cox

√

2qεSiNsub

(
2kT

q
ln

(
Nsub

ni

)
+ Vbs

)
, (9.27)
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where the effective oxide thickness for the Cox calculation is performed assuming
strong inversion. The mobility degradation factor θ is calculated using the following
expression [7, 8, 32, 35]:

θ =
(

μ0

2Toxvnorm

)
, (9.28)

where Tox is calculated using (9.15). The subthreshold slope factor η is calculated
using the following expression [7, 8, 32, 35]:

η =
[

1 +
√

qεSiNchannelT 2
ox

2ε2
ox (ψS − Vbs)

]
. (9.29)

9.6.3 Analytical modeling of RTL components

In order that the above models become useful for dual-Tox RTL optimization for gate-
oxide leakage reduction, the characteristics need to be expressed in terms of functions
of Tox. It is assumed that the functional units, such as adder, subtractor, multiplier,
divider, and comparator are of 16-bit size. The structural information for them is
obtained from Reference 71. The units are presented in the form of NAND gates
and are characterized using the models presented in the previous subsections. The
parameters used for the calculation are shown in Table 9.2. These values are obtained
based on various published data in the existing literature [9, 67, 68]. It is assumed

Table 9.2 Specific values of parameters used in modeling

Device parameters Specific values used in modeling

Bulk mobility μsubNMOS 750 cm2

V−s

Bulk mobility μsubPMOS 250 cm2

V−s

Permittivity of gate dielectric εox 3.9 εo
F
m

Barrier height for the gate dielectric φB 3.15 eV
Constant for mass calculation kmNMOS 0.19
Constant for mass calculation kmPMOS 0.55
Intrinsic concentration ni 9.5 × 109 per cm3

Proportionality constant vnorm 2.2 × 109 cm
s

Electron saturation velocity vsat 6.4 × 106 cm
s

Channel doping concentrations Nchannel 1.7 × 1017 per cm3

Polysilicon gate doping concentrations Npoly 5.0 × 1019 per cm3

Substrate doping concentrations Nsub 6.0 × 1016 per cm3

Temperature T 300 K
Supply voltage Vdd 1.0V
Gate voltage Vgs 1.0V
Threshold voltage VThNMOS 0.22V
Threshold voltage VThPMOS −0.22V
Body-to-source voltage Vbs 0V
Flat-band voltage Vfb −0.55V
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Figure 9.11 Gate-oxide leakage power current and propagation delay versus oxide
physical thickness for 65 nm and 45 nm technologies. (a) Gate leakage
for 65 nm CMOS, (b) gate leakage for 45 nm CMOS, (c) propagation
delay for 65 nm CMOS, and (d) propagation delay for 45 nm CMOS

that the probability of logic “1” and logic “0” is the same. For a given length L, the
width of the transistors is chosen as WNMOS = 4L, WPMOS = 8L to ensure smooth
current flow between NMOS and PMOS. While changing the oxide thickness the
channel length of the transistor is changed proportionately to avoid impact on its
functionality [65]. In other words, as the Toxp value is increased, the length is changed

as Lnew =
(

L
Toxp

)
Toxpnew. This constant aspect ratio of

(
L

Tox

)
ensures constant per

width gate capacitance of the transistor, as per fabrication requirements [47, 71].
The various analytical models are pictorially presented in Figure 9.11. The

changes of gate-oxide leakage dissipation of the functional units as the physical
oxide thickness (Toxp) changes are shown in for Figure 9.11(a) and 9.11(b) for 65 nm
and 45 nm technology, respectively. Similarly, the changes of propagation delay
of the functional units as the physical oxide thickness (Toxp) changes are shown
in for Figure 9.11(c) and 9.11(d) for 65 nm and 45 nm technology, respectively.
For 65 nm technology, the gate-oxide physical thickness is varied in the range of
Toxp = 1.0 nm → 1.95 nm in an increment of 0.05 nm. In such a range of values, the
following values are used L = 65 nm → 126.75 nm, WNMOS = 260 nm → 507 nm,
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and WPMOS = 520 nm → 1014 nm. For 45 nm technology, the following range of
values are used: Toxp = 0.7 nm → 1.65 nm, L = 45 nm → 106.1 nm, WNMOS =
180 nm → 424.3 nm, and WPMOS = 360 nm → 848.66 nm. The plots shown in Fig-
ure 9.11(c) and 9.11(d) confirm that there is drastic reduction in the gate-oxide leakage
as the oxide thickness increases. At the same time, there is increase in the propaga-
tion delay for the functional unit as evident from Figure 9.11(c) and 9.11(d). It is
also observed that there is increase in the gate-oxide leakage as technology scales
from 65 nm to 45 nm, which is consistent with the ITRS prediction trend [1]. The
gate-oxide leakage and propagation delay of various RTL components are expressed
in terms of gate-oxide thickness in order to use them in the proposed low power HLS
flow. The analytical functions are presented in Table 9.3 for various units for different
technologies [32, 35].

9.7 Experimental results for the specific RTL optimization

The algorithm was implemented for experiments in an in-house behavioral synthesis
framework [30, 38]. It is tested with several behavioral-level benchmark circuits for
several constraints. In this section, the experimental results are presented for selected
benchmarks and constraints. A selected set of HLS benchmarks used are as follows
[30, 32, 35, 42, 45]:

● Auto-regressive filter (ARF) (total 28 nodes, 16*, 12+, 40 edges),
● Band-pass filter (BPF) (total 29 nodes, 10*, 10+, 9−, 40 edges),
● Discrete-cosine transformation (DCT) filter (total 42 nodes, 13*, 29+, 68 edges),
● Elliptic-wave filter (EWF) (total 34 nodes, 8*, 26+, 53 edges),
● Finite impulse response (FIR) filter (total 23 nodes, 8*, 15+, 32 edges), and
● HAL differential equation solver (HAL) (total 11 nodes, 6*, 2+, 2−, 1<, 16

edges)

The above are DSP benchmarks. These benchmarks are very computationally inten-
sive and a perfect choice for custom hardware design instead of software for low-cost
and high-performance system design purposes. However, any other benchmarks can
be used in the proposed RTL optimization flow through HLS.

In the first phase of the experiments, resources of two different gate-oxide thick-
nesses are used for dual-Tox. For both 65 nm and 45 nm technology, two different oxide
thicknesses are selected in which the higher thickness is 35% more than the lower
thickness. A selected set of resource constraints are given in Table 9.4 for resources
of two different gate-oxide thicknesses. These represent the functional units of differ-
ent thicknesses available to the behavioral scheduler. The sets of resource constraints
were chosen so as to cover functional units consisting of different oxide thicknesses.
These are representatives of various forms of the corresponding RTL representation.
The number of dividers or comparators is not shown in the table as there was only
one benchmark (HAL) that needed a comparator, and there were no benchmarks in
the above listed ones that needed a divider.
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Table 9.5 RTL optimization results of various digital benchmark circuits for 65 nm
technology

Benchmark Resource Pox in μW Tpd in ns
digital circuits constraints

ST DT �Pox ST DT �Tpd

ARF 1 521.2 251.9 51.7 142.1 190.0 33.6
2 521.2 161.8 69.0 142.1 167.0 17.5
3 521.2 89.8 82.8 142.1 174.2 22.5

Average �Pox 71.96 Average �Tpd 22.81

BPF 1 411.07 157.69 61.63 127.93 169.96 32.85
2 411.07 123.71 69.90 127.93 159.96 25.04
3 411.0 87.5 78.7 127.9 154.2 20.5

Average �Pox 73.3 Average �Tpd 25.9

DCT 1 472.0 84.2 39.4 213.2 269.9 26.6
2 472.0 84.2 82.2 213.2 269.9 26.6
3 472.0 121.5 74.2 213.2 261.3 22.5

Average �Pox 79.8 Average �Tpd 25.3

EWF 1 311.0 37.7 87.9 227.4 250.8 10.3
2 311.0 70.9 77.2 227.4 239.9 5.5
3 311.0 95.3 69.3 227.4 233.6 2.7

Average �Pox 77.9 Average �Tpd 6.0

FIR 1 283.3 115.2 59.3 156.3 183.2 17.2
2 283.3 58.7 79.2 156.3 180.0 15.2
3 283.3 67.6 76.1 156.3 159.9 2.3

Average �Pox 73.5 Average �Tpd 12.4

HAL 1 196.7 77.8 60.4 56.8 80.0 40.7
2 196.7 59.7 69.6 56.8 67.1 18.0
3 196.7 34.9 82.2 56.8 67.1 18.0

Average �Pox 73.9 Average �Tpd 20.6

Overall Average �Pox 75.1 Average �Tpd 18.1

The experimental results for various benchmark digital circuits are presented in
Table 9.5 for 65 nm technology for dual-Tox technique [32]. The quantities with ST
subscript represent results for single thickness and DT subscript represent results for
the multiple oxide thickness case. We assume the minimal oxide thickness case with
Toxp of 0.7 nm as the base ST case. The value of �Toxp is assumed to be 10% of the
original Toxp. The percentage reduction in gate-oxide leakage is calculated as follows:

�Pox =
(

PoxST −PoxDT
PoxST

)
∗ 100%. It is also evident that there is an increase in delay as

the gate-oxide thickness increases. So, the percentage time penalty is calculated as

follows: �Tpd =
(

Tpd DT −Tpd ST
Tpd ST

)
∗ 100%.

It is observed from the experimental results from Table 9.5 that the reduction in
gate-oxide leakage is in the range of 51.6–87.9% with an overall average of 75.0%.
The average reduction for each benchmark is very consistent and in the range of 71.9–
79.9%. From the results table it can be seen that the reduction in gate-oxide leakage
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Table 9.6 RTL optimization results of various digital benchmark circuits for 45 nm
technology

Benchmark Resource Pox in μW Tpd in ns
digital circuits constraints

ST DT �Pox ST DT �Tpd

ARF 1 1360.5 647.8 52.4 34.9 49.7 42.6
2 1360.5 409.2 69.9 34.9 43.8 33.0
3 1360.5 218.6 83.9 34.8 45.7 31.2
Average �Pox 73.0 Average �Tpd 35.0

BPF 1 1073.0 402.3 62.5 31.0 44.5 43.5
2 1073.0 312.4 70.9 29.0 41.9 44.1
3 1073.0 216.6 79.8 30.9 40.5 30.7
Average �Pox 74.3 Average �Tpd 40.6

DCT 1 1232.1 205.6 83.3 52.3 70.6 35.1
2 1232.1 222.2 82.0 52.3 69.9 33.8
3 1232.1 304.3 75.3 52.3 68.6 31.2
Average �Pox 80.6 Average �Tpd 33.5

EWF 1 811.9 88.4 89.1 44.5 62.8 41.0
2 811.9 176.4 78.3 44.5 58.1 30.5
3 811.9 240.9 70.3 44.5 54.0 21.3
Average �Pox 79.0 Average �Tpd 30.8

FIR 1 739.5 294.6 60.1 29.0 41.7 44.1
2 739.5 145.0 80.3 29.0 35.1 21.0
3 739.5 168.5 77.2 29.0 34.5 18.7
Average �Pox 74.5 Average �Tpd 22.2

HAL 1 513.5 198.7 61.3 13.5 20.9 54.4
2 513.5 150.7 70.6 11.6 17.6 51.7
3 513.5 85.2 83.4 13.5 17.6 30.11
Average �Pox 74.7 Average �Tpd 41.4

Overall Average �Pox 76.02 Average �Tpd 34.58

is maximum for the DCT and EWF benchmarks and minimum for ARF benchmark.
The critical path delay of the circuit is calculated as the sum of the delays of the ver-
tices in the longest path of the DFG, which has been reported in the results table. The
time penalty is found to be in the range of 6.0–25.8% with an average overall average
of 18.8%. The experimental results for the 45 nm technology for the same set of
benchmark circuits are more or less similar to that of 65 nm technology. The detailed
experimental results are presented in Table 9.6 [35]. The reduction in the gate-oxide
leakage is decreased by approximately 10–12%. However, the average time penalty
for both 45 nm and 65 nm technologies is approximately equal. The average exper-
imental results are presented in Figure 9.12 for a comparative perspective of 65 nm
and 45 nm technologies for various benchmark circuits [32, 35].

The dual-Tox technique uses RTL components made of two difference oxide
thicknesses. However, it is possible to use more than two oxide thicknesses, at least in
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Figure 9.12 Average results for various HLS digital integrated circuit benchmarks.
(a) For leakage reduction and (b) for delay penalty

theory. Thus, experiments are conducted for the use of three gate-oxide thicknesses.
In other words, the RTL library contains resources made of three different gate-oxide
thicknesses. In this scenario for different benchmark circuits, the maximum reduction
was improved in the range of 3–7%, and the average reduction was improved by
2–5%. But, there is increase in the average time penalty for different benchmark
circuits, which on an average is 5–11%. This is observed consistently for both 65 nm
and 45 nm technologies.

9.8 Conclusions and future directions of research

RTL optimization during HLS has been a topic of research for the last two decades.
Based on different technology trends, various objectives including silicon area, circuit
performance, switching activity power, subthreshold leakage, and gate-oxide leakage
have been considered for optimization [31, 30]. In the current chapter, gate-oxide
leakage which is a significant portion of total power dissipation of sub-65 nm tech-
nology circuits and contributes to an appreciable portion of total power consumption
of CMOS nanometer circuits was targeted. A novel technique which utilizes func-
tional units of multiple oxide thicknesses (multi-Tox) as an attractive option for overall
gate-oxide leakage reduction of a datapath circuit has been presented in the current
chapter. Multi-Tox based designs may need more masks for the lithographic process of
circuit fabrication. However, it is believed that such costs would be compensated by
the reduction of energy or power costs. We also present a comparative view of 65 nm
and 45 nm technologies. While multi-Tox is highly effective, use of multiple dielectrics
using high-κ dielectric materials along with multi-Tox will be explored. The resource
selection is being made during scheduling, and we are in the process of evaluating
its impact on the area and total power. A heuristic based approach is presented here
for functional unit assignment. The use of better optimization techniques can further
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improve the results. Further improvement can be achieved by using methods that accu-
rately estimate the logic values. The proposed multi-Tox approach can be used along
with multi-Vdd and multi-VTh approaches to provide a solution for total power dissipa-
tion of CMOS circuits. A comparison of dual-Tox with dual-κ suggests that dual-Tox

can be effective but fabrication cost wise better [28, 43]. A comparison of dual-Tox

with dual-VTh suggests that dual-Tox can be more effective to reduce both gate-oxide
and subthreshold leakage while being less susceptible to process variations [36].

While HLS has been around for a few decades, it is much more relevant today
than ever before due to the emergence of sophisticated manufacturing technologies,
complex designs, and shorter time to market. The need for HLS methods to capture
emerging challenges is ever demanding. For an example in the digital integrated circuit
area, security challenges such as hardware-trojan detection during HLS phases are
receiving attention [13, 57]. Behavioral synthesis or HLS for analog and mixed-signal
circuits from their VHDL-AMS and Verilog-AMS descriptions has been an area of
active research for the last several years as well [29, 74]. Research in HLS for micro-
electro-mechanical systems (MEMS) or nano-electro-mechanical systems (NEMS)
design is also in full swing [12]. These multidirectional research trends are expected to
continue for HLS for decades to come. HLS will play its important role of higher level
design exploration, and corresponding design decisions before the design proceeds
to detailed and effort-intensive phases of lower levels of design abstractions.
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Chapter 10

Green on-chip inductors for three-dimensional
integrated circuits: concepts, algorithms and

applications

Umamaheswara Rao Tida1, Cheng Zhuo2 and Yiyu Shi1

This chapter deals with a completely different aspect of circuit and design as compared
to the previous chapters. This chapter discusses three-dimensional integrated circuits
(3D ICs) as compared to the planner integrated circuits of the previous chapters. The
3D ICs have shown significant promise for the future post-CMOS era circuits and sys-
tems to build high-performance systems with minimal silicon foot print. This chapter
specifically discusses practical approaches to through-silicon-via (TSV) inductors
which constitute the vertical signal, power and thermal paths which is very critical
for 3D ICs.

10.1 Introduction

3D ICs are generally considered to be the most promising alternative that offers a
path beyond Moore’s Law. Instead of making transistors smaller, it makes use of
the vertical dimension for higher integration density, shorter wire length, smaller
footprint, higher speed and lower power consumption and is fully compatible with
current technology [11].

The TSV is a critical enabling technique for 3D ICs, which forms vertical sig-
nal, power and thermal paths. While many challenges still exist in 3D ICs, a big one
is related to TSVs: they are large in size, typically 5–10× larger than the standard
cells in 32 nm process [12]. Yet their diameters do not scale with the devices due to
imposed limitations of wafer handling and aspect ratios (ARs). International Technol-
ogy Roadmap for Semiconductors (ITRS) suggests that the TSV diameter will remain
almost constant in 2012–2015. On the other hand, a large number of TSVs are needed
to deliver signal and power, to dissipate heat and to provide redundancy. Moreover,

1Missouri University of Science and Technology, MO 65409, USA
2Intel Corporation, Hillsboro
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to guarantee high yield rate, foundries typically impose a minimum TSV density rule
to maintain the planarity of the wafer during chemical and mechanical polishing.
For example, Tezzaron requires at least one TSV in every 250 μm × 250 μm area [5].
Similar rules are imposed by Intel, TSMC and other 3D foundries. To satisfy this rule,
lots of dummy TSVs need to be inserted, which further increase the area overhead.

To alleviate the problem, there have been efforts in the literature to make use
of those dummy TSVs for alternative purposes. In this chapter, we are particularly
interested in the application of TSVs toward on-chip inductors, which are the critical
components in various microelectronic applications, e.g., on-chip voltage regulators,
resonant clocking, voltage control oscillators, power amplifiers and radio frequency
(RF) circuits. The design rules for the co-existence of TSV inductors and normal
digital/analog/RF components are the same as those for regular 3D designs, as we are
not employing any dedicated process steps.

Conventional implementation of on-chip inductors uses multi-turn planar spiral
structure. This structure occupies a significant area and requires special RF process
for higher quality factor. For example, Bian et al. [26] reported an inductor which
occupies 78,400 μm2 routing area, equivalent to the area of 62K gates in 45 nm
technology. In 3D ICs, however, it is possible to utilizeTSVs to build vertical inductors
[2, 8, 10, 22–25, 30]. One example of a toroidal TSV inductor in a two-tier 3D IC is
shown in Figure 10.1. An apparent advantage of such TSV inductors is the minimal
footprint on routing layers and accordingly high inductance density. However, since
it is completely buried in the lossy substrate, its quality factor is inferior compared

TSV
Metal

Tier 1

Inter-tier
adhesiveMetal layers

Tier 2

Figure 10.1 Structure of TSV inductor
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with that of the 2D spiral inductor. Accordingly, as pointed out in Reference 30, TSV
inductor can be used when area is the only concern. This essentially declares that such
a TSV inductor is useless in practice.

To make TSV inductors practical, two fundamental questions need to be
understood:

● First, what are the parameters that can effectively improve the TSV inductor
performance?

● Second, is there any shield mechanism that can be used to reduce substrate loss
if the ac losses are dominant?

This chapter provides answers to both questions. We first observe the effect of various
parameters on the performance of the inductor.

We then focus on two low-frequency applications utilizing TSV inductors for
low-frequency applications, i.e., inductive DC–DC converters and LC resonant clock-
ing. Inductive DC–DC converters become prominent for on-chip voltage conversion
because of their high efficiency compared with other types of converters (e.g., linear
and capacitive converters). On the other hand, to reduce on-chip power, LC reso-
nant clocking has become an attracting option due to its same amplitude and phases
compared to other resonant clocking methods such as standing wave [7] and rotary
wave [15]. A major challenge for both applications is associated with the inductor
area required. We then put forward a novel shield technique using the micro-channel,
which has been used in 3D IC industry including IBM and Nanonexus as a low-cost
cooling technique [6], to reduce the substrate loss. Shielding changes theTSV inductor
concept from just a fantasy to something practical for high-frequency applications.

The organization of this chapter is as follows. Section 10.2 describes the effect
of process and design parameters on the performance of an inductor. Low-frequency
applications using these inductors are discussed in Section 10.3. Section 10.4 explains
the micro-channel shielding technique and shows its effect on the performance of
inductor for high frequencies, and conclusions are given in Section 10.5.

10.2 Effect of various parameters of an on-chip inductor

The general structure of existing toroidal TSV inductors is shown in Figure 10.1,
which is composed of front/back metals and TSVs in a toroidal structure for face-to-
back bonding. The most attractive advantage of such a TSV inductor is its minimal
footprint on the silicon surface. In addition, no patterned ground shield (PGS) is
necessary as the majority of the magnetic flux run in parallel with metal wires (in the
horizontal plane).

In this section, we will study how various process and design parameters affect
the inductance, the quality factor, as well as the self-resonant frequency (SRF) of the
TSV inductor. All the simulations in this chapter are done using ANSYS full-wave
simulator HFSS with mixed order basis function. Our machine is a 64-bit Dell T7500
Windows server with 2.4 GHz duo-core Xeon CPU and 96 GB memory. For clarity
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Table 10.1 List of parameters, the respective default unit and ranges of
interest

Type Notation Meaning Range

Process H (μm) Substrate height 30–120
σ (S/m) Substrate conductivity 0–10,000
D (μm) TSV diameter 2–15
d (μm) Liner thickness 0.2–0.7
h (μm) Metal height 0.2–3

Design N Number of turns 2–6
T Number of tiers 2–4
P (μm) Loop pitch 13–23
W (μm) Width of metal strip 3–12
f (GHz) Operating frequency 0.15, 1, 5, 10

purposes, we outline the parameters of study in Table 10.1. The practical range of
interest for each parameter is also listed.

There are four things worthwhile to note here:

1. We used the inductor designs of up to four tiers (according to Reference 32, 3D
ICs of up to five tiers have already been fabricated). Since the bottom tier does
not need any TSV, the actual inductor is formed in the top T − 1 tiers.

2. To achieve maximum quality factor, the cross-sectional area should be square. In
other words, once we fix the number of tiersT, theTSV pitch should be (T − 1)H ,
where H is the height of a single tier.

3. The substrate height and the TSV diameter are chosen such that the TSV AR is
between 5:1 and 20:1, in accordance with ITRS.

4. The 150 MHz operating frequency represents applications such as on-chip volt-
age regulator applications, while 1/5/10 GHz represents resonant clocking or RF
applications.

To study the impact of various parameters, we use the control variable method to
change one parameter at a time. The nominal settings are illustrated in Figure 10.2:
Process parameters: H = 60 μm, σ = 10 S/m, D = 6 μm, d = 0.2 μm. Design param-
eters: N = 1, T = 2, P = 18 μm (not shown), W = 6 μm. In addition to these
parameters of study, for each tier, we assume a normal process with eight metal
layers. The metal layers have a total thickness (including field dioxide) of 4 μm. The
metal strips connecting TSVs are implemented using M1 (0.3 μm thick) and backside
metal (0.8 μm thick). The corresponding inductance and quality factor vs. frequency
plot for the above nominal settings are shown in Figure 10.3. From the figure, we
can see that the TSV inductor performs better than the spiral inductor for a particular
range of frequency and then the performance degrades substantially. For our low-
frequency applications, the TSV inductor performs on par or better than the spiral
inductor, hence no extra shielding is required.
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Figure 10.2 Nominal settings of an inductor
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nominal settings

10.2.1 Impact of process parameters

In this section, we study the impact of process parameters on the inductance, quality
factor and SRF of the TSV inductor, hoping to suggest directions for dedicated 3D
TSV inductor process development in the near future.

10.2.1.1 Substrate height (H )
The quality factor and the inductance for different substrate heights and operating
frequencies are shown in Figure 10.4. Based on the analogy to the spiral inductors,
the inductance should be proportional to Hln(H ). This can be clearly verified by curve
fitting. In terms of quality factor, it increases with H, but at different rates for different
frequencies. Finally, although not shown in the figure, we note that SRF decreases
from over 250 GHz to 100 GHz when H increases from 30 μm to 120 μm.
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Observation 1: For the range of interest, increasing substrate height increases
both the inductance and the quality factor, but reduces the SRF.

10.2.1.2 Substrate conductivity (σ)
The quality factor and the inductance for different substrate conductivities and oper-
ating frequencies are shown in Figure 10.5. From the figure, we can see that the
inductance is not directly impacted by σ (L = 0.13 nH). On the other hand, when
σ is low (corresponding to the lightly doped substrate) or when the frequency is
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low (150 MHz or 1 GHz), the quality factor almost remains constant, because in this
region the quality factor loss is mainly due to the ohmic loss in the inductor. When
both σ and the frequency are high, the quality factor decreases with σ , at higher rate
for higher frequencies. This is due to the fact that in this region, the loss mainly occurs
in the substrate. Finally, although not shown in the figure, we note that SRF decreases
from over 200 GHz to 60 GHz when σ increases from 0 S/m to 10,000 S/m.

Observation 2: For low substrate doping density (σ < 10 S/m) or low frequency
(<1 GHz), the ohmic loss of the inductor dominates. When the doping density is high
and the frequency is high, the substrate loss dominates.

Observation 3: For the range of interest, increasing substrate conductivity does
not change the inductance and has little impact on the quality factor at low frequency or
low substrate conductivity. It reduces the quality factor gradually at high frequency for
high substrate conductivity. The SRF drops with the increase of substrate conductivity.

10.2.1.3 TSV diameter (D)
The quality factor and the inductance for different TSV diameters and operating
frequencies are shown in Figure 10.6. Based on the analogy to the spiral inductors
(metal width), the inductance should be proportional to ln(H/D).

In terms of quality factor, the quality factor should increase with D as the resis-
tance of the inductor becomes smaller. Apparently, at higher frequency, the quality
factor is larger and the slope w.r.t. D is higher. The larger slope is due to the effect of
further AC resistance reduction from substrate coupling at higher frequencies.

Finally, although not shown in the figure, we note that SRF is almost constant
(∼200 GHz) for our diameter range (3–15 μm).

Observation 4: For the range of interest, increasing TSV diameter reduces the
inductance, increases the quality factor and does not change the SRF significantly.
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10.2.1.4 Liner thickness (d)
The quality factor and the inductance for different liner thickness and operating fre-
quencies are shown in Figure 10.7. This parameter is unique to the TSV inductor, and
based on the plot, it can be seen that d has little impact on the inductance and the
quality factor. It also has subtle impact on the SRF.

Observation 5: For the range of interest, TSV liner thickness has subtle impact
on the TSV inductor behavior.

10.2.1.5 Metal height (h)
The quality factor and the inductance for different metal heights and operating fre-
quencies are shown in Figure 10.8. The inductance decreases as h increases due to
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the increased capacitive coupling. In terms of quality factor, it increases with h, as
the ohmic loss becomes smaller. The impact of h on Q also becomes more profound
at higher frequency.

Finally, we note that the SRF remains almost constant (∼250 GHz).
Observation 6: For the range of interest, increasing the metal height h decreases

the inductance and has little impact on the quality factor at low frequency. It increases
the quality factor at high frequency. The SRF does not change with h significantly.

10.2.2 Design parameters

10.2.2.1 Number of turns (N )
The quality factor and the inductance for different number of turns and operating
frequencies are shown in Figure 10.9. Based on the analogy to the 2D spiral inductors,
inductance should be proportional to N k .

In terms of quality factor, a few interesting phenomena can be observed.

● First, there exists a particular Nc that gives maximum quality factor.
● Second, such Nc decreases with the frequency. At 150 MHz and 1 GHz, it is over

6 (beyond the scope of the plot), and as a result, the quality factor increases
monotonically with N within our range of interest. At 5 GHz, the peak quality
factor is reached at Nc = 3. At 10 GHz, it drops to 1, and thus the quality factor
monotonically decreases with N.

● Third, for higher frequency, the quality factor changes (either increases or
decreases) faster with N.

Finally, although not shown in the figure, we note that SRF is decreasing from over
200 GHz to 40 GHz when N increases from 1 to 6.
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Observation 7: For the range of interest, increasing the number of turns N
increases the inductance. There might exist a critical number of turns Nc that gives
maximum quality factor, and such Nc decreases with the frequency. The SRF drops
rapidly with the increase of N.

10.2.2.2 Number of tiers (T )
The quality factor and the inductance for different number of tiers and operating
frequencies are shown in Figure 10.10. The parameter T looks similar to the TSV
substrate height H, but it is the non-conducting inter-layer adhesive that makes it
different. We can expect that the adhesive layer should have little impact on the
inductance, but big impact on the quality factor.

In terms of the quality factor, first, there exists a particular Tc that gives maximum
quality factor. Second, such Tc decreases with the frequency. At 1 GHz, it is over 6
and as a result, the quality factor increases monotonically with T. At 5 GHz, the peak
quality factor is reached at Tc = 4. At 10 GHz, it drops to 3. Third, for higher frequency,
the quality factor changes (either increase or decrease) faster with T. Finally, although
not shown in the figure, we note that SRF decreases from over 250 GHz to 38 GHz
when T increases from 2 to 6.

Observation 8: For the range of interest, increasing the number of tiersT increases
the inductance. There might exist a critical number of tiers Tc that gives maximum
quality factor, and such Tc decreases with the frequency. The SRF drops rapidly with
the increase of T.

Before we continue, one more thing we would like to study is how Tc changes
with different N, and how Nc changes with differentT, at the same frequency. We again
vary N andT based on nominal setting to perform simulation, and the results at 5 GHz
are reported in Tables 10.2 and 10.3, respectively. We also include the corresponding
Qmax at Tc (or Nc). From Table 10.2, it can be seen that with more turns, the number
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Table 10.2 Tc and Q vs. N (measured at 5 GHz)

N 1 2 3 4 5

Tc 4 2 2 2 2
Qmax 9.32 8.5 8.77 8.6 8.23

Table 10.3 Nc and Q vs. T (measured at 5 GHz)

T 2 3 4 5

Nc 3 1 1 1
Qmax 8.77 9.11 9.32 8.95

11
12

10

8

6

Q
ua

lit
y 

fa
ct

or

In
du

ct
an

ce
 (n

H
)

4

2

0

13

12 14 16 18
Loop pitch (μm)

20 22 24

15 17 19 21 23

Quality factor at 10 GHz

Quality factor at 5 GHz

Quality factor at 1 GHz
Quality factor at 150 MHz

Inductance

25

0.44

0.42

0.4

0.38

0.36

0.34

0.32

0.3

Figure 10.11 Q and L vs. loop pitch P

of tiers that gives maximum quality factor decreases. Similarly, from Table 10.3, with
more tiers, the number of turns that gives maximum quality factor decreases.

10.2.2.3 Loop pitch (P)
The quality factor and the inductance for different loop pitches and operating frequen-
cies are shown in Figure 10.11. This is a unique parameter for the TSV inductor. If
the loop pitch increases, the inductance decreases slightly, mainly due to the reduced
magnetic flux. On the other hand, the quality factor decreases with the increase of P at
lower frequencies and remains almost constant at higher frequencies. This is because
at lower frequencies the loss is mainly due to the metal resistance which increases
with P. At higher frequencies, the substrate loss starts to dominate, which decreases
with the magnetic flux (with the increase of P). It conforms to our Observation 2.
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Finally, we note that the SRF remains almost constant (∼250 GHz).
Observation 9: For the range of interest, increasing the loop pitch P slightly

decreases the inductance. The quality factor also slightly decreases with P at low
frequency and remains almost constant at high frequency. The SRF does not change
significantly with P.

10.2.2.4 Metal width (W )
The quality factor and the inductance for different metal widths and operating fre-
quencies are shown in Figure 10.12. The inductance decreases as W increases due to
the increased capacitive coupling.

In terms of quality factor, it increases with W, as the ohmic loss becomes smaller.
The impact of W on Q also becomes more profound at higher frequency. Fitting
results suggest that the quality factor almost remains constant at 150 MHz. At high
frequency, the quality factor increases with cubic trend, which is due to the effect of
further AC resistance reduction from substrate coupling.

Finally, we note that the SRF remains almost constant (∼250 GHz).
Observation 10: For the range of interest, increasing the metal width W decreases

the inductance and has little impact on the quality factor at low frequency. It increases
the quality factor at high frequency. The SRF does not change with W significantly.

10.3 Low-frequency applications

10.3.1 DC–DC converter design

In this section, we will first review the general design of an inductive DC–DC
converter in Section 3.1. We will then demonstrate various possible TSV inductor
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structures for this application and compare their metrics such as inductance L, quality
factor Q, series DC resistance (Rdc) and AC resistance (Rac) with a conventional spi-
ral inductor in Section 3.2. Finally, we will compare the performance and area of the
inductive DC–DC converters using TSV inductors and conventional spiral inductors
in Section 3.3.

10.3.1.1 Overview of inductive DC–DC converters
DC–DC converters are an essential component for integrated systems with multi-
ple power domains. Recently, there has been a groundswell of research interests in
implementing DC–DC converters on chip, which isolates the internal system from
the large resonant voltage swings due to package parasitics. It also minimizes the
external environmental effects.

Compared with other types of DC–DC converters such as linear converters and
capacitive converters, inductive converters are known for their high efficiency, which
is defined as the ratio of total output power to the total input power (i.e., power
delivered by the source) [14].

There are various ways to implement inductive converters such as single-phase
buck converters, interleaved buck converters and interleaved buck converters with
magnetic coupling [14]. They span the tradeoffs between design complexity and
performance, which can be evaluated by the voltage ripple, power efficiency and
output droop [14, 29]. In this section, we will use single-phase buck converter as a
vehicle to demonstrate the efficacy of TSV inductors in DC–DC converter designs.

The circuit diagram for the single-phase buck converter is shown in
Figure 10.13(a). The output voltage ripple occurs due to the charging and discharging
of the capacitor and decreases with increase of inductance and capacitance. Despite
its simplicity, the output ripple is usually high. In order to reduce the output ripple,
the interleaved buck converter with magnetic coupling has been proposed (shown in
Figure 10.13(b)).

10.3.1.2 TSV inductor design
In this section, we explore two TSV inductor structures. The first structure (toroidal)
is shown in Figure 10.14. To reduce resistance of the inductor, the horizontal metal
strips to connect TSVs use M9 of the top tier and the bottom tier. It is easy to find out
based on the process parameters discussed previously that the total height of the TSV
inductor is 187 μm. As such, in order to maximize the quality factor, the TSV pitch is
also set of 165 μm (square cross-sectional area). Furthermore, in order to match the
inductance of the conventional spiral inductor discussed above, a total of three turns
are used, with a loop pitch of 5 μm. The simulated Rdc is 170 m�, Rac is 254 m�,
Quality factor is 8.5, and the inductance is 1.72 nH.

The second structure (vertical spiral) is inspired by the conventional spiral induc-
tor, as shown in Figure 10.15. We implemented a three-turn structure. The outermost
loop uses M9 of the top tier and M7 of the bottom tier; the middle loop uses M8 of
both tiers; and the innermost loop uses M7 of the top tier and M9 of the bottom tier.
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Figure 10.13 (a) Single-phase buck converter and (b) interleaved buck converter
with magnetic coupling schematics

The simulated Rdc is 232 m�, Rac is 354 m�, quality factor is 6.1, and the inductance
is 1.73 nH.

For comparison purposes, we also implemented a spiral inductor following the
description in Reference 4. For this design, we assumed a process of nine metal layers
(M1–M9) with 30 μm thickness in total. The top two metal layers M8 and M9 are
of 7 μm thick each. The diameter of the spiral inductor is 336 μm. The metal width
is 30 μm, and the pitch is 5 μm. The substrate height is 300 μm (no wafer thinning).
The PGS is constructed 5 μm below the spiral inductor(s). The PGS uses 10 μm metal
width with 1 μm pitch. The simulated Rdc is 178 m�, Rac is 404 m�, quality factor
is 5.4, and the inductance is 1.73 nH.

The above results are summarized in Table 10.4. We also simulated the quality
factor Q of both TSV inductors as well as the conventional spiral inductor with
respect to frequency. The results with respect to frequency are shown in Figure 10.15.
The frequency range is limited to 1 GHz considering the target application of DC–
DC converters. From the figure, we can see that the toroidal TSV inductor has the
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Figure 10.14 Toroidal TSV inductor. (a) Cross-sectional and (b) rotated view (not
to scale) [21]

smallest Rac and the highest Q compared with the other two inductors, due to its larger
cross-sectional area.

10.3.1.3 Experimental results
To compare the impact of TSV inductors and conventional spiral inductors on induc-
tive DC–DC converters, we implemented a total of three designs using conventional
spiral inductor [16], toroidalTSV inductor and vertical spiralTSV inductor. The target



320 Nano-CMOS and post-CMOS electronics: circuits and design

(a)

(b)

60 μm

30 μm Metal layers

Substrate

187 μm

Figure 10.15 Vertical TSV inductor. (a) Cross-sectional and (b) rotated view (not
to scale) [21]

design specs are listed in Table 10.5 where the input voltage Vin is 1.5V, desired output
voltage Vout is 1.2V, the maximum output droop is 15%, frequency of operation is
200 MHz, and rise/fall times is 50 ps.

For each design, we tune the transistor sizes and the capacitors as shown in
Figure 10.13(a) to achieve the design specs. The resulting circuit parameters are
shown in Table 10.6 (same for all the three inductors) where duty cycle D is 80, the
load capacitance Cs is 10 nF, the series resistance of Cs is 1 m�, and theW /L of PMOS
and NMOS are 9.6 mm/50 nm and 1.92 mm/50 nm, respectively (Figure 10.16).
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Table 10.4 Parameters for different inductor types
(200 MHz)

Type Spiral Toroidal Vertical spiral

L (nH) 1.73 1.72 1.73
Rdc (m�) 178 170 232
Rac (m�) 404 254 354
Q 5.4 8.5 6.1

Table 10.5 Target design specs for all DC–DC converters

Vin Vout Max output droop Frequency Rise/fall times

1.5V 1.2V 15% 200 MHz 50 ps

Table 10.6 Circuit specifications

D (%) 80
Cs 10 nF
ESR of Cs 1 m�
PMOS size (W /L) 9.6 mm/50 nm
NMOS size (W /L) 1.92 mm/50 nm

18

15

12

Q
ua

lit
y 

fa
ct

or

Frequency (GHz)

R
es

is
ta

nc
e 

(Ω
)

9

6

3

0
0 0.2 0.4 0.6 0.8 1

0
0.2
0.4
0.6
0.8
1

1.2
1.4
1.6
1.8
2

Quality_Spiral
Quality_Toroidal
Quality_Vertical spiral Resistance_Spiral

Resistance_Toroidal
Resistance_Vertical spiral

Figure 10.16 Q and L vs. metal width (W)



322 Nano-CMOS and post-CMOS electronics: circuits and design

The peak efficiency, ripple and area comparison for the three designs are shown
in Table 10.7. From the table, we can see that they exhibit almost the same efficiency,
although the peak efficiency is slightly higher for the design using toroidal TSV
inductor and lower for the one using vertical spiral TSV inductor. It is mainly due
to the lower Rdc for the toroidal TSV inductor and higher Rdc for the vertical spiral
TSV inductor, as can be seen from Table 10.4. The output voltage ripple for all the
cases are also almost the same, as it depends on the inductance and the capacitance
values, which are the same in all the cases. The area for all inductors is measured
by the total routing resource occupied. For TSV inductors, the area also includes the
substrate occupied by the TSVs. Compared with the spiral inductor, the toroidal TSV
inductor and the vertical spiral TSV inductor can reduce the area by 3.5× and 4.3×,
respectively [21].

We also study how the efficiencies of the three designs change with the load
current. As shown in Figure 10.17, all the three designs achieve almost the same
efficiency in the range from 0 to 600 mA, which is the maximum load under the output
voltage droop limit. The optimal load for all the designs is 400–600 mA. Note that
according to the discussion in Reference 30, the maximum current aTSV can handle is
around 2A, so theTSV inductors can be applied without causing any reliability issues.

Table 10.7 Peak efficiency, ripple and area comparison for single-phase
Buck converters with different inductor types

Type Spiral Toroidal Vertical spiral

Peak efficiency (%) 76.6 77.1 74
Ripple (mV) 45 45 46
Inductor area (μm2) 225,792 (1) 64,999 (1/3.5×) 53,120 (1/4.3×)
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Figure 10.17 Efficiency vs. load current for single-phase buck converters
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From all the above results, it is clear that compared with the single-phase buck
converter design using conventional spiral inductors, the designs using TSV inductors
can achieve the same efficiency and ripple, but with significantly reduced inductor
area. In addition, the toroidal TSV inductor is superior over the vertical spiral one in
this application.

10.3.2 Resonant clocking implementation

In this section, we will first review the general design of an LC resonant clock
distribution network (CDN) in Section 4.1. We will then demonstrate how we useTSV
inductors to replace conventional spiral inductors there. Finally, we will compare the
performance and area of the LC resonant CDN using TSV inductors and conventional
spiral inductors in Section 3.3.

10.3.2.1 Overview of LC resonant clocking
Power consumption has become a major limiting factor to many high-performance
designs today. Despite the development of various low power design techniques, the
CDN consumes a significant portion (i.e., 30–70%) of the total on-chip power, mainly
due to the constant switching and large capacitance loads from the registers.

To reduce CDN power, many prior works have examined techniques such as
logic reordering [9], clock and power gating [13] and dynamic voltage and frequency
scaling [3]. However, these techniques either require modification of the circuit logic
or are not effective at peak data rate. In this respect, resonant clocking has become an
attracting option and widely investigated in low power designs, which utilize some
resonant mechanisms for power reduction [7, 15, 18–20, 23, 24, 27].

Resonant clocks can be implemented in different ways such as standing wave [7],
rotary wave [15] and LC tank [18, 20, 23, 24, 27]. Standing wave has the limitation
of amplitude variation while rotary wave has the limitation of phase variation. Thus,
the original CDN needs to be modified accordingly in order to reduce the distortion.
On the other hand, LC resonant clocks have the same phase and amplitudes and hence
require minimum modification to the CDN.

An illustration of an LC resonant clock is shown in Figure 10.18, which contains
a top-level buffer tree connecting to a resonant grid and then the registers. A few
inductors are attached to selected nodes in the grid to form LC tanks with the capaci-
tances from adjacent registers. Capacitors can be inserted between the inductors and
the ground for DC decoupling and voltage level shifting.

The main idea of LC resonant CDN is to store energy in the distributed LC
oscillators and hence reducing the energy dissipation. This concept can be simply
explained using Figure 10.19. Consider the circuit shown in Figure 10.19(a). There
is no energy stored in the circuit, and the capacitor draws energy from the source
every time it needs to charge. Now consider the circuit shown in Figure 10.19(b),
where an inductor is attached parallel to the capacitor, forming a parallel LC tank.
At resonance, the LC tank oscillates and energy is exchanged between inductor and
capacitor. Whenever the capacitor needs to charge, some energy is transferred from
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Figure 10.18 Resonant CDN using distributed LC tanks
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Figure 10.19 (a) RC circuit, (b) LC tank and (c) LC tank with decoupling
capacitor (decap)

the inductor, and vice versa. As such, the capacitor draws less power from the source.
This exchange of energy between inductor and capacitor occurs at a specific frequency
called resonant frequency and is given by

fr = 1

2π
√

L1C1
(10.1)

Ideally, fr needs to perfectly aligned with the fundamental frequency f0 of the
clock, i.e.,

fr = f0 = 1

T0
(10.2)



Green on-chip inductors for three-dimensional integrated circuits 325

where T0 is the period of the clock. The LC tank configuration in Figure 10.19(b) will
oscillate between positive and negative amplitudes. For the circuit to operate from 0
to Vdd as required by CMOS logic, we must add a positive bias using a decoupling
capacitor (decap) in series with the inductor, as shown in Figure 10.19(c). To ensure
proper functioning of the circuit, the resonant frequencies of the series LC and the
parallel LC should be distinct. Accordingly, careful sizing of the decap is needed [20],

1

2π
√

L1Cd
� 1

2π
√

L1C1
(10.3)

In practice, we use Cd ≈ 10C1 according to Reference 18. Furthermore, the
wires, capacitors and inductors have parasitic resistance, which can damp the reso-
nance. This poses a lower bound on the quality factor of the inductor. However, the
biggest challenge to implement resonant clocking technique is the large inductor area
overhead.

10.3.2.2 Inductor placement
With the typical clock frequency (2–3 GHz) and the capacitance that needs to be
resonant by an inductor (∼20 − −40 pF) [18], we estimate that a single-turn TSV
inductor is sufficient (∼0.1–0.2 nH). Accordingly, we will limit all TSV inductors to
single turn, and there is no need to explore the various possible TSV inductor types as
in Section 3.2. As an initial exploration, we simply followed the work in Reference 18
to place the regular spiral inductors as desired. We then replaced these inductors with
our TSV inductors. Finally, we resized the buffers in order to maintain the full swing
of the clock without any excessive buffer sizes. However, the above framework is only
good in the ideal case, assuming TSV inductors are available anywhere as desired. In
practice, however, this can never happen. Many challenges have to be addressed to
apply TSV inductors in the LC CDN such as

● TSV inductors must be configured using idle TSVs, and accordingly their loca-
tions, inductance and quality factors are strictly constrained. As such, they may
not be optimal or even available as what we desire.

● TSV inductors can be in any orientation with any distance apart, and thus the
coupling situation is complicated. These are different from the placement of
conventional spiral inductors.

A new framework is needed to opportunistically utilizeTSV inductors for maximizing
possible power reduction in LC resonant CDNs. This new framework utilization is
given in Reference 23.

10.3.2.3 Experimental results
To demonstrate the efficacy of theTSV inductors, we implemented the resonant clock-
ing using an industrial CDN, and the detailed information is reported in Table 10.8.
The CDN is designed to work at 3 GHz. After the inductors are inserted, we fine-tuned
the buffer sizes so that the max skew is below 100 ps.
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Table 10.8 Benchmark information

Design Sink cap (pF) Total buffer size (mm) Power (W)

D1 4.2 172.7 11.4
D2 4.1 103.5 7.1
D3 3.6 192.6 11.6
D4 3.4 73.8 5

Table 10.9 Footprint/power comparison between TSV inductor based and
conventional spiral inductor based resonant CDNs

Design Total # of Conventional spiral TSV inductor based CDN
buffer inductors inductor based CDN
size
(mm) Footprint Power # of Footprint Power

(μm2) (W) idle TSVs (μm2) (W)

D1 126.9 26 988,000 (1) 8.0 (−29.8%) 24,319 166,841 (1/5.92) 7.9 (−30.7%)
D2 62.1 23 897,000 (1) 3.8 (−46.5%) 21,607 147,591 (1/6.06) 3.7 (−47.9%)
D3 120.6 40 1,620,000 (1) 6.7 (−42.2%) 32,591 256,680 (1/6.30) 6.6 (−43.1%)
D4 52.2 12 456,000 (1) 3.4 (−32.0%) 15,925 77,004 (1/5.92) 3.2 (−36.0%)

We first compare the inductor area and skew between the TSV inductor based
resonant design and the conventional spiral inductor based design [16]. We try to
match the power from both methods for fair comparison, and the results are reported
in Table 10.9. In the table, we also report the number of spiral inductors used by
Yue and Wong [4], as well as the total number of idle TSVs and the number of TSV
inductors used. For the power, we also include the reduction percentage over the
regular design without inductors. The area is calculated in the same way as described
in Section 3.3. From the table, we can see that using TSV inductors can reduce the
inductance area by up to 7.7× compared with using the conventional spiral inductors,
with the same power reduction. Also, it is interesting to see that only a small number
of idle TSVs can be utilized to form TSV inductors. The max skew for the design case
is below 100 ps.

10.4 Micro-channel shielding

From Observation 2 in Section III, the substrate loss dominates when the frequency is
over 1 GHz and when the substrate conductivity is over 10 S/m (which is normal for
digital applications). In other words, the TSV inductor is subject to severe efficiency
loss over 1 GHz due to the eddy current in the substrate. To tackle the issue, we are
interested in devising effective shield mechanisms to reduce such loss.
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Figure 10.20 (a) E field and (b) H field without micro-channel distributions

To help understand the distribution of eddy current in the TSV inductor, we
simulate it with the nominal setting shown in Section III. The resulting E and H
fields are plotted in Figure 10.20. From the figure, we can see clearly that the E field
decreases as we get farther from the TSVs, while the H field completely penetrates
through the area between the TSVs. As such, we can expect that most of the eddy
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(a) Chip after FEOL and BEOL processing

(b) Electrical through via fabrication

(c) Silicon etch for micro-channels
(one lithography step)

(d) Spin coat and polish a sacrificial
polymer material

(e) Avatrael cover for micro-channels
spin coated, patterned and cured

(one lithography step)

(f) Assemble chip-on-chip

(g) Assemble chip on substrate

Figure 10.21 Micro-channel fabrication steps
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Figure 10.22 Micro-channel shields for substrate loss reduction

current loss comes from the silicon substrate near the TSVs, which inspires us to
think: Why not remove the silicon substrate in that area?

This reminds us about a seemingly irrelevant technique, micro-channel, which
has been widely used as a low-cost heat-removal technique in 3D ICs, e.g., References
1, 6, and 31. Simply speaking, the technique etches a channel from the bottom surface
of the substrate for liquid cooling and only requires extra two lithography steps,
which are relatively cheap to implement. The fabrication process of micro-channel is
already mature, an example of such a process from IBM and Nanonexus is shown in
Figure 10.21 [6]. In our situation, we can place such channels adjacent to the TSVs to
remove part of the substrate. Specifically, we etch four identical channels, one on each
side of the two TSVs. An illustration of such a structure is shown in Figure 10.22 for a
two-tier design. For multiple tiers, we need to place four channels at each tier, adjacent
to the TSVs. The micro-channels can either be filled with coolant-like conventional
micro-channels, or just open with air. Note that these channels are etched on the
backside of the silicon substrate and will not affect any devices.

The E and H fields for the TSV inductor structure with micro-channels are plot-
ted in Figure 10.23(a) and 10.23(b), respectively. From the figure, we can see that
the E field is almost same in the silicon and the E field in the micro-channel does
not contribute to losses. Hence the quality factor increases. The H field does not
have any impact, and hence the inductance does not vary much for the design with
micro-channels compared without the micro-channels case. An extra benefit of such
technique is the reduced temperature at the inductor. When inductors are used to form
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Figure 10.23 (a) E field and (b) H field with micro-channel distributions

antennas, they typically bear high temperature. Accordingly, with the micro-channels
the heat will be able to dissipate faster. To verify the effectiveness of this approach,
we vary the height (Hc) and the width (Wc) of the four micro-channels and compare
the improvement of Q at 10 GHz based on a structure with two tiers (T = 2) and six
turns (N = 6). All the other parameters conform to the nominal settings discussed in
Section III. The micro-channels are placed 5 μm from TSV center to the nearer edge
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Table 10.10 Q vs. micro-channel dimension (10 GHz, N = 6, T = 2)

W c (μm)

10 20 25

10 6.71 (4.5%) 6.92 (8.1%) 7.03 (9.6%)
20 7.02 (9.6%) 7.29 (13.8%) 7.46 (16.3%)
30 7.34 (14.6%) 7.76 (21.1%) 7.94 (23.9%)Hc (μm) 40 7.73 (20.5%) 8.28 (29.2%) 8.59 (34.0%)
50 8.25 (28.8%) 8.98 (40.1%) 9.41 (46.1%)
60 9.12 (42.2%) 10.34 (61.4%) 10.96 (71.0%)

Table 10.11 Q vs. N and T for maximum micro-channel dimensions (at 10 GHz)

Q T

2 3 4 5

1 10.96 (5.88%) 13.12 (14.5%) 14.53 (38.9%) 14.9 (70.3%)
2 11.36 (11.7%) 11.31 (78.5%) 7.59 (168%) 6.14 (359%)
3 11.89 (26.3%) 9.15 (167%) 4.65 (406%) 2 (2034%)N 4 11.89 (42.4%) 7.46 (269%) 2.93 (1007%) 1.03 (N$/%A)
5 11.37 (55.3%) 5.97 (371%) 1.87 (N$/%A) 0.19 (N$/%A)
6 10.98 (71%) 4.74 (483%) 1.01 (N$/%A) −2.08 (N$/%A)

of the channel. The resulting Q is reported in Table 10.10. The improvements over the
case without micro-channel shields are also reported in parentheses. From the table,
we can easily see that both channel height and width have profound impact on Q. For
the maximum height of 60 μm and width of 25 μm, a 71.0% improvement of Q over
the TSV inductor without micro-channel can be observed. Considering reliability and
manufacturability, the AR of the channel is limited [17], and it depends on the dimen-
sions of the channel and the separation between them. Accordingly, designers should
carefully consider the tradeoff between the micro-channel dimension and Q. In the
future, we will study the mechanical reliability of the micro-channel shield structure.

We further study how Q and L change when using maximum micro-channel
dimensions for different number of turns N, number of tiers T and frequency f. The
results on Q and L at 10 GHz are reported in Tables 10.11 and 10.12, respectively.
To show the effect at different frequencies, the results on Q at 1 GHz are reported in
Table 10.13. Note that we omit the table for L at 1 GHz as it remains constant with or
without the micro-channel. In all the tables, improvement over the case of the same N
and T but without the micro-channel is also reported in parentheses. From the tables,
we can draw the conclusion that micro-channel technique is more important at larger
N and T, and at higher frequencies, i.e., both Q and L improve significantly. This is in
accordance with the intuition that substrate losses become larger with larger N, T or
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Table 10.12 L vs. N and T for maximum micro-channel dimensions (at 10 GHz)

Q T

2 3 4 5

1 0.135 (0.0%) 0.344 (0.0%) 0.577 (0.0%) 0.828 (1.2%)
2 0.344 (0.0%) 0.958 (0.0%) 1.729 (0.0%) 2.708 (12%)
3 0.594 (0.0%) 1.7 (0.0%) 3.523 (40%) 5.882 (1615%)N 4 0.843 (0.0%) 2.741 (1.0%) 5.959 (424%) 8.855 (N$/%A)
5 1.093 (0.0%) 5.97 (3.39 (2.2%) 8.577 (N$/%A) 3.055 (N$/%A)
6 1.396 (0.0%) 5.206 (0.0%) 10.634 (N$/%A) −3.518 (N$/%A)

Table 10.13 Q vs. N and T for maximum micro-channel dimensions (at 1 GHz)

Q T

2 3 4 5

1 3.03 (0.0%) 3.74 (0.5%) 4.15 (1.0%) 4.44 (2.0%)
2 3.36 (0.0%) 4.72 (3.2%) 5.37 (4.8%) 5.9 (9.9%)
3 3.76 (0.2%) 5.28 (1.7%) 6.39 (15.7%) 6.83 (36.4%)N 4 4.02 (0.8%) 6.04 (11.1%) 7.11 (37.4%) 7.57 (88.3%)
5 4.13 (1.0%) 6.49 (17.8%) 7.65 (67.0%) 7.78 (153.0%)
6 4.29 (2.7%) 6.81 (26.5%) 7.92 (98.5%) 8.01 (235%)

higher f. At 10 GHz, up to 21× increase in Q and 17× increase in L are observed in
Tables 10.11 and 10.12 for N = 3 and T = 5 case, while at 1 GHz only Q is improved
by up to 3× is observed when N = 5 and T = 5 as shown in Table VII.

One more thing worth mentioning here is that the increased SRF brought by the
micro-channel shield. For example, in Table 10.11, when N = 5 and T = 4, the TSV
inductor without micro-channels ceases to work as an inductor (Q < 0), while the
TSV inductor with micro-channels still provides positive quality factor due to the
reduced capacitive coupling. For that reason, no improvement is reported for these
cases. However, for some cases in Tables 10.11 and 10.12 the reduction of capacitive
coupling is not sufficient to make the structure work as an inductor as observed for
the N = 6 and T = 5 case.

Finally, we study how the micro-channel affects the stress distribution. In order
to observe the stress distribution with and without micro-channel, we use ANSYS
Mechanical software to simulate the stress; we place the micro-channel as close to
the TSV as possible to observe the maximum impact. The parameters of the materials
used are summarized in Table 10.14. The substrate height is 60 μm, and the micro-
channel width (height) is 20 μm (30 μm). The Von Mises stress distributions of the
inductor structure with and without the micro-channel are shown in Figure 10.24.



Table 10.14 Parameters and respected values used in the stress simulation

Parameter Copper Silicon dioxide Silicon

Elastic modulus (GPa) 110 71 160
Coefficient of thermal expansion (μK−1) 17 5 2.3
Poisson ratio 0.35 0.16 0.28
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Figure 10.24 Stress distribution (a) without micro-channel and (b) with
micro-channel
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From the figure, we can observe that the stress is actually decreased, which is mainly
due to the expansion allowed along the channel surface. Therefore, the micro-channel
has the extra benefit of stress reduction.

10.5 Summary and conclusions

In this chapter, we systematically examined how various parameters affect their per-
formance. We then studied the possible low-frequency applications of TSV inductors
to inductive DC–DC converters and resonant clocking. For the former, experimental
results show that by replacing conventional spiral inductors with TSV inductors, with
almost the same efficiency and output voltage, up to 4.3× inductor area reduction can
be achieved. For the latter, our scheme with TSV inductors can reduce the inductor
area by up to 7.7× with the same power consumption. In addition, we proposed a
novel shield mechanism utilizing the micro-channel technique to drastically improve
the quality factor and the inductance at higher frequencies.
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Chapter 11

3D NoC: a promising alternative for tomorrow’s
nanosystem design

Prasun Ghosal1, Tuhin Subhra Das 1, Soumyajit Poddar1,
Munshi Mostafijur Rahaman1 and Avik Bose1

Four primary aspects of chip design are processor, memory, IO, and communication.
Communication amalgamated over a SoC (system-on-chip) is the basis of origin
of an NoC (network-on-chip). Continuous increase in processing/communication
needs with the rapid growth in VLSI industry providing higher and higher integra-
tion density within a single die has boosted the step towards this new paradigm
shift by the researchers. Advent of three-dimensional (3D) integrated circuits (ICs)
design technologies has given this direction another positive thrust. Researchers are
indeed very hopeful with the amalgamation of these two different technologies and
thereby in developing new methodologies for designing 3D NoCs to cater the need of
high-performance nanoscale computing and communication systems tomorrow. This
chapter describes different design challenges, available technologies, design and per-
formance issues and parametric measurement of such nanoscale systems, emerging
cutting-edge technologies, and possible future directions in designing 3D NoC-based
nanosystems.

11.1 Introduction

Since mid-1960s advancements in IC technologies have led researchers to incline
their thinking towards boosting the performance of microprocessors exploiting high
transistor density. With the advent of VLSI, at that higher integration level, it was
necessary to employ parallelism to extract the efficiency out of the processing engine
as much as possible. Several techniques had been employed; most popular ones
are instruction level parallelism, dynamic branch prediction, out of order execution,
speculative execution, and thread or more coarsely process level parallelism. Later
two approaches needed complex compilers and operating system supports, whereas
complex processor hardware designs were inevitable for the formers. Past few decades

1Indian Institute of Engineering Science and Technology, Shibpur, Howrah 711103, West Bengal, India
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witnessed the evolution of dominant technologies like SMT (simultaneous multi-
threading) [1], CMP (chip multi-processor system) [2], and MPSoC (multi-processor
system on chip) [3]. Long interconnect delays forced the micro architectural design of
processors to be partitioned into small localized processing elements (PEs). For this
reason, CMP was the obvious choice as it was already decomposed into individual
processing cores. This fueled the shifting of focus of research communities to a
completely new paradigm other than processing; that is, communication, as it became
an indispensable aspect of multi-processor architectures. Initially bus was selected
for communicating medium. But traditional bus-based interconnection was facing
major problems like limited bandwidth, critical arbitration, timing synchronisation
issues, energy inefficiency, and long wire delays [4]. In the early 21st century, NoC
came into picture as a promising solution for designing large-scale multi-core system
into smaller footprint. It supports GALS (globally asynchronous locally synchronous)
architecture that facilitates designer to make system more scalable by connecting two
different clock domains, which are mesochronous or completely asynchronous to
each other in nature.

11.1.1 NoC basics

Achieving increasingly optimized critical paths has made processor clock rates to rise
exponentially. Resources on a processor chip those communicate among each other
in a single cycle must be physically close. Additional pipelined stages are required
to suppress long interconnect delays, especially, when it falls on a critical path [2].
Bus-based interconnect system was facing many challenges to support such commu-
nication centric architectural designs: most importantly poor communication latency
and power consumption. Heterogeneous MPSoCs with variety of dedicated interfaces
have made designs so complex that achieving the separation between computation
and communication was too difficult using buses.

Concept of NoC has been developed to mitigate these limitations stated above.
By facilitating on-chip communication with higher communication bandwidth,
concurrent execution of PEs, incurring modularity in system designing, and effec-
tive special reuse of resources NoC provides a breakthrough. Figure 11.1 depicts
a two-dimensional (2D) mesh-based NoC topology. PEs may include processor,
co-processor, accelerator, application-specific Intellectual Property (IP), peripheral
controller, memory, and DSP blocks, etc. and are connected via on-chip intercon-
nections through routers. Here, network interface (NI) units (see Figure 11.2) act as
intermediary system between the routers and PEs and are responsible for generating,
transmitting, and receiving of data packets among IP cores.

11.1.2 Transition towards 3D

Overall chip area has become a major issue in 2D NoC design. Increasing number
of processing cores requires inclusion of more cache memory blocks that in turn
requires larger floor design. This has a significant impact on the development as in
most systems overall chip area plays an important role. Systems with no such stringent
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area constraint result in increased length of interconnects that strikes over the basic
concept of NoC. It affects the overall network latency. 3D NoC offers higher scalability
within a limited chip area. As opposed to increase the floor area horizontally with a
single layer of circuitry, there are a number of layers placed vertically maintaining
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Figure 11.3 3D mesh-based NoC

the chip area restrictions in 3D NoC design. Figure 11.3 shows a mesh-based 3D
NoC architecture possessing three layers. Inter-layer routers are vertically connected.
The length of a vertical interconnect is much more lower than the horizontal ones
connecting two far placed IP blocks. With comparatively lower chip area, intra-layer
latency is also improved. The subsequent sections discuss challenges that are being
faced and progresses upon them till now in 3D NoC development.

11.2 Design challenges in 3D NoC

The holistic research problems in this domain can broadly be categorized into four
different classes.

● First, the communication infrastructure; such as, network topology, router
architecture, buffer optimization, link design, clocking, floor planning, and
layout.

● Second, the communication paradigm including routing policies, switching tech-
niques, congestion control, power and thermal management, fault tolerance,
reliability, etc.

● The third dimension involves designing an evaluation framework for NoC to have
a good understanding of achievable throughput, latency, and bandwidth of the
network.

● Finally, once the communication infrastructure and paradigm for a NoC have
been finalized, a major challenge in overall system design is to associate the IP
cores implementing tasks of an application with the routers.

Following subsections depict the above challenges at a glance, by classifying
them into two parts, viz. design challenges and technology challenges.
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11.2.1 Design challenges

Challenges in 3D NoC design are almost similar to conventional 2D NoC. However
extra care has to be taken because of additional wafer layers those are stacked over
chip surface. Details of conventional 2D NoC design challenges are omitted due to
paucity of space as it is out of scope. Basic design challenges in 3D NoC are as
follows.

11.2.2 Macro-architecture

Topology
Topology defines the basic of communication infrastructure among the tiles (IP cores)
connecting them directly or through routers within the chip surface. Orientation of
this connection may be regular or irregular type. In 3D NoC, connections of different
stacked layers are implemented using shorter vertical interconnection access (via) that
offers smaller footprint compared to 2D NoC architecture. Here, network diameter,
link complexity, node degree, and bisection width are considered as most important
topology centric design parameters.

Routing
Routing defines basic logic of forwarding data packets among the communicating
cores across the entire chip network. Routing logic must be as simple as possible to
minimize the computation as well as communication latency. Deadlock, live-lock,
and starvation [5] are some unintended situations that need to be considered while
proposing routing methodology. Channel contention and congestion are other two
important factors influencing performance and are mostly affected by routing.

11.2.2.1 Micro-architecture
In NoC, micro-architectural optimization issues include design of two important com-
ponents, viz. the router and NI controller (NIC). With the notion of 3D NoC designing
vertical interconnects is another important aspect that needs special care. The task
of designing a router encompasses majority on three things. Firstly, the input buffers
where the flits (unit of data packet) are stored before routing. Secondly, the arbiter
that picks up the flits from the buffer one by one according to a specified logic. Lastly,
the crossbar [6] that places flits to proper output channels for the next hop routing,
in order to reach the destination. Designing NIC is also investigated in terms of their
architectural structure. Suitable addressing schemes are needed for this NIC as to
route packets in vertical direction along with horizontal direction specifically for 3D
NoC router.

Power consumed by an unit is another important factor that heavily depends upon
required cycles to drive an unit for a single operation. Efficient power modelling for
each component is required to optimize power requirements. Various performance
measurement parameters like routing computation delays, crossbar delays, over all
communication latency, throughput, flit injection, and acceptance rates verify the
performance of designed router and NIC. Reliability issues encircle the idea on
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ability of communication infrastructure to handle errors during transmitting data
over the network. Here, variability refers to the discrepancy between expected and
actually observed data. It results from the manufacturing imperfections, called pro-
cess variation. With shrinking feature size of die, there lies a possibility of having
a significant gap between the expected and manufactured characteristics. Careful
micro-architectural design is needed to address these issues especially for 3D NoC
design.

11.2.2.2 Performance
Performance of an NoC is determined in terms of packet latency, network throughput,
thermal responsiveness, and energy efficiency. These are defined as follows.

Throughput
Average network throughput quantifies the amount of data received by the receiver
node per cycle time. Maximum throughput is obtained when every communicating
channel operates with its maximum bandwidth capacity. Besides available bandwidth
throughput depends heavily on routing logic and available flow control policy.

Latency
Packet latency is measured by total traversal time consumed by packet to reach destina-
tion node from originating one. On reaching its destination a packet has to go through
some switches and other interconnect medium, where some computation delay are
added along with the transport delay. However, packet delay for same pair of source
and sink may vary depending upon various parameters like routing logic, congestion
status of the network, etc. 3D NoC architectures have low network diameter compared
to their 2D counterpart and offer lower packet latency.

Thermal awareness
This implies how seamlessly a circuit operates on a dense 3D ICs at higher frequency.
It has been observed that power density per unit area increases dramatically when
dies (2D) are stacked vertically one upon another. With this increasing power density,
the 3D chip becomes more heated, increasing the chance of breaking it down at some
threshold temperature value. Several thermal-aware and dynamic thermal manage-
ment techniques [7], [8] have been proposed recently to improve performance offered
by 3D NoCs.

11.2.2.3 Physical design
To offer better SoC platform for dense chip integration, NoC makes complex intercon-
nection structure easily manageable by reducing wiring complexity level. Here, floor
planning, placement, and router architecture optimization are solely considered as
important physical design metrics. With the increasing network dimension inclusion
of 3D NoC design has become almost inevitable for designing large-scale intercon-
nection networks. Here, router plays a crucial role by offering vertical communication
between different computational units. The vertical interconnection technologies usu-
ally refer to the use of micro-bumps, wire bonding, wireless interconnects using
capacitive or inductive coupling, and through-silicon vias (TSVs). Out of which
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TSVs offer very-high-density vertical interconnects and supposed to be most promis-
ing technology [9], [10] above all. This allows NoC design in smaller area footprint.
But the TSV fabrication technologies are not mature enough due to the TSVs intrin-
sic size and the pitches that are necessary to ensure the correct functionality of the
required area around them [9]. And due to the low fabrication yield of TSVs [10], the
number of fabricated TSVs in each chip is limited as it increases the cost in terms
of area and manufacturing cost. So there should be a limit on the number of vertical
data links to avail the benefit of 3D NoC architecture.

11.2.2.4 Application mapping
Mapping application is the first and one of the most critical parameters in 3D NoC
design flow, firmly affecting the 3D NoC performance and cost. The mapping of cores
onto NoC architecture makes new challenges. Sepulveda et al. [11] show significant
enhancement on power and latency of the 3D NoC compared to previous. At the
time of 3D NoC design, optimal mapping of on-chip components is very essential.
For this researchers proposed mapping algorithms to design NoC, intending various
performance issues. More temperature increases in 3D NoC rather than in traditional
designs. Due to mapping of multiple tasks on a single PE after partitioning increases
the computation power. Addo-Quaye [12] explored thermal-aware mapping algorithm
for 3D NoC to reduce communication and peak temperature. Energy savings can be
handled effectively by appropriately assigning functionalities of application to layers.
Siozios et al. [13] have shown this by taking high-level mapping strategy for 3D
NoC architectures with different supply voltages and followed optimized bandwidth-
constraint approach which provides communication reduction. In order to distribute
traffic evenly on the links for a particular application, the bandwidth constraints in
the NoC architecture need to be satisfied by the mapping process.

The mapping of the switches onto the layers is considerable important constraint
for many 3D fabrication technologies. Mapping techniques also help to gain optimal-
ity in the number of TSVs and power consumption in 3D NoC design. One of the
objectives of Task Mapping is to utilize the execution parallelism in the target task
set, and data reusing among task, deciding which tasks should be mapped to the same
PE. Determine the association of routers of the fabric to the cores of an application
is a significant challenge in 3D NoC-based system design. Tenable improvement in
communication cost, dynamic performance, and energy consumption has produced
by using well-suited mapping strategies for 3D mesh-based NoC in Reference 14.

11.2.2.5 Energy-aware modelling and design
Along with thermal issue, energy consumption is another challenge, especially for
battery-driven systems. Energy is a major considerable issue when allocating thermal-
constrained tasks on 3D NoC. Energy saving design covers a large portion in 3D NoC
design process. Decreasing power consumption by adopting thermal-aware router
architecture results in significant transfer energy reduction. A thermal-aware, energy
saving router sharing architecture for 3D NoC has been proposed in Reference 15.
Formulation of energy-efficient tasks mapping strategy in 3D NoC interconnection
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communication structure aids to save interconnect energy. As a consequence, it has
a great impact on the maintaining system performance and reliability. Significant
improvements can be achieved in energy consumption, adopting efficient techniques
in circuit design style of 3D NoC as proposed in References 16 and 17.

11.2.2.6 Thermal issues
3D die stacking with TSV brings notable improvement over 2D NoC by minimizing
the length of the global long interconnection wire and mitigating power consumption
on long wires and also reducing signal delay. The common problem in 3D stack is the
heat dissipation of inner active layer because power density per unit area increases
dramatically when 2D dies are stacked one upon another. Heat generated by inter-
active layer might cause a large temperature gradient that leads to hotspot region within
the chip area. To balance temperature distribution, various methods of floor-plan
optimization and wire routing are proposed in References 18–20.

Traffic distribution also has an important role over controlling temperature vari-
ation over chip surface. Because balanced traffic distributed on the network does
not guarantee that the temperature distribution over chip is also even. A traffic-
thermal mutual coupling co-simulation platform is required for that as described
in Reference 21.

Router micro-architecture and routing algorithm should be well designed to
achieve the temperature requirement [22], [23]. Besides this thermal-aware hard-
ware design, temperature management with software assistance especially OS-level
task scheduling is becoming hot for multi-core processors based system in recent
years [24], [25].

11.2.2.7 Reliability analysis
As the technology scales into the deep subatomic regime, NoCs become increasingly
more prone to various noise sources. Errors in on-chip communication are induced
by crosstalk, coupling noise, spurious voltage, and electromagnetic (EM) interfer-
ence. Various soft as well as hard faults or error may upset the network generated
from router and inter-router links. Channel disturbances or link errors are mostly
caused by coupling noise or crosstalk and managed by Error Correction Code (ECC)
scheme (like Forward Error Correction [26], Hsiao SEC-DED Coding [27]) followed
by Crosstalk Avoidance Codes (CAC) and some compensate technique like retrans-
mission of failure or corrupted message data in the network. In addition to soft faults
on-chip interconnects also require proper strategies to deal with hard faults in various
module. Deadlock free fault tolerant routing algorithms and redundant hardware help
to tolerate this kind of faults.

11.2.2.8 Fault tolerance
A fault may appear in the network in both manufacturing and post-manufacturing
processes [28] due to the failure of links or failure of buffer or switch allocator or
because of the failure of routing computation. However, failure may be permanent
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static faults or dynamic faults. Permanent static faults such as open-circuit and short-
circuit faults may appear in the network because of the uncontrolled variations during
manufacturing process. Whereas dynamic permanent faults appear at any instant of
time because of electromigration and stochastic ageing effect and cannot be discovered
in the post-fabrication testing. However, proposed routing should be adaptive in order
to tolerate this faulty component and to keep system running on such unavoidable
situation.

11.2.3 Emerging technological challenges

11.2.3.1 Wireless NoCs
In order to develop scaling by 3D integration technique, several innovative solutions
on inter-chip and intra-chip interconnections have been evolved. Traditional wire-
based connection has some limitation like large footprint, long wire delay, and high
fabrication cost. To overcome these issues, wireless interconnects using capacitive
coupling of small pads [29] or inductive coupling of on-chip spiral inductors [30]
are introduced in chip architecture. With the former techniques, expected require-
ments of over 1000 connections between chips cannot be realized in practice due
to large power consumption. Global wireless interconnection utilizes high-frequency
EM wave transmission using integrated antennas [31]. Another bottleneck for 3D inte-
gration lies in the processing algorithm and architecture of conventional Neumann
computers. Wireless on-chip interconnects are a radio-frequency (RF) alternative to
metal interconnects for global communication on an IC. RF interconnect channels
are based on the followings.

● On-chip micro-strip transmission lines [32]
● On-chip antennas [33]
● On-chip inductors based inductive coupling [34]
● On-chip capacitors based capacitive coupling [35].

Wireless interconnects are implemented in conjunction to provide hybrid com-
munication structures and NoCs, particularly for 2D or 3D MPSoCs. The design of
the wireless RF interconnects for multi-core systems in particular requires considera-
tions across a vast variety of subjects including, EM theory, network theory, wireless
communication, VLSI design and design automation.

In general, the transmission of RFs is allowed for broadcast and multi-cast
communications. In traditional metallic interconnection, small distances (millimetre
range) on-chip communication require less transmitted power compared to long dis-
tance (metre range) communication. While wireless interconnect provides high band
width, low-latency-based energy saving communication for global (long distance)
interconnects [36]. Wireless interconnects provide some unique benefits, such as

● cost effective CMOS compatible communication architecture
● reducing area overhead with no wires or waveguides, and
● edge to edge transmission across the chip with reduced consumed energy.
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11.2.3.2 CNT, graphene, and other emerging technologies
CNT and graphene-enabled wireless NoC (GWNoC) communications establish
the Terahertz band as the frequency band for the operation of future nanodevices
(0.1–10THz). Novel nanomaterials such as graphene are enabling the development
of miniaturized EM transceivers [37]. Graphene-based RF nanocomponents [38]
and graphene-based nanoantennas [39] set the terahertz band (0.1–10.0THz) as the
expected frequency range of operation for the future EM nanotransceivers. The tera-
hertz band provides a huge bandwidth in the short range that can support very high
transmission rates, up to hundreds of terabits per second.

It provides core-level communication due to reduced size of graphene antennas,
enabling the integration of one or more of them within an individual computing
core. As the information transmitted wirelessly can be potentially received by any
receiver within the transmission range, GWNoC natively implements broadcast and
multi-cast. Such approach also allows simultaneous transmissions and the creation of
reconfigurable communication schemes.

In the RF approach, according to the classical antenna theory, the reduction of
the antenna size down to a few hundreds of nanometres would impose the use of
drastically high resonant frequencies. Graphene-based nanoantennas are proposed
to allow nanosystems to transmit and receive information using graphene-enabled
wireless communications (GWC) system. GWC may represent a breakthrough in the
research areas of wireless on-chip communications.

GWC offers not only the transmission of information at extremely high speeds
but also the design of ultra-low-power and low-complexity schemes. Size of graphene
antennas can be greatly reduced compared to metallic antennas with the same resonant
frequency which provides the integration of antennas within individual processing
cores and the implementation of core-level wireless communication.

This approach can resolve the latency and power bottlenecks of traditional on-chip
communication. As a result, the cost of operations such as data coherency, con-
sistency, or synchronization that represent the primary limiting factors in devising
nanoscale multi-core architecture could be significantly reduced and, in a few cases,
eliminated.

11.2.3.3 Photonic NoCs
Photonic ICs have a wide spectrum of applications like high-performance computing,
telecommunications, healthcare and defence [40]. In the last decade, researchers
have developed and fabricated feasible solutions for on-chip optical interconnects
[41]. Some of the devices developed for photonic IC are also applicable to the VLSI
domain (e.g. multi-core and manycore ICs). Recently, high-performance embedded
systems based on photonic interconnect are in the research phase [42]. Challenges in
Photonic interconnects and thereby photonic NoCs (PNoC) are described in details
in subsequent sections.
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11.3 Performance centric design of 3D NoCs

Function of NoC is to deliver a massively parallel on-chip communication scenario
for today’s high-performance portable computing devices. Here, 3D NoC has come
up with smaller delay, smaller logic area, less number of repeaters and to meet higher
throughput requirements. Important performance centric parameters that have to be
considered when devising an NoC architecture for specific application are as follows.

11.3.1 Interconnection topology development

Numerous types of 2D-based NoC topologies are available in the web, though few of
them have been implemented in real chip manufacturing process, and some of them
have been selected and proposed for extending architecture into 3D NoC. Here, major
challenge lies on providing interconnection among the component across different
silicon layers and within the same layer in an efficient way. Connection between
stacked chip may be wire-bonding or photonic or wireless.

3D NoC topologies can be broadly classified into grid-based topology and tree-
based topology. Though most of them follow a regular pattern, however they may be
irregular type also. Network connection may be direct or indirect type. In case of direct
network, nodes (or tiles) which consist of processing core are directly connected to the
network. On the contrary in case of indirect network, nodes consisting of a processing
core and an NI are indirectly connected to the network via routers.

Regular grid-based topology
Mesh [43] is commonly known grid-based 2D regular topology which has been
extended easily in 3D micro-architecture domain. And TSV is a common choice
which cuts across thinned silicon substrates to establish inter-die connectivity. A
vertically partially connected 3D mesh [44] architecture proposed in Reference 45,
which targets topologies with irregularly placed vertical connections in a deadlock
free manner.

Tree-based topology
A 3D layout method that divides the planar network into several parts and connects
them by using vertical links in order to reduce their wire length. 3D layouts of Fat
Tree [46], Fat HTree [46], and low latency-based scalable BFT have been proposed
in Reference 47, where original 2D layout of a given Fat Tree is divided into multiple
tiers and then these tiers are stacked together using vertical interconnects.

11.3.2 Routing policy

Routing algorithm determines the message forwarding path between two communi-
cating nodes in the network. Routing is normally classified into source and distributed
routing. In source routing, the routing path is decided at the source node prior to the
injection of packet in the network. Here, routing path information is carried with
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the data packet and saves the routing computation time. But at the same time, this
increases bandwidth requirement due to the increase in payload size. In distributed
routing, the path is computed at each intermediate node. Distributed routing is also
classified into oblivious and adaptive routing.

Oblivious routing
Routing path is completely determined by source and destination address in case of
Dimension Order routing or Oblivious routing. For 3D cuboid, the routing is made
deadlock free by restricting six turns out of total 24 possible 90 degree turns. West
South First [48], North Up Last [48], Negative First [48] routings are example of
commonly used Oblivious routing. Dimension Order routing like XYZ and ZXY [49]
routings are widely used due to simplicity in router implementation and yielding low
latency. Dimension Order routing routes packet to one dimension at a time. However,
its throughput decreases rapidly with increasing load even for few hops. PROM3D
[50] gives diverse path with almost no hardware cost overhead. Aim is to design a
routing algorithm for 3D NoC which is an oblivious and minimal. Path decisions
are taken locally and distributed randomly among all minimal paths. Variants of
PROM (like Uniform, Parametrized, Variable parameterized) are available depending
on random path distribution over the network.

Adaptive routing
Path diversity or degree of adaptiveness is defined by number of possible routing
paths between source and sink node. Adaptive routing is congestion or fault aware
or thermal aware and performs better under non-uniform and highly loaded traffic.
Though fully adaptive routing does not guarantee the deadlock freeness, so detection
of deadlock and its recovery becomes an important issue here. In addition to that,
adaptive routing does not guarantee in-order packet delivery at destination end and
also increases switching complexity, as arbiter has to choose a single channel from a set
of alternative channel. Chao et al. [49] have proposed a thermal-aware adaptive routing
to ensure thermal safety for throttled 3D NoC using a proactive downward routing.
Another dynamic programming-based runtime thermal management (DPRTM) policy
has been proposed by Al-Dujaily et al. [52] to design a runtime thermal regulation
strategy. Thus runtime thermal management strategy effectively diffuse and manage
heat of 3D chip for a better throughput performance in networks on chip (NoC). But
the work is limited to symmetric 3D NoC. Another group has also worked with 3D
hybridization architecture. Rahmani et al. [53] have proposed hybridization policy
to mitigate vertical bottleneck. AdaptiveZ, a congestion-aware inter-layer routing
algorithm, has also been proposed by them which selects a vertical channel adaptively
according to traffic condition and selects XY routing when packet lies in the target
layer. Rahmani et al. [44] have proposed an AdaptiveXYZ routing, a updated version
AdaptiveZ routing for monitoring traffic, thermal management, and fault tolerance.
While Chaochao et al. have proposed a low overhead fault-aware deflection routing
[54] to deal with faulty links of a 3D stacked mesh NoC.
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11.3.3 Flow control mechanism

Flow control policy in NoC routing determines the process of storing and transfer-
ring data packets, passing through the router over the network. The network is usually
termed as either circuit switch or packet switch based network based on the chosen
switching policy. A circuit switched network reserves a physical path before transmit-
ting the data packets, while packet switched networks transmit the packets without
reserving the entire path. Packet switched networks can further be classified as Store
and Forwarding, Virtual Cut Through, and Wormhole switching (described in details
in Reference 55). Store and Forwarding switching allows a packet to route next router
only after storing entire packet into the memory of current router. In Virtual Cut
Through process, forwarding of packet may begin before storing entire packet to the
memory of current router to accelerate the packet forwarding process. Packet for-
warding in Wormhole switching is slightly different from above two. Here, a packet
gets split into numbers of smaller equal sized units called flits. The header flit contains
the routing information and remaining flits of that packet follow the same path as it
has been followed by the header. Wormhole switching is preferred most for 2D- as
well as 3D-based NoC micro-architecture as it consumes low memory area and also
provides low latency in cost of increasing deadlock risk.

11.4 Architectural optimization of 3D NoCs

Performance of NoC can be improved significantly optimizing design issues of impor-
tant micro- and macro-architectural components. Micro-architectural challenges have
been described briefly in Section 11.2.1. While macro-architecture comprises study
and design of network topologies including the vertical interconnection link among
different layers of 3D-based architecture. Design of this vertical interconnect accesses
(via) [56] is one of the most important aspects of 3D NoC design, which falls into the
overlap between micro- and macro-architectures, as we will see shortly.

11.4.1 Router architecture

Issues related to router designing are tightly coupled with yielding area related to
buffer depth, flit size, complexity of the arbiter, and crossbar unit. All of these are
considered as major contributing factors in NoC design optimization issue. Modular
design of these component makes them suitable for designing 3D integrated router.
Such a 3D design of an NoC router helps in reducing the chip footprint and power
consumption, leading to an optimized NoC architecture.

Kim et al. have proposed a three-dimensional decomposed router that supports
additional verticalTSVs for cost optimization of 3D NoC switches. Significant reduc-
tion in area, power budget, and logic complexity has been achieved using proposed
modified router that supports a partial crossbar switch instead of using a full 3D
crossbar. Router architectures (see Figure 11.4) utilizing TSVs are also investigated
in MIRA [57] that are using mesh interconnects. Descriptions of three different types
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Figure 11.4 NoC router architecture

of 3D-based router design approach namely baseline, multi-layered, and multi-layered
with express channel are given there. A baseline router only provides additional port
for 3D router design perspective, whereas multi-layered approach allows splitting of
router component like input buffer, switching allocator and crossbar, and integration
of vertical interconnection (via) among different layers. Routers with high-bandwidth-
based express links between non-adjacent routers help in reducing packet latency in
cost of additional area overhead.

Performance of this NoC router can be improved through smart pipeline based
data forwarding technique [58] and with the help of look-ahead [58] routing and
speculative arbitration policy. Some dynamic traffic distribution method [59] can also
be applied to reduce the link contention during the switch arbitration time reducing
overall latency and consumed power.

Minimizing router input buffer size becomes another important aspect in NoC
router optimization issue. This has been achieved through proposed shared buffer
design technique in Reference 60, by dynamically varying the number of virtual
channels. In Reference 61, a buffer stealing approach has been proposed, which
enables one of the router input channels not having sufficient buffer space to utilize
unused buffer from other input channel at runtime dynamically. This approaches
help in improving router buffer utilization by significantly reducing area requirement
without degrading required performance.

11.4.2 Network interface controller

NIC is used to decouple computation resources like intellectual processing cores
from the communication network and maintain synchronization between them. The



3D NoC: a promising alternative for tomorrow’s nanosystem design 351

fundamental function of NIs is to transmit data between the communicating cores
through the network infrastructure. One of the important tasks of NIs is to translate
the protocol between the PEs and router based on a standard communication protocol
such as AXI [62], OCP [63], [64], and DTL [65]. This provides a backward compati-
bility with the existing IP cores having a distinct interface protocol with respect to the
connected network and allows them to be independent of each other. Thus it offers
reuse of both, core and communication infrastructure [66] in the existing system.
Managing network protocol that includes assembling and splitting of packet, buffer
reordering, protocol synchronization, transmitting and receiving of packets, all these
are considered as other important tasks to be performed by NIC. To increase paral-
lelism on memory access in network-based multi-processor architectures, adaptive NI
architectures are proposed in Reference 67, which use multiple SDRAMs that can be
accessed simultaneously. In addition, a smart memory controller unit is implemented
in the adaptive NI to improve the memory utilization and to reduce both memory and
network latencies. An adaptive memory scheduler which tracks the access patterns
of recently scheduled accesses and selects memory accesses matching the pattern of
requests is proposed in Reference 68. In such architectures, not only resource utiliza-
tion and latency are the critical issues but also reordering mechanism is required to
deliver the response transactions of concurrent memory accesses in-order. To cope
with these issues, an adaptive on-chip NI architecture is presented in Reference 69.
The proposed NI exploits an efficient reordering mechanism to handle the in-order
delivery and utilizes the AXI transaction-based protocol to bring compatibility with
existing IP cores.

11.4.3 Interconnection

In a 3D die-stacking technology, multiple device layers are connected via vertical
interconnects tunnelling [70] through them. Different type of vertical interconnect
technologies have been evolved, viz. wire bonding, micro-bump, contactless cou-
pling, and TSV vertical interconnect [71]. Among all this assembling technology,
TSV approach has become most popular and accepted by 3D integration R&D com-
munity section as it offers short and low-loss electrical links with smaller footprint
and higher interconnection density. Wafers in this stacked die may be connected
either Face-to-Face or Face-to-Back. Face-to-Back approach with TSV interconnects
is more scalable when more than two active layers are used. The movement towards
a 3D integration design offers increased bandwidth [72] and reduced average inter-
connection wire length [73], leads to a saving in overall consumed power and also
improves system reliability [74]. However, the adoption of 3D integration technology
faces the challenges of increasing chip temperature due to increasing power density
compared to a planar 2D design. This increased temperature in 3D chips imposes neg-
ative impact on system performance by increasing leakage power and cooling cost,
leads to generation of hotspot on chip surface. To mitigate such hotspot generation
problem, the layout and floor planning of 3D chips should be carefully designed. To
address these thermal challenges, several approaches, such as design optimization
through intelligent placement [75], insertion of thermal vias [76], [56], and use of
novel micro-fluidic cooling polices have been suggested in Reference 77.
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11.4.4 Memory

Along with PE, memory is also considered as an important component in develop-
ment of multi-core SoC system. Optimizing this memory size has important role in
designing SoC system that requires large memory storage and memory accesses unit
into the chip layout. Applications like audio and video data processing normally deal
with this bulk amount of data. Research predicts that memory will consume around
two third or even more chip area in future SoC [78] system, making memory an
important component for the NoC design, which in turn also determines the cost of
the chip. Several research efforts are being carried out on hierarchical organization of
memory, data storage strategies, and other possible memory optimization technique.
Memory allocation policy and memory packing techniques have been proposed by
researchers to minimize cost function driven by memory. This memory allocation is
the process of mapping behavioural variables into physical memory. Where initial
memory allocation process targets an individual register and register files whereas
later efforts address the storage of variables in multi-port memory [79], [80]. In
Reference 81, a memory allocation technique for video image-processing systems
has been proposed. Besides this memory allocation technique, memory packing [82]
is also required when an embedded system is composed of smaller units from a library
of components. This packing technique describes the organization of smaller physical
memory modules to realize the required logical memory for an application.

Memory subsystem used in NoC architecture is inherently distributed and logi-
cally shared over the 3D chip area and usually follows a NUMA (non-uniform memory
access) paradigm. With this shared memory space, the memory model is also com-
posed of private memory spaces associated with each PE. The shared address space
should maintain a synchronization mechanism in order to exchange data between PEs.
In Reference 83, this physically distributed shared memory is dynamically managed
by an on-chip hardware memory management unit (HwMMU). Organization of this
memory on stacked 3D chip is being categorized as Dance-hall, Sandwich, Per-layer,
Terminal, and Mixed architecture in Reference 84, based on layer-wise placement of
memories and processors.

11.5 Thermal-aware design

3D die stacking with vertical interconnection technology brings notable improvement
over 2D NoC by minimizing the length of the global long interconnection wire,
thereby decreasing the packet delay and overall chip area. But in 3D ICs have some
drawback due to the higher power density and longer heat dissipation path. Even with
balanced traffic distribution, the temperature distribution is not balanced over the chip
surface. However, heat generated by inter-active layer might cause a large temperature
gradient that leads to generation of hotspot region within the chip area. With a given
temperature limitation which can never be exceeded, such unbalanced temperature
limits the network performance. To balance temperature distribution, various thermal
management techniques, such as physical placement [85] and floor planning [86], use
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of thermal vias [87], and micro-fluidic cooling technique [88], [89] has been proposed
recently. Distribution of traffic has great impact on generated chip temperature. A
traffic-thermal mutual coupling-based co-simulation platform has been described in
Reference 21. Router micro-architecture and thermal-aware routing policy [22], [23]
may also achieve success on generating low thermal dissipation. Besides this thermal-
aware hardware design, temperature management with software assistance [24], [25]
especially OS-level task scheduling is becoming hot for multi-core processors based
system in recent years.

11.6 Photonic 3D NoC

The objective of this section is to provide a gentle introduction to photonic interconnect
and also to review some of the existing state of the art in this field. Readers familiar
with PNoCs may skip the following introductory section and jump directly to second
subsection.

11.6.1 Photonic interconnect for manycore ICs

MPSoCs scaling to tens or hundreds of PEs are good candidates for PNoCs. This is
mainly because such systems exchange large data (usually entire cache lines) between
PEs. Photonics has the potential to deliver data at not only high speed but also low
power over large intra- and inter-chip distances. Large-scale multi-core ICs have
large dies (typically 400 mm2) and copper-based global interconnect may not satisfy
energy-delay product of high-speed data transfers among PEs.

A brief introduction is provided to popular photonic devices and some state-of-
the-art PNoCs.

11.6.1.1 Photonic devices and systems
Key components of a photonic link may be broadly classified as follows:

● Optical source: This is typically a multi-wavelength LASER source or more
recently, LEDs.

● Optical modulator: This component modulates a particular wavelength of light
with an electrical signal and is an active component.

● Optical link: This is a passive multi-mode waveguide capable of carrying
multiple wavelengths of light.

● Optical filter: Another passive component that selectively extracts a particular
wavelength of light from the waveguide.

● Optical detector:This active device converts filtered light to an electrical signal.

Silicon Photonics is a nascent field, especially because silicon is an indi-
rect bandgap semiconductor and lasing is difficult on-chip. However a number of
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Figure 11.5 Micro-ring-based photonic interconnect

works have explored broadband on-chip LASER sources made from other materials
[90]–[93].

Depending on the type of technology used, photonic links are of three types:

● Micro-ring resonator based: These commonly used interconnects are based on
evanescent coupling of light [94] from one waveguide to a micro-ring or vice versa
(see Figure 11.5). A broadband off-chip LASER injects multiple wavelengths of
light (usually in the infrared range of 1500–1550 nm) into an optical fibre. This
fibre is then aligned either with the edge of the chip (lateral coupling) or top
of the chip (vertical coupling). At the edge or at the top, there is a diffraction
grating that separates the multiple wavelengths of light arriving from the fibre
and injects them into the multi-mode waveguide.

Micro-ring modulators that are doped active PIN-diode devices covert data
arriving from a source PE into wavelength specific on–off light signals. Sev-
eral such wavelengths traverse the wavelength division multiplexed (WDM)
waveguide and arrive at the receiving PE after extraction by an undoped micro-
ring filter and successive conversion to an electrical signal by germanium
photodiodes.

● Quantum dot (QD) LED based: QD LEDs are used (rather than on- or off-
chip LASERs) that emit light in the visible wavelength range. These devices are
much smaller than LASERs, have good stability, and are more energy efficient.
As shown in Figure 11.6, a QD LED injects light into a silica (SiO2) waveg-
uide of about 50 nm diameter [95]. In comparison, polysilicon waveguides used
for micro-ring-based interconnect are 500 nm in diameter although they support
more wavelengths than their silica counterparts (mainly because of receiver tech-
nology). Modulation of the light is done by controlling the current supplied to the
QD LED. Due to linear operation of QD LEDs, such a direct scheme works easily.
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At the receiving end, optical to electrical conversion must be done via a
photodiode. However, germanium photodiodes operate at infrared wavelengths.
So, chromophores (special kind of molecules) are used that convert light at vis-
ible wavelengths to infrared. Then detection is done. However spacing among
the wavelengths must be high, in order to ensure proper detection, and thus the
number of wavelength channels is limited to 10 while constructing PNoCs using
the above devices.

An NoC utilizing this structure uses a high radix photonic crossbar to connect
PEs together. Details of such a scheme are given in Reference 96. Some of the
arbitration schemes are discussed later.

● Free space optical link based: This is yet another class of technology available
for use, especially in 3D NoC.The key idea here is to send data by modulating ver-
tical cavity surface emitting LASER (VCSEL) diodes. Light from these LASERs
are allowed to propagate in free space until they strike a reflective surface and
are directed to the corresponding photodiode after reflection.

This technology allows highest transfer rate, but imposes restrictions not only
on energy, but also placement of these devices. Fabrication cost is higher and
only point-to-point links are supported.

11.6.1.2 Systems based on PNoC
A popular design method for PNoC is to use photonic and electrical interconnect
together. Photonic interconnect is well suited for global data transfer with high
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bandwidth and low energy. Electrical interconnect is suited for short to medium
data transfer whereas it consumes high energy for global interconnect. Such a NoC is
called Hybrid Photonic NoC. These NoCs have an underlying electrical network and
another photonic network that carries large volumes of data from one PE to another
optically. When a PE decides to send data to another, it asserts some signals to a path
setup controller (centralized or distributed). By sending short path setup messages,
an optical circuit or path is built from source to destination. After successful delivery
of data optical path is deallocated using path tear-down packets.

Shacham et al. [97] have shown that topologies like Torus and Folded Torus can
be realized using photonic interconnect with an underlying electrical topology of the
same type. Each router in the hybrid network consists of an electrical part and a
photonic collision-free switch (comprised of several photonic crossings and bends).
Zhang et al. [98] have proposed a mesh-based PNoC with special routers where path
setup is done purely via photonic signals. Ye et al. [99] have proposed a hierarchical
torus-based hybrid topology with low latency control-protocols and adaptive power
control mechanism. Koohi et al. [100] have proposed PeSWAN, a Spidergon photonic
topology with separate control plane and optical flow control.

Bahmani et al. [101] have designed Corona that has 64 clusters that communicate
through an optical crossbar and occasionally an optical broadcast ring. The crossbar
and broadcast bus both require a conflict resolution scheme to prevent multiple sources
from concurrently sending to the same destination. The arbitration scheme is token
based. Pan et al. [102] have proposed Firefly, a hybrid hierarchical topology that
utilizes photonic reservation assisted Single Write Multiple Read (SWMR) crossbars
for global or large data traffic and uses electrical signalling for local or small data
communication. CMesh topology is used with a concentration of four PEs per router.
Joshi et al. [103] have shown that a photonic clos topology results in high wavelength
utilization but results in higher overall latency. Li et al. [104] have proposed LumiNoC,
a photonic multi-stage NoC that uses photonic distributed arbitration and achieves
lower latencies.

Kurian et al. [105] have proposed ATAC, a thousand core photonic ring-based
NoC, that uses SWMR links for broadcast traffic and a novel cache coherence protocol
and modified directory structure. Grani and Bartolini [106] have proposed a single
waveguide ring topology with 68 WDM channels and token-based arbitration. Their
design needs much lesser energy compared to ATAC (due to just one data waveguide)
however broadcasts are time consuming. Pasricha and Bahirat [107] have proposed
OPAL, a 3D hybrid photonic and electrical NoC with dynamic reconfiguration based
on changing traffic patterns.

Ciftcioglu et al. [108] proposed VCSEL-based free space one hop photonic inter-
connect for intra-chip networks that has about 4× higher bandwidth than micro-ring
resonators. Abousamra et al. [109] presented two hop free space interconnect that
reduced the number of VCSELs required. Bahirat and Pasricha [110] replaced the
fixed two hop interconnect with more energy efficient multiple quantum well LASERs
and photodiodes. They have also presented a novel routing, flow control, and collision
mitigation scheme for application-specific 3D PNoC.
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11.6.2 Multi-dimensional design issues in 3D PNoC

Major system level issues of 3D photonic systems are achieving low power optical
networks on the one hand and designing efficient communication protocols on the
other hand. If the system is a 3D multi-core, it is imperative to design good external
memory access schemes and cache coherent protocols to harness the full optical
bandwidth available. Equally important is the optical arbitration technique which
decides the time interval of transmissions from multiple sources and destinations.

Let us take up an example 3D system to better understand these concepts. Con-
sider a multi-core computing system that is supposed to run parallel workloads e.g.
SPLASH 2 suite [111]. For the sake of brevity, we assume that this chip will run only
one benchmark at a given time. We arbitrarily choose 64 PEs (to facilitate use of a
vanilla FullMap Directory) and the medium working set. With data collected from
the suite specification, for an L1 cache size of 32 KB (4 way) and L2 cache size of
512 KB (8 way), the system performs quite well for memory intensive benchmarks.
So the cache line size is 64 Bytes. A photonic message must be at least this size.

For above system if we consider more than one tier (or 3D layers), multiple
arrangements are possible depending on whether a PE includes the cache memory
or not. For 2D systems, it is better to consider that a PE includes both processor and
memory. However for thermal issues, we consider a single processor layer (64 PEs)
and a memory layer on top of the processor layer. The PNoC is placed at the topmost
layer. A heat sink with heat-spreader is mounted on top of the chip. Inter-layer data
communication is accomplished with TSVs. If the fabrication technology permits
more layers, we can reduce the number of processors per layer, and hence improve
on-chip latency and power at the cost of higher heat dissipation per unit area. Thermal
vias are special TSVs that carry the heat away from hotspots.

Once the number of layers are known beforehand, we can design the intercon-
nect based on these guidelines. First an appropriate topology must be selected that
maximizes throughput and lowers energy. For PNoC, an on- or off-chip LASER
injects several wavelengths into a multi-mode waveguide. The number of wavelengths
depends on the LASER power and insertion loss of the optical network components.
As stated in the previous section, several photonic topologies and routers exist each
having its own merits and demerits.

A very important problem that PNoC designers must face is the issue of multi-
cast. Multi-casts arise in all multi-core systems due to cache invalidations. Multi-cast
with several destinations necessitates the role of arbitration in a dense WDM NoC.
Each wavelength may be shared by several sources, and in such systems arbitration
is all the more important. Arbitration may be distributed (token based) where a small
photonic message (a single word) circulates around the network. Interested senders
may grab this token, and the one that wins this arbitration gets to transmit to the
destinations. Flow control may be considered, given the fact that buffer space is
limited.

For our example system, a photonic network that can serve the bandwidth require-
ment of 64 Bytes per transfer is required. Latency and energy are important factors to
consider while designing the topology. Optical Crosstalk and Loss Analysis Platform,
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or CLAP [112], may be used to obtain some of the topology parameters like signal-
to-noise ratio. After initial topology is decided it is important to simulate the entire
system on a cycle accurate [113] or dynamic instrumentation-based simulator [114].

11.7 Wireless 3D NoC

3D ICs mitigate the problems of skew, jitter, and delay caused by scaling of metal
interconnects in planar 2D ICs. Here, TSVs are commonly selected as communication
medium between the tiers of the 3D IC stack. But, TSVs suffer from a considerable
utilization of the wiring footprint of the individual tiers leaving less area for intra-tier
routing and device placement, thus imposes constraints on the number of TSVs per
unit area [115]. Moreover, the process of fabricating TSVs for a multi-tier (more than
two tiers) interconnection on a 3D IC is difficult for some TSV technologies and
entirely prohibited for certain others [115]. That is intra-tier routing is necessary to
communicate separated communication end-points on two separate tiers. This com-
munication challenge can be overcome by the use of RF-based interconnect medium.

11.7.1 Low-latency-based wireless 3D NoCs

A wireless 3D IC system is a collection of dies, each of which is developed more or
less independently. Such dies built upon different process technologies, for example,
processor die and DRAM die, designed independently and stacked later only. Adding
randomly wired shortcut NoCs to wireless 3D systems ensures a balance between
modular design and minimum design complexity for low-latency-based system.

Low latency wireless 3D NoCs via randomized shortcut chips are introduced in
Reference 116. It reduces communication latency while incurring minimum design
complexity by using random connectivity via wireless 3D NoCs. Two different cases
are considered here: (i) replacing the existing horizontal 2D NoCs in a wireless 3D
NoC with random shortcut NoCs and (ii) adding a random NoC chip, in which the
horizontally wired links are randomly determined, to a wireless 3D platform with
partial or no horizontal NoCs in order to achieve full connectivity. Figure11.7 shows
the latter case.

A random NoC chip can be built with a unique horizontal wiring pattern by
reconfiguring the switch boxes randomly which remove redundant horizontal links
(in addition to the regular links) connected via routers and FPGA-like switch boxes on
the same die. In this platform, the packets routing can be optimized by utilizing both
the newly added random NoCs and the existing regular NoCs by using the irregular up
or down routing [117] policy. Small-world wireless 2D NoCs that employ millimetre-
wave have been recently used in Reference 118. A runtime macro-scale topology
reconfiguration, called skip-links, has been also proposed to dynamically utilize the
small-world effects of on-chip networks [119].

Inductive coupling [34], [120], [121] is a die-level wireless interconnection
scheme that uses square coils as data transmitters. The coils can be implemented
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with common metal layers of the chip; thus no special process technology is required.
This coupling can enable the customization of hardware components (or chips) in a
package to satisfy the application requirements at a low cost. That is, we can add,
remove, and swap the known-good-dies (e.g. processor and memory chips) in a pack-
age to meet the requirements without making new mask patterns. Adding random
connectivity via wireless 3D NoCs can reduce communication latency with mini-
mum design complexity. Both vertical buses and P2P [122] links are implemented
with the inductive coupling, and either one can be used depending on the number
of chips stacked and communication pattern, such as unicast- or multi-cast-based
communication.The random topology chip is efficient for various combinations of
non-random topology chips for 3D NoCs.

3D NoCs that include random topology use an irregular routing algorithm, such as
up or down routing [117]. Similar type routing strategy is also used in Reference 123,
to efficiently route packets in 3D wireless NoCs. By this strategy the best spanning
tree root that can minimize the hop count is selected for each message class. Then,
routing paths are generated under the up or down rule with the selected spanning tree
roots. Using this routing strategy, the packet routing can be optimized by exploiting
both the existing regular NoCs and the newly added random NoCs.

The application execution time results also reflect the communication latency
reduction. This can prove beneficial for future complex heterogeneous computing
platforms where deterministic and regularity of nodes may be lost, and average flit
transfer energy can also be improved accordingly. Finally it can be said adding random
NoC chips to a wireless 3D system strikes a good balance between the modular design
and low latency centric design.

11.7.2 Inductive coupling interconnected application-specific
3D NoC

Wireless interconnects in 3D NoC architecture [124] for application-specific SoC
design can be implemented using capacitively coupled [125] and inductively
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coupled [126] interconnects as shown in Figure 11.8 instead of TSV used for inter-
layer communication (see Figure 11.6). It cuts down manufacturing cost, improves
interconnect performance, reduces power consumption, and provides larger design
space. The key to this design is allocating wireless links in 3D on-chip network
effectively while maintaining signal integrity.

Several issues need to be considered before replacing TSV interconnects with
inductively coupled interconnects, viz. signal interference between coils of adjacent
channels and efficient allocation of wireless interconnections as a result of relatively
large channel pitch of wireless links. A time-division multiplexing (TDM) protocol is
used to share the channel between several tiers. This architecture can solve interference
problem by fixing transceiver locations and using TDM protocol. It can be used in
homogeneous SoC design and successfully avoids the design complexity brought by
channel interference and improves channel efficiency. It also improves overall system
performance providing low latency, higher throughput with significant reduction in
consumed energy.

11.7.3 Reconfigurable hybrid 3D wireless NoC

In the RF interconnect based NoCs, the data are transmitted from one communication
end-point to the other using EM waves. There are two types of RF IC interconnects of
node: The micro-strip transmission line based interconnects operating in the RF range
[127] and the wireless communication based intra-chip interconnects operating in the
RF range [128]. This hybrid 3D wireless NoC integrates the wireless RF interconnects
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with traditional metal wire based interconnects. The network throughput and latency
improvements using the hybrid wireless NoC (WiNoC) are shown in References 33,
129, and 130. The concept of the hybrid wireless NoCs is applied here to 3D NoCs
making it a 3D WiNoC.

11.8 3D NoC simulators

Network simulation forms a quintessential part of network design. A designer designs
a network keeping in mind several functional and quality of service parameters. A
good network simulator fulfils the following goals:

● Functional verification: Does the designed network comply with desired
behaviour. Do all protocols used in the design function according to
specifications.

● Controllability of simulation parameters: Those parameters that may have a
continuum of values need to be properly swept from their lower limits to higher
limits. Various parameters may not be compatible with each other and may have
several dependencies. Designers should be able to tweak and specify the complex
relationships among such conflicting parameters with ease.

● Observability of simulation parameters: Results of the simulation must be
presented in a lucid but informative way to the designer (often using graphic
aids). Data interpretation and analysis tools must be powerful enough to be used
at abstract levels as well as provide insight into both fine grained data and control
behaviour.

● Design closure at higher speed: This is the most important point in current sce-
narios where a design needs to achieve closure with as little effort and iterations
as possible. Design closure must maintain a customizable balance between speed
and accuracy. We will elaborate on this issue in the next section as it is especially
important to achieve a small turnaround time with least human intervention in
NoC simulators.

11.8.1 NoC simulation

In previous section we discussed about general network simulators. In this section we
focus mainly on two things, salient features of a good NoC simulator and more impor-
tantly, how these features may have different implications for different simulation
scenarios.

We would like to point out that several different scenarios may need multiple
aspects of the same or different simulators (because one simulator may be aimed at
testing just one aspect while another one at some other design aspect). As we will soon
see, a common framework with modular architecture may help in achieving design
closure at sufficient accuracy and speed.
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Salient features of a good NoC simulator are stated (but not limited to) below.

● Specification entry: Once a designer collects relevant information about the
intended design of the NoC, he or she must be able to formulate a suitable
abstract specification of the design so that the simulation software may be able
to verify the design. There are several ways to do this:
1. Hardware Specification Languages (like VHDL, Verilog, System Verilog

[131])
2. Specific Libraries and associated Application Programming Interfaces (like

SytemC [132])
3. Scripting Languages (like Tcl/Tk, Perl, Python)
4. Custom or Tool Specific Languages (like NED in the tool OMNet++ [133])
5. Graphical User Interfaces (like Platform Architect [134] from Synopsys,

DesignPlayer [135])
● Formal methods used to model system behaviour: In order to model traffic and

timing behaviour of NoCs, deterministic finite state machine based models are
too simple as a model of communication. So several probabilistic models have
been researched to accurately model packet traffic and transmission channels.
Queuing theory [136] and network calculus [137] are widely used theories to
build such models.

While most queuing models are based on Markovian statistics, there are some
works on Markov modulated Poisson processes (MMPP) [138]. Most simula-
tors use M/G/1 queues to model packet contention at routers. However there
are some shortcomings of this approach, most important being the difficulty to
model virtual channels, faulty links and self-similar traffic. The latter is receiving
significant research attention. Fractal traffic patterns and their modelling using
Hurst Parameters is an important area of study.

Network calculus with min-plus algebra is used to estimate arrival and service
curves for a particular network. Several important properties and trends like skew
and jitter of traffic may be accurately captured using such mathematical tools.

● Detailed timing behaviour: There are broadly three classes of timing models
available for simulators:
– Event-driven simulation: Vast majority of simulators are variants of this

model. In such a model, all changes occurring while the network is simulated
are some form of event e.g. arrival of packets at a queue, requests arriving
at the home tile of a tiled multi-core chip, etc.

There is an event stack that is shared by all event generators. An event with
an associated timestamp (usually a 64 bit integer value) is pushed into the
stack when it occurs. After all events prior to current one are served, current
event is popped and checked if some new events need to be generated.
Correspondingly, these new events are again pushed into the stack.

The stack may be implemented as a priority queue with timestamp as
priority information. Time advances when an event is processed and never
between events. Simulation stops either when an event’s timestamp exceeds
the user-defined time limit or when no more events remain in the stack.



3D NoC: a promising alternative for tomorrow’s nanosystem design 363

OMNet++ [133] and SystemC [132] based simulation are examples of
this methodology.

– Cycle accurate simulation: In this methodology concurrent behaviour of
actual hardware may be simulated by using Hardware Description Lan-
guages. Low-level RTL may be easily simulated using this approach. Several
good texts are already available that discuss this methodology.

However the only and major drawback of this method is the high time
required to develop and debug new hardware modules. Sometimes it is also
necessary to provide abstract views to designers regarding their design’s
overall system behaviour (like contention and throughput) which becomes
difficult at individual cycle levels. Also, design closure is difficult, error-
prone and time consuming in such simulation environments and emulation
on Gate Arrays are sometimes required to study exact real-world traffic.

Inspite of its disadvantages this method is still quite popular in industrial
settings where there are several in-house or third-party IPs available and
reliability of the design is the most important issue.

– Cycle specific simulation: This is a hybrid methodology that is a combina-
tion of both cycle accurate and event-driven simulation. Such a method is
gaining acceptance from both industry and research circles due to its ability
to model both hardware and software. Various algorithms are used to get
the best of both practices. Manifold [113] is such a simulator in the open
source domain.

● Physical models to evaluate power and area: Accurate power and energy mod-
els need to be present so that system and network energy may be calculated.
In general, energy spent to do some processing or link traversal are stored as a
database and various events retrieve the energy and calculate power at various
time periods using the energy. Area is calculated only once using technology
files. Orion [139] and DSENT [140] are energy models for network modules.

Another approach is to use the activity trace and calculate dynamic power as
done in cycle accurate simulation methodology.

● Hardware-software co-design: In the current context of multi-core systems on
chip, current NoCs have to cater to both fixed function and programmable cores.
Real-world applications need a mix of several varieties of PEs like accelerators,
reconfigurable hardware, and digital signal processors.

Therefore, need for a combined approach that models software and hardware on
the same simulation platform is inevitable. There are, in general, two approaches
for this type of simulation:
– Full system simulation: In this method a virtual machine (VM) like envi-

ronment is used, along with an operating system kernel. Pre-compiled
version of the application to be run on the VM is cross-compiled using
a suitable cross compiler.

For example, if a benchmark application is to be run on an alpha
processor, the corresponding virtual machine or emulator environment con-
taining alpha processor instruction set architecture (ISA) is run on the host
machine/server and modified linux kernel image is mounted on it. Then the
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benchmark/application is executed by a shell script either preloaded into the
kernel-image or via terminal using some host TCP/IP port.

The above method is followed by simulators like GEM5 [141] and Simics
[142].

– Binary instrumentation based: In this method a binary instrumentation
tool like Intel’s PIN is used to read an application executable compiled for
the target architecture. Instrumentation is done in trace mode, where the
executable is run as a guest application and the simulator is actually built as
a plugin or interface to simulate memory accesses and input/output.

This method is highly scalable (up to 1000 cores) and very fast compared
to full system simulation at the expense of slight loss of accuracy and higher
complexity. Simulators using this method are Snipersim [143], GraphiteSim
[114], Simplescalar [144].

● Fault models: Real-world applications and systems very often suffer from faults.
Reliability is a major concern for such systems. To test reliability of such systems,
fault models such as permanent and transient faults are used. Examples of fault
models include link and partial router failure or Through Silicon Via failure.
More detailed the failure model better is the resulting fault simulator’s quality.

Often user has to specify fault models and run full system simulation to find out
whether the adaptive fault tolerant NoC routing algorithm is functioning reliably.
FaultModel [145] is a detailed fault modelling tool which runs with GEM5.

● Thermal models: Thermal modelling is mainly required to detect hotspots.
Thermal-aware routing algorithms and their effect on such hotspots need to be
accurately reported by thermal-aware simulators. A popular thermal simulator is
Hotspot [146].

● DVFS awareness: Dynamic Voltage and Frequency Scaling is very important in
today’s nanoscale design environment due to leakage effects and corresponding
power loss. The simulator should be able to vary the speed of operation and also
to report the effect on power consumption due to DVFS.

● 3D IC support: 3D NoC support is a new requirement and usually any general
purpose simulator may be extended to support 3D models. Some of the major
concerns is heat removal. 3D-ICE [147] is an open tool that is devoted to cooling
solutions, especially micro-fluidic channels.

11.9 Reliability and fault tolerance in 3D NoCs

Rapid technology scaling in deep sub-micron domain has exacerbated the reliability
issues in chip interconnects scenario. During the chip manufacturing process at deep
nanometre technologies (65 nm and beyond), some variations like random dopant fluc-
tuations (RDF), overlay and spatial-correlated effects like dose, focus, etc. are almost
inevitable. These in turn impact on changing device characteristics, like effective gate
length, oxide thickness, transistor threshold voltages leading to violation in consumed
power and timing constraints and induced hazard in the system performance, raise the
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reliability issues. Hard faults are commonly generated from ageing effects, such as
electromigration and others manufacturing errors and testing process. Whereas soft
errors are usually caused from crosstalk, coupling noise and others transient effect.
Depending on duration of time a fault persists in a real-time system can be categorized
in three different types depending on its manifestation pattern: transient, intermittent,
and permanent faults.

Transient faults are temporary and relate to soft errors that usually lead to Single
Event Upsets (SEUs) by inverting state of the transistor or other storage cells. This type
of faults is random in nature and therefore hard to predict. A common measurement
for transient fault is Soft Error Rate (SER) that describes the probability of occurrence
of error in the circuitry and tolerance of the circuit against variable phenomena (like
electromigration radiation and other noises originating from other parts of the chip)
causing soft error. SER can be decreased by giving special care to low noise properties
at the circuit design time.

While intermittent faults arise in the system due to timing discrepancies like
gate and path delay, the circuit is operable but after some alteration in environmental
conditions such as change in temperature or voltage that violets the operation. Inter-
mittent fault often leads to occurrence of permanent failure. It is very hard to detect
these faults, because most of the time system operates correctly and gets failure only
under certain input condition or for some specific input instances. The way to recover
this fault is to replace the faulty circuit or to bypass the faulty region.

Failure of router intra-links and failure of router components like routing compu-
tation unit, input buffer, virtual channel arbiter, switching allocator and crossbar unit,
all these are susceptible to different types of permanent faults. Permanent fault causes
irreversible physical changes in the circuit and therefore they are easily traceable.

A reliable NoC system should detect occurrence of all these different kinds
of faults and then working on reconfiguring the system resources to recover these
faults and ensuring guarantees to the continuous correct functionality of the system.
Presence of these faults is detected by custom testing mechanisms or other detec-
tion schemes based on codes. Codes are mostly used to detect and correct errors of
transient faults. For instance, Crosstalk Avoidance Codes (CAC) [148] are used to
avoid crosstalk and minimize the chance of occurring noise in the transmitting wire.
For errors whose presence could not be detected, a Error Detection Code (EDC) is
followed by Error Correction Code (ECC) [149] to detect and correct these errors.

Retransmission scheme can solve the transient fault (usually caused from
crosstalk) but not the intermittent and permanent faults. A testing process is car-
ried out to detect any kind of incompetency that are induced into the chip during
manufacturing time. While adaptive routing is used to bypass the defective region
and to tackle the permanent faults that occur during operational time. However, dead-
lock is one important issue that may arise with adaptive routing. Most of the existing
3D NoC routing algorithms use turn-model that imposes restriction on available rout-
ing choices. AdaptiveZ [53] and Adaptive XYZ [44], [54] are some of the recently
proposed fault tolerant adaptive routing for 3D mesh NoC. While some technique uses
Virtual-Channel (VC) [150] for deadlock-avoidance others employ Virtual-Output-
Queue (VOQ) [151]. All these procedures ensure the deadlock freeness at the expense
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of additional hardware cost, increasing implementation complexity, or from latency
penalty caused by direction restricted routing.

The reconfigurable approach proposed in Reference 152 tolerates different kind
of faults at runtime, where predetermined Hamming coding and interleaving com-
bined with stop-and-wait ARQ to deal with transient, intermittent, and permanent
faults that occur as both bursts and single errors. Various error control schemes are
provided in References 153 and 154 to achieve the required QoS levels.

11.10 Conclusion

With continuous and rapid progress in different emerging technologies and design
techniques development of 3D NoC is indeed a fast growing field and grabbed
the attention of a majority of serious researchers. Besides development in differ-
ent 3D integration technologies development in several emerging technologies like
photonic interconnects for very high bandwidth data transfer, emergence, and suc-
cessful application of wireless communication technologies in nanoscale domains,
growth in other interconnect technologies like CNT, graphene, etc. are continuously
working in harmony towards the rapid development of high-performance 3D NoCs
for different high-performance computing and communication intensive applications.
Several open challenges still exist in this domain like Development of Novel Nanoscale
Technologies for Photonics where Photonic crystal based interconnect [155] may be
considered for constructing 3D NoC due to their high confinement capabilities. These
interconnects have extremely low loss and allow perpendicular bends. Another direc-
tion for Novel Architectures and System Development may also be mentioned in this
regard. Photonics will soon be a key enabler of on-chip exascale computing. General
Purpose Graphics Processing Units (GPGPUs) and low power photonic interconnect
for such systems are being considered now. Proper dimensional scaling without sig-
nificant loss in high throughput and performance always remains a challenging issue
for wireless and other emerging technologies. As an end note, ultra high-performance
exascale computing is just going to be a reality in few years with enormous
possibilities of 3D NoCs with proper support of other emerging technologies
discussed above.
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Chapter 12

A new paradigm towards performance
centric computation beyond CMOS:

DNA computing

Prasun Ghosal1, Mayukh Sarkar1

and Pratima Chatterjee1

With rapid growth in very-large-scale integration technology following Moore’s law,
the integration density of transistors has reached billions. This caused scaling of
transistors to reach deep submicron regime resulting in failure of classical physics.
Eventually, classical computing technologies have reached a physical limit and caused
slowing down of Moore’s law. Also, current leakage becomes a major problem in clas-
sical technology at such small size that heats up the chip. So Dennard scaling, which
states about the constant power density with the decrease of transistor size also failed.
It caused the switch to multi-core technology but that too seems to be at the end due
to Dark Silicon issues. As a plausible alternative, researchers are trying to switch
to some non-Complementary Metal-Oxide Semiconductor (CMOS) technology, e.g.,
quantum computing, bio-inspired computing such as deoxyribonucleic acid (DNA),
etc. Besides mitigating the concerns faced in conventional technology, DNA comput-
ing comes with a bunch of other benefits too to cater the needs of future-generations
computing, viz. massively parallel operations, huge information density over silicon,
etc. In this chapter, with an introduction to structure of DNA and how DNA com-
puting works, several fields of DNA computing have been explored followed by how
DNA computing can be applied to solve several problems otherwise known as hard
on conventional computer with some comments on possible future research directions
in this promising field.

12.1 Introduction

History of genetics starts with the laws of inheritance discovered by Gregor Mendel,
an Austrian monk [1]. While performing hybridization experiments with several pea
plants between 1856 and 1863, he discovered that a plant inherits one trait from each
parent at each generation and the trait from one parent remains dominant over the same

1Indian Institute of Engineering Science and Technology, Shibpur, India
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from other parent. Also, genes for different traits assort independently of one another.
On the other hand, Johannes Friedrich Miescher, a Swiss physician, while working
at the University of Tübingen, Germany, in 1869, isolated various phosphate-rich
cellular material that was not protein and named it nuclein (now nucleic acids) [2].
The discovery of genetics was finalized by rediscovery of Mendel’s experiment in
1900 by Hugo de Vries, Erich von Tschermak, and Carl Correns [4, 3, 5]. In 1928,
Frederick Griffith discovered the transforming principle while studying the effect of
injecting virulent smooth strain bacteria and non-virulent rough strain bacteria in mice
[6]. The principle states that information can be transferred between different strains of
bacteria. In 1943, Oswald Theodore Avery discovered [7] that the deoxyribonucleic
acid (DNA) was transforming agent in Griffith’s experiment [8]. Before that, in
1935, DNA has already been extracted in pure state for the first time by Russian
Scientist Andrey Nikolayevich Belozersky [9]. In 1953, Watson and Crick discovered
the double helical structure of DNA molecule [11, 10].

DNA molecule is generally present in the nucleus of each living cell and uniquely
identifies the characteristics of that living organism. Beside nuclear DNA some com-
plex organisms, e.g., human have small amount of DNA present in cell mitochondria
that is also referred to as mitochondrial DNA (mtDNA).

12.1.1 DNA structure

DNA is a polymer nucleic acid formed by two strands coiled around each other to
form double helical structure. Each of these two strands is composed of monomers
known as nucleotides. Each nucleotide is composed of a nucleoside and a phosphate
group. A nucleoside, in turn, is composed of a 5-carbon (pentose) monosaccharide
sugar (deoxyribose) and a nitrogen containing nucleobase is attached to the sugar.
These sugar and phosphate groups form DNA backbone that is a chain of alternating
sugar and phosphate groups. Here, two adjacent sugar molecules are connected via
a phosphate group that forms phosphodiester bond between the 3′- and 5′-carbon of
the adjacent sugars. This deoxyribose sugar lacks an hydroxyl group at 2′-position,
as opposed to the ribose sugar found in RNA. The base is attached to the sugar at the
1′-carbon. So each DNA strand has a direction with a 3′-end and a 5′-end where a
terminal hydroxyl group is attached to the 3′-end and a phosphate group attached to
the 5′-end.

Four types of nucleotide bases are found in a DNA molecule, viz. adenine (A),
guanine (G), thiamine (T), and cytosine (C). Among these four bases, cytosine and
thiamine are pyrimidine bases, i.e., they contain one six-member carbon–nitrogen
ring and two nitrogen atoms at 1 and 3 positions of the ring. Adenine and guanine are
purine bases with a pyrimidine ring fused to an imidazole ring containing two carbon–
nitrogen rings and four nitrogen atoms. The chemical structures of the nucleotide bases
are shown in Figure 12.1.

In a DNA double helix, two DNA strands are joined in anti-parallel fashion,
i.e., run in opposite directions. Here, each base of one strand gets paired up with
corresponding Watson–Crick complementary base of other strand by hydrogen bonds,
i.e., adenine gets paired up with thiamine, and cytosine gets paired up with guanine.



A new paradigm towards performance centric computation beyond CMOS 381

C-G

N

N

N

NN

N

N

N

NN

N

N NN

N

N

N

N N

N

N

N

N

N

N

N

N

N
N

O

O

O

O

O

O

H

HO

OH

H
H

HH

H

H

H

N H

H

HH

H
H

H
H

H

H

H

H
H

H

A-T

Adenine

Guanine

Purine base

Thymine

Cytosine

Perimidine base

N

N

N
O

H

H

N N
O

CH3

CH3

CH3

OH

H

T-A

G-C

N

N

N

N

H H

H

N H

NN

N

N

O
H

H
H

N H

Figure 12.1 Chemical structures of the nucleotide bases

A-T pair has two hydrogen bonds and G-C pair has three hydrogen bonds. Structure
of a DNA double helix is shown in Figure 12.2.

12.1.2 Operations on DNA solutions

The algorithms designed to solve computational problems using DNA are actually
sequences of bio-molecular operations applicable on a solution of DNA molecules.
Following operations are applicable on a solution of DNA computer.

Synthesis: DNA strands can be synthesized according to DNA sequences entered
by user using a machine named “DNA Synthesizer”. Four nucleotide bases are
supplied to the synthesizer in a solution and the synthesizer creates millions of
copies of desired strand.
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Denature: DNA double strands in a solution can be heated to get separated in two
single strands as heat breaks the hydrogen bond between complementary pairs
of double strand. As G-C pair has one more hydrogen bond than A-T pair, tem-
perature required to break a G-C pair is also higher than that required for an
A-T pair. So the denaturing temperature of a DNA strand primarily depends
on nucleotide sequence. Strands having higher count of G-C pair also has
higher denaturing temperature than other strands. Denature operation is shown in
Figure 12.3.
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Denatured operation on DNA solution

Figure 12.3 DNA denaturation

Cool

DNA solution before cooling DNA solution after cooling

Anneal operation on DNA solution

Figure 12.4 DNA anneal

Anneal: This operation is exactly opposite to denature and is also referred to as
“hybridization”. When a solution of single strand is cooled down then comple-
mentary strands get bound to each other and form double strand during random
motion of DNA molecules. Anneal operation is shown in Figure 12.4.

Ligation: DNA ligase is a specific type of enzyme that joins two DNA strands by cat-
alyzing the formation of covalent phosphodiester bond between the 3′-hydroxyl
end of one nucleotide and 5′-phosphate end of other nucleotide. To perform lig-
ation, adenosine triphosphate (ATP) is needed to be added along with ligase
enzyme.

Amplify (PCR): Polymerase chain reaction (PCR) is used to make multiple copies of
a DNA molecule. To perform this operation, solution containing double strands
is first heated enough to get broken into single strands. Primers, complementary
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Figure 12.5 Polymerase chain reaction

strands of DNA molecule or part of molecule of interest, are added to solution
along with Taq polymerase enzyme. This solution of broken single strands is
cooled down to get primers attached and thus polymerase get bound and begin
copying the DNA strand. This cycle is repeated several times to get millions of
copies of the molecule. During each cycle number of DNA molecules get doubled
in solution, i.e., the number of DNA molecules becomes 2n after n number of
steps. Steps of a PCR operation are shown in Figure 12.5.

Separation by string: DNA strands from a solution can be separated based on the
presence of a particular short sequence. For example, let us consider separating
DNA strands containing the sequence AGCAGTC. Magnetic bead separation
technique can be used to perform this operation. Here, complementary oligos
of the desired sequence are attached to tiny magnetic beads and added to the
solution. Strands containing the target sequence get attached to the beads after
annealing. A magnet is used to pull the beads out of the solution. An example
of separation is shown in Figure 12.6 where the separation is being performed
based on the presence of a substring ACGC. So the magnetic beads containing
TGCG are being added to the solution.
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Figure 12.7 Separating DNA strands based on length

Separation by length: When DNA molecules are placed in an electric field, they
get attracted towards the positive pole being negatively charged. When this elec-
trophoresis is performed in a gel (agarose, polyacrylamide), strands move at
different speeds based on their size. Smaller molecules move faster while larger
ones move slower. This technique is called Gel Electrophoresis as shown in
Figure 12.7. The result may be visualized by staining it using ethidium bromide
and viewing under ultraviolet light.
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12.1.3 How DNA computers work? Power of DNA computer

Problems are solved on a DNA computer by encoding problems using A, T, G, and C,
synthesizing corresponding DNA strands, and performing suitable sequence of bio-
molecular operations on those strands in a molecular biological laboratory. The finite
sequence of bio-molecular operations used to solve the particular problem may be
referred to as DNA algorithm for that problem. Output of DNA algorithms is DNA
molecules too. They need to be decoded to get desired output in terms of main problem
definition.

The main power of DNA computing over conventional ones is as follows:

1. Massively parallel operation: A single test tube of DNA can contain trillions
of DNA strands and all strands respond to the biological operations in parallel.

2. Huge information density of DNA over silicon: Estimated storage capacity of
2.2 petabytes per gram of DNA has been reported in Reference 12.

Advantage of huge information density has proven DNA to be an important and
reliable media to store information. Recent studies have also revealed that data stored
on DNA molecule can last even thousands of years [13]. It also has attracted many
researchers for being a primary application of DNA molecules as long term and
reliable data storage [12, 14, 15].

On the other hand, among several other applications, designing strong cryptog-
raphy and data hiding techniques have been invented over the years. In fact, even
simplest cryptography technique using DNA molecules with original data encoded
by DNA strand is mixed in a solution with millions of other dummy molecules and two
20-base primers are used as key proves to be more powerful than 56-bit Data Encryp-
tion Standard (DES) cryptography technique. This is due to the fact that key space
for DNA method (440) is much larger than key space of 56-bit DES (256). Besides
these hard problem of finding exact DNA molecule without primers, another hard
biological problem, viz. Fragment Assembly Problem has also been used to encrypt
messages [16, 17]. This power of hiding messages by DNA molecules has been proven
from time to time by various researchers [18–23]. This power of encrypting messages
has also been used in encrypting images using DNA molecules [24, 25].

12.1.4 History of DNA computing

12.1.4.1 Emergence for hard problem solving
In 1994, Adleman [26] has shown a new way of solving Nondeterministic Polynomial
time (NP)-complete problems using DNA by solving Traveling Salesman Problem.
Since then, many scientists have chosen this powerful tool to solve various NP-
complete problems. In the very next year (1995), Lipton [27] developed an algorithm
to solve the Boolean satisfiability problem (SAT) on a DNA computer in linear time.
In the same year (1995), Boneh et al. [28] broke DES, a famous encryption method,
using DNA. In 1997, Ouyang et al. [29] solved maximal clique problem given a six-
vertex graph. A huge achievement was made by Adleman and others in 2002 when
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they solved 20-variable 3-SAT problem by performing an exhaustive search over one
million possibilities [30]. Along with these experiments, several other NP-complete
problems, e.g., Graph Coloring [31], Bin Packing [32], etc., have been solved using
DNA computing.

12.1.4.2 Attempts made for physical realization
In 2002, researchers from Weizmann Institute of Science, Israel have developed
a programmable molecular computing machine composed of enzymes and DNA
molecules. In 2003, the same team advanced one step further. In the new device,
the single DNA molecule that provides the computer with input data also provides
all necessary fuel [33]. In 2004, Benenson et al. [34] described an autonomous bio-
molecular computer that logically analyzes the levels of messenger RNA species. In
response, it produces a molecule capable of affecting levels of gene expression. This
computer would be capable of diagnosing cancer theoretically and producing anti-
cancer drug. In 2013, Goldman et al. [12] encoded computer files totaling 739 kB
of hard disk storage and with an estimated Shannon information of 5.2 × 106 bits
into a DNA code, synthesized, sequenced, and then reconstructed the original data
with 100% accuracy. In the same year (2013), bio-engineers at Stanford University
created first biological transistors named transcriptor using DNA and RNA [35]. On
26 October 2014, Israeli scientists in collaboration with researchers from around the
world have developed DNA strands capable of carrying electrical charges for DNA-
based electrical circuits [36, 37]. They have reported reproducible charge transport
in guanine-quadruplex (G4) DNA molecules adsorbed on a mica substrate and have
measured currents of tens of picoamperes to more than 100 pA in G4-DNA over
distances ranging from tens of nanometers to more than 100 nm.

12.2 DNA computing models

Several abstract models of computations using DNA molecules have been proposed
in this section. Each of these models is characterized by the set of operations avail-
able in these models. Some basic operations, e.g., merging two test tubes or copying
contents of one test tube into other are available in all the models. Rest of the opera-
tions uniquely characterize the model. Algorithms designed for a DNA computer are
sequenced in these operations and the approach to solve a particular problem may vary
from one model to another. But these models are very much restricted by the success
of implementations of these operations in bio-molecular laboratory. Several things
are needed to keep in mind to understand the real difference between these abstract
models and practical implementations of operations comprising the model as follows:

1. Time required to perform the operations in laboratory may vary vastly from one
operation to another. Thus, the original time required to perform one sequence
of operations may vary largely from another sequence of operations having same
number of operations. But for the ease of analysis, the complexity of an algorithm
is measured in terms of number of operations in the algorithm.
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2. These laboratory techniques are not free from errors. So, the success of practical
implementations of the algorithms depend on how much error-prone the imple-
mentation of operations comprising the algorithm are. But several measures can
be taken to reduce the effect of these errors in some cases. For example, some
DNA molecules may be lost while pouring DNA solution from one test tube to
another. To assure that no DNA code get lost, millions of copies of each DNA
strand are kept in the solution.

In these models, the DNA solution in a test tube is considered to be a multi-set
of strings, where each string is made up of four letters A, G, C, and T. But for the
ease of representation, these strings may be represented by some symbols or group
of symbols from an alphabet.

12.2.1 Adleman–Lipton model

The Adleman–Lipton model, also known as the filtering model, is the first model
proposed for DNA computing. Adleman performed basic bio-molecular operations
on DNA solution to determine whether a graph has Hamiltonian path. Lipton used
the same technique to solve the SAT problem, a computationally “hard” problem for
a conventional computer in reasonable time.

Idea of filtering model is to first generate all possible solutions to the problem
and then filtering out the solutions violating the criteria. These possible solutions
are represented using suitable DNA strands in a solution and then a sequence of
bio-molecular operations is used to filter out the undesirable DNA strands. As for
example, to solve the Hamiltonian path problem,Adleman generated all possible paths
of the graph and then step by step removed those paths that cannot be Hamiltonian.
Similarly, to solve the three-vertex-colorability, first all possible colorings of the
graph are generated and then those colorings are removed that violate the criteria,
i.e., have two adjacent vertices with same color.

The basic Adleman–Lipton model thus contains the following operations:

1. separate(T , S): Separate DNA strands of test tube T in two parts, one having S
as substring and strands in other part do not contain S. Place two parts in two
test tubes, T on

S contains the strands having S as substring, and T off
S contains the

others.
2. merge(T : T1, T2, . . . , Tn): Pour the contents of test tubes T1, T2, . . . , Tn in test

tube T and thus forming T = ∪(T , T1, T2, . . . , Tn).
3. detect(T ): Given a test tube T, detect whether the test tube is empty or not. If

empty, return false, otherwise return true.

12.2.1.1 Adleman’s experiment: solving Hamiltonian path problem
In 1996, Adleman first showed that DNA molecules those were otherwise used to be
considered only as the information to carry the characteristic of a living organism can
also be used to solve computational problems. So, in a sense, this work is the starting
of the DNA computation. Adleman solved the Hamiltonian path problem that states
whether a graph has a Hamiltonian path given a starting vertex and an end vertex.
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START END

Figure 12.8 The graph used by Adleman in original experiment (Source: Reference
[26])

Atlanta

BostonChicago

Detroit

Figure 12.9 The graph used by Adleman for demonstration (Source: Reference
[26])

The Hamiltonian path is a path in graph, which traverses through all the nodes of
the graph exactly once. Adleman spent 7 days in lab to find the Hamiltonian path
in a graph. Though this time seems long, but if we consider the large and uneven
times taken by various experiments on a DNA solution and understand the fact that
algorithm devised by Adleman is linear in terms of count of operations, whereas the
problem itself is computationally “hard” for a conventional computer, we can readily
understand the importance of the work. Although Adleman performed this operation
on a seven-vertex graph with 14 edges as shown in Figure 12.8, but to understand the
representation of the problem in terms of DNA code and the sequence of operations
performed on the solution step by step, Adleman provided an example on a small
prototype with a graph having four nodes and six edges as shown in Figure 12.9. We,
for the sake of easy understanding, will use same prototype used by Adleman.

A bare-bone procedure to solve the Hamiltonian path problem may be viewed as
follows:

1. Generate all possible paths in the graph.
2. For each path in the set, do the following:

a. Check whether the path begins with the given start vertex and ends with the
given end vertex. If not, discard the path.
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b. Check whether the path passes through exactly n number of nodes, where n
is the number of nodes in the graph. If not, discard the path.

c. For each vertex, check whether the path passes through that vertex. If not,
discard the path.

3. Check whether the path set is empty. If not empty, report that there is a
Hamiltonian path, otherwise, there is no Hamiltonian path in the graph.

As first step, elements of the problem, i.e., in this case, nodes and edges need to
be properly encoded. Adleman assigned random DNA sequence to each node. For the
prototype example, let us consider an assignment where each node is assigned 8-mer
DNA sequence as shown in Table 12.1.

Now, each node may be considered to have a first half and a second half. For
example, Boston may have the first half as TCGG and second half as ACTG. For
edges, each edge is encoded with 8-mer DNA strand obtained by concatenating the
second half of source node and first half of destination node. For example, Atlanta–
Boston edge is encoded by concatenating the second half of Atlanta (GCAG) and
the first half of Boston (TCGG) thus obtaining GCAGTCGG. In this manner, all six
edges can be encoded as follows in Table 12.2.

Now let us assume that we need to find whether any Hamiltonian path exists that
starts from Atlanta and ends to Detroit. As we can see, there exists a Hamiltonian
path Atlanta–Boston–Chicago–Detroit. So the output of the algorithm should keep
this path after filtering out the unnecessary paths. So the final solution must con-
tain the DNA sequence GCAGTCGGACTGGGCTATGTCCGA, whereas the first
8-mer represents the edge Atlanta–Boston, second 8-mer as Boston–Chicago and the

Table 12.1 DNA sequence assigned to the nodes

Node DNA sequence Watson–Crick complement

Atlanta ACTTGCAG TGAACGTC
Boston TCGGACTG AGCCTGAC
Chicago GGCTATGT CCGATACA
Detroit CCGAGCAA GGCTCGTT

Table 12.2 DNA sequence assigned to the edges

Edge DNA sequence

Atlanta–Boston GCAGTCGG
Atlanta–Detroit GCAGCCGA
Boston–Chicago ACTGGGCT
Boston–Detroit ACTGCCGA
Boston–Atlanta ACTGACTT
Chicago–Detroit ATGTCCGA
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last 8-mer Chicago–Detroit, as clear from Table 12.2. Now the algorithm works as
follows:

1. Synthesize the Watson–Crick complementary sequences for each node and
sequence for each edge and put them in a single test tube. So, the test tube T
contains following DNA strands.

T = {TGAACGTC, AGCCTGAC, CCGATACA, GGCTCGTT, GCAGTCGG,
GCAGCCGA, ACTGGGCT, ACTGCCGA, ACTGACTT, ATGTCCGA}

2. Next add ligase enzyme and other ingredients to facilitate the ligation operation
in the test tube. During random movement of molecules in the solution it may
happen that the complementary DNA strand encoding Boston (AGCCTGAC)
and the strand encoding Atlanta–Boston edge (GCAGTCGG) may come closer
and as the last half of Atlanta–Boston edge (TCGG) and the first half of Boston
node (AGCC) are complementary they form double strand as
(

GCAGTCGG
AGCCTGAC

)

Now the resulting complex has TGAC as the sticky end. If the Boston–Chicago
edge comes closer to this complex, it will join to the sticky end and the new
complex thus formed becomes
(

GCAGTCGGACTGGGCT
AGCCTGAC

)

Similarly, the complementary node of Chicago (CCGATACA) may find the new
sticky end of the complex (GGCT) and get attached. The ligase enzyme joins
the edge strands by creating phosphodiester bond between them. In this manner,
various random paths are formed. If suitably high number of molecules are taken
at the beginning, then clearly there is a very high probability that most of the
paths are generated and if not all they at least contain the Hamiltonian path.

3. As nearly all possible paths are found now, we need to filter out unnecessary ones.
To begin that, first perform PCR with two primers, last half of the source node (in
this case, as the starting node is Atlanta, one primer is GCAG) and the first half
of the destination node (in this case, Detroit and hence, CCGA). All the DNA
strands that begin with GCAG and end with CCGA are amplified at exponential
rate. The strands that begin with GCAG but do not end with CCGA or vice versa
are amplified at much slower rate, almost linearly. Those strands that neither start
with GCAG nor end with CCGA are not amplified at all. Adleman took a small
amount of the solution after PCR. Thus, there is a high probability that most of
the strands having GCAG at the beginning and CCGA at the end were obtained
along with very small amount of other molecules.

4. Now, we have those DNA strands that starts with Atlanta and ends with Detroit.
Next, Gel Electrophoresis is performed and DNA strands are separated hav-
ing the right length. (For a graph with n cities and each node and edge being
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p-mer, separate the band containing (n − 1)p-mer DNA strands, as the possible
Hamiltonian paths will contain (n − 1) edges. In the example, separate the bands
with 24-mer DNA strands.)

5. Now, we have the paths having correct start node and end node, and have (n − 1)
edges, where n is the number of nodes. Now, the affinity purification (separation
by string) needs to be performed for each intermediate node using magnetic bead
separation method to assure it is going through all the nodes. In this case, Boston
and Chicago are the intermediate nodes. First, use the complement of Boston
node as the probes on beads and pull the strands having Boston (TCGGACTG)
as substring. After separating the strands having Boston, use the filtered out
strands to re-filter against the Chicago node with complement of Chicago as the
probes on beads.

6. After performing the affinity purification for all intermediate nodes, we thus have
all strands with correct start and end nodes having (n − 1) edges and all nodes
are present and hence the Hamiltonian paths. So, if at end, test tube is empty, the
graph has no Hamiltonian path with given starting and end nodes. Otherwise, the
test tube contains the desired Hamiltonian path.

12.2.1.2 Lipton’s experiment: solving SAT problem
A Boolean expression is made up of Boolean variables and Boolean operators AND
(denoted by ∧), OR (denoted by ∨), and NOT (or negation, denoted by ¬). An
expression is called satisfiable, if there exists an assignments of variables that
makes the expression TRUE. SAT is therefore, given a Boolean expression, deter-
mining whether the expression is satisfiable. The Boolean expressions are built
up as conjunction (AND) of clauses, where each clause is disjunction (OR) of
literals, and each literal is either a variable (positive literal) or negation of the vari-
able (negative literal). The SAT problem is one of the first proven NP-complete
problems.

Lipton solved the SAT problem using linear complexity of bio-molecular oper-
ations. The idea was to represent the problem using graph and then solve the
problem using Adleman’s approach. Assume that the variable set of the prob-
lem is V = {x1, x2, . . . , xn}. The graph is (3n + 1)-node graph having the node
set

{
a1, x1, x′

1, a2, x2, x′
2, . . . , an, xn, x′

n, an+1

}
, with edges from ak to xk , ak to x′

k ,
xk to ak+1, x′

k to ak+1 for 1 ≤ k ≤ n, as shown in Figure 12.10 for two-variable
set {x, y}.

Binary strings are represented by paths from a1 to an+1, where the path passes
through xk if xk = 1 in the assignment, and the path passes through x′

k if xk = 0 in the
assignment. The nodes and edges of the graph are encoded in the similar manner to
the Adleman’s representation. Also, the initial set of all possible assignments, i.e., all
possible paths in the graph are also generated using Adleman’s procedure.

Assume that the expression consists of m clauses, C1, C2, . . . , Cm. We need to
check whether there exists any assignment that makes each of these clauses TRUE.
To obtain that, for each clause, one by one, the paths making the clause TRUE needs
to be filtered and used for the next clause.
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a1

a2

a3

x

x' y'

y

Figure 12.10 Lipton’s SAT solver graph (Source: Reference [27])

Algorithm 12.1 thus works as follows:

Algorithm 12.1 Lipton’s SAT solver.

1: procedure SATSolver(in : The initial path set in test tube T0)
2: for each clause Ci for 1 ≤ i ≤ m do
3: for each literal vj in Ci do
4: if vj is a positive literal then
5: T j

i ← Ti−1
on
vj

6: � Separate those paths from Ti−1 which have vj

as substring
7: else
8: T j

i ← Ti−1
on
v′

j

9: � Separate those paths from Ti−1 which have v′
j

as substring
10: end if
11: end for
12: Merge all T j

i s in Ti

13: � Ti now contains those paths that satisfy
C1, C2, . . . , Ci

14: end for
15: Detect(Tn) � If Tn is non-empty, the expression is satisfiable,

otherwise not
16: end procedure

12.2.2 Sticker model

A binary number may be represented in the DNA sticker model by employing two
groups of single-stranded DNA molecules. One is memory strand, which is a long
DNA molecule, subdivided into several non-overlapping region. Other group is a set
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Stickers

CGAT GTAA CCGG CAGA GTGA TTCG AAAG TGTA

GCTA CATT GGCC GTCT CACT AAGC TTTC ACAT

Figure 12.11 An example memory strand with corresponding stickers

GGCC AAGCCACTGCTA

CGAT GTAA CCGG CAGA GTGA TTCG AAAG TGTA

1 1 1 1 10 0 0

TTTC

GCTA GTCT ACAT

CGAT GTAA CCGG CAGA GTGA TTCG AAAG TGTA

1 1 1 1 10 0 0

CATT CACT

Figure 12.12 An example memory strand with corresponding stickers

of stickers, which are short DNA molecules, each having length equal to length of
each region of memory strand. Each sticker is complementary to one and only one of
the non-overlapping regions. Each non-overlapping region represents a bit. If a sticker
is annealed to its matching region on the memory strand that region then represents
1 bit, otherwise a 0 bit.

For example, to represent a 8-bit number, if we take the memory strand and the
corresponding stickers as in Figure 12.11, where each sticker is complementary to
each of the eight non-overlapping regions, respectively. As an example, the numbers
11011001 and 01001110 can be represented using the above sticker model as in
Figure 12.12.

Any set of bit strings can be represented by identical memory strands, each
memory strand having stickers annealed only at the required 1 bit positions.

12.2.2.1 Operations on sticker-based DNA
The operations available on sticker-based DNA strands are as follows:

1. Combine: In this operation, two sets of bit strings in two test tubes are combined
in one test tube. This corresponds to producing a new tube containing all the
memory complexes from both input tubes.

2. Separate: In this operation, a set of strings is separated into two sets based on a
particular bit. This creates two new tubes, where one tube contains strings having
that particular bit on, and the other tube contains the strings having the bit off.



A new paradigm towards performance centric computation beyond CMOS 395

Combine
ACAT GCAGTTGC

TGTA

ACAT GCAGTTGC

CGTC

ACAT GCAGTTGC

. . .

. . .

. . .

. . .

. . .

. . .

. . .

. . .

TGTA AACG

T1 

T2 

Tout 

ACAT GCAGTTGC

AACG CGTC

AACG

AACG

Figure 12.13 Combine operation

AACG

ACAT GCAGTTGC

TGTA

. . .

ACAT GCAGTTGC . . .

ACAT GCAGTTGC . . .

. . .

. . .

. . .

ACAT GCAGTTGC . . .

. . .AACG

Tin 

Toff 

Ton 

Separate
on bit 1

AACG

TGTA AACG

Figure 12.14 Separate operation

3. Set: In this operation, a particular bit in every string of the DNA solution is
set (turned on). The sticker for that bit is annealed to the appropriate region on
every complex in the set’s tube. Setting is performed by annealing the particular
sticker to the bit needs to be set in the memory strand. Setting multiple bits can be
done in parallel by pouring all the stickers corresponding to the targeted bits and
annealed. All the poured stickers anneal with the memory strand at the same time.

4. Clear: In this operation, a particular bit in every string of a DNA solution is
removed by removing the sticker (if present) for that bit from every memory
complexes in the test tube. Implementation of this operation is difficult, and
hence avoided in proposed algorithms.
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Set
the last bit AACG

ACAT GCAGTTGC . . .

. . .

ACAT GCAGTTGC

TGTA

. . .

. . .

ACAT GCAGTTGC . . .

. . .AACG

Tin Tout 

AACG

ACAT GCAGTTGC . . .

. . .TGTA AACG CGTC

CGTC

Figure 12.15 Set operation

Clear
the bit 2

ACAT GCAGTTGC . . .

. . .

ACAT GCAGTTGC

TGTA

. . .

. . .

ACAT GCAGTTGC . . .

. . .AACG

Tin Tout 

AACG

ACAT GCAGTTGC . . .

. . .TGTA

CGTCCGTC

Figure 12.16 Clear operation

Copy

Tsrc in Tdest

ACAT GCAGTTGC . . .

. . .

ACAT GCAGTTGC

TGTA

. . .

. . .

ACAT GCAGTTGC . . .

. . .AACG

Tsrc Tdest

AACG AACG

AACG

ACAT GCAGTTGC . . .

. . .TGTA

CGTCCGTC

Figure 12.17 Copy operation (Tdest empty initially)

5. Copy: In this operation, the contents of one test tube Tsrc are copied into another
blank test tube Tdest . The contents of Tsrc are retained as it is. This operation can be
performed easily by pouring some of the contents of Tsrc in Tdest and performing
Polymerase Chain Reaction on both the test tubes. Difference between Combine
and Copy is that, Combine empties the source test tube, but Copy retains, and
Copy requires a blank test tube as destination.
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12.2.2.2 Functional formulation of the operations available
on Sticker-based DNA model

For the ease of representation, functional formulations of the operations described in
Section 12.2.2.1 are used as follows:

1. Copy
(
T 1

dest , T 2
dest , . . . , T n

dest ; Tsrc

)
: Copy contents of Tsrc in blank test

tubes Tdests.
2. Combine

(
Tdest ; T 1

src, T 2
src, . . . , T n

src

)
: Pour the contents of Tsrcs in Tdest . After this

operation, Tdest contains the union of contents of Tdest and all Tsrcs. Tsrcs become
empty.

3. Separate
(
T1, i, bon, boff

)
: Separate the contents of T1 based on the value of ith

bit in two test tubes bon, containing DNA strands having ith bit on, and boff ,
containing DNA strands having ith bit off.

4. Set(T1, bi): Set the ith bit bi of all DNA strands in test tube T1.

12.3 Performing arithmetic and logic operations
using DNA

As has been observed till now, DNA computing is extremely useful and powerful for
computationally “hard” problems that require very large search space. But it should be
applicable on wider range of problems to make it generally applicable. To achieve that
goal, simple logic and arithmetic operations available on a conventional computers
are also necessary to be implemented in a DNA computer. These operations include
different logic operations, viz. NOT, OR, AND, XOR, NOR, NAND, and XNOR;
compare, shift, etc., integer and floating point arithmetic operations (Addition, Sub-
traction, Multiplication, and Division). Proper and efficient implementations of these
operations can only lead DNA computing to be a complete substitute of conventional
computers.

Several approaches have been proposed to perform arithmetic and logic opera-
tions using DNA in the literature starting from the first attempt to add two binary
numbers by Guernieri et al. in 1996 [38] to several other attempts such as Gupta
et al. [39] used fixed bit encoding scheme to perform arithmetic and logic opera-
tions, de Santis and Iaccarino [40] used different strands to represent each bit of a
number. Several other approaches for implementing arithmetic and logic operations
have been proposed, such as Ogihara–Ray [41] method of Boolean circuit simulation,
Amos–Dunne [42] method, Barua–Misra [43] method, Qiu–Lu [44] method, etc.

One approach to implement arithmetic and logic operations using sticker-based
DNA model is being described in this section. The operations being described here
are parallel in time. Let two test tubes T1 and T2 be containing DNA strands cor-
responding to the two n-bit binary numbers under operation, respectively. The test
tube Tout will contain the output after corresponding operation. At the beginning of
each operation, Tout is considered to contain blank memory strands, i.e., the string
00 . . . 00︸ ︷︷ ︸

n bits

. The implementations of some of the logic operations are described below.
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12.3.1 AND operation

Algorithm 12.2 performs AND operation between two numbers represented using
sticker model and are kept in two test tubes T1 and T2, respectively. The output of this
operation is available in test tube Tout , also in sticker model representation.

Algorithm 12.2 Parallel AND logic

1: procedure AND(in : T1, T2; out : Tout)
2: Copy

(
T temp

1 ; T1

)
.

3: Copy
(
T temp

2 ; T2

)
.

4: Combine
(
TC ; T temp

1 , T temp
2

)
.

5: Copy
(
T 1

C , T 2
C , . . . , T n

C ; TC

)
.

6: for all bit bi, in parallel do
7: Separate

(
T i

C , bi, bon, boff

)
.

8: if boff is empty then
� bi of both numbers is 1

9: Take sticker corresponding to bi in test tube TSi.
10: end If
11: end for
12: Pour all TSis in Tout and anneal.
13: end procedure

As an example, let us assume two numbers, 1001 and 1100 be kept in two test
tubes T1 and T2, respectively. Let the memory strand be CGAT|GTAA|CCGG|CAGA.
Hence, the two numbers will be represented as in Figure 12.18.

Now, the algorithm runs as follows:

1. The backup of T1 and T2 is combined into TC . Hence, TC now contains
{1001, 1100}. Empty memory strand is taken into test tube Tout .

CGAT GTAA

1 10 0

1 1 0 0

CCGG CAGA

GCTA CATT

CGAT GTAA CCGG CAGA

GCTA GTCT

Figure 12.18 DNA molecules for the example of AND operation
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GCTA

CGAT GTAA CCGG CAGA

0 0 01

Figure 12.19 DNA molecule representing output of AND operation

2. TC is copied into four test tubes T 1
C , T 2

C , T 3
C , T 4

C .
3. The following operations are executed on the four test tubes in parallel:

a. T 1
C is separated based on bit 1, bon contains both 1001 and 1100, and boff is

empty. So, the sticker for bit 1, GCTA is taken into test tube TS1.
b. T 2

C is separated based on bit 2, bon contains 1100, and boff contains 1001. As
boff is not empty, nothing to do.

c. T 3
C is separated based on bit 3, bon is empty, and boff contains both 1001 and

1100. As boff is not empty, nothing to do.
d. T 4

C is separated based on bit 4, bon contains 1001, and boff contains 1100. As
boff is not empty, nothing to do.

4. Pour TS1 in the Tout and anneal. Tout now contains the DNA strand as in Figure
12.19 representing the value 1000.

12.3.2 OR operation

Algorithm 12.3 performs OR operation between two numbers kept in two test tubes
T1 and T2, respectively. The output of this operation is available in test tube Tout .

Algorithm 12.3 Parallel or logic

1: procedure OR(in : T1, T2; out : Tout)
2: Copy

(
T temp

1 ; T1

)
.

3: Copy
(
T temp

2 ; T2

)
.

4: Combine
(
TC ; T temp

1 , T temp
2

)
.

5: Copy
(
T 1

C , T 2
C , . . . , T n

C ; TC

)
.

6: for all bit bi, in parallel do
7: Separate

(
T i

C , bi, bon, boff

)
.

8: if bon is not empty then
� bi of at least one number is 1

9: Take sticker corresponding to bi in test tube TSi.
10: end if
11: end for
12: Pour all TSis in Tout and anneal.
13: end procedure
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Algorithm 12.4 Parallel XOR logic

1: procedure XOR (in : T1, T2; out : Tout)
2: Copy

(
T temp

1 ; T1

)
.

3: Copy
(
T temp

2 ; T2

)
.

4: Combine
(
TC ; T temp

1 , T temp
2

)
.

5: Copy
(
T 1

C , T 2
C , . . . , T n

C ; TC

)
.

6: for all bit bi, in parallel do
7: Separate

(
T i

C , bi, bon, boff

)
.

8: if bon is not empty then
� bi of the two numbers are different

9: Take sticker corresponding to bi in test tube TSi.
10: end if
11: end for
12: Pour all TSis in Tout and anneal.
13: end procedure

12.3.3 XOR operation

Algorithm 12.4 performs XOR operation between two numbers kept in two test tubes
T1 and T2, respectively. The output of the operation is available in test tube Tout .

12.3.4 NOT operation

Algorithm 12.5 performs NOT of a number kept in the test tube T1. The output of this
operation is available in test tube Tout .

Implementations of other logic operations, such as NOR, NAND, and XNOR
can be implemented in similar fashion. Using these logic implementations, all integer
operations, such as Comparator, Left and Right Shifters (Logical, Arithmetic, and
Circular), Adder, Subtractor, Multiplier, and Divider; all floating-point arithmetic
operations, such as Adder, Subtractor, Multiplier, and Divider can be implemented.
Moreover, the floating point can be represented in IEEE 754 floating-point format.

As an example, let us implement the Comparator operation.

12.3.5 Comparator

The comparator operation 12.6 will compare two numbers in T1 and T2, and store the
result in three test tubes Tg , Tl , and Te, initially empty. If unequal, Tg will contain the
greater number, Tl will contain the smaller number, and Te will remain empty. If the
two numbers are equal, Te will contain both of the numbers, and the rest of these two
test tubes remains empty.
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Algorithm 12.5 Parallel NOT logic

1: procedure NOT (in : T1; out : Tout)
2: Copy

(
T 1

C , T 2
C , . . . , T n

C ; T1

)
.

3: for all bit bi, in parallel do
4: Separate

(
T i

C , bi, bon, boff

)
.

5: if bon is not empty then
� bi is 0

6: Take sticker corresponding to bi in test tube TSi.
7: end if
8: end for
9: Pour all TSis in Tout and anneal.

10: end procedure

Algorithm 12.6 Comparator

1: procedure Comparator(in : T1, T2; out : Tg , Tl , Te)
2: Combine(T1; T2).
3: for all bit b from MSB to LSB
4: Separate

(
T1, b, bon, boff

)
.

5: if bon or boff is empty then
6: Combine

(
T1; bon, boff

)
.

7: else
8: Combine

(
Tg ; bon

)
.

9: Combine
(
Tl; boff

)
.

10: break � Exit from for loop
11: end if
12: end for
13: if both Tg and Tl are empty then

� T1 contains both strands
14: Combine(Te; T1).
15: end if
16: end procedure
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12.4 Implementing data structures using DNA

As has been described before, to make DNA computer generally applicable, those
problems, which are very much implementable on conventional computer, should also
be implementable on DNA computer. But to solve these problems, several abstract
data types and techniques associated with them are unavoidable. These data struc-
tures define the data storage in proper fashion, for better applicability. Li et al. have
implemented stack and queue in their work.

In this section, another approach to implement stack, queue, list, and map has
been described.

12.4.1 Stack and queue using DNA

A stack may be considered as a last-in-first-out (LIFO) data structure with only a
single entry and exit point named top. All elements are pushed into the stack through
top, and also popped through the top. Hence, the elements which enter last, exit first.

On the other hand, a queue is a first-in-first-out (FIFO) data structure with two
points, one for entry of elements, and the other one for exit. Element that enters first
is also removed first.

For implementations, it may be assumed, without any loss of generality, that
the DNA encoded strands of the elements are of equal lengths. To assure this, a
restriction site is appended at the end of all DNA strands via ligation enzyme. Shorter
DNA strands can be made of equal length with the longest strand by ligating additional
dummy nucleotide bases after the restriction site.

As for example, there are m elements to be inserted into the data structure, and
they are encoded as DNA strands E1, E2, . . . , Em with Es being the longest DNA
strand. Let us assume, some fixed restriction site R1R2 is ligated at the end of all
DNA strands, making the length of ith strand as (Ei + R) for 1 ≤ i ≤ m, where R
is the length of restriction site R1R2. To assure that, all DNA strands have the same
length, dummy DNA strand of length (Es − Ej) is ligated at the end of jth DNA strand
for 1 ≤ j ≤ m and j 	= s.

12.4.1.1 Insertion into stack and queue
For the implementation of data structures, some unique DNA strand P is needed to
be available in some test tube. The data structure is assumed to be built up in test
tube T . Now, the insertion of element in the data structures can be performed using
Algorithm 12.7.

As an example, if the elements E1, E2, . . . , Em are inserted into the data structure
one by one, according to the insertion algorithm, the elements will be inserted as
follows:

● Prior to the addition of the first element E1, T was empty. So simply pour E1 into
T . So, after this addition, T = {E1}.

● When the next element E2 will be added, T already contains E1. Ligate P with
the elements of T and add E2. So, after this operation, T = {E2, E1P}.
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Algorithm 12.7 Inserting element into data structure (push for Stack and insert for
Queue)

1: procedure Insert(TestTube T , Element Ei)
2: if T is not empty then
3: Add P into T and ligate.
4: end If
5: Pour Ei into T .
6: end procedure

● Similarly, after adding the third element, the elements of T will be T ={
E3, E2P, E1P(2)

}
.

In this manner, after adding all of the m elements, elements of test tube T will be
T = {

Em, Em−1P, Em−2P(2), . . . , E2P(m−2), E1P(m−1)
}
, where P(i) represents concate-

nation of i number of DNA strands P, i.e., PPP · · · P︸ ︷︷ ︸
i

. So, the length of ith element

inserted into the data structure becomes [E + (i − 1)P], where E is the length of
the elements after adding the restriction site R1R2 and equalized by adding dummy
nucleotide bases, and P is the length of the DNA strand P.

12.4.1.2 Removing element from data structure
Removing an element from the top of the stack is a trivial operation.As the length of the
DNA strands decreases towards the top of the stack, the top element can be removed
by simply performing Gel Electrophoresis and separating the band corresponding to
the DNA strand having the smallest length.

Similarly, an element can be removed from the end of the queue by simply
separating the band corresponding to the DNA strands having largest length.

After separating the desired band, the original element can be obtained using the
following procedure:

1. The obtained DNA strand is annealed with the R1R2, the Watson–Crick
complement of the restriction site R1R2.

2. The annealed strand is cut at the proper location using the restriction enzyme,
which detects the restriction site R1R2.

3. The solution is heated to denature.
4. The DNA strand containing R1 is separated. The output contains the original

element with R1 attached at the end.

12.4.2 List using DNA

List can be implemented in the similar manner as stack and queue, but to insert
element at any location other than the front, Algorithm 12.7 needs to be modified.
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Assume, after inserting m elements, content of the test tube is as follows:

T = {
E1P(m−1), E2P(m−2), E3P(m−3), . . . , EiP

(m−i), Ei+1P(m−i−1), . . . , Em−1P, Em

}
,

with 1 being the beginning index having the element E1. Now, if some element Ej

needs to be inserted into the list at index i, Ej needs to appended with P(m−i), and all
the elements before the ith index need to have an additional P at the end. To obtain
this, the following sequence of operations needs to be carried out:

1. The length of the DNA strand at index i is [E + (m − i) ∗ P] and all the elements
at index ≤ i need to be appended with an additional P. So, perform Gel Elec-
trophoresis and separate all the bands having length higher than or equal to the
length [E + (m − i) ∗ P], into another test tube Th. The rest of the solution is kept
as it is in T .

2. Pour P into Th and ligate using ligation enzyme to append P at the end of all the
DNA strands.

3. Append P at the end of Ej (m − i) number of times and keep in a test tube Te.
4. Pour Te and Th back in T .

The final contents of the test tube T thus become as follows:

T = {E1P(m), E2P(m−1), E3P(m−2), . . . , EiP
(m−i+1), EjP

(m−i), Ei+1P(m−i−1), . . . ,

Em−1P, Em},
having Ej inserted at the desired position.

Removal of an element from the list is same as in the removal of element from
a stack or queue. Only difference is that, during Gel Electrophoresis, rather than
separating the band having maximum (remove from queue) or minimum length (pop
from stack), the band of the DNA strands with length [E + (m − i) ∗ P] needs to be
separated to remove the element at index i.

12.4.3 Map using DNA

Map is an abstract data type and is a collection of (key, value) pair, where each key is
unique and the retrieval of a value is performed using the key.

Let (K1, V1), (K2, V2), . . . , (Km, Vm) be the pairs to be inserted into the map. Now,
let, EK1, EK2, . . . , EKm be the DNA strands encoding the keys K1, K2, . . . , Km, and
EV 1, EV 2, . . . , EVm be the DNA strands encoding the values V1, V2, . . . , Vm, respec-
tively. The (key, value) pair (Ki, Vi) will be formed as the single DNA strand
EKiR1R2EVi.

The possible operations on a map, viz., reassign, remove, and lookup operations
are implemented as specified in the next three subsections.

12.4.3.1 Lookup
In lookup operation, the value of a pair (Ks, Vs) is retrieved using the value of the key
Ks. This retrieval is performed by simply separating the DNA strand containing the
string EKs. This separation by string can be performed using Watson–Crick comple-
ment of EKs on a magnetic bead, and letting the required DNA strand annealed with
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the bead. The bead is then washed into another solution, and the strands are denatured
by heating up. The solution thus contains the DNA strands EKs R1R2EVs. To retrieve
the value Vs only, the resulting solution is annealed with R1R2, cut at the specific
location using the restriction enzyme, and separating the strands containing R2.

12.4.3.2 Remove
In remove operation, some particular pair (Ks, Vs) is removed from the map. The
implementation of this operation is trivial, viz., simply by performing the magnetic
bead separation using the Watson–Crick complement of the given key EKs.

12.4.3.3 Reassign
To reassign the value of some particular pair (Ks, Vs) to the value of Vt , the required
pair is first separated using the magnetic bead separation with the Watson–Crick
complement of the key EKs, and kept in the test tube Ts. The separated pair is then
annealed with R1R2, and cut at the specific location using the restriction enzyme. The
strand is cut into two parts, EKsR1 and R2EVs. The R2EVs part is removed from the
solution using magnetic bead containing R2.

In another test tube Tt , R2 is kept, and the DNA strand EVt is appended at the end
of R2 using ligation enzyme. The solution in Tt is then poured in Ts and ligated using
ligation enzyme again. The resulting solution in Ts will be formed as EKsR1R2EVt .
This solution is then poured back in the main test tube containing the map.

12.5 Conclusion

In the present day scenario, conventional silicon computing is approaching a barrier
whereas other computational techniques are emerging. Among these new techniques,
computing using DNA molecules is proven to be powerful, especially for those prob-
lems, which need the complete search space to be searched, and hence “hard”. Also,
the extremely high data density of DNA molecules also proves it to be most useful for
storing huge amount of data. So, all these advantages prove that in very near future
if the bio-molecular operations can be automated, an inherently parallel powerful
machine capable of storing huge data and performing search over huge search space
is possible to be built.
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