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� The impact of technology on financial institutions – evolution or revolution?
� The relationship between technology and financial markets, including the

impact of ‘electronification’ on financial markets and deposit insurance
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sible implications for economic growth, monetary policy and markets.
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The papers in this volume were presented at a colloquium jointly organized in
Brussels 25–27 October 2001 by the Société Universitaire Européenne de
Recherches Financières (SUERF) and the Belgian Financial Forum (BFF). The
theme of the colloquium was ‘Technology and Finance: Challenges for Financial
Markets, Business Strategies and Policy Makers’. The authors illuminate a large
number of important aspects of this theme. Technology has important implica-
tions for the earnings, costs, risks, competitiveness and location of financial
institutions. It affects the way securities transactions are carried out, the trans-
parency of the markets, settlement activities and the structure of the exchange
industry. Technology changes payments systems and the framework for strategic
decisions in the financial industry and for monetary policy. Financial supervision
and regulation must be adapted to new risks and new risk management methods.

The book is organized in five parts. Part I consists of three lectures from plenary
sessions, Part II of contributions on technology and financial institutions, Parts III
and IV contain respectively contributions on technology and financial markets and
on technology and payments. Part V deals with technology and productivity.

In the first chapter in Part I, Guy Quaden (Governor of the Bank of Belgium)
analyses the changes caused by technological innovation to the macroeconomic
environment and in the financial sector. Integration of new technology and dereg-
ulation have both contributed to a reshaping of the financial landscape. A more
open, competitive and globalized financial market has emerged. Not all financial
institutions have understood how to take the new uncertainties and risks for finan-
cial sectors into account. Central banks have to provide monetary stability.
Maintaining price stability is the primary objective of monetary policy. The devel-
opment of e-money is now so important that e-money issuers should not escape
reserve requirements. Technological and financial market changes make it neces-
sary for central banks to reassess the information content of many economic
indicators. An increasing number of central banks now complement their tradi-
tional annual reports centred on monetary policy and macroeconomic
developments by another report focused on the theme of financial stability. New
technology is also playing a crucial role in the development of secure and effi-
cient payment and settlement systems. Oversight of these systems has become a
key function in modern central banking. Finally, the more globalized financial
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market calls for a more globalized approach to supervision. The monetary stabil-
ity and the financial stability wings belong to the same bird.

In the second chapter, Professor Charles Goodhart and Jon Danielsson look at
risk from a time perspective. Risk must be understood in the context of a shifting
and unpredictable world. Credit risk of financial institutions and the need for pro-
visioning for bad debts are affected by largely unpredictable business cycles.
Indeed the term ‘cycle’ may be a misnomer. Technology has an important impact
on trends in productivity, asset price movements and economic activity. It is, how-
ever, very difficult for private market participants and for financial regulators to
establish at which stage in the so-called cycle they are and when the next reces-
sion will come. Historically, there is very little sign of any constant regularity, or
periodicity, in the onset of recessions. It is equally difficult for regulators or any-
one else to determine quantitatively the extent of asset price misalignment.
Hence, regulators should – in spite of these macroeconomic measurement prob-
lems – try to develop a system with counter-cyclical movements in the regulatory
variables such as collateral requirements, loan-to-value ratios and minimum capi-
tal requirements.

In Chapter 3, Minister of Finance Didier Reynders and Deputy Director of
Cabinet Jean-Paul Servais look at the new challenges for European and national
regulations relating to financial markets. The Belgian presidency of the European
Council has decided to continue its work for the implementation of the proposals
in the Lamfalussy Report and the drafts concerning the prospectus directive, the
prudential supervision directive, the insider trading directive and the draft regula-
tion concerning mandatory use of IAS – International Accounting Standards, at
least as far as consolidated accounts are concerned. The proposed directive on
collateral and financial guarantees is considered important in derivatives markets.
Technological innovation has induced the development of a new licensing system
for settlement and clearing institutions and formulation of rules concerning alter-
native trading systems. Finally, the Belgian presidency is in charge of preparing a
draft directive concerning money laundering, considered as urgent since the ter-
rorist attack of 11 September 2001.

Part II consists of Chapters 4 to 8 and deals with the impact of technology on
financial institutions.

In Chapter 4, Professor David T. Llewellyn argues that the new technology
causes changes in the underlying economics of banking in a rather fundamental
way. New types of competitors enter the market for banking services. Technology
affects entry conditions, management methods, production processes and distrib-
ution channels. In response, banks will have to adjust the way they conduct their
business, to make their delivery systems more efficient and to revise their organi-
zational structures. Appropriate responses can also be formation of joint ventures,
outsourcing and subcontracting of some services. One of the implications of the
new technology is that it has become unclear what the optimal financial organisa-
tion and structure are. Plurality can be expected in the financial industry. Small
banks are not condemned to disappear. Technology offers alternatives to realize
economies of scale and creates the possibility to unbundle processes. 
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In Chapter 5, Ignacio Fuentes Egusquiza and Teresa Sastre study the effect of
technology on the costs and risks of Spanish banks. The spending on information
technology and telecommunications had a slightly different time pattern in com-
mercial banks, savings banks and credit cooperatives respectively. Due to their
strong involvement in the interbank and government bonds markets, the Spanish
commercial banks had to adapt quickly to the new technical possibilities and to
the requirements derived from the implementation of a single currency.
Investment in new technology and a trend towards remote banking reduces the
weight of personnel costs in total operating costs of the commercial banks. Cost
patterns in savings banks and credit cooperatives have been somewhat different.
These institutions have in fact increased their branch networks and the number of
employees has grown. Spanish banks have worked for some time to develop and
implement new risk control systems. The new risks arising from electronic bank-
ing is taken into consideration. This work will continue in cooperation with the
Spanish authorities.

In Chapter 6, Professor Barry Howcroft investigates consumer behaviour in
connection with remote and direct banking. He applies a two-dimensional matrix
of consumer behaviour in which the consumer’s confidence and involvement are
cross-classified. The data from a survey based on a questionnaire are analysed with
application of cluster analysis. The respondent customers are grouped in six clus-
ters with different degrees of confidence in their financial institution and different
involvement in financial transactions. An interesting result is that bank customers
with a relatively low income tend to prefer to use branch networks rather than tech-
nology-driven and remote delivery channels. This suggests that the least profitable
segments of the bank’s customer base have a predisposition to use the most expen-
sive delivery channel. In contrast, the most efficient and profitable customers are
predominantly using the most cost effective delivery channels. 

In Chapter 7, Ralf-Henning Peters and Peter Westerheide assess the determi-
nants and perspectives of employment in Germany’s financial services industry.
In 1997, about 1.25 million people worked in the industry. Their analysis shows
that employment in the financial services industry can be expected to decrease in
the coming years. The decrease will in particular affect employees with a low
degree of education. For highly qualified personnel, growing employment can be
expected. In an econometric time series analysis it is demonstrated that the differ-
ent skill groups have been influenced in different ways by increasing use of
information and communication technology. The results correspond with the
results of a survey among financial market experts.

In Chapter 8, Iman van Lelyveld and Marieke Donker study the effects of new
information and communication technology on the location of financial activity.
They investigate what they call the ‘Geography Doesn’t Matter’ hypothesis,
which says that the production of financial services could take place anywhere
and that the easier and cheaper communication means that geography has become
irrelevant. Financial activity is measured at the regional level as gross value added
and employment in the financial sector. If the hypothesis is true, the distribution
of financial activity should become more even across regions during the period
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(1980–95) covered by the data. The authors find that, with some minor excep-
tions, there have not yet been large shifts in the regional distribution of production
and employment in financial services in Europe.

Part III consists of Chapters 9 to 12 which consider the impact of technologi-
cal change on financial markets.

In Chapter 9, Olivier Lefebvre draws on his experiences from Euronext and
presents his views on competition and consolidation in the European exchange
industry. National exchanges compete in the primary market for listings, but the
companies have so far been most interested in listing on the home market
exchange. In the secondary market, exchanges compete for liquidity. Since the
direct exchange cost represents a relatively small part of total transaction cost, it
is difficult for the individual exchanges to attract trading activity from other
exchanges. In addition, the relative performance of the national exchanges is pri-
marily explained by the performance of their national blue chips and not by the
competitiveness of the exchanges as such. In-house matching between the cus-
tomers of big banks is potentially the most serious threat to the organized
exchanges in Europe. Euronext recommends the establishment of a regulatory
environment in Europe with true pan-European exchanges and a level playing
field as objectives. There should be a ‘single passport’ for exchanges giving them
access to all fifteen jurisdictions. Regulation should be carried out ‘by function’.
All kinds of order matching services including in-house matching should be reg-
ulated according to the same rules. A regulatory environment according to these
principles will provide the best framework for investor protection.

In Chapter 10, Hans Degryse and Mark Van Achter analyse the impact of alterna-
tive trading systems on transaction costs and liquidity. Their paper was awarded the
Marjolin Prize 2001. Alternative trading systems are defined as trading mecha-
nisms developed independently from the established marketplaces and designed to
match buyers and sellers on an agency basis. In the USA, such systems have been
successful in attracting trade, in particular in the NASDAQ dealer market.
Electronic communication networks have helped to lower trading costs signifi-
cantly. They have also improved the quality of markets. Alternative trading systems
have not been as successful in European financial markets. The authors explain this
by referring to the fact that traditional exchanges in Europe have created efficient
electronic trading facilities themselves earlier than their US counterparts. They
mention also that several European markets are organized as auction markets.

In Chapter 11, Michael H. Grote and Vivien Lo look at the geographical loca-
tion of stock market trading. Network externalities are remarkable features of
stock exchanges. For each actor the utility of using the market increases when new
participants join the market. The larger the market share of a stock exchange, the
higher the probability that a new user will choose it. Consequently, network exter-
nalities and liquidity considerations have provided strong reasons for traders to
concentrate spatially, close to stock exchanges and financial centres. The authors
call this ‘agglomeration effects’. The implementation of new information and
communication technologies transform these centripetal forces. Spatial proximity
to the market can be substituted by virtual proximity. Agglomeration of traders and
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exchange of market information can take place within electronic networks. There
is, however, an important difference between straightforward information, which is
readily transferable via telecommunication, and complex information that is not.
Location of traders has therefore not become irrelevant. Face-to-face contact with
analysts has value. Closeness to other traders and company insiders is important.
Informal meetings can increase understanding. It is consequently not easy to pro-
ject where traders will go when stock exchanges go virtual.

In Chapter 12, John Hawkins, Helen Allen and Setsuya Sato consider the trans-
formation of the economic landscape of trading venues caused by the adoption of
electronic trading systems. The new systems have implications for the architecture
and quality of financial markets. Ultimately, there are broader welfare implications
related to efficiency and financial stability. There are multiple, possibly compet-
ing, public policy objectives along with uncertainties about the net effect of
changes in markets and their transmission to broader welfare. Regulatory agendas
all over the world deal with issues related to electronic trading. It must for instance
be decided whether or not the frameworks for regulation should continue to differ-
entiate between exchanges and non-exchange trading systems. Another important
issue is the degree of detail and enforcement in transparency rules. Authorities
responsible for financial system stability should adapt their policies to the fact that
new and different firms are involved in the operations of financial markets with
possible implications for systemic risks.

Part IV consists of Chapters 13 to 16 which analyse the impact of technologi-
cal change on payments systems.

In Chapter 13, Cláudia Costa Storti and Paul De Grauwe analyse the implica-
tions of a cashless society for the conduct of monetary policy. They try to
establish whether there will be a mechanism that ties down the price level and pre-
vents systematic inflation. Furthermore, they analyse whether and how the central
bank can be transformed so that it can maintain price stability in a cashless soci-
ety. They conclude that the central bank will lose its traditional instruments of
monetary policy. It might be relevant to redefine the role of the central bank. Its
supervisory role could be strengthened. The quality of the loan portfolios of pri-
vate money-issuing institutions could be controlled by the central bank. This kind
of supervision should also be expanded to issuers of e-money. 

In Chapter 14, Gottfried Leibbrandt studies trends in the use of payment
instruments. There are still large differences among countries between the relative
roles of automated clearing, giro, credit cards, debit cards and cheques, respec-
tively. The differences have to a large extent historical reasons. Electronic
payment instruments are significantly cheaper than paper-based instruments. The
fee structure has a strong impact on the customers’ choice of payment instrument.
In most of continental Europe, banks have a long tradition for cooperation in mat-
ters of payment networks. The author tries to evaluate whether Europe will adopt
a single compatible giro- and card-system. His expectation is that differences
between payment systems will persist for some years. A pan-European payment
network may be further off than most people think. In spite of the introduction of
the euro, for the time being ‘one size will not fit all’. 
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In Chapter 15, Kjersti-Gro Lindquist analyses the importance of new payment
systems for the development in banks’ scale properties and input demand in their
production of loans and deposits. The author estimates a four-factor translog cost
function and estimates the corresponding cost-share equations using Norwegian
unbalanced bank-level panel data for the period 1987–98. The inputs are labour,
physical capital, materials and funding. The sum of loans and deposits is treated
as an aggregate output. The results show that the increase in electronic payments
has increased the elasticity of scale and decreased average variable costs in bank-
ing. The move towards electronic payment systems has affected input demand
asymmetrically, i.e. non-neutral, causing the cost-shares of both labour, physical
capital and materials to increase, while the cost-share of funding has decreased.
New electronic payment systems have particularly substituted out paper-based
and labour-intensive methods.

In Chapter 16, Peter D. Spencer tries to answer the question: Why have digital
cash systems failed to penetrate the payments market while electronic trading of
securities has been a success? The author compares different payment instruments
with respect to their costs and risks. The convergence of Internet, television and
telephone systems means, according to the author, that there is a huge digital mar-
ket to be exploited. Market contestability and customer switching costs play a
significant role. Presently, entry, exit and switching costs are high in markets for
payment systems. He criticizes the banks’ fee structures for being out of line with
the cost structure. Zero-interest transaction accounts with low transaction charges
are common. In the author’s view, regulators should pay careful attention to the
pricing of transaction media. The regulator should also try to ensure open markets
and minimization of switching costs in order to foster the development of digital
money.

Part V consists of Chapters 17 to 19 which investigate the impact of techno-
logical change on productivity.

In Chapter 17, Antje Stobbe looks at the ‘new economy’ in a European context.
Different studies of US data have tried to explain the growth of labour productiv-
ity partly as a reflection of spillover effects from increasing use of information
and communication technology. The effect of higher investment in the new tech-
nology on total factor productivity is, however, uncertain. The author uses
household data in order to illuminate the degree to which diffusion of information
and communication technology varies from country to country within Europe.
The evidence shows that use of information technology correlates positively with
GDP per capita. PC and Internet penetration is higher in the Nordic countries
than in the southern European region. An empirical study from ECB based on
European data suggests that positive spillover effects from the use of information
and communication technology have only been limited if present at all.
Significant new economy effects cannot be observed for the EU as a whole. So far
the ‘new economy’ in Europe is more mirage than reality. 

In Chapter 18, Siegfried Utzig evaluates the role of innovations in information
technology for growth in productivity. Researchers have to deal with difficult
measurement problems. How should one define output which involves a quality
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dimension without reference to innovation? What exactly are the units of output
in banking? Unless the nature of the output can be defined precisely, it is impos-
sible to determine its rate of growth or to answer questions about the impact of
quality-enhancing innovations like those of communications technology. The suc-
cess of the new economy can only be assured by economic policy. It should create
entrepreneurial room and avoid conservation of existing structures that tend to
obstruct the transition to the new economy. In the USA confidence in market
forces led to deregulation in telecommunications and the flourishing of communi-
cations technology companies. Europe lags behind in this area. The new economy
does, however, not require a new economic policy. Both overestimation and
underestimation of productivity growth can lead to mistakes in economic policy.
What is really important, however, is to improve the general conditions for inno-
vation and entrepreneurship so that they can meet the challenges posed by the
technological transition to the information society.

In Chapter 19, Johan Van Gompel discusses the extent to which the utilization
of technological progress in the production process is influenced by the struc-
tural-institutional characteristics of a country and which policy measures the
government can take (or must avoid) to allow innovating economic activities to
develop to the full. He looks at productivity trends since 1960. In spite of a mas-
sive increase in investment in the application of new technologies, the mean
annual growth of total factor productivity fell in the OECD area from 1960–73 to
1973–95. This so-called ‘Solow Paradox’ has several explanations. One possible
explanation is that it takes a considerable amount of time before new computer
technologies are fully disseminated. Other possible explanations have been given:
higher tax rates, stricter environmental regulations, and the development of social
security systems have led to a more unfavourable business climate. There are sig-
nificant differences among countries. In the 1990s, the growth in productivity was
relatively rapid in the USA. Some researchers explain this with a high level of
investment in information and communications technology, while other
researchers estimate that a considerable part of the growth since 1995 is of a
cyclical nature. The flexibility of the labour market is also important for macro-
economic performance. The EMU countries tend to lag behind the USA in terms
of dynamism and technological innovation. 
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Ladies and gentlemen,

I am particularly pleased to speak before this eminent forum and to have the
opportunity of addressing the topic ‘Technology and Finance’ from a central
banker’s point of view. 

Technology and the challenges it raises for financial markets is a most appro-
priate theme for this colloquium. On the one hand, technology is closely
intertwined with the evolution of many other factors affecting financial markets
and so allows coverage of a wide range of issues. On the other hand, it has far-
reaching consequences for all market participants, and this certainly includes
central banks. In the first part I propose to briefly recall how technology has
impacted on our macroeconomic and regulatory environment. In the next two
parts I would like to sketch the main consequences of these developments on what
my colleagues at the Bank of England have described as the two wings of central
banking, i.e. monetary and financial stability.

Technology is a powerful factor of change in our macroeconomic environment.
So, a few years ago, our colleagues of the Federal Reserve had to recognize that
something new was happening in the US economy: a persistent higher growth and
lower unemployment without the emergence of inflationary strains. This was
related, at least partly, to the revolution in the information and communication
technologies, which increased productivity growth and fostered efficiency in the
labour market too. A third feature of the so-called new economy, the reduction in
the variability of output growth, obviously proved to be short-lived! But a wave of
over-pessimism should not submerge the previous wave of over-optimism. The
question whether the American economy is still on a higher trend productivity
growth path remains open, as well as what the prospects for the European econ-
omy are in this respect. Europe will benefit from a specific driving force, the
completion of the single market with the new single currency, which should trig-
ger further structural reforms and hence foster innovative energies.

Technology also radically transformed the financial sector, which by the way
greatly contributed to the new technological wave by financing it. New techniques
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in the treatment, the storage and the transfer of information exerted profound
effects on a sector which is largely an information-based industry. 

In a first stage, information technologies made it possible to develop more
sophisticated products, to build up a better market infrastructure, to implement
more accurate and reliable techniques for the control of risks, to reach more dis-
tant and diversified markets, and to multiply the value and the volume of
operations. In short, new technology has radically transformed all three major
functions performed by banks, i.e. access to liquidity, transformation of assets
and monitoring of risks.

A new phase is presently at work with the emergence of e-money, e-banking
and e-finance. It is clearly this new development which will represent the great
challenge of the coming years. The speed of adoption of these new products
remains difficult to forecast. Contrary to the preceding phase, this new wave is
not limited to professional operators but involves all customers, including the
retail market. Many of the scenarios suggested by IT firms or consulting groups
have proved to be overly optimistic. At the same time, it would be wrong to
become complacent. Most new technology is spreading following an S-shaped
curve. The base section of the S can be quite long and practically horizontal; how-
ever, it will sooner or later be succeeded by a steep section. The example of
Nordic countries, and more specifically Finland, shows how quickly e-finance
can develop, once circumstances are ripe. 

It is important to emphasize that the integration of new technology into the
financial sector did not take place in isolation. Rather, it is the interaction of tech-
nology with another major development, deregulation, that contributed to
reshaping the financial landscape. True, the pressure of the market to fully exploit
the new technologies was strong, probably even irresistible. However a receptive
environment had also been created by a lifting of the rather strict financial and
banking regulations which were still prevalent at the end of the 1970s. 

The increased awareness of the wide-ranging possibilities offered by new
technologies illustrated that a lot could be gained through the removal of distor-
tions in competition, directly linked to excessive regulation or intrusion from the
government.

In combination, these two evolutions contributed to the emergence of a more
open, competitive and globalized financial market, which obviously improves
efficiency in the world economy. The transition, however, has not been a smooth
one. It was not easy for the authorities who had to cope with the more frequent
arbitrages operated by market participants between the various currencies and
financial instruments or even between different legal, regulatory or tax regimes.
Neither was it easy for financial intermediaries that had to work in a much more
competitive environment where traditional protection and barriers to entry were
progressively lifted. In short, the shift toward a more liberalized system together
with the quick expansion of new products and markets has greatly increased
uncertainties and risks for financial sectors.

This was not immediately recognized by many market participants who had
previously been sheltered by the existing regulation. As a result, individual bank
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failures and banking crises, quasi non-existent between the end of the 1940s and
the early 1970s, became all too frequent during the past two decades. In this con-
text, the absence of significant problems within the Belgian banking sector during
the recent period must be considered more an exception than a rule.

Despite deregulation there is still a major role to be played by public authori-
ties, among others in the field of competition rules, consumer protection, fight
against money laundering – and, of course, central banking. Central banks indeed
have to provide stability, which certainly does not mean ‘no change’ but, on the
contrary, building the best foundations for a sustainable dynamism. In doing so,
central banks will cope with the evolving environment shaped by technical
progress, by deregulation and globalization and, last but not least in Europe, by
the single currency.

As regards the first wing of central banking, monetary stability, central banks
have to provide a durable anchor in order for the price system to appropriately
guide economic decisions. A stable value of money is all the more necessary for
preserving the information value of relative prices in a changing world, where
decisions have to be taken rapidly. Maintaining price stability is the primary
objective of monetary policy, not only for the Eurosystem – according to the
Treaty of Maastricht – but also for every central bank.

Nowadays the only regulations central banks rely on in designing the opera-
tional framework of monetary policy are the monopoly of banknote issuance and
reserve requirements. The Eurosystem fully respects the principle of an open mar-
ket economy with free competition, as enshrined in the Treaty. Its main instrument
is the weekly allotment of credit by euro area-wide tenders. Minimum reserves,
which are remunerated, have a stabilization function, thanks to an averaging provi-
sion, and are enlarging the structural liquidity shortage of the money market.

As the development of e-money is liable to weaken the leverage of the
Eurosystem and in order to provide for a level playing field, e-money issuers should
not escape reserve requirements. A European directive of last year rightly broadens
the definition of credit institutions in order to include e-money institutions.

Technological change and financial market developments do not only affect
monetary policy instruments but also the whole transmission process and conse-
quently the strategy of monetary policy. In this complex and changing world the
Eurosystem was right in rejecting any simple rule and adopting an all-encom-
passing two-pillar strategy. Central bankers have to continuously reassess the
information content of many economic indicators. Let me pick out some of them
– output, money, stock prices and bond market indicators – not because other
variables, like wage developments and the fiscal policy stance, are less important,
but because the former are most affected by technological and financial market
changes.

Central bankers, even in the Governing Council of the ECB, are not insensitive
to growth and employment prospects, as some critics argue. But they are well
aware of two limitations: first, growth should not be stimulated to the detriment of
price stability, because such a stimulus would be short-lived and would imply
longer-term costs; second, as ‘à la plus belle fille du monde on ne peut demander
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que ce qu’elle a’, monetary policy may exert some influence on the demand side
of the economy but cannot solve structural problems, like persistent unemploy-
ment. Central banks may nevertheless contribute to output stabilization, as far as
the risks to price stability are linked to the business cycle.

A central concept in this respect is the output gap, but its measurement, espe-
cially in real time, is surrounded with a large degree of uncertainty. Potential
output growth, which is an ingredient of both pillars of the Eurosystem’s strategy,
is not known with precision. Should the new economy materialize, higher rates of
growth could become sustainable. In the absence of any firm evidence of a new
economy in the euro area – although some driving forces are to some extent in
place – and since the emergence of a new economy is not driven by monetary pol-
icy, the Eurosystem did not take the risk of pre-emptively accommodating it.
Nevertheless it monitors a wide range of indicators in order to periodically
reassess the ‘speed limit’ of the euro area economy. 

Needless to say, in the present circumstances growth is unfortunately even
below the old economy speed limit, and the associated decrease in inflationary
pressures has already prompted a 100 basis points interest rate cut in three steps
since the spring. 

The first pillar of the strategy of the ECB gives a prominent role to money. It is
based on the conviction that inflation is a monetary phenomenon in the long run
and underlines the medium-term orientation of monetary policy and the inheri-
tance in this respect from the Deutsche Bundesbank. Recognizing that the demand
for money can be subject to short-term fluctuations which are harmless for price
stability, the ECB has not announced an ‘intermediate objective’ but rather a ‘ref-
erence value’ for the growth of a broad monetary aggregate. The recent rise in M3
growth is up to now interpreted as being such a short-term fluctuation, caused by
the relatively flat yield curve and the weakness in stock markets.

Technology and financial market changes obviously affect the first pillar. They
might increase the volatility of the income velocity of monetary aggregates and, as
they are blurring the frontiers of ‘moneyness’, they complicate the definition of key
aggregates. To paraphrase a former Governor of the Bank of Canada speaking about
M1 twenty years ago, I would say that while the ECB is not planning to abandon
M3, I cannot rule out that, some day, M3 could abandon us, but you already noticed
that the first pillar is much more than the reference value. It encompasses a broad
monetary analysis which will duly take into account such developments.

The first pillar also rests on the fact that credit institutions remain major play-
ers in the transmission process of monetary policy. The development of euro area
capital markets could however increase the weight of financial market indicators
in the second pillar.

The stock market is still a much less important channel of transmission in the
euro area than in the USA, but the holding of shares is spreading, for example
through mutual funds. I would not attempt to summarize the vast debate about the
appropriate monetary policy reaction to asset price movements. I am inclined to
say that central banks have not to put on these variables more emphasis than war-
ranted by their effects on demand and should avoid asymmetric reactions –
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benign neglect in the case of irrational exuberance, intervention in the case of
sharp downward correction – which could pose a moral hazard problem.

The bond market provides indicators which are probably more important
within the second pillar of the Eurosystem’s monetary policy. Technical progress
and European integration lead to more sophisticated and liquid markets which
supply useful information about market expectations. Incidentally I notice that,
while many central banks looked disapprovingly on indexed bonds prior to mone-
tary union, the Eurosystem now welcomes the opportunity to extract information
on inflation expectations from the comparison of yields on indexed and nominal
bonds. Despite the upsurge in inflation in the euro area resulting from oil price
and food price shocks, inflation expectations appear to remain very moderate,
showing that the Eurosystem benefits from a high degree of credibility. Such a
capital of credibility has to be preserved.

About the second wing of central banking, the safeguarding of financial sta-
bility, I would like to adopt a chronological approach. First, how are central banks
currently adapting to the new environment by reconsidering the role they are play-
ing in the financial market? Second, how could new technology affect the
relations in the coming years between market participants, central banks and other
supervisory and regulatory authorities?

Financial market developments and the heightened risks associated with these
rapid changes led central banks to reconsider the role they had to play to preserve
financial stability. For those central banks that were in charge of the surveillance
of individual credit institutions, the implications were straightforward. They had
to adapt the modalities of their microprudential activities. However, the need to
proceed to macroprudential monitoring was also strongly felt by central banks,
like the NBB, which were not vested with the microsupervision.

First, at an analytical level, central banks were induced to enlarge the scope of
their research. The use of new technologies has caused a spectacular expansion in
the volume of financial operations, certainly in comparison to the growth of real
activities. This has required reconsidering the direction of the links between these
two fields. Central banks had traditionally focused on the consequences that
changes in financial conditions could have on the real economy. If such analyses
remain essential, central banks are also increasingly concerned by the vulnerabil-
ity of the financial system to fluctuations in real activities. So, the causalities also
have to be reversed and due attention must be given to the impact that evolution of
the real economy could have on the stability of the financial system. It is no coin-
cidence that an increasing number of central banks now complement their
traditional annual reports centred on monetary policy and macroeconomic devel-
opments by another report focused on the theme of financial stability. This is a
development that the NBB will also actively embrace through the publication,
possibly starting in 2002, of a new yearly Financial Stability Report.

At a more operational level, central banks contribute directly to strengthening
the stability of the financial system by the development of secure and efficient
payment and settlement systems. Here also new technology is playing a crucial
role. Real time gross settlement systems, delivery versus payment mechanisms,
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cross-border connections between various clearing or settlement institutions,
instant world transmission of information would be in practice unmanageable
without the possibilities offered by IT technologies. These multiple layers of net-
works are too often considered as mere plumbing. However, this so-called
plumbing is in many respects as spectacular and sophisticated as the more glam-
orous Internet or mobile phone networks.

The oversight of these modern payment and settlement systems has become a
key function in modern central banking and this certainly applies to the NBB, as
Belgium is hosting two major international institutions, SWIFT and Euroclear.

The second step in our chronological approach is also the most uncertain as it
implies speculating about the impact of new technology on the future organiza-
tion of financial markets.

It must be recalled from the outset that the introduction of new technology in
the banking sector is not a one-shot phenomenon. On the contrary, it is proceed-
ing by waves. As already said, the development of e-money, e-banking and
e-finance will represent a great challenge. 

Whatever its speed, this new wave will strongly modify the nature of relations
between market participants. Distant access to financial products is substituting
for close individual contacts. Brand loyalty, while still a key asset in a business
built on trust, is increasingly associated with cherry picking. Banks themselves
tend to shift from an approach based on long-term and stable relations to a strat-
egy where each deal is individually appreciated on its own merits.

The various financial institutions are also redefining what should be their core
business. The technological wave of the 1980s and early 1990s allowed the
unbundling of most financial products into their various components. To the
unbundling of products is now associated, thanks to the second wave of innova-
tion, an outsourcing of the production and also of the distribution process. Back
office functions, distribution networks and IT infrastructures can now easily be
subcontracted, creating a new web of connections between various categories of
market participants. 

There are also important changes in the relations between monetary and pru-
dential authorities, on the one hand, and financial institutions on the other. First
the authorities will have to rely, much more than in the past, on the markets them-
selves for the surveillance of financial stability. One may legitimately feel
concerned by such an evolution, which sounds like asking the fox to watch over the
hens. However we must realize that financial markets are not only a major factor of
change, they are also potentially a powerful factor of discipline. They are forcing
credit institutions to be more transparent and to communicate more reliable infor-
mation. The development of new, more sophisticated, risk management techniques,
under the form of internal models, has been, at its roots, a private initiative from
market participants. In order to integrate this modelling approach in the monitor-
ing of banks’ solvency, the Basel Committee on Banking Supervision is not
designing a new system from scratch. On the contrary, it is referring to the best
practices of the market itself as a benchmark against which to calibrate its own pro-
posals.
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Now, the authorities should not delude themselves. Best practices are what
they are, easier to respect by strong institutions and in favourable circumstances,
but much harder to maintain when the situation deteriorates. Far from being light-
ened, the burden of prudential authorities is becoming heavier. The necessarily
limited human and financial resources of these authorities will be called upon all
the more by the new Basel proposals which will require a more individualized and
detailed surveillance of these new internal risk management systems.

The resource constraint will finally also strongly determine the relations that
the various monetary and supervisory authorities will have to maintain among
themselves. A more globalized financial market calls for a more globalized
approach to supervision.

At the international level, several cooperative bodies and mechanisms have
been established, either in the form of multilateral forums bringing together the
competent authorities in the fields of prudential control and financial stability, or
by means of bilateral protocols concluded between the supervisory bodies of dif-
ferent countries or sectors.

At each national level, the authorities also have to carry out an in-depth exam-
ination of their supervisory structure and procedures. I will not dwell here on the
subject of the devolution of prudential tasks. Different models exist across the
world bearing witness to the trade-offs which have to be made to adapt to market
trends while also taking account of the specific national context. 

Finally, this existing national and international framework needs to be periodi-
cally reviewed and adjusted. Whatever its form, the prevailing structure will have
to fulfil two major conditions. On one hand, it must be efficient in preventing
either loopholes or redundancy in supervision. On the other hand, it must be all-
encompassing by combining the microprudential control of individual institutions
with macroprudential monitoring of the systemic risks faced by the global finan-
cial market. 

To conclude, let me stress that central banks are fully aware of the close con-
nection and the large convergence existing between the two goals of financial
stability and monetary stability. Keeping inflation under control, which is the ulti-
mate goal of every central bank, has proved to be the best way to reduce
uncertainties on the market, to alleviate distortions and, so, to eliminate one of the
fundamental sources of financial instability.

Conversely, central banks need sound and efficient banking systems for ensur-
ing rapid transmission, to the whole economy, of the impulses of their monetary
policy. This is all the more important given that the assets at the disposal of cen-
tral banks – the monetary base in our jargon – is becoming increasingly tiny
compared to the total assets managed by credit institutions and, beyond that, by
financial market operators.

In this context, the monitoring of financial stability may certainly not be con-
sidered as a by-product or a mere extension of the traditional monetary stability
objective of central banks. The two functions are closely related but distinct. In
other words, the monetary stability and financial stability wings belong to the
same bird.
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Risk arises primarily from two essential, and interrelated, factors: lack of infor-
mation and the passage of time. With more time available, one can garner more
information, for example from repeated experiments, and so risks would
decline. With more information available, the future should become less unpre-
dictable. However, what we want to concentrate on today is some aspects of the
inter-temporal element of risk, rather than that which arises from lack of infor-
mation. As Andrew Crockett, the General Manager of the BIS, stated in a
speech at Basel last year (21 September 2000) (and previously in his keynote
speech at the last Colloquium in Vienna, April 2000), that

we think of risk evolving through time. The received wisdom is that risk
increases in recessions and falls in booms. In contrast, it may be more helpful
to think of risk as increasing during upswings, as financial imbalances build
up, and materialising in recessions. The length of the horizon here is crucial.1

Even if outcomes did follow policy decisions almost immediately, risks would, of
course, still occur, arising for example from lack of knowledge, failure to appre-
ciate the context, principal/agent problems, and perhaps from instantaneously
occurring shocks of one kind or another. But it should be much easier to hold
decision-makers accountable for their decisions, because the outcome would
become apparent while they were, by definition, still on the watch (and before
conditions could, perhaps, change that much – though the world can change in a
flash, as it did on the morning of Tuesday, 11 September).

Even so, any particular good outcome could not only be due to luck, but to
an interaction between luck and a high level of risk-tolerance by the individual
decision-maker. In this case the problem is that the principal, say a loan officer’s
boss or the bank’s shareholder, does not have enough information on the agent’s
(i.e. the loan officer, the bank) characteristics, e.g. effort, ability and risk aver-
sion. If each period’s activity reaches its final outcome within that same period,
and each period’s game is independent from that of the previous and next game,
then information on such characteristics will build up over time. This suggests,
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for example, that incentives should be designed to reward average success over
a long period of time rather than short-run extraordinarily good results. This
would not suit those who do not expect or plan to be staying put in a single job
or with a single firm for the long haul, but are these short-term characters the
kind of agents that firms should want to hire?

In this respect we must confess to some puzzlement why the conventional wis-
dom regards it as acceptable for regulators to intrude upon, and to constrain,
decisions relating to commercial banks’ capital structure, but to abstain from any
overt, or generalised, controls upon the design of such banks’ bonus and pay-
ments’ systems. After all it is the prospect of direct personal pecuniary reward that
largely drives our decisions to expend effort and take risks, not the level of (oper-
ational) capital prescribed by the Basel Committee.2

As a generality, however, it appears to be remarkably difficult to make agents
accept deferment of payment until the results of their actions become clearer. One
can understand why. It can be difficult for a principal to commit credibly to a
deferred payment, especially when the agent may have left the firm or even have
died. Moreover the time lag before outcomes are finally revealed is uncertain, and
some large part of such results will have been due to chance or to the decisions of
others whom the agent cannot affect. Be that as it may, the convention is for the
rewards of agents to be based on this period’s outcome, even if that outcome is
largely the result of decisions taken well beforehand.

Such outcomes in any period will also, of course, be due to the general busi-
ness conjuncture. Profits rise and bad debts fall when the economy is strong, and
when asset prices have been rising. At such times capital is easier to raise. So, typ-
ically, capital controls do not bite during booms. By the same token, during
periods of weak growth and falling asset prices, profits fall and bad debts rise;
capital is harder, sometimes impossible, to raise. Capital requirements are, by
their nature, procyclical, and to some large extent, as exemplified by the last set of
Basel Committee proposals, the more sophisticated is the measurement of indi-
vidual firm risk the greater the consequential procyclicality in the aggregate.

While it has been generally accepted that additional sophistication in risk
assessment at the individual bank level will add to greater aggregate procyclicality
(see for example Kupiec, 2001 and Reisen, 2001), it is difficult to provide rigorous
quantification, particularly when the necessary large-size databases are not avail-
able to the academic community. One on-going exercise, being undertaken at the
BIS and using Mexican bank data, does confirm that the Basel proposals will lead
to an increase both in required capital levels and in the procyclical variations of
such requirements in that country (Lowe and Segoviano, 2002).

There is inevitably a conflict between the micro-level and the macro concerns in
the operation of financial regulation (see Crockett, 2000 and Borio, Furfine and
Lowe, 2001). At the micro-level there is no doubt that commercial banks and other
financial intermediaries will tend to be more fragile, closer to insolvency, during
recessions. Yet the real concern, the major externality, in banking lies in the possi-
bility of contagious (and/or correlated) failure for a significant part of the system
as a whole.3 If a large number of banks are constrained by regulatory pressures to
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reduce their loans during a recession either to all (private sector) borrowers or to a
significant subset (which may now be reclassified as higher risk), then the prospect
of contagious collapse may even be enhanced (see for example Danielsson et al.,
2001; Danielsson and Zigrand, 2001; Danielsson, Shin and Zigrand, 2002).

Is it possible for the regulators, and indeed for the firms themselves, to aim off,
to adjust, somehow for the stage in the cycle in which they currently happen to
be? Could some kind of cyclically adjusted capital requirement, or provisioning
for bad debts, for example, be contemplated? In our view this may be extremely
difficult. What one can tell is whether the rate of change of output, or of asset
prices, has been greater, or less, than recent trends; but one can never be sure
whether such trends may themselves be changing, as they do from time to time, as
evidenced in productivity, equity prices, output, etc. For example, we have taken a
diagram from a speech made by Laurence Meyer of the F.R. Board (Meyer, 2001)
indicating that there were quite long periods of productivity growth both above
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Figure 2.1 Productivity growth: the long view.
Source: Meyer 2001.
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and below the long-run average of two per cent (Figure 2.1). He stated that to his
eye, ‘the charts suggest a sequence of waves in labor productivity, periods of rapid
growth followed by periods of more sluggish growth’, when ‘the high-productiv-
ity periods reflect the influence of a bunching of technological innovations’. 

Similarly one can decompose overall growth into periods of faster, and slower,
growth. Take the UK, for example, though we have done similar exercises for the
USA, Germany and Japan (not shown here). The most obvious interruption of
growth came between the two World Wars, but even outside that interval, one can
observe longer periods of faster and slower growth (Figures 2.2 and 2.3). 
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Figure 2.2 Average UK GDP growth (1850–2000).
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Figure 2.3 Average UK GDP growth (1850–2000).



Moreover, there have been much more marked longer-term variations in the
growth rates of equity prices in real terms, i.e. deflated by the CPI. See, for exam-
ple, data for the UK and USA (Figures 2.4 and 2.5).
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Figure 2.4 Average growth of UK real share prices (1854–2000).
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From that, it appears that the equity premium puzzle, the excess return to hold-
ing shares, is primarily a post-war phenomenon, a feature of the last two or three
decades, and could, perhaps, now disappear as fast as it arose.

Even when the trends may be assumed, or taken, to be constant, so that fluctu-
ations around them are stationary, with reversion to the mean in deviations around
that trend, there is no good way to predict when the reversal will take place.
Cycles do not have a constant periodicity, if indeed one can talk about cycles at
all, rather than intermittent shocks which tend to have prolonged effects as a
result of subsequent interactions within the economy. If one takes the available
historical data, quarterly time series since about the 1950s, or annual data going
back into the last century, there is very little sign of any constant regularity, or
periodicity, in the onset of recessions. We have tried to formalize this assertion in
two ways. First, if cycles have a regular periodicity, we should be able to reject the
claim that the probability of a new recession aborting the recovery/boom is iden-
tical in each period following the initial onset of that recovery, irrespective of the
preceding length of that recovery. If the occurrence of a new recession is indepen-
dent of the length of the preceding recovery, i.e. the event is memoryless, then the
number of such events in any fixed-length interval ought to follow a Poisson dis-
tribution, whereas if there was any cyclical regularity we should be able to reject
the null of there being such a distribution. In our tests, using quarterly data with a
fixed five-year window for the UK and Germany and a ten-year window for the
US using data from the NBER ‘Business Cycle Dates’ database, we could not
reject the null hypothesis that downturns did follow such a Poisson distribution,
for any of these countries. This work is set out below in more detail in the
Appendix, Part I, for which we thank Ryan Love.

Second, if the timing of a recession is independent of the length of the previous
boom, then the time interval between the onset of the initial recovery and the sub-
sequent next occasion of recession should follow an exponential distribution.
Again we tested whether such time intervals did follow an exponential distribu-
tion, and over our data period could not reject that null hypothesis for the UK and
Germany. We could, however, reject it for the USA, which does suggest that there
the timing of recessions is not entirely independent of the length of the prior
boom, which in our view is a pre-condition for belief in any cyclical regularity.
Again this is set out below in more detail in the Appendix, Part II, by Love.

So the bulk of our historical evidence leads us to believe that one cannot pre-
dict the length of any upturn, or the likely future dating of the onset of a recession.
One simply does not know where one might be in a cycle of indeterminate length.

Moreover, the fact that, say, output or real equity or housing prices have been
rising faster than their previous trend will be taken by some as a consequence of a
change in the fundamentals leading to a new higher trend, and by others as a sign
of disequilibrium, or of misalignment. Even those who recognize a developing
misalignment will have little, or no, idea when the so-called bubble may burst, or
a bottom be formed after a burst. Economists, who by training try to find order in
a complex system, are prone to see signs of misalignment early on; Alan
Greenspan talked about ‘irrational exuberance’ as early as December 1996. If



such misalignments last longer than we had expected, then we tend to wonder
whether there has been a real change in the trend, a ‘new economy’. (Here I speak
from experience. I took out a put option on the NYSE every year from 1995 to
1998, but then, baffled, gave up doing so.) The bottom line is that it is very diffi-
cult to condition regulation on the cycle, since we do not know where exactly in
the cycle we actually may be at any moment.

Much the same is true when we turn from the first moment of asset prices, rates
of return, to the second moment, volatility. What we know is that there is auto-
correlation in volatility; when the market is calm it tends to be succeeded by quiet
days, and vice versa. That is to say that a shock sets off a series of aftershocks. The
well-known GARCH model fits the data for asset markets well. Although the auto-
correlation is usually high, so that an initial shock often decays slowly, and in a few
studies you cannot reject a unit root in volatility, an I-GARCH condition, the gen-
eral finding is one of a gradual, long-drawn-out reversion to a mean.

But what we cannot now predict are the initial major shocks that can drive us
from a basically quiet market to a very disturbed one. Whereas one can predict the
aftershocks reasonably accurately, one cannot predict the initial shock, or hardly
at all. We have examined daily data for the UK FT 30 index from the beginning of
1977 until end September 2001. Figure 2.6 shows the overall distribution of daily
returns, and overall the time pattern of returns can be well modelled by a GARCH
distribution indicating a high level of auto-correlation in volatility, clustering and
time dependence. If, however, you isolate the extreme events, in this case with a
probability threshold of 0.2 per cent or 1 in 500, i.e. roughly once every two years,
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Figure 2.7 Daily 1977–2001 FT 30 extremes p = 1/500; p is probability.

the onset of extreme events is much more nearly random (see Figure 2.7). Even
here, when you get a really massive shock as in October 1987, September 1992 or
in early autumn 1998, the initial unpredictable shock sets off reasonably pre-
dictable aftershocks. Note also two features. First, as we move from the really
extreme shocks back towards the middle of the distribution, so clustering, and
time dependence, increase (see Figure 2.8). Second, in the same way as data on
returns, growth, productivity, etc. do show long-term fluctuations, so there do
appear to be long-run cycles in average volatility, and such volatility appears to be
unusually high in equity markets currently, so that data on outliers from the distri-
bution of volatility should really be conditioned on changes to its average level
(Figure 2.9).

As with earthquakes, the aftershocks in markets that GARCH-type models do
pick up so well will tend to bring down financial institutions and companies, espe-
cially those that have been weakened by the initial shock. So the danger for
financial institutions is significantly higher in disturbed periods following some ini-
tial shock. But the danger of some initial major shock, whether it comes from
outside the economic system as in August 1914 or on 11 September 2001, or from
inside as in August/September 1998 or October 1987, is always lurking in the back-
ground. Consequently models that place their empirical basis on recent history, say
the last year or so of market data, tend either to exaggerate risk, if one of these ini-
tial earthquake events has recently hit, or alternatively to be unduly complacent if
markets have had quite a calm spell in the latest period.



Let us illustrate this with another diagram (Figure 2.10) taken from work by Jon
Danielsson, in this case based on returns from the Hang Seng Stock Exchange
Index in the final few months of 1997, which period included an extreme event,
the speculative attack on the Hong Kong dollar and the authorities’ response to
that in raising interest rates extremely sharply. This shows the resultant Value at
Risk (VaR) for a representative HK stock portfolio based first on a GARCH-type
model which assumes that once a major shock has occurred that shocks will con-
tinue with only slow dampening, and second on a long-run, 500-day historical
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simulation, which weights the likelihood of extreme shocks in relationship to
their past actual number of occurrences. The more that weight is placed on the
immediate short-run, emphasizing the predictability of aftershocks, not the
unpredictability of the major shocks themselves, the more is true risk likely to be
overestimated during disturbed periods, especially in downturns, and equivalently
underestimated in calmer periods.

Let us again emphasize that these extreme shocks, especially the downward
shocks, are not predicted by markets. And there is a good reason for this. If we had
appreciated that the Scandinavian housing bubble, the Japanese asset bubble, or the
NASDAQ, would burst, then the earlier bubble would never have formed. Most dis-
asters, economic and military, arise in some sense out of an intelligence failure. It
follows from that that the internal market measures of risk, whether taken from
option prices or deduced from other market prices, say bond spreads, can only help
to predict the secondary aftershocks, not the main crises. Since such risk measures,
like VaR and credit risk models, tend to extrapolate the recent past into the future,
they too will lead to an unduly procyclical exaggeration of risk. If incorporated into
regulatory constraints, the Calomiris-type proposals to constrain bank activity, for
example, when bank bond spreads (relative to spreads on government debt) rose,
could, unless radically revised, lead to financial paralysis whenever some outside
major shock led to a general weakening of confidence. For example, we dread to
think what would have happened in 1982 when the LDC debt crisis reverberated
around the world, or in 1998 when the Asian crisis interacted with the Russian
default and the LTCM collapse, if a Calomiris-type proposal had been in force and
strictly followed. Note that after 11 September 2001, risk spreads everywhere were
rising; but regulators were responding, and correctly so, by discretionary easing of
regulations on insurance companies and on equity buy-backs by firms.

One of the most common human characteristics is to lock the stable door when
the horse has already bolted. Those of you who have flown here will know what
we mean. In most circumstances that propensity is relatively harmless, as well as
entirely natural. But in the monetary field, the prospect of financial regulation
doing the same could result in disaster by further restricting credit and liquidity in
the aftermath of (often largely unforeseeable, and certainly unforeseen) crises.

Let us now try to gather up some of the threads. First, it is difficult to condition
regulation on the current deviation of the economy, or key sectors of it, from the
‘fundamental equilibrium’, since we only get to know what that actually was after
the event, and usually many years after the event. Second, we cannot hope to pre-
dict, or model, the really big adverse shocks, since these are almost by definition
unpredictable. All we can do is model the aftershocks. Now this latter leads to a
real dilemma. In the event of a serious adverse crisis, financial intermediaries are
individually more fragile, but in aggregate you want them to be more expansion-
ary. By the same token during an expansionary boom, individual banks are
stronger, but in aggregate you would wish them to be more cautious.

How should, or can, regulators respond? One very common response to this,
much used by the regulatory authorities, is that we have two objectives, individual
firm solvency and systemic stability, and we have two main instruments, regulatory
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controls, primarily on bank capital, and short-term interest rates. In short, it is
argued that it must be the responsibility of macro-monetary policy to vary interest
rates sufficiently to maintain aggregate systemic stability, while it is the proper
job of the regulator to adjust regulatory controls to the current actual condition of
individual financial intermediaries, especially banks; and if that imparts a signif-
icant procyclical impulse, then so be it. It is the job of the Monetary Policy
Committee (MPC) to offset that.

We understand that argument, and we appreciate that some find it powerful.
But we do not share it for several reasons. Let us take first a more philosophical
reason. We have many friends, colleagues and critics, especially among neo-clas-
sical liberals, who challenge the need for any regulation of banks and other
financial institutions beyond those available to the consumer of any professional
service. Our own answer to this has always been that banking for a variety of rea-
sons is almost uniquely prone to an externality, in the shape of a contagious or
highly correlated crisis. If it then really is to be the case that our banking regula-
tions may well actually worsen the procyclicality of the system, make it more, not
less, prone to systemic crises, what then is the point of this huge regulatory edi-
fice, with its ever-increasing complexity and use of resources?

Our second point is more practical. This is that we do not believe that Monetary
Policy Committees can be expected to vary interest rates, against the grain of a pro-
cyclical regulatory system, sufficiently to maintain systemic stability. There are
several strands to this argument. First, central banks are committed to inflation, or
price targets, with such targets defined in terms of current goods and services.
Many of the problems of financial stability arise from fluctuations in asset prices.
Although asset price fluctuations do affect goods and services inflation, they only
do so to a limited extent, so that the response of MPCs to asset price movements, by
themselves, is usually somewhat hesitant. Second, nobody ever can convincingly
state whether, and how much, current asset prices are misaligned. So even if a cen-
tral bank had a mandate to respond when markets showed undue exuberance, there
would be a great hesitation to do so. If you cannot condition regulation on asset
market misalignments, it is almost equally difficult to condition macro-monetary
policy on them. Third, there are strong arguments made, with some force, that regu-
latory constraints ought to be subject to pre-commitment, to avoid forbearance, etc.
On the other hand, macro-monetary policy is discretionary. If regulators were,
quasi-automatically, to close down (some of) the functions of (systemically impor-
tant) banks, the resulting shock to confidence could overwhelm the limited, and
possibly delayed, counter-measures of interest rate changes. Fourth, members of
MPCs usually tend to be cautious folk; the idea that regulation can be procyclical,
or become even more so, because we will all be rescued by the rapid, expert and
aggressive variations in interest rates ordained by the brilliant men and women
members of our MPCs, is not one that we personally find enormously appealing.

If we reject the argument that we can safely leave systemic stability to the good
offices of the world’s MPCs, what then do we do? This, of course, is the point at
which we hand you back to our Chairman. But we do have a few ideas, which we
hope that you will not find too scatty.
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First, our view is that markets are much better at setting relative prices, than
being able to fix aggregate fundamental equilibria, and much better at assessing
relative volatility (and risk) than aggregate values. This is because, with respect to
returns, the major shocks, in both directions, are basically unpredictable; and also
because, with respect to volatility, the interaction of the natural progression
through a sequence of jobs and roles during the ageing process means that those
taking trading decisions usually have a relatively short historical experience. That,
combined with a natural myopia, means that recent short-run experience is likely
to be given excessive weight in both asset pricing and risk assessment. That, in a
nutshell, is why we would tend to be extremely wary of the proposals for Full Fair
Value Accounting (FFVA) (see also Saurina, 2001 and Commission Bancaire,
2001).

What that implies, in our view, is that regulators should place much less weight
on the means of distributions, e.g. of asset values, or of spreads over riskless assets,
or of the various VaR or credit models, especially when based on short runs of data,
and much more attention to the relative position of the various banks and financial
intermediaries within the distribution of such models, whether overall those mea-
sures seem strong or weak.4 In so far as there are market signals that can be
observed, the regulators should, perhaps, be continuously focusing on those in the
worse tail of the distribution, say the bottom twenty per cent, whether the current
state of the barometer, and the absolute readings, indicate that the current weather
conditions are fair or stormy. Those conditions will change, and at times and in
ways that cannot be predicted. Of course, there may be occasions when a large pro-
portion, perhaps almost all, of a country’s banking system will need close
attention, as for example in Japan, but such occasions are usually obvious.

The second point is that the interaction of occasional large unpredictable shocks
(interspersed by GARCH-type predictable aftershocks), with some natural ten-
dency to myopia, means that regulators need to make strenuous efforts to lengthen
the horizon over which regulating metrics and decisions are made. The various
kind of risk models, VaR and credit risk measures, bad debt provisioning, etc. need
to be based on the longest runs of data available. This is not so much, to use the
catchphrase, ‘to look through the cycle’, since on this view the concept of any reg-
ular cycle in asset prices or in the economy is certainly overstated, and quite
probably wrong-headed in the first place. It is rather to ensure that the metrics are
constructed over a sufficient length of time to incorporate both bad/volatile periods
including some stochastic bunching of severe adverse shocks and also
good/calmer periods.

What the regulator has to contend with is the tyranny of the annual cycle of
accounts, salary and bonus negotiations, and tax payments. The employee, the
accountant, the shareholder and the tax official all demand payment flows condi-
tioned on actual, ex post annual data. But the relevant periodicity for the regulator
should not be shoehorned into such arbitrary and short slices of time. Is it, for
example, possible to build on the Spanish experience with preprovisioning, and
make various aspects of regulatory requirements a function of much longer time-
average experience (also see Borio and Lowe, 2001a; Borio, Furfine and Lowe,
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2001; and Commission Bancaire, 2001); and, to return to an earlier theme, insist
on some longer-run time averaging of incentive and bonus schemes as a key fea-
ture of the overall regulatory framework?

A final consideration is whether one can condition regulatory requirements
on the first differences of economic outcomes, e.g. output and (real) asset
prices, rather than on levels. For the reasons already outlined we just do not
believe it to be possible for regulators, or for anyone else, to determine with any
certainty where the economy might be in the so-called cycle, or to determine
quantitatively the extent of asset price misalignment. But we can measure, by
simple arithmetic, past trends, and we can estimate with reasonable accuracy
whether current growth is above, or below, those trends. So, collateral require-
ments, loan-to-value ratios, minimum capital requirements, etc. could all be
raised when such increases, e.g. in asset prices, were above trend, and lowered
when there was a recession relative to trend. Of course, trends can change, but
the continued recalculation of long-term trends, and the falling out of the calcu-
lation of earlier first differences as time passed, would reduce the danger of
resultant error.

For example, how might a system of required minimum loan-to-value ratios
look like that were conditioned on fluctuations in housing price growth around
its trend; or capital adequacy requirements that were conditioned on fluctuations
in bank credit expansion (to the private sector) around its trend? Note that there
is ample evidence, from many countries and both at the micro and macro level,
that such earlier over-rapid credit expansion is a potent harbinger of current
fragility (for two recent studies on this, see Niinimäki, 2001 and De Lis, Pagés
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and Saurina, 2000). Anyhow, it is relatively simple to construct a simulated sys-
tem whereby such conditioning results in apparently sensible counter-cyclical
movements in the regulatory variables (see Figures 2.11 and 2.12). A more com-
plete description of the simulations run is set out below in the Appendix (by
Ryan Love).

To conclude, we are not confident that any of these suggestions would stand
much chance of practical acceptance, or, if accepted, would be sufficient to offset
the procyclical nature of our prospective regulatory system, but we do need to
consider these issues seriously.
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Appendix 2A (by Ryan Love)

Part I: Randomness of economic downturns

What we are seeking to determine is whether the event of an economic downturn
is independent of what has happened previously. The hypothesis to be tested is
that the probability of there being a downturn in economic activity in the next
quarter, using quarterly GDP data, is independent of whether there was a down-
turn last quarter or ten quarters ago. Due to the nature of the data, there are two
linked methods of testing this: the use of the Poisson and exponential distribu-
tions. Both distributions have the important property of being memoryless. For
example when we examine the number of occurrences, in this case downturns, in
fixed-length intervals in the period under investigation, the Poisson distribution



will hold if the number of occurrences in (a statistically sufficient number of)
non-overlapping time intervals are independent of one another. The other condi-
tions that must also hold in order for the Poisson distribution to be followed are:

1 The events (downturns) occur at random in continuous time. Although our
results use quarterly data, our tests, explained in more detail below, use five-
or ten-year windows. Therefore with twenty or forty quarters in each window,
this is ‘large’ enough for our tests to be valid.

2 The probability of two events occurring simultaneously is zero. This is
clearly the case as one economic downturn cannot occur at the same time as
another.

3 Events occur uniformly so the expected number of downturns in a 50-year
period is twice that expected in a 25-year period. Again this appears reason-
able.

For this discrete distribution, the probability distribution is given by:

P(x) = x = 0, 1, 2, …

mean = variance = λ

x, the random variable, is the number of downturns in any fixed interval of time
(set arbitrarily). The justification for using the Poisson distribution is based on the
idea of ‘the law of rare events’. If we have a number of Bernoulli trials when there
is a small probability of an economic downturn then the familiar result will hold
that the number of events (downturns) occurring follows a Poisson law.

The exponential distribution, instead of modelling the number of occurrences
within a given time interval, considers the time between events in the entire
period. Indeed if the number of events follows a Poisson distribution then the time
intervals will follow an exponential distribution. The theory is commonly used in
queuing phenomena, for example the time between machine breakdowns or wait-
ing times at hospitals. The theory can be used in the same way in the sense that we
are ‘waiting for a recession’. In all cases of exponential processes, the waiting
time until one event is independent of the waiting time until the previous event,
which is indeed what we are trying to test. The PDF and CDF for the exponential
distribution are given by:

PDF f(x) = x ≥ 0

CDF F(x) = 1 – e–(x/µ)

mean = µ, variance = µ2

The similarity between the Poisson and exponential distributions is shown by the
relationship between the parameters, µ = 1/ λ.

Therefore, in order to test the hypothesis that economic downturns are inde-
pendent of one another formally, we can fit the data to both the Poisson and

e–(x/µ)

µ

e–λ . λx

x!
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exponential distributions and test whether the data appears to come from these
processes. If we cannot reject the hypothesis that the number of downturns in any
given interval comes from a Poisson process, or that the length of the time
between downturns is generated by an exponential distribution, then we can argue
that the probability of there being a downturn in economic activity is independent
of what happened previously. In other words the event of a recession or downturn
is indeed independent of what has gone before – it is memoryless.

Unfortunately, since the number of recessions in the data is very small,5 there
are insufficient data to test whether recessions are memoryless. However to get
around this problem we can test whether downturns, defined as one (as opposed
to two) or more quarters of negative GDP growth, are memoryless. Although the
number of single quarter downturns are much more numerous, they are still not as
frequent as we would ideally like when examining each country individually. This
may result in the power of the tests not being particularly high, i.e. not being able
to reject the null hypothesis when it is in fact false. For this reason we not only
consider the UK, the USA and Germany separately, but also combine the data
from all three countries.

GDP growth rates were calculated for each quarter and were standardized by
various multiples of the growth standard deviation. For the UK and Germany the
data were broken down into five-year intervals and the number of downturns
greater than x standard deviations was observed. Too large a value of x would
result in too few significant downturns to test any hypothesis, whilst too small a
value of x would result in periods of negative growth being considered in the test
that are not significant enough to be classed as true economic downturns.
Therefore different values of x were used, ranging from 0.25 to 2. The frequency
of 0, 1, 2, …-downturns in these five-year intervals was then tabulated and the
frequency of downturns if the data followed a Poisson process was also generated.
For the USA, the data were taken from the NBER database, which gives the dates
of USA economic downturns from 1854 to the present day. With no quarterly
GDP figures available over the earlier years, no standardization could be under-
taken and so the number of downturns, as defined by the NBER, in ten-year
intervals from 1860 was used. The test statistic to be used is given as:

K =

O
i

is actual frequency, E
i

is expected frequency should the data come from a
Poisson process and n is the number of categories (0 downturns, 1 downturn, …,
n – 1 downturns). Under the null hypothesis that the data are consistent with a
Poisson process, K should be distributed as a χ2

with degrees of freedom equal to
n minus [1 plus the number of parameters to be estimated, in this case, 1 for λ],
i.e. n – 2. The results are given in Table 2A.1.

As can be seen, the null hypothesis that the data are generated from a Poisson
process, i.e. that an economic downturn is independent of what happened previ-
ously, cannot be rejected even at the ten per cent level for all three countries
separately and also when combining the data. From this we can suggest that the
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event of an economic downturn is independent of previous economic activity, i.e.
economic downturns are memoryless. Such conclusions can, however, be criti-
cized on the basis of our small dataset.
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Standardized Number of K Degrees of Critical values
by x standard significant freedom 10%

deviations: x = downturns

UK 0.5 23 4.40 4 7.78

1955–2000 0.75 13 1.38 3 6.25

1 10 0.05 2 4.61

1.5 5 0.01 1 2.71

2 3 1.55 1 2.71

USA 30 3.26 3 6.25
1860–2000

Germany 0.25 26 2.83 4 7.78

1960–2000 0.5 13 1.62 2 4.61

0.75 10 1.68 2 4.61

1 5 0.06 1 2.71

All 0.5 44 5.96 3 6.25

1960–2000 0.75 30 4.05 2 4.61

1 21 2.02 1 2.71

Note: Five-year intervals were used for the UK and Germany, ten-year intervals for the USA and
two-year intervals when considering all three combined.

When testing the data against the exponential distribution, the time between eco-
nomic downturns was calculated (in quarters) and the frequency of one quarter,
two quarters, … intervals between downturns was computed. The expected fre-
quency was also found, assuming the data were generated from an exponential
distribution, and the K statistic was computed in the same manner as before.
The results are given in Table 2A.2:

Table 2A.1 Testing for the randomness of economic downturns: Poisson test

Critical values

K Degrees of freedom 10% 5% 1%

UK 3.38 7 12.02

USA 18.54 6 16.81

Germany 10.88 6 10.64 12.59

All 17.01 8 15.51 20.09

Table 2A.2 Testing for the randomness of economic downturns: exponential test



The null hypothesis that the time between economic downturns is consistent with
the exponential distribution (the time until one downturn is independent of the
time until any previous downturn) cannot be rejected for Germany at the five per
cent level and even at the ten per cent level for the UK but the hypothesis can be
rejected at the one per cent level for the USA and at the five per cent level for the
three countries combined.

The results from our tests using the exponential distribution are not likely to be
as robust as those when considering the Poisson distribution, not just because of
the small dataset, but also because the exponential is a continuous time distribu-
tion and we are forced to take a discrete time approximation, i.e. integer values of
times between downturns. Although this is a valid method, the results will not be
as accurate as the Poisson results and so should be considered as a ‘rough and
ready’ guide.

Part II: House prices

The following exercise examines whether growth in real house prices, i.e. nominal
house prices deflated by the retail price index, can be found to be above or below
past trends. First using annual UK data from 1953 we calculate a 20-year moving
average of real house price growth rates, which we define as trend. For each year
from 1973 we then compare the recent growth rates to this trend. This is done by
summing the absolute deviations from trend for the current and previous two
years’ growth rates. However, in order to place greater importance on the most
recent figures, each year was given a weight: 0.5, 0.3 and 0.2 for current year, one-
year lag and two-year lag respectively, i.e. the following statistic was calculated:

S
t

= 0.5 (G
t
– T

t
) + 0.3(G

t – 1
– T

t
) + 0.2 (G

t –2 
– T

t
) t = 1973 … 2000

G
t

is the growth of real house prices for year t and T
t

is the 20-year moving
average:

T
t

= G
i

S
t

then gives a measure of how real house prices are growing relative to trend.
From this we then simulate a proxy for the loan-to-value ratio that would ‘ideally’
have occurred if lenders had behaved with due caution, based on past evidence.
From broad-brush historical data, we assume that the average loan-to-value ratio
was about 0.8, and again assume that reasonable lower (most conservative) and
upper (most expansionary) bounds might be 0.5 and 1.1. Intuitively one would
expect the loan-to-value ratio to fall when real house prices are rising as lenders
should anticipate the inevitable end to recent above-trend house price increases,
i.e. they expect growth rates to revert back to their 20-year trend. The loan-to-
value ratio for year t was then approximated as:
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where a and b were calculated from:

0.5 = a + b(min(–S
t
))

1.1 = a + b(max(–S
t
))

a = 0.785 and b = 0.062. A graph showing real house prices and the estimated
loan-to-value ratio is given in Figure 2.11, shown on page 31. As can be seen, and
as one would expect, the ideal loan-to-value ratio would rise when real house
prices fall and vice versa.

Part III: Bank lending

A similar exercise was carried out using quarterly data on bank lending to the pri-
vate sector. Due to the notoriously imprecise estimates of trend/steady state level
of economic activity when using GDP data,6 bank lending figures were used, the
idea being that bank lending will increase when economic activity, as estimated
by consumer and investment spending, rises as individuals and firms borrow to
finance their rise in expenditure.

Quarterly UK data were available from the fourth quarter of 1958 until the sec-
ond quarter of 2001. Nominal figures for bank lending to the private sector were
deflated by quarterly RPI to obtain real lending figures, and using the growth
rates from the same quarter in the previous year, a 20-year moving average of
growth in real lending was calculated and defined as trend. A measure of devia-
tion from trend was then calculated by summing a weighted average of current
and previous eleven quarters’ deviations of growth from trend. This, defined as
D

12
, is given below:
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Where G
t

is the growth in real bank lending to the private sector and T
t

is the
eighty quarter moving average:

T
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α
i

are the weights associated with each quarterly deviation from trend and in
order to place greater weight on the most recent quarter, a gentle quadratic decay
of weights was used, satisfying the condition that the weights sum to unity. The
weight placed on the current quarter was 0.22, that on four quarters ago, 0.10 and
that on eight quarters ago, 0.03.

Again we have assumed that the preferred required capital adequacy ratio
might be ten per cent, and that it might vary, under normal circumstances,
between seven per cent (in a recession) and thirteen per cent (in a boom). Using
the definition of deviations from trend, D

12,t
above, we perform a similar exercise,

as done with the loan-to-value ratio, that gives the simulated movements in the
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required CAR as shown in Figure 2A.1 and Figure 2.12 on page 32. The simu-
lated capital adequacy ratio was approximated as:

CAR
t

= c + d (D
12, t

)

where c and d were calculated from:

0.07 = c + d (min(D
12, t

))

0.13 = c + d (max(D
12, t

))

c = 0.093 and d = 0.0069.
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Figure 2A.1 Real lending and simulated capital adequacy ratios.

Notes

1 Borio and Lowe (2001b) report that ‘One of the relatively few robust findings to
emerge from the literature on leading indicators of banking crisis is that rapid domestic
credit growth increases the likelihood of a problem’.

Similarly a study of bank failures during the small banks’ crisis in the UK in 1991
and afterwards (Logan, 2001), found that ‘rapid loan growth in the previous boom was
found to be a good longer-term indicator of failure. Thus, unlike the survivors, banks
that subsequently failed exhibited a pronounced boom and bust cycle in lending
growth’.

(Also see Carmichael and Esho, 2001 and De Lis, Pagés and Saurina, 2000.)
2 Of course, pecuniary return is not our only driving force. The applause of our fellows

and a grasp of power are two other key factors. For example, I advocated paying central
bankers by result, when adviser to the RBNZ in the run-up to their Act in 1989, well
before Carl Walsh (1995) formalized the idea. But neither he, nor I, have got very far
in practice; usually we are told that the idea is somehow not seemly. Central bankers
will give of their best, whatever the payment structure. No doubt, though, I would
myself find it somewhat more reassuring if central bankers were paid by results, and
paid handsomely when their targets were achieved.



In fact, I have been led to understand, the main reason why such an incentive scheme
was not introduced in New Zealand was presentational; that is the NZ Treasury were
concerned about possible headlines, after an interest rate increase, along the lines of
‘Governor makes himself $20,000 by throwing 20,000 out of work’. In this case,
unusually, the time lags may help in putting in place the correct incentive structure.
After all, interest rate changes now only affect inflation in about two years’ time, by
when anyhow the immediate output effect will tend to be declining. So any bonus
should only be earned after two years, by which time it will become somewhat clearer
whether the initial decision was correct, or not.

3 At the BIS they think about the macro problem slightly differently. The main problem
in their view is that banks have correlated portfolios and that if multiple institutions fail
at the same time the macro or social costs outweigh the costs to the banks alone.
Arguably, bank management do not take into account these additional macro costs in
making decisions. Normally, the problem is not so much ‘contagious’ failures, but
‘correlated’ failures.

4 When I first started to work in the Bank of England, regulation, such as it was, tended
to take the form of looking at what the better, or best-run, banks were doing, and then
trying to get the rest to emulate them. We, keen young academics, tended to scoff at
that, but perhaps there was more wisdom in the relative approach, than trying to adopt
absolute standards in a shifting and unpredictable world. 

5 A recession is defined as two or more consecutive quarters of negative GDP growth.
6 This imprecision arises partly because of the frequent revision of GDP data and also

due to the ad hoc nature of trend estimation, either by Hodrick-Prescott filtering, taking
first differences or using a linear trend.
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Policy makers face the challenge of the continuous development of the financial
markets in terms of infrastructures, new products and alliances. This challenge is
expressed not only in terms of the quality of the regulations relating to financial
markets and services, but also in terms of a new definition of the hierarchy and
the nature of the legal standards in this field.

Hyper-regulation as well as self-regulation have both proved their limits in this
matter. This is therefore not an easy exercise, not only at the European level but
also at the national level. It is at the same time a delicate and significant task in
that the quality of the legal environment is destined to become more and more a
competitive advantage for economic areas such as the European Union and the
United States.

In this perspective, this paper first examines the main themes of the action of
the Belgian presidency of the European Union in the field of financial services
(taking these constraints into account), and second, describes some recent
national developments.

The Belgian presidency was highlighted by a memorable event – the introduc-
tion of euro coins and notes. Such an operation involves many technical problems
that needed to be resolved with care. Apart from these logistical aspects, the
change of currency is of great symbolic significance. The Belgian presidency has
used this unique opportunity to make the public more aware of all the advantages
of European integration, to make progress in integrating economies and markets,
and to identify potential ways of improving the functioning of all European insti-
tutions and their dialogue with the citizens of Europe. The future of Europe,
where 300 million people share a common currency, depends on the coordination
of national economic policies. It is essential to make a constant effort to ensure
that the young people of Europe are aware of that fact. 

The economic and monetary aspects of the Belgian presidency’s achieve-
ments bear the stamp of Belgium’s will to continue the implementation of the
Financial Services Action Plan, leading to the creation of an integrated European
market in financial services by no later than 2005. With regard to the strategy for
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the execution of this plan, the Committee of Wise Men (chaired by Baron
Lamfalussy), in its report that was approved by the Stockholm Summit on 23 and
24 March 2001, rightly pointed out that

The European Union has no divine right to the benefits of an integrated
financial market. It has to capture those benefits by building an integrated
European market – in many areas starting from a very low level. If it does not
succeed, economic growth, employment and prosperity will be lower, and
competitive advantage will be lost to those outside the European Union. And
the opportunity to complement and strengthen the role of the euro and to
deepen European integration will be lost.

In order to put in place this proactive approach to building an integrated financial
market, the Wise Men Committee stressed that

change in the legislative process is of central importance. Not just to ensure
the prompt delivery of the Financial Services Action Plan but so that in the
future Europeans will be able to rely on a more accountable and efficient reg-
ulatory structure that will be able to match the best in the world.

All the above reasons have led to a reform (being implemented) of the decision-
making process in the field of European Financial Regulation. This is commonly
called the ‘four-level approach’ of the Lamfalussy Committee, i.e. a four-level
structure of the financial law sources.

Level 1: Framework principles to be decided by normal EU legislative procedures
(i.e. proposal by the Commission to the Council of Ministers/European
Parliament for co-decision).

Level 2: Establishment of two new committees – a EU Securities Committee and
a EU Securities Regulators Committee (the former FESCO) to assist the
European Commission in determining how to implement the details of
the Level 1 framework.

Level 3: Enhanced cooperation and networking among EU securities regulators
to ensure consistent and equivalent transposition of Level 1 and Level 2
legislation (common implementing standards).

Level 4: Strengthened enforcement, notably with more vigorous action by the
European Commission to enforce Community law, underpinned by
enhanced cooperation between the Member States, their regulators, and
the private sector.

This approach recognizes two layers in the legislation related to financial mar-
kets: basic political choices that can be translated into broad but sufficiently
precise framework standards (Level 1); and the more detailed technical measures,
in full conformity with this framework, needed to implement the objectives pur-
sued by the legislation (Level 2).
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Level 2 is composed of an actively functioning network of national securities
regulators, the European Commission and a new European Securities Committee.
It has to define, propose and decide on the implementing details of the so-called
‘framework’ directives and regulations determined by the co-decision procedure.
This level enables the building of solid triangular relations of trust and efficiency
between the European Commission, the Securities and the Regulators
Committees. 

Already in the first months of the Belgian presidency, the European Securities
Committee (ESC) as well as the European Securities Markets Regulators
Committee (ESMRC) have become fully operational. Indeed, both Committees
met for the first time on 21 and 11 September respectively. 

The Belgian presidency has paid careful attention to the need of exchanging
views with representatives of the European Parliament on different draft direc-
tives and regulations in the field of financial services, as quickly as possible.
Thus, as far as the projects belonging to the priorities of the Belgian presidency
were concerned, all the concerned reporters of the European Parliament were con-
tacted. Such contacts, even informal, made it possible to answer to a lot of
questions of the European Parliament and, at the same time, to ‘clarify’ delicate
aspects. This working method has the unquestionable advantage of nurturing a
collaborative dialogue between the concerned European institutions, right from
the start of the legislative process, and of avoiding in this way the multiplication
of amendments. Thanks to this informal procedure, on 16 and 17 October, the
Belgian presidency was able to reach an agreement on the ‘directive on money
laundering’, a very sensitive issue, between the Council and the delegation of the
European Parliament. This directive was finally adopted in record time. 

As far as draft directives and regulations are concerned, the priorities of the
Belgian presidency were the following:

� proposal for a directive on the prospectus to be published when securities are
offered to the public or admitted to trading;

� proposal for a directive on the prudential supervision of financial conglom-
erates;

� proposal for a directive on inside trading and market manipulation.

These are all draft proposals in response to requests from numerous operators
(most of whom engage in cross-border activity), but also from the various super-
visory authorities, intermediaries and consumers, all concerned to see effective
formulas covering these important aspects of the activity of businesses raising
finance from the public.

� Draft regulation on the application of International Accounting Standards
(IAS).

This draft (which aims to introduce a mandatory standard accounting system, at
least for the compilation of the consolidated accounts of companies listed on the
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stock market) chimes perfectly with the idea that ‘global players’ should all have
the same status in company law, in accounting law and in terms of the regulation
of stock markets which are being harmonized in various ways.

From a political and a so-called ‘managerial’ point of view, these various pro-
jects have been grouped around the idea of a genuine statute for a European
company as endorsed, under Belgian presidency, on 9 October. 

Besides the priority objectives on financial services, directly or indirectly
attached to the statute of European society, under the Belgian presidency, the
Council, after a particularly successful conciliation procedure with the
Parliament, adopted the directive amending the directive on prevention of the use
of the financial system for the purposes of money laundering. This adoption was
aimed for since the start of the Belgian presidency, long before the tragic events
of 11 September. 

� Last but not least, the Belgian presidency also paid special attention to exam-
ining the draft directive on financial guarantee contracts (the so-called
‘collateral directive’). 

The Belgian presidency considered this last draft directive as very important for
the future development of the European capital markets. Some lawyers as well as
some political decision makers might believe that collateral law is something far
too technical and specialized to be interesting, let alone to be politically relevant.

Well, they are seriously mistaken. First, collateral is the absolute condition for
the provision of credit. Without collateral, there is simply no lending. Since the
economic wealth of a nation very much depends on the health of its credit, one
can see that an adequate collateral legislation directly favours economic develop-
ment, and accordingly creates jobs. Second, collateral is the risk mitigation
technique par excellence. Especially in the derivatives markets, where counter-
parties hold massive exposure on each other, collateral is, together with netting,
the factor of financial stability without which no economy can thrive.

In retrospect, the results of the Belgian presidency can be summarized as fol-
lows. The Council has now succeeded in adopting:

� the directive amending the directive on prevention of the use of the financial
system for the purposes of money laundering;

� the two UCITS directives;
� a common position on the proposal for a directive concerning the distance

marketing of consumer financial services;
� the proposal for a regulation on cross-border payments in euro;
� a political agreement on the proposal for a directive on insurance intermedi-

aries.

At the end of the Belgian presidency, the Council has also adopted a general
approach with regard to three dossiers of special relevance in measuring how suc-
cessfully the Action Plan has been implemented, namely the proposals for a
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directive on market abuse, a directive on financial guarantees (‘collateral’) and a
regulation on the application of International Accounting Standards.

A huge amount of preparatory work has also been done on the remaining texts
(financial conglomerates, prospectuses and occupational pensions institutions),
which should enable future presidencies to proceed on a sound basis. Detailed
reports on the progress of work on the proposal for a ‘prospectus directive’ and a
‘financial conglomerates directive’ were submitted to the Ecofin Council on 4
December 2001.

One of the significant points in the analysis of the members of the Lamfalussy
Committee consists in drawing attention to the fact that 

Market participants and some regulators commented that they would like
also to see greatly reinforced transparency, openness, and accountability at
all levels. Early and institutionalised involvement of market practitioners and
consumers in the legislative process is strongly recommended. Deadlines at
every stage of the procedures are widely supported.

Those who speak of transparency, accountability and institutionalized involve-
ment also mention discipline in the negotiations and a proactive attitude on
behalf of all concerned parties. The problem of cross-border payments in euro
raises some questions. One has to admit that the results of different inquiries by
the European Commission are particularly disappointing in regard to the impor-
tance of the costs of those transactions. However, from a sociological point of
view, it was obvious that the layman would not understand that, from 1 January
2002 onwards, with euro coins in his pockets, cross-border transaction costs in
euro would remain at their former level, or even marginally increase, as pre-
dicted by a recent study of the European Commission. In this matter, the Internal
Market Council has succeeded in adopting a political agreement on (and adop-
tion of) the proposal for a regulation on cross-border payments in euro on the
basis of the Commission proposal to align the rates of these payments on
national rates.

If the adoption of this regulation by some is considered to be a failure on
behalf of different representatives of the banking sector, it should, however, be
noted that the consequences for credit institutions must not be exaggerated.
Indeed, considering the fact that the number of cross-boarder payments is, at pre-
sent, very low, we can assume that the impact of the regulation in terms of costs
should remain limited. Furthermore, the foreseeable growth of these payments
cannot be but very progressive. This will allow a gradual implementation in order
to align the necessary structures with the expected costs. 

With regard to this issue, at the informal Ecofin Council at Liège, 21 and 22
September, a consensus was reached to request the Central Bank of Europe to
present a profound study on the integration of payment systems in the European
Union. 

In a more proactive way and in terms of positive lessons that might be taken
from this experience with regard to ‘lobbying’, we are convinced that in these
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matters, the best way to proceed is to create appropriate forms of partnerships
among private actors and political representatives, while respecting clear dead-
lines and firm engagements in order to prevent any ‘expectation gap’ in the
public. This was the approach taken by the Belgian Government when reinforcing
the information given to consumers with regard to the passage to the euro. Indeed,
long-standing initiatives were reinforced in collaboration with all concerned sec-
tors (conversion of banking accounts in euro, price displays in euro in many gas
stations or double displays in warehouses and a growing number of shops).

Inevitably, this European and international context has consequences, in
Belgium, on the institutional architecture of the financial markets and on the
institutional supervision. The conclusions drawn should address the problems
resulting from an increasingly strong competition in respect of adequate deregu-
lations, the qualitative standards of regulated environments and the monitoring of
survey systems. This reflection should guarantee the market’s efficiency and
integrity, in preserving not only the balancing of capital supply and demand, but
also in satisfying the needs of issuers, protecting the interests of investors and
assuring highly qualitative services by intermediary parties.

In the Belgian context, such a reflection is particularly welcome. As a matter of
fact, in 2000, the Parliament has adopted a new legislation permitting not only the
privatization of the Brussels stock exchange, combined with its integration in the
Euronext structure, but also the important modernization of its way of function-
ing. Also, the activities of EASDAQ have recently been integrated by NASDAQ
Europe.

Complementing a first wave of organizational reforms, a second part of reform
aimed at the regulation of the supervision of the Belgian financial markets.

This second reform at the same time implements the principles underlying a
regulation equalling the best international standards, harmonizes the supervision
structures of the different secondary financial markets (either Euronext Brussels,
NASDAQ Europe or the market in Belgian treasury bonds), while respecting the
obligations of the applicable European directives.

Considering the recommendations of the Committee of Wise Men, the text of
the Belgian reform innovates in organizing an adequate legal ground for:

� the licensing for clearing and settlement bodies;
� bringing into play a set of regulations on the organization and the functioning

of the non-regulated markets in financial instruments, the Alternative
Trading Systems (ATS) included;

� the adoption of different ways to implement a code of conduct applicable to
financial intermediaries, having regard to investment services made for pro-
fessional investors (or ‘sophisticated investors’) on the one hand and for
other investors on the other hand;

� the possibility for the Belgian supervisory body (Commission Bancaire et
Financière (CBF)) to conclude different types of cooperation agreements with
existing Belgian and foreign organizations and authorities, in order to partly
split up its supervision tasks. This could possibly implicate the designation of
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one of these authorities as supervising coordinator (competence created by the
draft directive on the prudential supervision of financial conglomerates);

� the choice of adequate regulations on the organization, the functioning, the
supervision and the control of Belgian markets specialized in Belgian trea-
sury bonds (at the same time respecting a certain coherence vis-à-vis other
secondary markets in financial instruments).

Regarding all the above, we can undoubtedly conclude that the contributions of
the Belgian presidency to the drafting of directives and regulations and the rela-
tions it organized with the other European institutions involved in the new
‘Lamfalussy approach’, bear witness to its proactive constructiveness with regard
to the European integration of financial services and its rendering possible to
respond for the first time in operational terms to different challenges posed when
regulating these sectors.
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Part II 

Contributions on technology
and financial institutions





Introduction

The focus of the colloquium is how, in various ways, technology is impacting on
the financial services industry. The purpose of this overview paper is to offer a
perspective from the UK of how technology is changing the underlying econom-
ics of the banking industry. Our starting point is simple: technology is changing
the fundamental economics of banking, just as it has with many other industries.

The pressures impinging on the financial sector, many of which are technology
driven, have the potential to transform the structure of financial systems, the type
and range of financial institutions conducting financial services, the type of busi-
ness undertaken by financial firms, and how business is conducted. All aspects of
banking (and financial services) business are being transformed by the impact of
technology, and this includes issues related to optimal organizational structures of
financial firms.

The context is that the banking and retail financial services industries are in an
era of substantial change where a combination of pressures operating simultane-
ously is changing all aspects of the business. These pressures are having a
substantial impact on the structure and intensity of competition. New types of com-
petitors are emerging, some retail financial services markets have become more
contestable, which institutions conduct what business is changing, the business pro-
files of individual financial firms are undergoing change as is the way business is
conducted (manufacture, origination, processing). Substantial changes are also
emerging in the nature of the interface between product providers and consumers.
Consolidation in many parts of the financial services industry has accelerated, and
the overall structure of the industry is in a period of transformation.

As a result of these pressures, banks around the world face formidable chal-
lenges in each of three key areas: strategy, business operations, and organizational
structure. In particular, as entry barriers into banking services are eroded, banks
are increasingly facing competition from a wider range of actual and potential
suppliers of banking services: the capital markets, money markets, non-banking
financial institutions, and also ‘non-financial banking institutions’. 
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Within this general context, four central themes are outlined in this paper:

1 A combination of pressures operating simultaneously is changing all aspects
of banking business in a fundamental way and to an extent which represents
a paradigm shift. 

2 One of these pressures in particular (technology) is a dominant driver of
change and a major contributor to changing the economics of the industry.

3 The pressures inducing structural change in the industry are not incremental
(a continuation of past trends in a steady evolutionary path) but represent a
paradigm shift where the total impact of the pressures is greater than the sum
of the components. A paradigm shift is when the underlying economics of an
industry and firms within it change significantly.

4 While many of the pressures operating on the industry can be viewed as
potential threats, they also widen (rather than close down) strategic options
for firms operating in the industry.

In particular, it is unlikely that a single model will come to dominate the banking
industry. It is more likely that the financial system will come to be made up of a
plurality of financial firms with major differences in three dimensions: size, prod-
uct diversification and organizational structure. With respect to the
last-mentioned, and in the paradigm of contract banking outlined below, this
amounts to differences in the mix of internal and external contracts for the provi-
sion of processing services.

Pressures producing change

Given the theme of the colloquium, particular emphasis is given to the role of
technology in changing the economics of banking and retail financial services.
However, this is set in a wider context. There are three generic reasons why cur-
rent structural and operational change is substantial in the banking and retail
financial services industries: 

1 There is a powerful set of combined pressures operating simultaneously on
the industry and which, taken together, have the effect of changing the under-
lying economics of the industry and the financial firm.

2 One of the dominant pressures (technology) is impacting on the core ele-
ments of any financial firm’s business: i.e. information, risk assessment,
monitoring, processing, consumer interface and delivery.

3 In many areas (both in terms of products and component processes) com-
petition is developing from outside the traditional industry. The evolution
of competitive pressures from outside a traditional industry is particularly
significant because new entrants are different from incumbents: new
entrants have different cost structures, their underlying economics are dif-
ferent, their business models and strategies are different, and they have no
interest in following the traditional ‘rules of the competitive game’ as
developed over time by incumbents.
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This all amounts to a change in the underlying economics of the banking and
retail financial services industries and the economics of firms supplying ser-
vices within it: what might be termed the New Economics of Retail Financial
Services (NERFS). The underlying economics of any industry relate to issues
such as: the structure and intensity of the competitive environment; the strength
of entry barriers and the degree of contestability in the industry; the existence
or otherwise of economies of scale; optimum organizational structures of firms;
the structure of the industry; the way firms and consumers interface with each
other; the way business is conducted (origination, manufacture, processing and
delivery); and the nature of consumer demand for the products and services of
the industry. Our theme is that the pressures on the banking and retail financial
services industries are impacting significantly on all of these dimensions simul-
taneously, and that a dominant driver of change in each of these areas is
technology.

The role of technology

As in many industries that have been subject to substantial structural change,
technology (in the case of finance, information, trading, processing and delivery
technology) is one of the major pressures changing the underlying economics of
the industry. 

In a recent report, the European Central Bank (1999) offers a comprehensive
and succinct analysis of how technology is influencing the banking industry. Its
opening sentence sets the scene: ‘The developments in information collection,
storage, processing, transmission and distribution technologies have influenced
and continue to influence all aspects of banking activity.’ It goes on to argue:
‘Information technology developments have an impact on practically all aspects
of banking and can be regarded as one of the main driving forces for change in the
banking sector…’. The current paper extends the analysis of the ECB report by
arguing that the impact of technology in banking is yet more fundamental and
pervasive than suggested by the ECB in that it is changing the fundamental eco-
nomics of the banking industry and the economics of the banking firm. 

In this regard, a distinction is made between what might be termed managerial
technology, which is incremental in nature and which, while raising internal effi-
ciency in processes, does not change the underlying economics of the industry
and can be accommodated within exisiting business models, and paradigm tech-
nology, which does change underlying structures, business processes and the
basic economics of the industry. 

There are several reasons why the impact of technology in banking has become
especially powerful compared with many other industries, and why this represents
something of a paradigm shift:

� It is impacting on the fundamentals of banking business: information, risk
analysis, distribution, monitoring and processing. In particular, it enhances
management’s access to information. Given that banks are ultimately in the
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‘information business’ (Llewellyn, 1999), anything that impacts on the cost,
availability and management of information must have a decisive influence
on their business.

� It is simultaneously impacting on the production, distribution, delivery, pro-
cessing and consumer interface processes in banking.

� As argued below, it has the effect of lowering entry barriers and increasing
the degree of contestability of banking markets.

� Technology-based decision-making models are emerging for consumers.
� Economies of scale have been raised in bank processes.
� Some aspects of technology have a significant impact on the structure of

fixed vs. variable costs. Technology has tended to raise fixed costs but lower
variable costs in banking most especially in processing.

� It has impacted on optimal organizational structures of financial firms.
� The interface between consumers and their banks is also changing under the

influence of new delivery technology (see also ECB, 1999). 

These are discussed in more detail in the remainder of this paper.
The power of technology will be, and has been, decisive: it acts as both a threat

and an opportunity to banks. It enables existing services to be provided more effi-
ciently and also enables new services to be offered. 

In many ways, banks have lost some of their traditional monopolies and com-
parative advantages. In particular, a core competence of a bank is the information
base which results from managing customers’ bank accounts. However, banks are
losing some of their traditional information monopolies as information technol-
ogy has the effect of increasing the supply, and reducing the cost, of information
to a wider range of suppliers of financial services. For instance, information tech-
nology enables supermarkets to use loyalty cards to build up a profile of
customers by analysing their expenditure patterns in the store. This general trend
is reinforced by more public disclosure of information by companies and the
development of rating agencies which are able to analyse information and assess
firms’ credit standing.

Technology is transforming the fundamental economics of the retail finan-
cial services industry. While the application of technology in the 1970s, 1980s
and early 1990s was predominantly managerial in nature, current technology is
different and represents a paradigm shift rather than being incremental in
nature.

Some implications of technology

A central theme has been that, combined with other factors operating simultane-
ously, technology is having a major impact on all aspects of banking business.
The remainder of the paper considers six aspects in particular: 

1 how technology is influencing competition and the degree of contestability in
banking; 

54 David T. Llewellyn



2 the impact of technology on economies of scale; 
3 the economics of delivery; 
4 the emergence of multimedia and how technology alters the nature of the

interface between bank customers and their banks; 
5 how technology, combined with a process of deconstruction, has implications

for optimal organizational structures of banking firms; 
6 what the implications of these trends might be for the structure of the finan-

cial system and, in particular, whether a single dominant model for the
banking firm will emerge.

1 Declining entry barriers and increased contestability 

The intensity of competition, and the structure of competitive pressures in the
industry, have been changing markedly. Some banking markets (rather than nec-
essarily the banking industry) have become more contestable in that entry and exit
barriers have been reducing in significance. The distinction is made because
banking products and services can be unbundled and new firms are able to enter
some banking markets without offering the full range of traditional banking prod-
ucts and services. Several factors (many of which are technology based) have
raised the contestability of banking markets:

� The development of information technology increases the supply, and lowers the
cost, of information, and enables new entrants to access and process information.

� The development of technology-based credit-scoring techniques, coupled
with greater access to information, enables new entrants to assess credit risks
without having the experience gained though managing borrowers’ bank
accounts over a period of years. This lowers the economies of scope advan-
tages traditionally possessed by banks.

� Deconstruction (the unbundling of products and services into their compo-
nent parts) enables new entrants to compete by subcontracting some of the
processes involved in financial services and to effectively buy-in economies
of scale from outside. This lowers entry barriers in three ways:
1 new firms can compete without themselves undertaking all of the

processes involved in a particular service;
2 it enables entry without the requirement of substantial fixed costs which

are involved with some processes;
3 new firms are able to enter without having all of the necessary expertise,

as gaps in expertise can be bought in from outside.
� Scale has become less of an entry barrier to the extent that, while technology

has increased the economies of scale in processing, many processes can be
subcontracted as, with lower fixed costs through subcontracting, economies
of scale can effectively be bought-in from specialist providers of processing
services. Scale economies tend to be in bank processes rather than in banks
per se which means that, if processes can be subcontracted, economies of
scale can be secured by firms of varying size.

Technology and the new economics of banking 55



� As new forms (most especially telephonic and computer based) of delivering
banking services have emerged and developed rapidly, the branch network
(traditionally an entry barrier) has become less significant. New entrants are
able to offer banking services without the necessity of an extensive and costly
branch network with concomitant heavy fixed costs. This is lowering both
entry and exit barriers.

� In some banking markets (notably wholesale lending) the steady globaliza-
tion of banking markets (itself induced in part by technology) has made local
(national) markets increasingly contestable as large borrowers have access to
global banking markets.

� The development of Internet facilities for banking products and services has
also enhanced the contestability of banking markets. Above all, the Internet
means that search costs for consumers and advertising costs for suppliers
have been lowered substantially. It also means that distance between supplier
and consumer has become less significant.

Recent new entrants into banking markets have certain characteristics in com-
mon: they tend to be highly focused within a narrow part of the value chain; they
have low fixed costs; they have low or zero legacy costs; they have a (sometimes
substantial) franchise value in their brand name; they often enter in partnership
with incumbent banks; they tend to use technology-based delivery systems; they
have low exit barriers; and are focused in a narrow product range.

2 Economies of scale

A key strategic issue for financial firms relates to whether there are economies of
scale and, if so, the origin of such economies. The traditional empirical literature
does not yield unambiguous results and tends to conclude that there are only lim-
ited economies of scale in banking. 

An enormous academic empirical literature has attempted to identify and mea-
sure economies and diseconomies of scale in banks. The results are, at best,
inconclusive and ambiguous. Overall, except with comparatively small banks,
there seems to be little support for the proposition that large banks have lower
average costs than smaller banks. Economies of scale seem to be exhausted at
comparatively low levels. In fact, there is some evidence that increasing size
beyond a certain point has the effect of raising unit costs. The overwhelming con-
clusion is that the major determinant of a bank’s cost level is not size per se but its
own internal efficiency (X-inefficiency). In other words, the variation in costs
between banks of similar size is greater than that between banks of different size.

Many research studies of financial institution scale efficiencies in the late
1980s and early 1990s used US data from the 1980s. The consensus finding was
that the average cost curve had a relatively flat U-shape with medium-sized banks
being slightly more scale efficient than both large and small banks. Only small
banks had the potential for economically efficient scale efficiency gains. The
location of the lowest point on the average cost curve differed between studies but
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was usually between about $100 million and $10 billion in assets. For a review of
the empirical evidence see: Hunter and Timme (1986); Berger et al. (1987);
Berger et al. (1999); Ferrier and Lovell (1990); Hunter et al. (1990); Noulas et al.
(1990); Berger and Humphrey (1991); Mester (1992); Bauer et al. (1993) and
Clark (1996). Although there were differences between the studies, almost all
suggested there were no significant scale efficiencies to be gained, and possibly
some slight scale efficiency losses to be suffered, from mergers and acquisitions
involving large banks. As put by Bisignano (1998) in the context of a wave of
bank mergers: ‘with reference to banks a puzzle exists, since there is little empir-
ical analysis which confirms the existence of significant economies of scale in
banking … the merger-acquisition wave in banking is difficult to understand’. On
the other hand, there are motives other than scale that also drive bank mergers and
acquisitions.

There is substantial evidence that X-inefficiency dominates over scale ineffi-
ciency. Overall, there is no firm evidence that size per se is a necessary ingredient
of success, or a source of sustained competitive advantage.

However, more recent literature (applying different statistical methodologies)
is tending in the direction of identifying greater economies of scale than in the
past. This research, which applies different econometric techniques, different effi-
ciency concepts, and/or more recent data from the 1990s, suggests that there may
be more substantial scale, scope and product-mix efficiency gains available from
consolidation. For instance, Berger and Mester (1997) found that 1990s data dis-
played substantial cost-scale economies of the order of about 20 per cent of costs,
for bank sizes up to about $10 to $25 billion of assets. It would appear that the
potential for scale economies has increased in the 1990s compared with earlier
periods. 

In some areas of banking, modern technology is itself raising the economies of
scale. However, this too is ambiguous as a distinction needs to be made between
economies of scale in banks as opposed to bank processes. One of the factors rais-
ing economies of scale in banking is the impact of new information, processing,
trading and delivery technology. New technology is often very expensive to
install, and the advantage of being big is that the full economic use of new tech-
nology is often only feasible on the basis of a very large scale of operations. The
cost of technology is very high and has become a major aspect of the cost struc-
ture of banks. In this regard, some banks cite the cost of installing new technology
as a major motive for a merger.

When considering economies of scale, a distinction needs to be made between
banks and bank processes. Individual bank processes (cheque clearing, credit card
administration, etc.) do show economies of scale. Combining the two conclusions
seems to suggest that there are no clear economies of scale in banks (in that large
banks do not consistently have lower average costs than smaller banks) but they
do exist in banking.

This is an important conclusion as, while competitive pressures are forcing banks
to lower their costs, there are other ways of achieving economies of scale in bank pro-
cessing other than by being a big bank. A central strategic issue for financial firms of
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all sizes is how, therefore, to secure the competitive imperatives of economies of
scale. However, in the NERFS being big is only one way of securing such economies
of scale: other options include establishing joint ventures, outsourcing processes,
insourcing processes, or creating a confederation of financial firms. In effect, small
firms which are unable to secure economies of scale internally are able to secure
them externally, i.e. by buying into economies of scale externally. 

3 Delivery systems

A major strategic issue being addressed by all financial services firms is the role of
technology in changing the economics of delivering financial services (Howcroft,
1987). Technology has a major impact on the way banking and financial services
are delivered. In particular, it reduces the dependence on the branch network as a
core delivery mechanism. In this respect, what historically has been one of the
banks’ major competitive advantages (the branch network which acted as an effec-
tive entry barrier) may have become one of their most difficult problems. This is
because a significant part of the cost structure of a bank is determined by the basic
infrastructure. With the development of new technology, a wide range of alterna-
tive delivery mechanisms becomes available and most especially through
electronic media: ATMs, fixed and wireless telephone, home banking, interactive
television, proprietary PC-based services, interactive multimedia kiosks, the
Internet, etc. In addition, new types of branches are emerging: machine-based,
video conferencing with access to staff, ‘banking malls’, multimedia kiosks, etc.
Their location is also changing as some banks seek to place some types of branch
in strategic locations such as retail stores with a substantial customer throughput.

Financial services firms are having to offer a wide range of access routes.
However, adding new distribution channels adds another layer of costs while not
in itself removing the overheads of the branch network. 

One particular aspect of the application of technology in banking, and how the
economics of the industry are changing, relates to the Internet. The potential
impact of the Internet on the banking and retail financial services industries is
substantial: 

� the marginal cost of transactions is virtually zero; 
� distance between consumer and supplier becomes meaningless and of no

economic significance – this may result in more cross-border competition;
� the consumer pays the access costs; 
� as an increasing number of rival banks and financial firms open net sites and

home pages, the cost of information to the consumer and the search costs for
rival services and products become very low which in itself increases com-
petitive pressures in the market; 

� the transactions costs of switching between competitors are reduced which is
likely to have the effect of eroding customer loyalty;

� it further erodes the necessity to have a branch network to supply financial
services and further erodes entry barriers.
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New and emerging technology is having a significant impact on the relation-
ship between service suppliers (financial services firms) and their customers. In
essence it changes the structure of the intermediation between the supplier and
the customer. At one level, financial institutions are becoming less remote from
their customers who, through new forms of delivery, gain easier and more imme-
diate access to the firm and at times and locations which are at the customers’
choice. In the opposite direction, the firm also has easier and quicker access to
online information about the customer and the available range of products on
offer by itself and its competitors.

However, of some concern to banks, the relationship between service supplier
and the customer is also becoming more remote through new technology. First,
technology often replaces service through immediate access to staff and cus-
tomers may feel that this creates a more remote relationship. Second, the impact
of new technology tends to raise the number of firms in the value chain between
the customer and the ultimate product supplier. Third, some of the companies
within this value chain may themselves become competitors to the supplier.

What seems to be emerging is that banks are developing delivery matrices with
differentiations made both between different products and services on the one
hand, and different customer groups on the other. Banks now offer a choice of
access routes. Thus, a given service will be offered to different customer groups
through a range of alternative delivery channels, and individual customers will
use a range of alternative delivery mechanisms for different services and prod-
ucts. Choice in delivery is emerging as a key element in successful competitive
strategy. However, this is likely to be expensive as, to allow for customer choice,
excess capacity may be needed in each delivery mode. This in turn is likely to lead
to the explicit charging for different delivery mechanisms.

Developments in technology mean that financial systems are substantially
over-supplied with infrastructure and overlapping delivery systems through a
duplication of branch networks. Delivery strategies are evolving at two levels:
branch networks are being rationalized, and banks are widening the range of
delivery options.

4 Multimedia and consumer interface

A particular dimension to the impact of technology in financial services focuses
on multimedia. In a recent study of the potential of multimedia in banking, the PA
Consulting Group argues that there are five key roles to be performed in the mul-
timedia value chain and that banks, as the ultimate product providers, stand at the
end of a queue of relationships with the customer. These five roles may be sum-
marized as follows:

� The customers’ immediate point of contact is with a device supplier which
provides the customer with the boxes that enable him or her to access and
navigate online services: they provide appropriate hardware and software to
the customer to facilitate access to services.
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� Network operators (such as telephone, cable or television companies) control
the infrastructure needed to deliver services to customers.

� Service managers (such as Microsoft) provide the operating systems through
which products are sold and billed; they provide the management and techni-
cal environment to enable services to be marketed to customers, and they are
able to provide customer management services.

� Service providers can package specific materials into service bundles capa-
ble of being marketed to customers.

� Content providers create the specific material for consumption by customers.

Such a picture is a radical, though readily feasible, departure from the traditional
view of an integrated financial institution providing services and products to its
customers with which it has a dedicated link without the intermediation of other
companies in the value chain.

A large part of the value added in financial services is now provided not by the
product provider itself but by intermediating firms in the process. In this new
environment, device suppliers, network operators and service managers have
direct contact with the customer, and consumers’ access to the product provider is
through these intermediaries. An increasing number of financial services
providers, including new entrants such as supermarkets in the UK, are joining
forces with non-financial organizations (sometimes computer companies) in
strategic alliances. The rationale is to work together on the basis of complemen-
tary core competences and the economies of scale to be derived through
specializing in areas where core competences are most powerful.

There is no immediate threat in this structure to the relationship between cus-
tomers and product providers, providing the intermediate companies in the value
chain are viewed exclusively as facilitators and not competitors to the product
provider. However, some of the technology being supplied by the intermediating
agents is interactive in nature and, in addition to controlling the networks, some of
the companies have the potential to also become product providers themselves.

In effect, what might begin as a cooperative venture between a product
provider and an intermediary, in time may become a means through which the
product provider gives access to its customer base to new competitors. If cable
and telephone companies control the network used to deliver financial services to
customers it might be a small step to also become a product provider by supplying
its own financial products and services.

5 Organization structure of the banking firm

Technology is also changing optimal organizational structures for financial firms
though in different ways for different firms. The traditional structure of a finan-
cial firm is of joint-production (vertical integration) with the firm undertaking all
aspects of the business from origination to processing. The deconstruction
process (whereby financial products are deconstructed into their component
parts: origination, manufacture, administration, processing, etc.) focuses on what
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might be termed contract banking which implies financial firms creating internal
and external markets for processes. Some processes may optimally be undertaken
internally while others are subcontracted. In the contract banking model, the firm
has two sets of contracts: between itself and customers (service standards, price,
etc.) and also with internal and external suppliers of the components that make up
a financial product or service.

This can be considered by reference to a standard bank loan (such as a mortgage)
which can be decomposed into three main components: origination, management
and asset-holding. A loan has to be originated (a borrower located), subsequently
administered (processed) and held on a balance sheet. This has traditionally been
undertaken as a single process by a lending institution. And yet different agents may
have comparative advantages in different parts of the process and there is no neces-
sary presumption that a single institution is the most efficient at undertaking all
aspects of the loan. Thus a bank may have an advantage in originating loans (e.g.
through the branch network) and yet not have the most efficient processing facili-
ties. In that case a bank can originate loans the processing of which, on the payment
of a fee, is undertaken by other institutions which have a comparative advantage
(perhaps because of economies of scale) in this particular activity.

The paradigm of contract banking

Thus technology, and the ability to deconstruct, have implications for the optimal
structure of the banking firm. Traditional banking involves a joint production
technology that produces deposit, lending and transactions services within a
given institution. This structure has faced an increasing challenge from separate
production technologies. In this way technology can change the underlying eco-
nomics of the financial firm in terms of its optimal organizational structure.

This process of deconstruction and outsourcing, which is common in the man-
ufacture of goods, has not been the norm in banking where traditionally the
banking firm has offered an integrated service by itself providing the service and
their components. However, as already noted, the process of deconstruction
changes this picture. It enables particular subcomponents of products or services
to be subcontracted (outsourced) and supplied by other firms on a contract basis.
Similarly, deconstruction enables a bank to provide a particular subcomponent of
a service to competitors. Thus, a bank may subcontract the administration of its
credit card operation while at the same time export to other banks its risk analysis
capacity. The potential exists because the economies of scale in bank processes
vary. By subcontracting a particular process, a small bank may be able to buy into
economies of scale that it could not itself achieve. 

Thus the banking firm can be viewed as a firm which has an interface with a
customer base (supplying a range of apparently integrated products and services)
and demanding a series of support services in order to supply the services. A dis-
tinction is made between the final products and services that the customer
demands and the bank supplies (e.g. loans), and the various components of each
product or service (e.g. risk analysis, administration, etc.).
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The central issue is which of the components are to be supplied internally,
which are to be subcontracted, and which are to be exported. Core competences of
particular banks are relevant in this. Thus, what may appear to a customer as an
integrated product or service is in fact a series of deconstructed components
which may or may not be supplied from within the bank. The bank defines the
components and decides which are to be supplied internally and which subcon-
tracted. In effect, a series of contracts is established by the contracting bank with
internal and external suppliers.

Contract banking implies a bank offering a full range of services but where the
bank coordinates inputs from a wide range of different companies. The core is a
contract the bank has with its customers to supply a set of services or products of
a particular standard. In turn, the bank contractor has a set of contracts with a
range of internal and external suppliers of the components of these ultimate prod-
ucts and services. The value added by the bank contractor is in the management of
these contracts. The concept of contract banking is discussed more fully in
Llewellyn (1997).

Various forms of outsourcing are available: third-party processors, service
bureaux and facilities management contractors. In addition, two or more parties
might establish a joint venture to undertake certain activities on a joint basis.

A major form of outsourcing is third-party processing on a line-of-business
basis. Those functions that are most automated or specialized tend to be the most
outsourced partly because this is where economies of scale potential are greatest.
As already noted, developments in information technology have lowered the cost
of performing information-intensive activities, providing economies of scale can
be reaped. Examples of outsourcing include: mortgage processing, credit card
administration, cheque processing, network operations and management, credit
card issuance, student loan processing, trust processing, securities safekeeping,
ATM driving/switching, retail lockbox, Applications Development and
Management, data centre and balance reporting. As technology becomes more
intense and specialized and requires heavy investment, it tends to be disaggre-
gated, i.e. technology operations are broken apart and split up amongst a number
of highly specialized technology companies which supply similar services to sev-
eral banks.

There are several reasons why outsourcing is undertaken and why it has
become an increasingly common feature in banking:

� to reap economies of scale that cannot be obtained internally;
� some areas may be too specialized to be undertaken internally;
� a particular expertise may not be available internally and may be uneconomic

to acquire;
� to gain increased flexibility in the use of technology;
� to spread (most especially fixed) costs and risks; 
� to break an internal monopoly when services are supplied exclusively inter-

nally;
� to change the cost structure: lower fixed costs.
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Above all, a major advantage of outsourcing is that it transforms fixed costs into
variable costs and hence reduces the requirement for, often large, up-front costs
in developing and adapting processing facilities. If a firm conducts its own pro-
cessing it pays, and must recoup, through the pricing of its products and services,
both the large fixed and small variable costs of the process. On the other hand, if
it subcontracts the process it pays the supplier a proportion of the supplier’s fixed
costs plus the variable costs. The whole procedure is economic if the higher vari-
able and transactions costs through outsourcing are less than the savings on fixed
costs. In addition, the outsourcing firm may find it economic to outsource even
when this condition is not met because of the sharing of risks and the greater
flexibility it secures through minimizing its infrastructure and fixed costs. In
general, firms with low fixed costs and capacity are more flexible than those
with high fixed costs even if the variable costs are higher.

If there are significant economies of scale in a particular process a bank can
secure these economies in one of four ways: by being big; by outsourcing; by
forming joint ventures with others; or by the bank investing in a process and sup-
plying the excess capacity to others. As an example of the last-mentioned, a bank
may decide to establish a cheque processing facility where the economies of scale
are considerably bigger than the bank itself and to provide the service to other
banks. 

In a competitive market all firms are under pressure to gain cost advantages
wherever they can be secured. In some cases banks may have gone as far as they
can in cutting costs without a more fundamental re-engineering of the business
such as is implied in contract banking. If technology has the effect of increasing
the economies of scale, the issue becomes how banks can reap such economies.
As noted, economies can be secured either internally or externally but in some
cases it may require a fundamental re-engineering of the bank. However, paradox-
ically, the technology which increases the economies of scale in bank processes,
combined with the ability to deconstruct products and services and have compo-
nents priced and supplied independently, means that both small and large banks
can coexist, and that there will be greater variety in the structure of banking
firms. This is because economies of scale are in bank processes rather than in
banks per se.

At its extreme, the virtual bank emerges. This has an interface with its cus-
tomers and seemingly supplies a set of integrated services and products. And yet
it does nothing itself other than manage a set of contracts with external suppliers.
It is a contract buyer of other firms’ products and services and a coordinator of a
network of contracts and services. It is, in effect, a broker between the customer
and the ultimate supplier of services which go to make up the final products and
services demanded by the customer. This may mean that comparatively small vir-
tual banks can exist alongside large banks. They may provide the full range of
banking services with the customer being unaware that the bank is in truth a net-
work of alliances with specialist providers.
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6 The structure of the financial system

The development of outsourcing means that there can be a role for the small bank
in a market and technology environment where many banking operations require
large scale to be economic. While there is a trend towards more consolidation in
the banking industry, there will still be a place for the smaller bank though it will
not have the traditional structure. 

An implication of much of the analysis of this paper is that banks will be under
constant pressure to cut and contain costs as a permanent feature of strategy. The
economies of scale to be derived through the application of technology will be
one of the routes of this pressure. However, if economies of scale relate predomi-
nantly to bank processes rather than institutions, and external contracts can be
managed efficiently, the existence of economies of scale does not mean that only
large banks can be competitive and survive. 

What in practice is likely to emerge is a spectrum of different types of bank
(Figure 4.1). At one end of the spectrum will be the traditional fully integrated
bank which, because of the economies of scale in bank processes, will be very
large. At the other end of the spectrum will lie the virtual bank. In practice, the
majority of banks will lie within the polar boundaries of the spectrum, with some
services being provided internally and others outsourced. The differences
between banks, and their location along the spectrum, is ultimately a question of
the balance between internal and external contracts, and many alternative struc-
tures are likely to emerge.

Financial firms will come to be distinguished in three dimensions: size, prod-
uct range, and organizational structure (the balance between internal and external
contracts).
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Economies of scale again

These developments bring into question the traditional measures and concepts of
economies of scale in banking. If there are alternative ways of securing economies
of scale in processes by changing the organizational structure of the bank (e.g. by
outsourcing), the same economies of scale can be secured by banks of very differ-
ent size. Under some extreme assumptions (no external contracting costs, perfect
divisibility of processing, etc.) the long-run average cost curve is horizontal and



the same for all banks, though different banks will reach this position through dif-
ferent combinations of internal and external contracts for processing, etc. This is
illustrated in Figure 4.2 where AC1 represents the average cost curve of a bank
with old technology with only internal contracts. AC2 represents the cost curve
with new technology with only internal contracts for processes. This indicates that
technology is having the effect of increasing the economies of scale, raising the
optimum scale, and raising costs at low levels of output compared with old tech-
nology. However, if banks have the option of choosing a mix of internal and
external contracts (in the latter case they effectively buy-in economies of scale
from outside which they cannot secure internally) the average cost curve becomes
AC3. In effect, banks of various sizes can secure the same economies of scale.
Thus empirical testing might show banks of various sizes having the same costs
which might be misinterpreted as there being no economies of scale in banking.
The true interpretation is that economies of scale can be secured by small banks
through greater use of external contracts. However, this will not be identified with
traditional methodologies for measuring economies of scale in banking.

Strategic options

As a result of this, the NERFS is widening, rather than narrowing, the strategic
options available to financial firms of all types and sizes. As different financial
firms adopt different strategies, the future structure of the retail financial services

Technology and the new economics of banking 65

Costs

AC1
AC2

AC3

Volumeθ A B

Figure 4.2 Technology and economies of scale.



industry may involve greater diversity of financial firms. There is no reason why
the industry is likely to converge on a single, or dominant, model.

With respect to the optimum size of financial firms, there are conflicting pres-
sures: technology is increasing the economies of scale and hence, prima facie, a
need to be large to gain competitive advantage in the market, but the same tech-
nology is making deconstruction of processes more feasible and also widening
the range of options for securing economies of scale.

There is a viable role for comparatively small and focused financial firms.
However, and partly in order to secure economies of scale, success for small finan-
cial firms may require major changes in organizational structure at two levels: 

1 a radical deconstruction of processes with firms focusing upon their core
competences and subcontracting many processes which have traditionally
been undertaken ‘in-house’;

2 the formation of confederations of small financial firms to undertake pro-
cessing collectively for its members while each member retains its
competitive independence.

In many European countries and also in Australia, collective arrangements are
common most especially in the mutual and cooperative sectors of the financial
system. Examples are Federcasse in Italy and the Credit Unions Services
Corporation in Australia. All are designed to enable small financial institutions to
gain the competitive imperative of economies of scale.

Conclusion

As the underlying economics of the banking and retail financial services industries
and firms change in the various dimensions identified, past paradigms of analysis
may become less appropriate. In particular, no single dominant business model is
likely to emerge and the financial system is likely to come to be populated by a
greater diversity of financial firms with respect to size, product mix and organiza-
tional structure. This is one of the implications of new technology in banking.

The evolution of national banking systems, and the business of banks in par-
ticular countries, are always and everywhere influenced by a combination of
country-specific and global pressures. In the years ahead the relative role of these
two sets of forces is likely to change with global pressures becoming more deci-
sive than country-specific factors. This is partly because the dominant pressures
(e.g. technology) are themselves global in nature.

In practice, the timing, speed and intensity of the pressures vary from country
to country and in some countries regulation continues to offer a degree of protec-
tion to the value of the banking franchise. Nevertheless, as competition becomes
increasingly global in nature, and many of the pressures (e.g. technology) are uni-
versal, no nationality of banks will be immune from the pressures operating on
the banking industry.

Opinions differ as to whether the evolution of information, processing, trading
and delivery technology represents a process of further incremental change in

66 David T. Llewellyn



banking or whether it is truly a paradigm shift. The theme here has been that it is
closer to the latter than the former both because the pace of change has acceler-
ated and because it is transforming all aspects of banking business
simultaneously.
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Introduction

Recent advances in information and communication technology have modified
the ways in which customers have access to banks’ services and products, leading
to a new model of banking (PC and Internet banking, telephone banking) which
represents a major change in relation to the most traditional model, mainly based
in branch networks. Yet this is no more than the last wave of technological
advances which are being incorporated in bank activity since several decades ago.
Information processing and storage by electronic means, electronic trading and
settlement systems, electronic means of payment and automated teller machines
are a few examples of this process. The new technologies make possible cost sav-
ing transformations in the production process which may improve efficiency in
data management and risk control. Together with these potential benefits there are
some other more uncertain effects like some changes in the nature and balance of
risks faced by banking institutions. 

The purpose of this paper is to address both issues: the potential impact of
technology on bank efficiency, which is examined in Section I, and the increasing
complexity of risk control in a framework of recent widespread and fast techno-
logical advances, which is discussed in Section II. The main conclusions of the
paper are summarized in Section III. 

I Bank efficiency: the impact of technology on costs

The technological advances that have occurred in the area of information technol-
ogy and telecommunications in recent years have had a significant influence on
the operation of the world financial sector. This section examines the degree to
which Spanish banks have incorporated and adapted to these technological devel-
opments, as well as their impact on the structure of costs.

In the case of Spain, the process of incorporation of computerized media into
the management of banking operations has been closely linked to the adaptation
of operating procedures required by the launch of the single currency and the year
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2000 problem. Although computerized media had been coming into general use at
the end of the 1980s, the start of Stage Three of Economic and Monetary Union
involved an additional boost to the process, especially in departments related to
the activity in the interbank market and in securities markets. The adaptation to
the new requirements of Stage Three of EMU involved not merely the adjustment
of existing equipment and procedures, but also widespread renewal of the same,
with incorporation of the most recent technical advances.

During the lead up to Stage Three, spending on information technology and
telecommunications by a large number of banks, especially the commercial
banks, increased significantly. This can be seen in the various indicators pre-
sented in Table 5.1. Spanish commercial banks tended to increase their IT and
communications spending from 1996. However, this process seems to have
occurred with a different pattern and intensity in the other Spanish deposit-money
institutions. In the case of savings banks and credit cooperatives the growth of IT
spending began somewhat later and was concentrated in a shorter time period
(1998–9).

The differences in the patterns of behaviour of these three kinds of bank
seem to be related to the differences in their product specialization and to the
existence of a sectoral institution providing services to the institutions on the
basis of cooperation agreements (CECA, Banco Cooperativo1). In the case of
the commercial banks, especially the large ones, which have significant activ-
ity in the interbank and government debt markets, the advent of the single
currency required an adaptation effort in these areas, which were those most
immediately affected. This type of activity has less weight in the savings bank
sector, which is more orientated towards retail banking and was therefore able
to adapt more gradually. Also, the savings banks, and particularly the credit
cooperatives, channelled a large part of their operations in these markets
through CECA or the Banco Cooperativo, which perform interbank and securi-
ties management for many of the institutions in both sectors, so that the work
to adapt to the single currency and the year 2000 problem was smaller in these
sectors.

During the past two years there has been a certain shift in spending from direct
spending on applications and computer systems towards the outsourcing of these
services. Thus, if only this direct spending is included, the growth in the cost of IT
and communications products and services is less than when outsourced services
are included (see Table 5.1).

The growth of spending on items related to the incorporation of information
technologies corresponds, to a degree difficult to specify, to investment in tech-
nology and the incorporation of technical progress in the productive process. The
investment in R&D that this represents might be expected to have an impact on
average costs and on the cost structure of banks, which may be manifest in differ-
ent ways.

First, the replacement of labour-intensive procedures with cheaper automated
procedures will tend to reduce the cost per transaction. At the same time, the
reduction in the number of branches and the associated labour that may result
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from the development of different kinds of remote banking (telephone and
Internet banking and the use of automated teller machines capable of performing
a broad range of bank transactions), may also tend to lead to a shift towards more
capital-intensive technologies, thereby reducing average costs and the weight of

Table 5.1 Indicators of information technology spending (%) (a)

Big banks Commercial banks

1992–5 1996–8 1999–2000 1992–5 1996–8 1999–2000

IT expenses/ 9.6 11.1 13.8 10.6 11.6 14.7
operating expenses

IT expenses/ 30.5 34.0 41.5 32.0 34.0 41.7
overheads

IT expenses/ 5.5 7.8 10.8 6.2 8.1 11.6
number of employees
(EUR thousands)

IT expenses/ 51.7 64.3 91.6 53.2 62.5 90.3
number of branches
(EUR thousands) 

ATMs (annual rate 16.8 16.7 12.7 15.1 15.7 11.3
of growth)

IT expenses (annual –1.4 17.2 5.7 –1.4 13.0 7.6
rate of growth)

IT expenses (annual –1.4 17.2 –2.8 –1.4 13.0 –1.9
rate of growth) (b) 

Savings banks Credit cooperatives

1992–5 1996–8 1999–2000 1992–5 1996–8 1999–2000

IT expenses/ 14.0 13.0 15.3 14.3 13.0 14.4
operating expenses

IT expenses/ 36.6 33.8 40.0 36.9 33.1 36.8
overheads

IT expenses/ 8.9 9.6 12.2 7.0 7.4 8.7
number of employees
(EUR thousands)

IT expenses/ 51.6 52.2 64.3 25.4 27.3 32.5
number of branches
(EUR thousands) 

ATMs (annual rate 8.5 11.1 9.4 93.6 11.1 12.3
of growth)

IT expenses (annual 3.5 5.9 13.1 3.5 9.2 10.3
rate of growth)

IT expenses (annual 3.5 5.9 7.3 3.5 9.2 –4.3
rate of growth) (b) 

Notes: (a) Information and technology costs also include outsourcing costs in the period 1999–2000;
(b) Outsourcing costs are not included in this item.



personnel costs in total operating costs. Other kinds of effect may also occur
which will eventually have an impact on the long-run average cost curve. Among
these may be highlighted:

� the possibility of gaining access to and harnessing the economies of scale
that characterize automated procedures for carrying out transactions;

� a possible rise in the cost of the labour factor, owing to the higher-skilled
workers required by the investment in technology who have to be remuner-
ated with higher salaries;

� investment in R&D will tend to lower average fixed costs, in so far as it allows
processes to be rationalized and leads to an increase in capital productivity.

However, in the short run there may be fluctuations in average costs arising from an
adjustment process that may be different for each of the various variables affected.
Also, the costs of banks may be influenced by other factors, other than technologi-
cal advances, which push them up (e.g. strategies for growth or expansion into new
geographical areas). In short, although in the long term one can expect a reduction
in average costs, in the short term it may be difficult to determine the influence of
the new technological developments on costs in banking activity.

Before analysing the costs of Spanish banks it is worth examining some differ-
ences that exist between the various institutional groupings in the Spanish banking
system, which have had an impact on trends in costs and the cost structure during
the 1990s. For this purpose, Table 5.2 shows the average annual growth in the oper-
ating costs of these groups, as well as the average growth in output, approximated
through two indicators – total assets and total customer credits and deposits – and
the average growth of the branch network. It can be seen that the savings banks and
credit cooperatives have recorded higher growth in their activity than the commer-
cial banks. At the same time, their branch network and total number of employees
have grown, in contrast to the trends in the same variables in the commercial
banks. These data reflect the different strategies adopted by these groups in the
1990s: the expansion into geographical areas outside their traditional locality, in
the case of savings banks, and the attempt by the commercial banks to rationalize
their branch networks in order to reduce the weight of operating costs in their
activity and thus respond to the narrowing of margins. These different strategies
have led to much higher growth in the operating costs (both personnel costs and
overheads) of savings banks and cooperatives than in those of commercial banks.
Thus the weight of staff costs on operating expenses has increased in savings banks
while it has decreased in commercial banks.

Meanwhile, there was a larger difference between the growth in total assets
and that of customer activity in the case of commercial banks than in that of sav-
ings banks and credit cooperatives, which shows the greater importance of
activity in financial markets in the case of the former.

A final difference between these groups is the contribution of IT and communi-
cations spending to the growth of overheads and operating costs. This contribution
was high in the case of the commercial banks, as shown by the fact that the average
growth of operating costs falls by 0.6 percentage points when this item is excluded.
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By contrast, in the case of savings banks and credit cooperatives, this growth rate
hardly changes when IT spending is not included.

In order to obtain an initial approximation of the impact of information tech-
nologies on the operating costs of Spanish banks, Figures 5.1 and 5.2 show the
trends in operating costs, overheads and personnel costs per branch, as well as
their main explanatory factors.

First, over the last five years, the growth of spending on new technology prod-
ucts and services has been higher than that of other overheads in the case of the
large and other commercial banks (see Figures 5.1 and 5.2), contributing signifi-
cantly to the growth of total overheads. Thus the share of overheads in operating
expenses increased three percentage points during 1992–2000 in commercial
banks. In contrast, the growth of IT spending only exceeded that of other over-
heads in 1998 and 1999, in savings banks and credit cooperatives (see Figure 5.2),
so that the trend in their overheads per branch has been more influenced by items
other than those relating to the use of new technologies. The strategy of opening
new branches may have influenced this type of effect.

The strong growth in the cost of IT and communications investment and ser-
vices in small and medium-sized commercial banks in 1999 was notable. This is
largely explained by the investment made by one of the largest banks in this
group, which has adopted the strategy of offering a wide range of banking prod-
ucts on the Internet. This bank is currently the one to have achieved the largest
foothold in Internet banking in Spain. 

As regards personnel costs, their growth was dominated by wage growth,
although pension payments helped to widen the gap between these two growth
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Table 5.2 Costs and activity: 1992–2000 (annual % rate of growth)

Commercial Big Rest of Savings Credit
banks banks banks banks cooperatives

Number of branches –1.2 –1.9 –0.4 3.3 3.5

Number of employees –2.6 –2.7 –2.4 1.8 3.7

Staff expenses 2.7 2.7 2.6 6.7 7.9

Staff expenses (excl. 2.3 2.4 2.2 6.1 8.0
pension payments)

Non-staff expenses 4.0 3.7 4.3 6.1 7.9

Non-staff expenses (excl. 2.1 1.7 2.6 5.7 8.3
IT expenses) (a) 

Operating expenses 2.8 2.7 3.0 6.5 8.1

Operating expenses (excl. 2.2 2.1 2.4 6.4 8.2
IT expenses) (a)

Total assets 8.7 9.2 7.8 10.4 12.7

Customer balances 6.5 6.6 6.4 10.7 14.6
(credit + deposits)

Source: Bank of Spain.
Notes: (a) Information and technology costs also include outsourcing costs in the period 1999–2000.
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Figure 5.1 Average spending per branch: big, small and medium-sized banks.

rates in those years in which there were a significant number of early retire-
ments or extraordinary contributions were made to pension schemes (as in
2000). The change in the number of employees per branch is another factor
explaining the gap between wage growth and growth in personnel costs. In the
case of the savings banks and credit cooperatives, the rate of change of labour
costs per branch showed a clear downtrend (except in 2000, for the reason



already mentioned), in line with wage growth, which moderated significantly
during the second half of the 1990s in the Spanish economy. However, the
labour costs of Spanish commercial banks displayed a somewhat different pat-
tern, owing to a larger reduction in the number of employees per branch and to
the acceleration of nominal wages during the period 1996–8, the period in
which adaptation to the single currency took place and growth in spending on
IT systems and processes was higher. This descriptive kind of evidence seems
to indicate a possible relationship between technological advances and nominal
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Figure 5.2 Average spending per branch: savings banks and credit cooperatives.



wage growth, owing to the higher level of skills required by the investment in
technology. However, the nature of the data does not allow testing of this
hypothesis appropriately due to the small number of observations (which, in
some years, are also affected by some known extraordinary events) and their
aggregated level which may obscure possible regular patterns if one or two big
institutions in the group deviate from those regularities. Yet the increase in the
percentage of employees with the status of manager (from 25 per cent in 1995
to 28 per cent in 1999) in savings banks and of those considered technical staff
(from 53 per cent in 1995 to 60 per cent in 1999) in commercial banks, would
tend to support this hypothesis.

Although the information presented does not enable conclusions to be drawn,
it does seem to indicate that, among Spanish commercial banks, there has been a
predominant tendency to reduce employment and invest in technology, which
tends to improve the technical quality of capital, while, among the savings banks
and credit cooperatives, the dominant strategy has been to increase more labour-
intensive distribution channels, such as the branch network. The results of these
different strategies in terms of efficiency are difficult to assess without resorting
to the estimation of cost functions. However, to provide an initial approximation
of the effect of these two strategies, some standard ratios used to analyse effi-
ciency in the banking industry are set out in Figure 5.3.

Operating costs per unit of gross income were very stable in the case of both
savings banks and credit cooperatives. In the case of commercial banks this indi-
cator was also relatively stable, if the years at the beginning and end of the period
considered, when there was unusual growth in gross income, are excluded.
According to this indicator, the most efficient group of banks during these years
would have been the credit cooperatives. However, the stability of this ratio over
time would seem to indicate that it is a target variable for the banks (it is used by
rating agencies and supervisory bodies in their assessment of banks) and, in conse-
quence, may bear little relation to the trend in variables indicative of the strategies
mentioned.

The efficiency ratios based on balance sheet items, whether total assets or
those relating to activity with customers (credits and deposits), display a down-
ward trend in all groups, indicating an improvement in efficiency. Also, a fact
already mentioned above is clearly seen: owing to the importance of their opera-
tions in the interbank and government debt markets, the large commercial banks
are the most efficient when operating costs and total assets are compared, while,
in terms of operations with customers, the savings banks and credit cooperatives
are the most efficient.

Average operating costs per transaction should, in principle, reflect the cost
saving that may have arisen with the incorporation of new information technolo-
gies into the productive process. However, this variable displays an upward trend
in all the groups, except small and medium-sized commercial banks. Underlying
this upward trend is the process of disintermediation from bank deposits to
mutual funds, which characterized most of the period considered. This process
dominated the trend in this ratio for Spanish deposit-money institutions.2
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Figure 5.3 Efficiency indicators.
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Accordingly, the standard measures of efficiency of an aggregate nature are
rather ambiguous and hardly provide any information on the influence of the new
technologies on the efficiency of banks, or on the impact of expansion of the most
labour-intensive distribution channels implemented by some Spanish banks. 

The impact on productivity

Since the cost variables examined provide little information on the impact of
information technologies on banks’ average costs, this section contains a brief
descriptive analysis of labour productivity and its relationship to total factor pro-
ductivity and spending on technology.

Labour productivity has been approximated by the relationship between total
customer credits and deposits and the number of employees.3 Figure 5.4 shows
the rate of change of this variable for four different groups of banks. Since 1994,
the growth in labour productivity has tended to rise in Spanish commercial
banks, although in 2000 there was a decline in this growth. In the case of savings
banks and credit cooperatives, there were also significant improvements in pro-
ductivity, with somewhat more moderate growth in the middle years of the
period considered.

In principle, the improvement in apparent labour productivity in the various
groups of banks may be associated with growth in total factor productivity or the
capital/labour ratio, or a combination of the two. In Figure 5.4 some evidence of
these relationships can be seen in the case of Spanish commercial banks, although
their presence seems less clear in the savings bank and credit cooperatives sectors.
The capital/labour ratio has been approximated using own funds as a proxy for cap-
ital. For its part, total factor productivity has been obtained from the expression:

TFP =

where Y = total customer credits and deposits (in real terms); K = own funds (in
real terms); L = number of employees; w and r = market price of the labour and
capital factors, respectively.4

Among the potential factors that might explain the path of total factor produc-
tivity (technical progress, the skill level of workers and, in general, all those
aspects that influence the quality of the factors used in the productive process),
Figure 5.5 shows the relationship between this variable and the spending by banks
on information technologies. In general this type of spending seems to have con-
tributed to the productivity gains seen between 1996 and 1999, although it is
among Spanish commercial banks that this relationship seems clearest.

In short, the information of an aggregate nature seems to indicate that the new
advances in information technologies may have helped to improve total factor
productivity. However, this hypothesis will have to be tested by estimating pro-
duction or cost functions using data from individual banks in order to avoid biases
induced by the aggregation of heterogeneous agents and to increase the number of
observations.

Y
rK + wL
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II Risk control and new technology

The application of new technologies in banks’ production and distribution
processes is expected to improve bank productivity and efficiency but, at the
same time, it also leads to changes in the level and structure of the risks faced by
banks. The introduction of new techniques in the production and distribution of
banking services does not involve any change in the categories and definitions of
the risks traditionally associated with banking activity. Yet it does introduce cer-
tain changes in the way such risks are generated, as well as opening up new
channels through which banks can be exposed to risks that might have a negative
impact on their net worth.

The new management systems established by banks are helping to improve the
overall management of risk in their activity but they also give rise to other ele-
ments of risk. These arise from inadequate application of such systems, from their
possible failures and from insufficient knowledge on the part of managers and/or
staff of the banks as to how they operate. Meanwhile, the application of new
product distribution techniques, in particular those using the Internet, is also a
source of potential risks for banks. Moreover, the increasing use by banks of out-
sourcing for certain services, whilst helping cut operating costs, may also become
a potential source of risk. The decision to invest in new technologies, which are
often very expensive and potentially have a very short useful life, may be a poten-
tial source of risk too. Furthermore, the very decisions on the orientation of bank
business arising from the impact thereon of the emergence of these new technolo-
gies, are another source of potential risks for banks. Finally, the application of
new technologies and their impact on certain areas of business may help intro-
duce changes to the risks arising from traditional banking activities.

There are therefore several channels through which the application of new
technologies5 may affect banks’ risk structure, which means that it is necessary
for both the banks and the supervisory authorities to adapt their current models
for risk control and management to the new situation. The speed and intensity of
the change in the risk profile of banks will depend on the degree of application of
these new techniques as well as on the vulnerability of the banking sector of each
country to competition from other financial service providers.

In the case of Spain, change may occur rapidly, given that the main banks have
made considerable efforts to renew their management, production and distribu-
tion systems in order to harness the advantages arising from the new technologies.
Moreover, the Spanish banking model based on retail business, with an extensive
branch network to distribute products, may be very sensitive to changes in cus-
tomer preferences regarding the preferred way of carrying out banking
transactions. Finally, the high level of competition in the Spanish banking sector
has meant that the banks have made significant efforts to make the most advanced
systems of bank product distribution available to their customers, developing
Internet banking divisions or setting up subsidiaries to engage specifically in such
business.
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These strategies by Spanish banks have led to more rapid development of elec-
tronic banking in Spain than in other countries where Internet use is higher (see
Table 5.3). Spain is among those European countries having a higher number of
electronic banking customers as a proportion of population, although many of
the customer transactions made through electronic banking media are probably
merely requests for information on products or prices and do not entail the con-
tracting of specific financial services. The market share of Internet banks in the
business of all deposit-money institutions is still very low, reaching a signifi-
cant amount only in the case of current accounts where it exceeds two per cent
of the total and in savings accounts with almost 0.9 per cent. However, these
figures only refer to the contracting of financial services through banks operat-
ing solely through the Internet and do not include the contracting of services
through the Internet divisions of traditional banks which may be more impor-
tant.

The scant importance of Internet business for the moment is expected to
increase at a good pace, since the growth rates recorded by the group of electronic
banks is very high, especially in recent months. Yet it seems that some time will
be needed before electronic banks achieve significant market shares in the
Spanish banking industry.

Categories of risk

Although, as already mentioned, the categories of risk associated with the use of
new technologies are not new, they do have certain characteristics which make it
necessary to revise current risk control mechanisms.
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Table 5.3 Internet and e-banking penetration

Country % Internet penetration % e-banking penetration
(% of population) (% of population)

Finland 44.0 37.6

Sweden 55.3 27.9

Norway 52.8 27.8

Denmark 48.3 14.7

Switzerland 33.1 7.9

United Kingdom 33.1 7.8

Holland 45.5 6.4

Spain 13.6 5.0

United States 55.9 4.1

Germany 24.3 3.6

France 15.6 2.4

Italy 23.3 2.0

Source: OECD, FPK and www.nua.com.



Based on consultations of the supervisory authorities in various countries, a
classification has been established of the risks associated with new technologies
which would need to be taken into account when evaluating the situation of the
banks which make up the banking system of each country. These categories are as
follows:

� Strategic and business risk – arising from the consequences that strategic
management decisions relating to the challenges posed by technological
development may have for the evolution of the bank.

� Operational risk – emerging as a consequence of the growing use of new
technologies in the banking industry, leading to greater risks associated with
improper use or operation of the new systems applied.

� Reputation risk – the possibility of losses arising from improper operation of
the new systems helping to undermine the bank’s good image with its cus-
tomers.

� Legal risk – risks arising from breach of regulations or negligence that may
entail the payment of compensation or fines.

� Other risks – a category that basically includes the rest of the risks tradition-
ally associated with banking activity (credit, exchange rate, liquidity,
market, systemic) which are also influenced by the introduction of new tech-
nologies. 

The changes that the adoption of IT technology may give rise to in each of these
risk categories shall now be analysed in greater detail, with particular reference to
the Spanish banking system. Though the process of change in risk profile is com-
mon to all countries with a developed banking system, it has certain specific
characteristics according to the structure of business of the banks that make up
the system.

Strategic and business risk

This is the broadest of the categories considered and the decisions taken in this
area will have effects on the other categories considered. The revolution in data
processing and transmission technologies, together with other elements of
change,5 has entailed a radical transformation in the banks’ operating environ-
ment. This has increased the uncertainty over the appropriate strategy, raising the
risk of losses arising from wrong decisions.

The new technologies increase the level of competition in banking markets,6

open up new possibilities for expansion into other markets, make possible poten-
tially cost-saving changes in the structure of production, improve the efficiency of
mechanisms for data management, product design and risk control and introduce
a radical change in product distribution systems.

All of these changes require strategic responses from bank management in
order to put the bank in a position from which it is able to compete in this new sit-
uation. In the case of Spain, and given its traditional business structure centred on
retail banking with a very dense branch network, the possibility of developing
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alternative distribution networks based on Internet use, with much lower costs
than traditional mechanisms,7 may involve a very significant decline in the strate-
gic value of the branch network, creating a serious problem of overcapacity for
the banks. 

However, the development of these alternative distribution networks is not tak-
ing place as fast as expected. Despite the advertising drives by institutions more
oriented to this business segment, the results are still not very brilliant. The phys-
ical presence of the bank with which they operate still dominates the preferences
of Spanish bank customers. Also, the expected competition from abroad and from
other non-financial institutions is still not particularly important and the contract-
ing of financial services through the Internet is being hampered by the
uncertainty regarding the security of transactions and by the legal difficulties
involved in formalizing contracts through electronic media.

All this means that the impact of electronic banking on the traditional banks is
still very limited. Even so, it should be noted that some of the problems of secu-
rity and legal difficulties will undoubtedly be resolved in the near future and that
the growth rates of banks operating exclusively through the Internet have, in
recent months, been very much higher than those for deposit-money institutions
in general. Accordingly, banks will have to develop strategies aiming to safeguard
their position in the market, namely plans to reduce operating costs, to develop
alternative distribution channels and to eliminate possible overcapacity in the tra-
ditional distribution network.

However, the possible defensive strategies of traditional banks are not risk-
free. A policy of expanding the customer base through aggressive pricing could
compromise the future profitability of these banks, exacerbating even more the
possible problems arising from the overcapacity of their networks. In this respect,
the aggressive strategy to attract customers used by some electronic banking insti-
tutions, offering above market interest rates, could tempt traditional banks to
adopt a similar strategy, with the consequent risk to their financial stability.

The policies of some electronic banking institutions to attract customers, based
on price reductions, may be having a ‘cannibalization’ effect similar to that seen
with the appearance of high interest accounts at the end of the 1980s. This is
because a significant proportion of the new customers come from the customer
base of the traditional banks which are the parent companies of these electronic
banks. This may hamper the achievement of foreseen targets when investing in
new distribution channel technologies. In that case, these policies would not help
widen the customer base of the traditional business but merely shift customers
from the traditional banks towards the electronic institutions, which have nar-
rower operating margins. Despite these possible negative effects, there is perhaps
no better business alternative since failure to introduce these new systems may be
an even worse option owing to the loss of those customers who contribute higher
value added to the bank’s business. 

Lastly, there is another strategic risk associated with technological innovation
which is related to decisions to invest in technology (both for internal use and to
develop external distribution systems) and also to agreements with non-financial
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companies (particularly in the telecommunications sector) to develop joint sys-
tems to provide financial services using the latest technological advances. The
investment required to establish such systems is very large and its useful life,
owing to rapid technological innovation, may be very short, so that decisions in
this area must be carefully considered in order to avoid wasting resources on
investments of doubtful profitability. However, at the same time, strategic deci-
sions in this area of business cannot be put off without running the danger of
being sidelined from new markets. The fact that the managers of deposit-money
institutions have little knowledge of the characteristics of these technologies may
entail an additional source of concern.

In the case of Spain, the existence of a large number of small institutions,
which find it more difficult to raise funds and have a lower technical capacity to
acquire an adequate level of knowledge in this area, might suggest that the risk of
taking wrong decisions is greater. Nonetheless, the existence of associations both
in the case of the savings banks and the credit cooperatives, helps to mitigate such
risk, since these can be used to address this kind of strategic decision, developing
systems for joint use and thereby making available more resources and qualified
personnel.

Operational risk

The growing use of new information processing and transmission technologies
enables banks to exploit their databases more effectively, to generate new busi-
ness opportunities and to develop risk control models which help to improve
management. At the same time, the possibility of setting up new distribution
channels as well as of developing financial products that are better adapted to cus-
tomer requirements is also a new source of income and increases the chances of
establishing stable relationships with customers which help to increase their loy-
alty. Moreover, the possibility of restructuring productive processes by
subcontracting some non-essential services may help to reduce operating
expenses. Together with these beneficial effects, new technology entails some
costs for banking institutions, since it makes them more vulnerable to possible
failures in their operating systems. This is what is known as operational risk.

The development of all kinds of systems based on the intensive use of technol-
ogy increases the exposure of banks to failures in their operation, to their
fraudulent use by third persons or employees and to failures in external systems
that they use to supplement their own. At the same time, the growing complexity
of the systems used makes it necessary to train employees and management, to
ensure that they have adequate knowledge of how these tools work. The growing
importance of this kind of risk has led supervisory authorities to introduce in the
new Basel Capital Accord specific capital requirements to cover the risks arising
from operating system failures.

In the Spanish banking market this kind of risk may be rather significant
owing to the complexity of the banking groups. The universal banking system
predominates, with financial conglomerates offering all kinds of products and
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services with very diverse characteristics. This makes it more difficult to develop
an integrated system for distribution and for risk management. Moreover, this
multiproduct business structure, with ramifications in different markets and with
different subsystems operating in parallel, tends to increase the risks that may
arise from operating system failures.

Therefore, it is particularly necessary for the banks to develop rigorous control
systems for these new applications so that they can control any failure in their risk
management models, in the transmission of data from one business unit to
another, or any weakness in security and database information access systems that
allowed fraudulent access by employees or third persons. Also, banks should
establish systems to ensure control and monitoring of the quality and security of
firms subcontracted in their productive processes.

Owing to the complexity of Spanish banking groups, which means that the
control of their activity is divided up between different supervisory authorities, an
additional effort is required by the latter to ensure that effective control exists over
all areas of business and all the internal and external data-processing systems
involved in the correct operation of banks.

Reputation risk

Closely related to the previous point, the growing complexity of banks’ data-
processing systems, with a higher degree of involvement of external systems
over which there is not always adequate control (subcontracted services,
alliances with non-financial firms and development of distribution systems
based on the Internet or other external networks), increases the possibility of
failure in the correct provision of services. In a relationship based on confi-
dence in the proper working of the bank, where the decision to deal with a
particular bank has a lot to do with the prestige of the brand, any failure in sys-
tems that casts doubt on the reliability or security of transactions may have a
very negative effect on customers, leading to a flight to other competing banks.
The risk of a loss of ‘prestige’ among customers may eventually lead to a loss of
market share that is difficult to recover in such a competitive environment as
that expected in the years ahead.

This is another of the most prevalent risks in the Spanish banking system,
which is based on a close relationship between the customer and the bank, the
reputation of the brand being a significant factor for maintaining a stable cus-
tomer base.

Legal risk

Legal risk is also closely related to the growing complexity of banks’ data distrib-
ution and storage systems as a consequence of the application of new
technologies. By increasing the possibilities for fraud or improper use of the
information contained in bank databases, as well as the possibilities for malfunc-
tioning of systems which damages the quality of service, the risk also increases of
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claims against the bank by customers, who owing to growing competition are also
becoming more demanding.

In principle, the use of new distribution channels enables business to be
expanded into an unlimited number of markets and countries with a very small
additional cost, thus increasing the potential customer base. However, it has to be
taken into account that an expansion of this type may give rise to an increase in
legal risk by increasing the probability of infringing the laws in force in other
countries owing to lack of knowledge thereof. Although the first steps have
already been taken to try to adopt a more or less uniform legal framework to facil-
itate the cross-border marketing of financial products through the Internet, the
current situation tends to apply to such transactions the laws of the country in
which the products are offered. This tends to increase the possibility of infringing
the law applicable, with the consequent legal risk involved.

For the moment, the provision of cross-border banking services through the
Internet is very limited and, in almost all cases, there is already a physical branch
in the country in which it is carried out, which helps minimize the risks of failing
to comply with regulations.

Other risks

The application of the new technologies has an effect on the traditional risks of
banking activity which is difficult to calculate. On the one hand the new tech-
niques enable these risks to be better managed, which helps reduce exposure. On
the other hand, however, certain policies associated with the changes induced by
the appearance of these new technologies may tend to increase some of these
risks.

In the case of Spain, the clearest effect would be a possible increase in credit
risk if the banks adopt aggressive expansion policies as a consequence of the
increase in competition caused by the new distribution channels. Another possible
negative effect would be an increase in liquidity risk as a consequence of greater
volatility of customer deposits. The possibility that the Internet gives of compar-
ing prices and choosing the best offer may tend to weaken relationships between
customers and their bank making them more sensitive to prices than to other con-
siderations.

Since the introduction of risk management models has a positive effect on
banks’ levels of credit, interest rate and market risk, there is also a risk of exces-
sive confidence in them which may give rise to problems at times of crisis.
Finally, the subcontracting of services could lead to an excessive concentration in
certain systems or operators, leading to an increase in systemic risk in the event of
failure of such operators. The fact that some of them, owing to their status as non-
financial institutions, may not be subject to the control of any supervisory
authority makes more serious this possibility.

Regarding the attitude of supervisory authorities, being aware of all the
already mentioned potential risks for banking institutions, they have started to
work in the design of new systems for control. In the case of Spanish authorities,
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a group has been set up within the Directorate General of Supervision of Banco
de España to analyse the risks arising from electronic banking.

III Conclusions

The introduction of new technologies in the banking industry involves, in general,
an increase in its efficiency and competitiveness, which will probably result in
benefits for customers in the form of lower prices and a better quality of service.
In the case of Spanish banking institutions, there appears to be an improvement in
some measures of efficiency and productivity which seem to be related to invest-
ment in information and communication technologies. At the same time, there are
signs of an increase in the average qualification of workers and, correspondingly,
in their wages. However, the nature of the data does not allow appropriate testing
of these hypotheses due to the small number of observations and their aggregated
level, which may obscure possible regular patterns if one or two big institutions
deviate from those regularities. This evidences the necessity to use data from indi-
vidual banks to avoid these biases. 

Moreover, the application of new systems for risk management and for pro-
cessing and transmitting data is expected to help improve the soundness of banks.
However, during the transition period, a number of uncertainties may arise mak-
ing greater control by the supervisory authorities necessary in order to ensure the
solidity of banks.

The application of new technologies to the banking services industry entails a
wide range of changes in the risk structure of banks. This warrants a reform of the
current risk control systems in order to adapt them to the new conditions of the
sector. To avoid any delay in the introduction of these new risk control systems it
is necessary to start working on them in the current take-off phase of the new
banking services. Being aware of this the various supervisory authorities have
already been designing a control system for some years.8 As regards the Spanish
authorities, a specific group has been set up in Banco de España to analyse the
risks arising from electronic banking. This group has already started the neces-
sary work to develop a system to assess, monitor and control this kind of risk in
the Spanish banking system.9

Notes

1 CECA (Spanish Confederation of Savings Banks) is an association which performs
tasks of representation of all the savings banks and provides advisory and securities
management services to many of them. Banco Cooperativo is an institution in which a
very high proportion of credit cooperatives have holdings. It performs a similar role to
that of CECA in the savings bank sector. 

2 The decline in the average cost per transaction seen in small and medium-sized
commercial banks in the last two years does not reflect a genuine cost reduction, but is
related to changes in tax rules which stimulated the issuance and placement of short-
term bank securities (commercial paper) among customers, sharply increasing the
number of transactions performed.
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3 If hours worked are used instead of the number of employees, the change in
productivity is very similar, since the rate of growth of both variables displays a very
similar time profile.

4 See Pérez and Pastor (1994) and Más and Pérez (1990) on the equivalence of this
measure, called revealed productivity, and the total factor productivity in Solow’s
analysis.

5 Many of these changes affecting banking activity are influenced by other factors such
as the general process of globalization of financial activity, the increasing economic
integration between different countries and ongoing deregulation of the financial
system.

6 See Vesala (2000).
7 According to some reports on the US market, the cost per transaction through branches

is almost 100 times greater than the cost through the Internet.
8 See the various documents of the Electronic Banking Group of the Basel Committee

and the new BIS II Capital Accord. 
9 The views expressed in this paper are the authors’ and do not necessarily reflect those

of the Banco de España
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Abstract

Against a background of change in society, and high levels of competition and
developments in remote delivery channels within the financial services markets,
this paper attempts to ascertain what effects these changes have had, or are likely to
have, on bank customer behaviour. This paper outlines a conceptual model of con-
sumer behaviour and subsequently tests it by applying cluster analysis to a dataset
based on a questionnaire of bank customers. The results suggest that the traditional
perception of the bank customer as essentially inert and passive might no longer
apply. The paper accordingly discusses the essential characteristics of the emerging
customer segments and assesses some of the strategic implications for banks.

1 Introduction

The market for financial services has become increasingly competitive with
unprecedented levels of new entrants and developments in remote delivery chan-
nels. Society in general has also seen radical changes with, amongst other things,
a noticeable trend towards greater consumer empowerment. For example, in the
United Kingdom individuals are being actively encouraged by the Government to
take personal responsibility for their pensions and tax returns. Against this back-
ground of change both within the financial services markets and society, the
paper attempts to ascertain what effects these trends have had, or are likely to
have, on bank customer behaviour.

The traditional perception of the bank customer was perhaps best captured by
Brown (1952) when he coined the term ‘behavioural loyalty’. When applied to
bank customers it suggests that although the majority of bank customers do not
regularly change banks, their reluctance to change is not borne out of any strong
feelings of brand loyalty. Rather loyalty in this context is derived more from feel-
ings of inertia or apathy and the high time and transaction costs associated with
changing banks. Underpinning behavioural loyalty, therefore, is the fundamental
belief that there is little point in changing banks because there is no discernible
difference between them in terms of product offerings, price, service quality, etc.
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One possible way of ameliorating this problem is to focus upon the concept of
‘customer value’ (Woodruff, 1997) which involves financial providers adopting an
external orientation and seeking to understand more fully the nature of their cus-
tomers. A critical feature of this approach is to initially ascertain and then
subsequently influence and determine consumers’ buying behaviour. Accordingly
this paper outlines a conceptual model for ascertaining changes in consumer behav-
iour within the context of financial services. This model is subsequently tested by a
questionnaire and appraised through the use of cluster analysis procedures. Section
2 of this paper provides a review of the relevant literature and develops the concep-
tual model. Section 3 outlines the research methodology, Section 4 assesses the
findings from the study and Section 5 draws some conclusions.

2 Understanding consumer behaviour and financial services

The need to further academic understanding of consumer behaviour within the
financial services sector has become a critical issue for a number of reasons, not
least being the impact of deregulation and the emergence of new forms of tech-
nology. At the same time academics have suggested that a conceptual framework
is currently lacking which adequately explains how consumers purchase financial
services (McKechnie, 1992; Betts, 1994).

An important step in understanding how consumers purchase financial ser-
vices is to ascertain how they interact with financial service providers. A review
of the literature on bank consumer–buyer interactions is revealing insomuch as
price does not feature very prominently. This is probably due to the fact that
within the UK certain bank services, especially current accounts and those asso-
ciated with transaction banking, have been provided free of charge (if in credit) to
consumers. Moreover, when charges are levied they tend to be so difficult to
understand that consumers find it almost impossible to make a rational choice
based on conventional price–quality criteria (Drake and Llewellyn, 1995).

Accordingly, the literature on consumer–buyer interactions (Bateson, 1989;
McKechnie, 1992; Harrison, 1994; Ennew and McKechnie, 1998) suggests that
two factors principally motivate and determine individual purchasing or contract-
ing choices, namely involvement and uncertainty. Consumer ‘involvement’ in the
buyer–seller interchange incorporates a number of subsets: customer control
(Bateson, 1989), customer participation, and level of contact (Chase, 1978).
Chase (1978), for example, offered a framework to distinguish between services
based upon level of contact during the service delivery stage. Consumer uncer-
tainty has been analysed in terms of consumers’ perceptions of risk and research
suggests that this is ultimately related to the characteristics of the product
(Shostack, 1977; Ennew and McKechnie, 1998). Such characteristics directly
influence consumer uncertainty by determining perceptions of complexity associ-
ated with different financial products (Harrison, 1994). With the development of
remote and direct delivery channels, i.e. multimedia kiosks, PC banking, the
Internet, telephone banking, etc., the product and the delivery channel have
become inextricably linked. This suggests that the consumers’ perceptions of risk
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and uncertainty are also related to the ‘type’ of delivery channel being used or on
offer.

By placing consumer involvement and consumer uncertainty onto a simple
continuum running from high to low, it is possible to construct a two-dimensional
matrix of consumer behaviour (see Figure 6.1). This matrix describes the pur-
chasing/contracting alternatives available to financial service consumers and, as
such, reflects a range of interaction modes between financial service providers
and their customers. Each quadrant represents a different combination of involve-
ment and uncertainty (referred to as consumer confidence in the matrix) and,
therefore, different modes of banker–customer interactions when purchasing
financial products. 

These considerations are significant because the limitation of previous con-
sumer behaviour models (Nicosia, 1966; Engel, Kollat and Blackwell, 1968;
Howard and Sheth, 1969; Bettman, 1979) stems from the factors hypothesized to
explain consumer motivation and behaviour, particularly in the creation and main-
tenance of relationships. Previous models have tended to focus on the extensive
role of information in shaping and directing rational choice. Nicosia (1966), for
example, identifies the search and evaluation of information; Howard and Sheth
(1969) link the amount of information held with the extent of learning and thus
problem solving; Engel, Kollat and Blackwell (1968) identify information input
and processing as central elements in decision-making; Bettman (1979) recognizes
that individuals have limited capabilities for processing information and this limi-
tation affects their decision-making activities. The common causal link in all of
these approaches can be summarized as: information – attitude – purchase. As an
explanation of behaviour this form of linkage is not only predominant in the social
sciences, but can also be clearly identified in behavioural economics (Katona,
1960; Scitovsky, 1976). All of these models are based on information which is nec-
essarily assumed to be freely and readily available with little reference made to the
context in which information is found and used. Academics have thus argued that
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Figure 6.1 Consumer behaviour matrix.



such models are largely unverifiable empirically because they do not offer testable
hypotheses (Tuck, 1976; Foxall, 1991). These earlier models also ignored con-
sumer involvement with the purchase and the consumer’s ability or confidence
when making purchase decisions (Morgan and Hunt, 1994). Their specific applic-
ability to the field of financial services can also be questioned because they
typically refer to one-off purchases rather than the recurrent and long-term rela-
tions common in financial services (McKechnie, 1992). 

In contrast, the proposed consumer behaviour matrix (see Figure 6.1) is based
upon theoretical insights from the work of Dwyer, Schurr and Oh (1987) and
Thibaut and Kelly (1959). Methodologically the approach seeks to utilize the
notion of the ‘ideal type’ promulgated by Weber (1949). Weber sought to charac-
terize phenomena into broad groups or ideal types which represented the
self-conscious and ‘one-sided accentuation’ of the most significant features of
social phenomena. Once classified into groups, the constituent elements of the
phenomena being observed are available for analysis. The rationale for this
approach is that complex social interactions rarely, if ever, operate to a set pattern
like elements in the physical sciences. Rather than postulate general theories that
describe behaviour in all contexts, ideal types describe forms of behaviour in cer-
tain contexts, which facilitate the construction of hypotheses. The ideal type
expresses what Weber described as an ‘objectively possible’ course of actions
within a relevant frame of reference (Parsons, 1951). Behaviour is, therefore,
dependent upon both the nature and the context in which it occurs. An ideal type
will consequently possess a number of distinguishing characteristics, constructed
by the researcher to describe the complexities of behaviour within a particular
frame of reference.

Weber argued that the key to developing ideal types was to identify character-
istics that shaped both the forms of the ideal type and the frames of reference. It
follows that in developing ideal types which characterize consumer buying, it is
necessary to identify the underlying constructs which determine consumer behav-
iour within a particular environment or frame of reference. Ideal types, therefore,
reflect certain underlying constructs or imperatives, and individual buying behav-
iour is determined accordingly. This is consistent with the work of Fishbein
(1967) which links attitudes and outcomes, arguing that individuals’ attitudes
toward certain outcomes motivate behaviour. 

The advantage of the consumer behaviour matrix, as an approach to under-
standing consumer buying and contracting behaviour, is that it draws upon a
diverse source of literature, including economics (Simon, 1957), consumer
behaviour (Bloch, 1982; Bloch and Richins, 1983) and psychology (Thibaut and
Kelly, 1959), and combines these within a single framework. The rich diversity of
literature in these areas is brought together to create ideal types of behaviour
which can be applied to actual buying and contracting in financial services. In
this way, the consumer behaviour matrix places observed behaviour within a con-
text. By identifying the underlying factors influencing buying and contracting
behaviour and linking these directly with consumer needs, the rationale for con-
sumer interactions and relationships can be more readily analysed.
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As such the consumer behaviour matrix recognizes that financial services are
not homogeneous but rather can be regarded as being on a continuum ranging from
the relatively straightforward and easy to understand at the one extreme, through to
the highly complicated and difficult to understand at the other (Shostack, 1977).
Similarly, the matrix also recognizes that consumers might be quite markedly dif-
ferent in terms of their levels of financial literacy and in their abilities to make
financial decisions about whether or not to make purchases of financial services.

Furthermore, the use of this framework permits the adoption of a deductive
approach in the choice of a clustering variate. The technique thereby facilitates
segmentation on a range of self-selected dimensions (Christopher, 1969). As
Ketchen and Shook (1996, p. 451) highlight: ‘Cluster analysis has played a key
role in … [strategic management research] because it allows for the inclusion of
multiple variables as sources of configuration definition, thus enabling the cre-
ation of potentially rich descriptions.’ Harrison (1998) has adopted such a
cluster-based approach in analysing the financial services consumption patterns of
UK bank customers. Using insights from qualitative research (Harrison, 1994), an
attempt was made to replicate and validate the analysis through cluster analysis.
The research suggests that consumers differ in terms of their perceived knowledge
and understanding of financial services. They also differ in their confidence and
ability to handle financial matters and in their general interest in the subject matter.
On these bases, Harrison drew attention to four distinct consumer clusters, ranging
from the ‘financially confused’ who were characterized by low levels of both per-
ceived knowledge and financial maturity to ‘capital accumulators’ who were
characterized by high levels of perceived knowledge and a high degree of financial
maturity. McDougall and Levesque (1994) in a similar fashion sought to segment
consumers on the basis of service quality. Their research was able to draw attention
to two segments: those consumers who were primarily convenience-orientated and
those who placed priority upon performance characteristics.

In an endeavour to make the matrix reflect consumer behaviour when pur-
chasing a fairly comprehensive range of heterogeneous financial services it was
important to review the literature as the classification of financial services.
Services can be classified in a number of differing ways (Lovelock, 1983;
Normann and Haikola, 1986; Storbacka, 1994). They can be grouped in terms of
their marketing characteristics, such as the nature of the provider–customer rela-
tionship (Lovelock, 1983) or on the basis of the content of the interaction between
provider and customer (Storbacka, 1994). Storbacka proposed a typology of inter-
actions distinguishable in terms of the duration and frequency of the interaction,
and the level of customer control, contact and participation. Using this typology
he drew attention to five main governance systems: transactions, deposit and
lending, counselling, specialist services and investment services. This paper uti-
lizes the Storbacka typology, but excludes counselling on the basis that it is
implicit in the other forms of governance. Four categories of financial services
are, therefore, highlighted as representative of the range of interactional contexts:
transactions-based services such as the ‘primary’ current account, i.e. where
consumers have more than one current account, the one that is most frequently
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used; insurance-based services such as house contents, buildings and motor
insurance; credit-based services such as personal loans and mortgages, and
finally, investment-based services which are perceived as being relatively com-
plicated with commensurately high levels of risk, i.e. PEPs, TESSAs, stocks and
shares and pensions. In this manner the research sought to segment consumer
behaviour on the two constructs of involvement and uncertainty for a range of
differing financial products.

Table 6.1 shows that the four categories of financial services were fairly well
represented across the sample. However, it is interesting to note that although 39.5
per cent of the respondents were connected to the Internet, only one respondent
had used the Internet to purchase a financial product.

Table 6.2 reveals that the market is changing insomuch as when questioned
about their preferred acquisition channels, the respondents revealed a noticeable
shift towards acquisition via remote and direct delivery channels, i.e. ATMs, the
telephone and the Internet. In particular, there is a distinct move towards tele-
phone banking and a definite, albeit modest, move towards acquisition over the
Internet. Table 6.2 also shows that respondents had a preference for using more
than one delivery channel per product.

2.1 Forms of consumer behaviour

The model outlines four ideal types of consumer behaviour which are labelled:
repeat–passive, rational–active, no purchase and relational–dependent. These
quadrants have previously been examined in the light of qualitative research
(Beckett, Hewer and Howcroft, 2000); however, a brief description of the chief
characteristics of each quadrant follows.

Repeat–passive

Consumers display low levels of involvement with the financial product as they are
fully aware of the product’s salient features. Given the low levels of involvement
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Table 6.1 Consumers’ acquisition of financial product by type of delivery channel

Current Insurance- Credit- Investment-
account based based based

No. % No. % No. % No. %

At the branch 202 85.6 53 21.7 124 70 83 44.2

Visit at my home 5 2.1 28 11.5 13 7.3 44 23.4

Over the telephone 17 7.2 134 54.9 23 13 13 6.9

Over the Internet 0 0 0 0 0 0 1 0.5

By telephone and post 12 5.1 29 11.9 17 9.7 48 25.5

Responses 236 100 244 100 177 100 188 100

N = 244



and the limited perception of uncertainty, these consumers can be described as
‘passive’ in the sense that they will make repeated interactions without actively
seeking alternatives. This repeated pattern of purchase behaviour, which is
described as ‘behavioural loyalty’ in the literature, has been extensively researched
(Brown, 1952; Johnson, 1973, 1982). 

Rational–active

These consumers display high levels of involvement in terms of the process
dimensions of control, participation and contact. Confidence in terms of under-
standing the product and certainty of ex post outcome is similarly high. To
purchase in an ‘instrumentally rational’ manner, individual consumers are
assumed to possess sufficient ability and information to enable them to make
clear comparisons between competing products and thus make an informed
choice. If the information is not available or the consumer lacks the ability to
make choices, they have to move away from ‘instrumental’ rationality as discrete
contracting is no longer an effective means of structuring the transactions.

No purchase

This quadrant describes consumers who, because they have no involvement with
a financial provider and do not possess the ability or the confidence to make
transaction decisions, make no purchase. 

Relational–dependent

In this quadrant consumers are highly involved, but are not very confident due to
the complexity of the product and uncertainty of ex post outcomes. In order to
make choices, the consumer will seek advice and help from banks or third parties
and can, therefore, be described as ‘dependent consumers’ who form relation-
ships to reduce uncertainty and structure their pattern of purchases.
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Table 6.2 Consumers’ preferred acquisition channel

Current Insurance- Credit- Investment-
account based based based

No. % No. % No. % No. %

At the branch/office 204 68.2 107 38.6 164 62.8 171 65.2

At an ATM 16 5.3 0 0 3 1.1 0 0

Over the telephone 64 21.4 150 54.2 79 30.3 73 27.9

Over the Internet 15 5.1 20 7.2 15 5.8 18 6.9

Responses 299 100 277 100 261 100 262 100

Chi-square: value 112.135; df 9; Asymp. Sig. (two-sided) .000
No. of valid responses: 1099



Relational contracting does not fit easily into the concept of either an active
or a passive interaction, but it is clearly an important aspect of the banker–cus-
tomer relationship. It emerged from the work of MacNeil (1978) and Williamson
(1975, 1985), who recognized that in particular contexts rational–active and
repeat–passive contracting were not effective in structuring exchange. It is typi-
cally used in highly uncertain environments where consumers lack the
information to make rational decisions, but, nevertheless, perceive differences in
quality between competing products or services. Under these circumstances, if
consumers want to make informed choices, they have to draw on the assistance
of more informed third parties. This relationship with third parties effectively
replaces the information search and processing activities found in repeat–passive
and rational–active contracting. Trust plays a critical role in this relationship and,
to a large extent, the role of professional associations is to protect consumers
from the opportunistic behaviour of third parties.

3 Research analysis and sample

The previous section provided a detailed examination of the relevant literature
relating to consumer behaviour in the context of purchasing/contracting finan-
cial products and a conceptual model outlining four ideal types of consumer
behaviour (see Figure 6.1) was proposed. The main objective of this research was
to examine consumer behaviour and ascertain if the conceptual model could be
supported empirically. In addition, the research wanted to ascertain whether the
majority of bank consumers in the sample conformed to the traditional view of
the bank customer as being behaviourally loyal, as represented by the
repeat–passive quadrant in Figure 6.1. The paper also attempts to profile each of
the quadrants and any other significant clusters revealed by the analysis, provide
an explanation as to why consumer behaviour might be changing and identify
some important strategic implications of these changes for banks.

Following a series of focus discussion groups, a comprehensive question-
naire was designed and piloted using university personnel. The definitive
questionnaire was then sent to 4000 UK consumers. This resulted in 244 usable
responses, i.e. out of the 351 responses, 244 respondents had answered all of the
questions. The relatively low response rate of fewer than ten per cent was, with
retrospect, not that surprising given its length and the confidential nature of the
information requested. It did, however, raise a number of important issues,
namely, to what extent was the low response rate also indicative of the respon-
dents’ disinterest in financial affairs. This is important because the research was
attempting, amongst other things, to ascertain the extent to which bank cus-
tomers can still be described as behaviourally loyal. In this respect the
non-respondents might be indicative of a large section of bank customers who
can best be described as inert or passive and, therefore, conform to the definition
of a behaviourally loyal customer. Another major concern was the representa-
tiveness of the sample. In this respect, when compared with recent UK statistics
(Social Trends, 1999; Advertising Association, 1998), it was found that the
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sample was over-representative of middle age groups (35–45-year-olds) and
under-representative of younger consumers (between 18 and 24). The sample
was also biased towards consumers in the higher income groups (i.e. over
£30,000). This profile might possibly be explained by the fact that wealthier
consumers have a tendency to be older and, therefore, have relatively more
experience and interest in financial services than their younger counterparts. 

This paper uses only part of the original questionnaire but the questions and
variables used in the analysis are shown in Table 6.3. Variables 1–20 inclusive
focus on the two dimensions highlighted by the consumer behaviour matrix
(Figure 6.1): consumer confidence and consumer involvement. Specifically,
variables 1–4 and 5–8 relate to consumer deliberation and the importance of
talking to somebody. As such, they were interpreted as indicators of consumer
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Table 6.3 Questionnaire items used for cluster variate

Q. no. Question Var. no.

Financial services attitudes:

Q1 I tend to deliberate a lot when changing…
my current account V1
my insurance products V2
my credit-based products V3
my investment-based products V4

Q2 It is important to talk to somebody when selecting…
my current account V5
my insurance products V6
my credit-based products V7
my investment-based products V8

Q3 I possess a good knowledge and understanding of...
my current account V9
my insurance products V10
my credit-based products V11
my investment-based products V12

Q4 I felt unsure when selecting…
my current account V13
my insurance products V14
my credit-based products V15
my investment-based products V16

Q5 Over the past two years I have considered switching…
my current account V17
my insurance products V18
my credit-based products V19
my investment-based products V20

Socio-demographic variables:

Q6 What is your current (gross) annual household income? V21

Q7 Age last birthday V22

Q8 Which of the following qualifications do you possess? V23

Q9 How many dependent children do you have? V24



involvement. A high emphasis on these variables was interpreted as being indica-
tive of either rational–active or relational–dependent behaviour and it was
regarded as being equally conducive to the use of branch networks, home visits
or the telephone but not Internet banking. Conversely a low emphasis on con-
sumer involvement was postulated as being indicative of either repeat–passive or
no-purchase behaviour. Variables 9–12 and 13–16 relate to consumer knowledge
and understanding, and certainty when selecting financial products. As such,
they were taken as indicators of consumer confidence. High levels of confidence
were regarded as indicative of either repeat–passive or rational–active behaviour.

Having regard for the integration of delivery channels and financial prod-
ucts, uncertainty and a poor knowledge of financial products was interpreted as
being indicative of consumers who prefer using branch networks and home vis-
its rather than the telephone or other forms of remote banking. In terms of
consumer behaviour it was also regarded as reflecting relational–dependent or
no-purchase behaviour. Evidence of willingness to switch financial providers,
shown by variables 17–20, was interpreted as being indicative of consumers
who have a propensity to use remote or direct banking and rational–active
behaviour. Conversely a reluctance to switch was associated with either
repeat–passive or relational–dependent behaviour and a tendency to use branch
networks. The remaining variables (21–24) provided additional insight into the
socio-demographic details of the respondents. 

Questions 1–5 relate to the four different categories of financial product: pri-
mary current accounts; insurance-based products; credit-based products; and
investment-based products. Respondents were invited to respond on a 5-point
Likert scale ranging from Strongly Disagree to Strongly Agree. Additionally, four
socio-demographic questions (Q6–Q9) were also included to help to differentiate
between the consumers on the basis of their income, age, education and depen-
dent children. 

3.1 Research methodology

Given that the primary aim of this research was to group consumers on the basis
of their behaviour and attitude towards financial products, it was decided to use
cluster analysis. This method attempts to maximize the homogeneity of objects
(e.g. consumers) within the clusters, while simultaneously maximizing the het-
erogeneity between the clusters (Hair et al., 1998, p. 470). Support for adopting
this methodology comes from Punj and Stewart (1983) when they state that:
‘… important use of cluster analysis has been made in seeking a better under-
standing of buyer behaviours by identifying homogeneous groups of buyers’. 

Following the approaches put forward by various writers (e.g. Hair et al., 1998;
Ketchen and Shook, 1996; Doherty et al., 1999; Saunders, 1994), the key ques-
tions1 when using cluster analysis would seem to be: 

� How should similarity be measured?
� How should the clusters be formed?
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� How many clusters/groups should be formed?
� How should the final cluster solution be validated?
� Are the clusters distinct, stable and meaningful?

These questions are addressed by outlining the research method and the results.
An interpretation of the results also ensures that the final cluster solution is both
meaningful and useful (Punj and Stewart, 1983).

The method used was Ward’s which is both (i) a hierarchical procedure as it
moves in a stepwise manner to form an entire range of clusters; and (ii) an
agglomerative method as clusters are formed from the combination of existing
clusters starting with each observation (case) being a cluster (Hair et al., 1998).
The measure of similarity used was the Squared Euclidean distance measure.

To answer the question ‘How many clusters should be formed?’, an examina-
tion of both the agglomeration schedule and the dendogram (Hair et al., 1998)
suggested that either a six-cluster solution or a five-cluster solution might be the
most appropriate. Therefore, to determine the ‘best’ solution, from both a statisti-
cal and a practical viewpoint, a number of other factors were considered. First,
both solutions were compared on the basis of distinctiveness using the Levene
statistic, i.e. testing the homogeneity of variance for each variable among the clus-
ters (Norusis, 1997), and the values of the F ratio, taken from the Anova.
Compared with the five-cluster solution, the six-cluster solution for both mea-
sures provided more variables that were significantly different (at the 0.05 level).
Further supporting evidence for the distinctiveness of the six-cluster solution
came from the results of a multiple comparison procedure, the Bonferroni test
(Norusis, 1998).

Second, from a practical viewpoint, although Figure 6.1 would suggest a
four-cluster solution, further analysis of the characteristics of the six-cluster
solution suggested that the latter solution would allow a greater understanding
of consumer behaviour and would also make the model more dynamic. This
issue is addressed in more detail in the interpretation section of the analysis. In
order to determine whether or not the chosen six-cluster solution is stable (or
reliable) as well as distinctive, a non-hierarchical clustering procedure (K-means
clustering) was performed on the data using the cluster centroids from Ward’s
method as the initial seed points (Hair et al., 1998). This approach facilitates:
‘fine tuning of the results’ and validation of the final cluster solution (Milligan
and Cooper, 1987).

To test for an ‘acceptable level of agreement’ between the two clustering meth-
ods the Kappa coefficient,2 which may be used as an objective measure of
stability (Punj and Stewart, 1983), was calculated. Table 6.4 shows the consis-
tency between the results of the two clustering methods with 192 (78.7 per cent)
of the 244 cases appearing in the same clusters. The Kappa coefficient (0.743)
also indicated an acceptable level of agreement (Cramer, 1998) between the two
methods. Table 6.4 also highlights, in terms of the number of observations in each
cluster, the similarity between the two clustering methods.
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Table 6.4 Measuring agreement between Ward’s method and the K-means method

K-means method

Clusters 1 2 3 4 5 6 Total

1 87.5% 9.4% 3.1% 13.1%
(28) (3) (1) (32)

2 5.4% 75% 8.9% 3.6% 7.1% 23%
(3) (42) (5) (2) (4) (56)

Ward’s 3 72.1% 18.6% 9.3% 17.6%
method (31) (8) (4) (43)

4 3.4% 3.4% 3.4% 86.2% 3.4% 11.9%
(1) (1) (1) (25) (1) (29)

5 2.1% 6.3% 81.3% 10.4% 19.7%
(1) (3) (39) (5) (48)

6 2.8% 11.1% 2.8% 5.6% 2.8% 75% 14.8%
(1) (4) (1) (2) (1) (27) (36)

Total 13.9% 19.3% 16% 16.4% 18% 16.4% 100%
(34) (47) (39) (40) (44) (40) (244)

Measure of agreement: Kappa value 0.743.
Note: The value in parentheses is the count within each cell and total by clustering method.

3.2 Interpretation of the final cluster solution

From the statistical analysis of the final six-cluster solution it would appear that a
distinctive and stable solution has been identified. However, as Doherty et al.
(1999) argue, the real ‘acid test’ for the appropriateness of the final cluster solu-
tion is whether it can be meaningfully interpreted. Similarly, Saunders (1994,
p. 23) suggests: ‘Statistically significant results are of no consequence if they are
not usable or accepted by managers.’ Punj and Stewart (1983, p. 146) argue that:
‘Clusters, or classes, must have demonstrable implications for hypothesis genera-
tion, theory building, prediction, or management.’

Table 6.5, as well as providing further support for the distinctiveness and reli-
ability of the final solution, provides information that is essential to the
‘interpretation’ of the solution (Hair et al., 1998), i.e. the final cluster centroids;
the F values; and, the levels of significance for each of the 24 variables. Based
upon an analysis of the F values, which test for differences between the means of
the clusters (McDougall and Levesque, 1994), the most influential factors appear
to be: the importance of talking to somebody for a current account (V5: F =
45.27) and credit-based products (V7: F = 44.84); knowledge and understand-
ing for insurance and credit-based products (V10 & V11: F = 30.17); and
uncertainty for investment (V16: F = 25.59) and insurance-based products
(V14: F = 25.84). The socio-demographic characteristic which proved to be the
most influential factor in differentiating between the clusters was the level of
education (V23: F = 73.67).
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Table 6.5 Six-cluster solution of the K-means cluster analysis with initial seed points from
Ward’s method

Final cluster centres

Variables 1 2 3 4 5 6 F value Sig.

V1 2.18 3.47 2.18 3.25 3.48 2.70 11.890 .000

V2 3.26 3.70 3.51 3.95 4.27 3.45 5.866 .000

V3 3.53 3.55 3.59 3.90 4.32 3.68 3.983 .002

V4 3.79 3.68 3.95 3.85 4.36 3.68 3.067 .011

V5 3.38 4.13 1.56 2.03 3.48 2.73 45.266 .000

V6 3.26 3.55 1.56 1.90 3.34 2.85 30.800 .000

V7 4.00 4.00 2.10 2.15 4.18 3.60 44.841 .000

V8 4.00 3.91 2.49 2.90 4.05 3.83 15.573 .000

V9 4.29 4.09 4.36 4.28 4.45 3.63 6.534 .000

V10 4.18 3.79 4.10 4.08 4.25 2.63 30.173 .000

V11 4.18 3.79 4.10 4.08 4.25 2.63 30.173 .000

V12 4.18 3.32 3.69 3.73 4.02 2.58 17.146 .000

V13 1.21 2.13 1.64 1.58 1.66 1.95 7.656 .000

V14 1.24 2.60 1.90 1.75 2.00 3.10 25.842 .000

V15 1.53 2.85 2.23 1.95 2.14 3.53 23.101 .000

V16 1.41 3.15 2.56 2.40 2.18 3.65 25.593 .000

V17 1.29 2.49 3.08 2.03 2.00 2.73 9.044 .000

V18 1.21 2.83 3.44 3.18 3.73 3.10 22.512 .000

V19 1.74 2.74 3.08 2.93 2.93 2.85 6.504 .000

V20 1.56 2.66 3.08 2.83 2.57 2.85 9.779 .000

V21 4.10 2.28 3.32 2.95 3.94 3.23 17.063 .000

V22 3 3 3 3 4 3 7.352 .000

V23 3 1 4 2 5 4 73.671 .000

V243 2 2 2 2 2 2 1.424 .216

The remainder of the paper assesses these results from the application of the clus-
ter analysis technique in the light of the previously outlined consumer behaviour
matrix. As a first step in this analysis, each of the clusters was plotted on to the
matrix (see Figure 6.2).

4 Research results

This section provides a discussion of the research results and relates the main
characteristics of each cluster to the two dimensions of consumer involvement
and consumer confidence, as shown in Figure 6.2. As mentioned earlier, delibera-
tion and talking to somebody were taken as indicators of consumer involvement.
High levels of involvement were also regarded as being indicative of consumers
who had a predisposition for using either branch networks, home visits or the tele-



phone. However, in view of the emphasis on ‘talking to somebody’, these vari-
ables were not interpreted as being indicative of consumers who used, or would
like to use, the Internet. Similarly, knowledge and understanding, and certainty
were regarded as indicators of consumer confidence. High levels of confidence
were also interpreted as being indicative of consumers who were inclined to use
remote forms of banking such as the Internet or the telephone. Evidence of a will-
ingness to switch financial providers was interpreted as being indicative of
rational–active behaviour and unwillingness to switch was regarded as being
associated with either repeat–passive or relational–dependent behaviour.

4.1 Cluster one

The involvement of consumers in cluster one was moderately high. They exhib-
ited the lowest levels of deliberation of all the clusters for three of the four
products under consideration, but felt that it was fairly important to talk to some-
body. In contrast, however, confidence levels were very high. The respondents
believed that they possessed a good knowledge and understanding of each of the
financial products and exhibited the strongest disagreement with the assertion
that they felt unsure when making purchases. In terms of switching behaviour,
this group of customers had not considered switching financial products in the
past two years. In fact, this group revealed the lowest levels of switching behav-
iour of all the clusters for each of the financial products under consideration. On
the basis of these characteristics, cluster one is defined as repeat–passive in
Figure 6.2. 

High levels of confidence combined with moderate levels of involvement and a
significant reluctance to switch financial providers suggests that these consumers
might approximate most closely to the ‘behaviourally loyal’ bank customer with a
preference for branch networks. As such, they may be indicative of consumers who
regard the time and transaction costs associated with ‘getting involved’ in financial
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affairs, (albeit their own) or changing financial providers, as too high.
Alternatively, these behaviour characteristics could be indicating that these cus-
tomers are highly satisfied with their financial provider.

What may be significant, however, is that this group, which might be represen-
tative of the traditional bank customer, was the second smallest cluster in the
analysis, comprising only 13.1 per cent4 of the respondent sample. The study also
sheds light upon the socio-demographics of this cluster, which possessed the
highest annual household income of the six clusters, ranging from £40,000
upwards. Group members were also aged between 36 and 45 years old and pos-
sessed a professional qualification.

4.2 Cluster two

This group of consumers expressed agreement for both the importance of deliber-
ation and, in particular, with the need to talk to somebody when selecting
financial products. The group, therefore, exhibited a high degree of involvement.
In contrast, however, confidence levels were low. The respondents in this cluster
exhibited the lowest levels for knowledge and understanding of all the groups
except for cluster six. Similarly, in terms of being unsure when selecting financial
products, this group had the second highest level of uncertainty, with cluster six –
once again – exhibiting the highest level. In terms of switching behaviour,
although not as extreme as cluster one, this group had not considered changing
financial providers. On the basis of these characteristics and by the fact that this
group exhibited the highest propensity to talk to somebody when selecting finan-
cial products, it is defined as relational–dependent in Figure 6.2. Respondents
considered it important to establish a relationship with either financial providers
or third parties and this appears to have had an influence on their subsequent
switching behaviour. This type of behaviour is interpreted as being indicative of
consumers who prefer branch networks or home visits rather than the telephone or
other remote delivery channels.

The cluster comprised 23 per cent of the respondents and, as such, was the
largest segment of the sample population. In terms of socio-demographics, it pos-
sessed the lowest annual household income, ranging from £10,000 to £19,999.
Group members tended to be aged between 36 and 45 years old and were edu-
cated to O or A level standard.

4.3 Cluster three

Cluster three exhibited low levels of involvement. The respondents expressed
agreement on the importance of deliberation for insurance, credit- and invest-
ment-based products, but disagreed that it was important when changing a current
account. They strongly disagreed, however, that it was necessary to talk to some-
body when selecting financial products. In fact, this group exhibited the lowest
scores for the importance of talking to somebody of all the clusters for each of the
four products. In terms of confidence, however, the group was fairly confident.
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They believed that they possessed a high level of knowledge and understanding of
financial products and did not feel unsure when purchasing such products. In
terms of switching behaviour, this group also had the highest propensity to
switch. 

When compared with the other groups, cluster three falls somewhere between
the high confidence levels of groups one and five and the low levels of groups two
and six. The group also has the lowest levels for involvement of all the clusters.
This is because of the strong disagreement with the need to talk to somebody
when choosing financial products. This factor, combined with the very high will-
ingness to switch financial products, suggests that they might be using direct
delivery channels, such as the telephone or the Internet, in their search and buy
procedures relating to financial products. In this respect, this cluster is indicative
of a group of consumers who although they appear to fit into the repeat–passive
quadrant in Figure 6.2, are clearly distinct from consumers in cluster one. They
are not as confident and they are not as involved but they express a much greater
propensity to switch financial provider.

The cluster comprised 17.6 per cent of the consumers in the sample and was
the third largest group. They possessed an annual household income of between
£20,000 and £29,999. Significantly, they were the youngest of the six clusters,
aged between 26 and 35 years old, and were educated to first-degree level. In con-
trast to cluster one, therefore, consumers in cluster three are both younger and on
a lower annual income. This could be important in explaining the different behav-
iour patterns, for example younger people generally have less disposable income
and less experience of finance and the purchase of investment products compared
with their older counterparts. In general, their banking needs are predominately
typified by current accounts, basic insurance and possibly credit-based products
which demand less consumer involvement and are more amenable to switching
compared with investment-based products. In this respect the behaviour of this
group of consumers is probably more compatible with remote delivery channels.
What is potentially important about these findings, however, is that they suggest
that the younger consumer’s propensity to use the telephone and possibly the
Internet may be a function of their financial requirements as well as their accep-
tance of new technology.

4.4 Cluster four

Group four also exhibited characteristics which are readily associated with
repeat–passive behaviour. Levels of involvement were low, but not quite as low as
group three, with respondents placing slightly more emphasis on deliberation and
the need to talk to somebody. The consumers in group four were also slightly
more confident than those in group three, but much less inclined to switch finan-
cial products. The cluster was the smallest group, comprising 11.9 per cent of the
sample population. The socio-demographic characteristics of this group revealed
that it possessed the second lowest income of the six clusters, between £10,000
and £19,999. Moreover, respondents were aged between 26 and 35 years old and
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had the lowest educational qualifications of the six clusters, with O levels or
equivalent qualifications.

It is interesting to reflect that both clusters three and four consist of relatively
young consumers and that they might evolve into the sort of mature groups
depicted by either cluster five (discussed below) in the rational–active quadrant or
cluster two shown in the relational–dependent quadrant in Figure 6.2. For exam-
ple, consumers in cluster three, like those in cluster five, exhibit a high
willingness to switch financial providers, a similar level of annual household
income and a comparable level of education. As consumers in cluster three
mature and realise their career potential, as indicated by their educational attain-
ments, there is a distinct possibility that they will gain in confidence and become
more involved in financial affairs, thereby exhibiting a behaviour profile not too
dissimilar to cluster five. Similarly, consumers in cluster four who, like con-
sumers in cluster two, exhibited a reluctance to switch financial products, had low
annual incomes and a fairly basic level of education, may eventually see their lev-
els of confidence decline and attempt to compensate for this by developing close
relationships with their financial providers. As such they might eventually
migrate into the relational–dependent quadrant and become identifiable with con-
sumers in cluster two.

4.5 Cluster five

Cluster five exhibited the highest levels for involvement of all the groups.
Respondents recorded the highest scores for deliberation for each of the four
products. Similarly, the importance of talking to somebody recorded the highest
scores of any other group for credit and investment-based products. However talk-
ing to somebody was not as important when purchasing a current account or an
insurance-based product. This suggests that the nature of the financial product,
specifically its complexity, might influence the choice of delivery channels.
Confidence was also high (the second highest score to cluster one). Consumers
strongly agreed with the assertion that they had both knowledge and understand-
ing of all four financial products and consequently disagreed that they felt unsure
when purchasing them. In addition the group revealed a fairly high level of
switching behaviour. In fact, for insurance-based products the cluster had the
highest score of all the groups.

This group of respondents, which comprised 19.7 per cent of the sample popu-
lation, was the second largest cluster. It combines a very high level of involvement
with high levels of confidence and switching behaviour. In this respect, it corre-
sponds to the rational–active mode of behaviour depicted by the top right-hand
quadrant in Figure 6.2 and is conducive to the usage of telephone and even Internet
banking for certain basic forms of financial product. The socio-demographic char-
acteristics of this group also show that the respondents possessed income of
between £30,000 and £39,999 and that they were the oldest of the six clusters, aged
between 46 and 55 years old, with professional qualifications. 
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4.6 Cluster six

The consumers in cluster six had fairly low levels of involvement. They did delib-
erate when considering the purchase of financial products, but the levels of
deliberation were relatively low, especially for investment products. With regard
to speaking to somebody, the respondents believed that it was fairly important for
investment- and credit-based products, but less important for current accounts
and insurance products. In terms of confidence, this cluster exhibited the lowest
level of knowledge of all the groups for each of the four products. Similarly, the
group also revealed the highest levels of uncertainty of all the groups. This was
particularly the case for insurance-, credit- and investment-based products. The
group, nevertheless, shared a high willingness to switch financial providers.

In comparison with the other five groups, this cluster exhibited fairly low lev-
els of involvement, but significantly it had the lowest recorded levels of
confidence. This suggests that cluster six, which comprised 14.8 per cent of the
respondent sample, should be located in the no purchase quadrant of Figure 6.2.
A combination of fairly low levels of involvement and very low levels of confi-
dence when purchasing financial products would appear to ‘override’ the group’s
propensity to switch and effectively stop them from making choice decisions. 

The socio-demographics of cluster six revealed an annual household income
of between £20,000 and £29,999, aged between 26 and 35 years old and educated
to first-degree level. As such the socio-demographic factors are similar to cluster
three and raises the possibility that these consumers have the potential to develop
and migrate into the rational–active quadrant, either directly or via the
repeat–passive route.

5 Conclusions

In this paper we have used a variety of means to validate the clusters. Arguably the
real test of cluster analysis, however, is its usefulness in supporting theoretical
expositions. Within the context of this paper, the derived clusters have been useful
in supporting the theoretical framework of consumer behaviour in financial ser-
vices.

The high non-response rate might be indicating that the majority of consumers
are essentially uninterested in financial affairs and, therefore, can still be referred
to as ‘behaviourally loyal’. This would support the finding of Knights, Sturdy and
Morgan (1994) and Watkins (1990) who found evidence to suggest that consumer
inertia rather than activity and rational thinking typified the purchasing behaviour
of consumers in financial services. However, a significant finding of the study is
that of those consumers who responded to the questionnaire, the predominant
consumer behaviour type is that associated with the relational–dependent heuris-
tic, i.e. cluster two, which accounts for 23 per cent of the respondents. Moreover,
if consumers in cluster four mature in the way suggested by the paper and eventu-
ally adopt behaviour associated with cluster two, this segment will account for
approximately 35 per cent of the respondent population. At one level, this would
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seem to justify the relationship marketing strategies of financial service
providers. However, this group of consumers is the poorest, with an average
annual household income of between £10,000 and £19,900. As financial
providers typically focus their relationship strategies on their more affluent cus-
tomers, the size of this cluster may therefore not be reflecting the success of this
strategy. In fact, the evidence suggests that an emphasis on having a relationship
with a financial provider or third party is primarily driven by low levels of confi-
dence which are a function of the relatively low levels of education associated
with this group. Another interesting finding was that this group of consumers pre-
fer branch networks rather than remote delivery channels. This suggests that the
least profitable segment of the bank’s customer base has a predisposition to use
the most expensive delivery channel. 

Another significant finding is the 19.7 per cent of the sample respondents who
are represented by cluster five and associated with rational–active behaviour. If
cluster three evolves in the way suggested by the paper, this group of consumers
will increase to around 37 per cent of the sample and as such will emerge as the
dominant respondent segment. Bearing in mind the behaviour profile of this
heuristic, direct and remote delivery channels will increasingly be adopted by
these consumers. This will lead to a situation where fairly affluent and profitable
customers are predominately using the most cost-effective delivery channels.
However, this group of consumers will pose quite formidable strategic challenges
for banks and financial providers. A high propensity to switch, combined with
high levels of confidence and involvement, suggest that innovations in delivery
channels, value for money products, greater transparency of products, strong
brand image, etc. will all be crucial in retaining and generating profitable busi-
ness from this group of customers.

The smallest consumer grouping is represented by cluster one, which accounts
for 13.1 per cent of the respondent sample. In some respects this group of con-
sumers appears to conform to the description of the bank customer as being
behaviourally loyal. However, as with clusters three and four, which are possibly
transitory or migratory groups, cluster one does not exactly fit the behaviourally
loyal customer profile. In particular these customers are very confident and
although they exhibited the lowest levels of deliberation, they still, nevertheless,
emphasized the importance of talking to somebody when purchasing financial
products. The socio-demographic factors, especially the high income levels, sug-
gest that they could be employed in middle-senior management positions. Their
reluctance to switch might, therefore, be reflecting the demands such employment
places on their time and the unacceptably high time costs associated with chang-
ing financial providers. Alternatively, these customers may already be the target
of successful relationship management strategies. As they are the most affluent
customer segment and, therefore, potentially the most profitable cluster with a
preference for branch networks and home visits, they are certainly an obvious tar-
get for relationship management strategies. Such strategies will be important not
only in realizing the full profitability potential of this group but also in helping to
retain these customers in the light of increasing competitive pressure.
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The final group, represented by cluster six, i.e. no purchase, represents the
most difficult and strategically the most challenging for financial providers. It has
the same age and income profile as cluster three and consists of consumers edu-
cated to first-degree level and yet confidence levels are extremely low and their
willingness to become involved in financial decision making is not much higher.
Despite this, the age and educational level of this group suggest that they have
profit potential. Strategies, which emphasize trustworthiness, reliability, security,
etc. might, therefore, be successful in changing the behaviour of this group and
moving them into either the repeat–passive or rational–active quadrants. 

In the final analysis, the low response rate to the questionnaire may be indica-
tive of financial consumers who are still essentially behaviourally loyal. However,
the research has provided tentative evidence to suggest that emerging and poten-
tially significant consumer behaviour patterns may be represented by the
rational–active and relational–dependent quadrants. Although quite different,
both are probably being driven by developments in remote delivery channels,
increased levels of competition and the move towards greater consumer empow-
erment. These forces of change appear to increase levels of confidence for some
customers and make them more disposed to use remote and direct delivery chan-
nels. However, for others, an emphasis on technology and consumer
empowerment might be reducing confidence levels and making them more dis-
posed to emphasize personal relationships and branch networks. What remains to
be seen is if either of these two behaviour patterns will emerge in the future as the
most dominant heuristic or whether essentially inert and passive customers will
continue to predominate in the financial services markets.

Notes

1 This list is not exhaustive. Depending on the type of data used additional questions may
need to be addressed. For example see Punj and Stewart, 1983.

2 The value of the Kappa coefficient can range from –1 to +1 with a positive value
indicating a greater than chance agreement (Cramer, 1998).

3 In light of the Kappa statistic, the inclusion of V24, despite its relative insignificance,
does not seem to have caused serious deterioration of the performance of the model
(Punj and Stewart, 1983).

4 Figures for size of cluster obtained from Ward’s method (used henceforth for
approximate size of all clusters).
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Abstract

In this paper we assess the determinants and perspectives of employment in the
German financial services industry. We concentrate on the impact of rising use of
information technology and on the composition of employment concerning differ-
ent skill levels. Our approach is twofold. We first estimate employment effects by
an econometric analysis. We use annual data for the time period 1978 until 1998.
Second, we conduct two surveys among financial market industry experts. The
results show that employment in the financial services industry will probably
decrease in the coming five years. The decrease will, however, be moderate.
Primarily unskilled workers are harmed by the increasing use of information tech-
nology. Labour demand for this group is expected to decline further whereas
employment of highly skilled workers is expected to increase.

I Introduction

The labour markets of Germany and of many other European countries are still
characterized by high unemployment rates. While in the past high unemployment
was mainly a symptom of the manufacturing industries, recent discussions focus
on lay-offs in the services sector as well. In this study we assess the determinants
and perspectives for employment in the German financial services industry.

Employment in this industry rose until the mid-1990s and has fallen thereafter.
The output, however, has steadily increased during the last two decades.
Moreover, employment of different skill groups has clearly changed during the
last decades. Whereas employment of unskilled workers has been decreasing,
employment of university graduates has been continuously increasing. Several
factors may have influenced this development. One possible factor that is widely
discussed in the public domain and that we concentrate on in this study is the use
of new information and communication technologies (ICT). 

Innovations in computer-related technologies have particularly affected work
methods in the financial services industry. Current statistics show that workers in
this industry use computers more than in any other industry. In Germany in 1997
the work of almost 97 per cent of all employees in the financial services industry
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was computer-based. In 1979 it was only 31 per cent. Investments in ICT in the
financial services industry rose strongly in the last two decades.

In this study we attempt to give some insights into the impact of the increasing
use of ICT on employment in the German financial services industry. Only few
studies have done this for the banking and insurance industry before. Some
results of these studies are summarized in Section II of this paper. A novel feature
of our paper is that we distinguish between three skill levels.

According to the so-called skill-biased technical change hypothesis, the
impact of new ICT is not neutral concerning various skill levels. Several studies
on the manufacturing as well as on the service sector have shown that the increas-
ing use of ICT favours the employment of highly skilled workers whereas it harms
the employment of unskilled workers. As far as we know, no such studies have
been conducted for the banking and insurance industry.

Our approach is twofold. We present an econometric analysis with which we
try to identify the determinants of employment of various skill groups. We con-
centrate on the impact of ICT on labour demand. In order to assess the
employment perspectives in the German financial services industry we conducted
two surveys among financial services industry experts.

The results of our study show that the decline of employment in the financial
services industry is expected to continue in the coming five years. Primarily
unskilled workers are expected to be harmed. Demand for highly skilled workers
and employment in non-bank and non-insurance institutions that also offer finan-
cial services, however, is expected to rise. 

The outline of the paper is as follows. In Section II we discuss the bygone
development of employment in the financial services industry and possible fac-
tors which may have influenced this development. Previous studies on this topic
are sketched as well. The econometric analysis is outlined in Section III and
results of the surveys are presented in Section IV. Section V gives the conclu-
sions. Appendix 7A includes tables and figures illustrating the points dealt with.

II Determinants of the employment performance

About 1.25 million people work in the German financial services industry
(according to data from 1997). In West Germany there are about 1 million
employees and 0.1 million self-employed. The number of employees in the bank-
ing and insurance industry rose continuously from 1978 until 1993/4 when it
began to decrease. From 1993/4 to 1998 dependent employment declined by
about 3.4 per cent. Developments were similar in the banking and in the insurance
industries, but they were different for the differently skilled employee groups. 

Throughout this paper we distinguish between three skill groups of employees
defined as follows. ‘Unskilled’ workers do not have a completed educational or
vocational degree. ‘Medium skilled’ (or simply ‘skilled’) workers do have a
completed educational or vocational degree but they are not graduates from a
polytechnic or a university. Highly skilled workers are graduates from a university
or a polytechnic (university of applied sciences).
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The number of unskilled workers decreased from 1978 to 1998 by about one
third whereas the number of highly skilled employees rose by about 350 per cent.
The biggest skill group, with a share of about 75 per cent, was the group of medium-
skilled employees. Their number rose from 1978 to 1993/4 and fell thereafter. 

Some authors claim that the observed skill upgrading is due to the growth in
educational levels and therefore a supply side rather than a demand side phenom-
enon. However, calculations based on the German Socio-Economic Panel show
that the proportion of polytechnic and university graduates who are over-qualified
for their position has been very stable over the past decades (Falk and Seim, 1999). 

The total number of self-employed people in the banking and insurance indus-
try rose from 1989 until 1997 from 47,000 to 66,000. In non-bank and
non-insurance institutions that also offer financial services, the number of
employees and self-employed people rose from 1989 to 1997 from about 75,000
up to 90,000. Thus, the self-employed people and employees in non-bank and
non-insurance institutions that also offer financial services faced an employment
development that was different from the employment development which depen-
dent employees in the banking and insurance industry faced. However, since the
absolute number of the former was relatively low, the positive development could
not compensate the decrease in the number of the latter.

To summarize the past development of employment in the financial services
industry it can be said that there is a skill upgrading and an overall reduction of
dependent employment in the banking and insurance industry. Furthermore, there is
an increase in the number of self-employed people and the number of people work-
ing in non-bank and non-insurance institutions that also offer financial services.

Potential determinants of employment

Innovations

Innovations in products and processes may induce increasing employment as well
as originate potential for labour cost reductions. To give an example of the posi-
tive impact stemming from new products, consider the creation of financial
engineered products which require highly skilled specialists. Disregarding other
effects, the increasing demand for new products also leads to an increase in the
demand for employees both in the distribution and in the back office. The increas-
ing trend towards equity financing and the development of the Neuer Markt has
added demand for highly specialized consultants in the area of corporate finance.
Simultaneously a large potential for cost-saving measures exists. An example of
this is the area of payment settlements where large reductions in costs have been
achieved through automation. Banking products are increasingly distributed by
electronic means (direct banking). Within electronic self-service, tasks are
increasingly performed by the customer. Another area for potential cost cutting is
telephone banking. These technologies are enhanced by developments in digital
telephony and digital TV. An important aspect for future success is the implemen-
tation of digital signatures along with legal security.



Information and communication technology

Strongly correlated with innovations is the use of information and communica-
tion technology, which has increased enormously in the financial services
industry. The percentage rate of German clerks in the financial services industry
doing computer-aided work rose from 1979 to 1999 from about 31 to almost 97
per cent. In the US the number of automatic teller machine transactions tripled
from 1987 to 1996. Unfortunately data for such a long time period is not avail-
able for Germany, but the fact that the turnover from electronic cash in Germany
tripled from 1994 to 1998 indicates that a similar development took place. 

In the banking industry, real investment in ICT rose from 1974 to 1998 from
200 million to more than 4,800 million DM (at prices in 1991).1 In the insurance
industry investment rose in the same time period even more – from 31 million
DM to almost 1,200 million DM.2 In the banking sector the increase was continu-
ous until 1992. After 1992 the average growth rate decreased and investments
went up and down. In the insurance sector investments increased until 1995 and
remained at their high level from that time. The data for the real capital stocks,
which is provided by the German Federal Statistical Office, however, does not
reflect these strong increases. In both industries they increased by about 140 per
cent from 1974 until 1997 and decreased slightly thereafter.

Output

Usually, a higher output is accompanied by higher employment. Depending on
the returns to scale, employment may rise proportionally or under- or over-
proportionally. The measurement of output in the banking and insurance industry
is, however, difficult. In the literature on banking two approaches are used. One is
the intermediation approach and the other the output approach. In our economet-
ric investigation we use gross value added as a proxy for the output of the banking
and insurance industry. This is the value of production minus purchases from
external suppliers. As shown in Figure 7A.1 (see Appendix 7A) the real value
added has risen for the last 25 years. In the banking industry there was a large
increase during the period from 1993 until 1998. This stands in sharp contrast to
the decrease in employment during the same period.

Wages

The wage rate and the intensity of competition are further factors which might
influence labour demand. Real labour costs depend on gross nominal wages,
social security contributions and producer price indices. Figures 7A.2 and 7A.3
(see Appendix 7A) show the development of the real cost of labour for various
levels of qualification, based on the nominal annual income, the additional costs
of labour, and the price index for producers. The different paths of the cost of
labour in the commercial banking and insurance sectors are due to the different
development in the price index for producers. The price index for the insurance
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business has increased by 38 per cent in the years from 1991 to 1998. At the same
time the index for the commercial banking sector has decreased by 15 per cent.
This explains the sharp increase in the banking sector at the end of the 1990s. 

Competition

The trend of earnings in German and European commercial banking is marked by
a sharp increase in competition. Reasons for this can be the increasing trans-
border activities of banks as well as the market entry of low-priced specialized
service providers such as discount brokers, direct banks and direct insurance. In
both cases key forces of change are the reduction of market entry costs through
the use of electronic channels of distribution and the closely related automation of
processes. Beyond this the Internet has increased transparency of prices and has
thereby increased the pressure on the high-price service providers.

Also, the insurance industry has come under price pressure in recent years.
Similar to the developments in banking, internationalization and additional com-
petition through direct channels of distribution are placing the established
companies under pressure. Life insurance providers in banks and investment
funds especially are facing increased competition from private retirement funds.

Previous empirical findings

Several strands of empirical research already provide some findings on the impor-
tance of the determinants of employment sketched above. Efficiency analyses in
the banking sector represent one potentially meaningful wing of empirical
research. Another relevant direction consists of empirical analysis concerning the
relations between ICT and employment.

The results of efficiency analyses hint in different respects at the future
employment perspectives: 

� Inefficiency: A considerable extent of average inefficiency would indicate
that future output growth would be managed not with higher employment,
but with more efficient allocation of existing personnel. Growing competi-
tive pressure on profit margins would enforce this development.

� Economies of scale: If increasing returns of scale can be realized on the aver-
age, future employment will not grow in the same proportion as output.
Additionally, the question arises if mergers and acquisitions can yield appre-
ciable efficiency gains. 

� Labour costs: In the efficiency literature, cost functions have frequently been
estimated. These papers offer some insights into the relationship between
labour input and labour costs. Besides, substitution possibilities between cap-
ital and labour have been analysed by estimation of cross-price elasticities.
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Due to the greater availability of microdata most of the existing studies refer to
the US banking sector (surveys are provided by Tichy, 1990; Berger and
Humphrey, 1997 and Ashton and Hardwick, 2000). The outcome of these studies
is generally positive economies of scale for small banks and diseconomies of
scale for large banks. However, these advantages and disadvantages of scale are
comparatively small. Technical inefficiencies play a more important role. For
Germany only a few analyses have been carried out (for Bavarian cooperative
banks by Lang and Welzel, 1994, 1995a, 1995b, 1996; for a larger sample of sav-
ings banks, cooperative banks and commercial banks by Lang and Welzel, 1997a,
1997b, 1998; and for savings banks by Hanow, 1999 and Porembski, 2000).

These analyses for the German banking sector point to considerable average
inefficiencies, which – positively interpreted – can be seen as efficiency reserves
(e.g. Lang and Welzel, 1995b, 1997a, 1998). Squeezing out these reserves when
competition gets fiercer would restrict future labour demand. The existence of
economies of scale indicates a future under-proportionate growth of labour
demand as well. However, the economies of scale are generally rather weak.
External growth via mergers and acquisitions is likely to be accompanied by cost
disadvantages, as long as the number of branch offices of the merged banks will
not be reduced (Lang and Welzel, 1999). These results also hint at decreasing – or
at least more slowlyincreasing – labour demand in the banking sector, if the cur-
rent trend towards consolidation continues to prevail. Cost elasticities prove to be
negative for all factors; cross-price elasticities are positive and point to substi-
tutability between capital and labour (Lang and Welzel, 1998). 

Analyses concerned with the effects of ICT on employment yielded differing
results. Comprehensive empirical studies, however, seem to confirm that employ-
ment in the financial sector shows a declining trend to be explained – ceteris
paribus – by technological progress (for Germany see Porembski, 2000 and
Hanow, 1999; for the US Craig, 1997; for eighteen OECD countries
Kanellopoulos, Tsatiris and Mitrakos, 1999). Analyses concerning substitutability
between labour employment and ICT investment indicate that substitution is gen-
erally possible. In the short run, however, it is restricted by narrow limits
(Porembski, 2000).

As a further trend, technological change is paralleled by changes in the skill
composition of employees (skill-biased technological change). Several studies
(e.g. Katz, 1999; Bresnahan, Brynjolfsson and Hitt, 1999; Allen, 1996) point to
this relationship between ICT investment and skill structure. However, up to now
no analyses have been pursued particularly for the financial sector, with the
exception of Stymne, Löwstedt and Fleenor (1986). 

These results lead us to suppose that future employment in the financial sector
will possibly not grow. This presumption is supported by high average efficiency
reserves, by economies of scale and by automation through investment in ICT. 

Increasing deployment of ICT is likely to be accompanied by a skill-biased
technological change which, however, has not been confirmed in the financial
sector up to now. The following econometric analysis helps to fill this gap.
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III Econometric estimation of a labour demand model

In order to estimate the impact of ICT on the demand for labour in the financial
services industry, it is advantageous to use a long time period. The available
annual data for West Germany cover the period 1978 to 1998. Since the number of
employed people used to change differently among various skill groups, we dif-
ferentiated by the three skill levels – unskilled, skilled and highly skilled workers. 

Our econometric model of the demand for heterogeneous labour is based on the
assumption of cost minimization and on a flexible specification of the cost func-
tion. For a given output level the assumption of cost minimization is equivalent to
the assumption of profit maximization without any assumptions about the product
market. The cost function is dual to the corresponding production function and
contains all economically relevant information on the production technology pre-
vailing in a particular firm or industry.3 The labour demand functions for the three
skill groups are derived from the cost function and are conditional factor demand
functions with respect to the output. For a given output level and exogenously
given factor prices, the cost-minimizing demand for labour input i, where

i ∈ {US,MS,HS},

US = unskilled, MS = medium skilled, HS = highly skilled, 

can be derived by differentiating the restricted cost function with respect to factor
i’s wage, w

i
(Shephard’s lemma; see, e.g., Varian, 1992: 74). 

The three factor demand equations form the factor demand system. The equa-
tions are homogeneous of degree zero in all input prices and non-increasing in
own input prices. The factor demand equations also imply certain symmetry
restrictions, which must be fulfilled for the cost function to provide an economi-
cally meaningful description of technology. 

To estimate the factor demand system we have to specify a functional form of
the restricted cost function. A popular specification of the production technology
is based on the so-called generalized Leontief cost function (see, e.g., Berndt
1991, Chapter 9).4 The advantage of this cost function is that while it puts only
quite general regularity conditions on the functional form of the cost function, it
nevertheless implies a system of linear demand equations, which is relatively easy
to estimate. However, we will also assume that the cost function is homothetic and
homogeneous of order one in the level of output implying constant returns to
scale in production. This assumption has the advantage of considerably simplify-
ing the estimation of the labour demand equations by reducing the number of
parameters to be estimated because all interaction terms between output and all
other variables of the cost function drop out. This is meaningful for our estimation
since we have only a very restricted number of observations. 

We estimate the Diewert cost function for both the banking and the insurance
industry in each period t (t = 1978...1998) depending on real value added, yr,
wages, w

i
, real net capital stock, xf

1
and either real investments in or the stock of

ICT, xf
2
. 5 Investments and stocks of ICT are modelled as quasi-fixed variables.6
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Alternatively, the net capital stock is replaced by a linear time trend t that should
account for the technological change. 

Formally, the cost function used here is given by

C(w, xf, yr, s, t) = y × � β
ij
(w

i
w

j
) + γ

ij
(w

i
x )

s,t

+ δ
il
(w

i
)

s,t
× t + δ

i2
(w

i
)

s,t
× t2� (1)

where C is the real total variable cost, s is the industry (s = 1: banking, s = 2:
insurance), and β

ij
,γ

ij
, δ

ij
are unknown parameters.

Applying Shephard’s lemma to the above cost function, we derive the condi-
tional (with respect to output and the quasi-fixed factors) demand equations for
the variable labour inputs x

i
v, i ∈ {US,MS,HS}:(x

i
v)

s,t
= (∂C(.)/∂w

i
)

s,t
. The division

of these factor demands by real value added yields a system of input-output coef-
ficients of the following form:

(π
i
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s,t
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s,t
= β

ij 
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j
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) + γ

ij
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s,t 
+ δ

il
× t + δ

i2
× t2 (2)

The specification of the labour demand equations in terms of input coefficients
avoids multicollinearity problems between value added and the capital stock
which typically plague the estimation of labour demand equations including both
as separate explanatory variables. 

In principle, consistent parameter estimates can be obtained by estimating each
equation separately. However, there are cross-equation restrictions implied by the
homogeneity and symmetry restrictions mentioned above (see, e.g., Berndt, 1991:
461ff.). For the following reasons, these restrictions should be imposed in the esti-
mation. First, estimated parameters in the system of equations have to fulfil these
restrictions if they are to be interpreted as structural parameters of the assumed cost
function. Second, the imposition of these restrictions may increase considerably the
efficiency of estimation. These restrictions can be imposed by estimating the equa-
tions in (2) by a system estimator (see, e.g., Greene, 1997, Chapter 17). 

Own- and cross-price elasticities for the three skill groups can be calculated
from the estimated coefficients from the system of demand equations (2) (formu-
las are printed, e.g. in Berndt, 1991, Chapter 9). The own- and cross-price
elasticities depend on relative wages, on the structural parameters of the cost
function, and on the estimated input-output coefficients for the three skill groups
as well as on the industry, s and on the time index, t. Therefore the elasticities vary
both between and within industries.

Estimation results

At first, the system of labour demand equations (2) was estimated by the method of
Seemingly Unrelated Regression with all homogeneity and symmetry restrictions
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imposed. Several tests show a high autocorrelation in the levels equations.7

Therefore it seems more appropriate to estimate the equation system (2) in first dif-
ferences. 

(∆π
i
)

s,t
= δ

il
+ δ

i2 
× t + β

ij 
∆(w

j
/w

i
) + γ

ij
(∆x )

s,t
+ u

i,s,t
(3)

where u
i,s,t

is an additive error term.8 Estimation results for the system of equa-
tions in (3) with all homogeneity and symmetry restrictions imposed are reported
in Table 7A.1 (see Appendix 7A). 

Wage elasticities

Coefficients β
13

and β
23

, which refer to relative wages, are not significantly differ-
ent from zero. That must not be true for the elasticities either. Standard errors
have been calculated using the technique of bootstrapping. Elasticities are at most
marginally significant. Own- and cross-price elasticities are shown in Table 7A.3
(see Appendix 7A). The labour demand elasticity is higher for unskilled than for
skilled and highly skilled workers. This result was shown before for other indus-
tries in previous studies (see, e.g., Hamermesh, 1993). Elasticities for unskilled
workers are significantly different from zero at the ten per cent level and are rela-
tively high. Elasticities for the large group of skilled workers are –0.5 and –0.37
for the banking and insurance industries, respectively. This order of magnitude
was shown in previous studies as well. However, elasticities for skilled and highly
skilled workers are not statistically significantly different from zero. Thus, the
hypothesis that wages do not influence the employment of skilled workers cannot
be rejected at a usual level of significance. Since the elasticities for highly skilled
workers are very low and not significant, it seems that wages do not influence the
employment of this group of employees. 

Cross-price elasticities show that unskilled and skilled workers as well as
skilled and highly skilled are substitutes. Unskilled and highly skilled workers
seem to be complements. This reasonable result was also shown for other indus-
tries in previous studies.

Information and communication technology

Concerning the impact of increasing usage of ICT on labour demand we get the
following results. The net capital stock has a significant negative influence on the
employment of unskilled workers (γ

11
). The corresponding coefficient in the

equation for skilled workers is negative but insignificant whereas the one for
highly skilled workers is positive and almost significant at the ten per cent level.
Thus, the capital stock is a substitute for unskilled workers and rather a comple-
ment for highly skilled workers. The impact of investments in ICT on
employment is negative for all three skill groups. The t-value decreases with
increasing skill levels. These estimations assume that the influence of ICT is the
same in the banking and in the insurance industry. This assumption was tested and
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the hypotheses that coefficients for the two industries are the same could not have
been rejected. 

In the next specification we replaced the net capital stock by a linear time
trend. Since we estimate first differences, the time trend corresponds to the con-
stant. Again, in this specification the coefficients on ICT are not significantly
different from zero. Only the coefficient on ICT for unskilled workers is negative.
The constant is significantly negative for unskilled and skilled workers but it is
positive for highly skilled workers. If the time trend is interpreted as a proxy for
technological progress, the result states that progress has a negative effect on the
employment of unskilled and skilled labour whereas it has no effect on the
employment of highly skilled workers. These results remain true if investments in
ICT are replaced by the net capital stock. 

If only one out of the three variables that are used here to indicate the use of
ICT, net capital stock, investment in ICT, and time trend is considered in the esti-
mation, each is negative for unskilled and skilled and positive for highly skilled
workers. The corresponding coefficients are always significant for unskilled
workers but not in each case for medium and highly skilled labour.

Number of branches and summary

In one specification that was based only on observations for the banking sector,
we also used the total number of branches as an explanatory variable. The coeffi-
cient is positive for all three skill groups and it is significant for the medium
skilled workers. This indicates that a reduction of branches reduces the demand
for skilled labour whereas it does not statistically significantly influence the
demand for low and highly skilled workers. 

The results show that there is a skill-biased technical change in the financial
services industry. The more ICT used, the lower is the demand for unskilled and
the higher is the demand for highly skilled workers. The influence of ICT on the
demand for medium skilled workers is, however, less clear. On average, the influ-
ence seems to be negative, i.e. the rising use of ICT reduces the demand for
medium skilled workers. But the coefficients are not always significant.
Therefore, on the basis of our estimations one cannot state that there is a clear
substitution effect between new technology and medium skilled labour. 

IV Survey results

To assess the employment perspectives in the German financial sector and their
determinants we conducted a comprehensive and detailed survey among financial
markets experts in banks, insurance companies and other financial service
providers. The experts were requested to give an estimate on the development of
employment in their own sector for the coming five years. 

In a second survey the participants of the ZEW-Finanzmarkttest panel were
questioned on the same topics with a less detailed questionnaire. This panel con-
sists of financial market experts employed mainly in banks, insurance companies
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and investment companies, and – to a smaller extent – also in finance departments
of non-financial companies.

In the Finanzmarkttest survey 187 experts responded, the sample for the
detailed survey consisted of 45 experts from banks, 12 from insurance compa-
nies, and 15 from other financial service providers.

The survey results for the employment perspectives

The results generally point to decreasing employment in banks and insurance com-
panies (see Figure 7A.4 in Appendix 7A). For the banks, 59 per cent of the experts
in the detailed survey expect a reduction of their staff in the coming five years.
Forty-nine per cent of the experts, however, expect only a rather small reduction of
not more than 10 per cent. Only 10 per cent predict that employment will shrink by
more than 10 per cent. These findings have generally been confirmed by the results
of the Finanzmarkttest survey, but here a higher proportion of the participants (30
per cent) are of the opinion that employment will diminish more strongly. 

Concerning the insurance sector, 44 per cent of the respondents expect a
reduction of the number of employees. Here also the majority anticipates a small
reduction of not more than 10 per cent. The Finanzmarkttest participants are more
pessimistic since 67 per cent of them expect diminishing employment in insur-
ance companies.

With respect to other financial service providers the expectations differ.
Almost 90 per cent of the respondents in the detailed survey expect increasing
employment in the coming five years. Sixty-two per cent even anticipate a partic-
ularly strong increase by more than 20 per cent. The expectations of the
Finanzmarkttest respondents are somewhat more moderate, but they also predict
growing employment in this sector.

Skill structure

According to the experts, the skill structure will change considerably. For the
highly skilled altogether growing employment is to be expected. Eighty-one per
cent of the ZEW panel experts predict growing employment of this group in
banks, insurance companies and other financial service providers. The detailed
survey yielded similar results: 54 per cent of the bank experts, 60 per cent of the
financial service providers and 79 per cent of the experts from insurance compa-
nies expect an increase in the employment of highly skilled employees. This will
be the case in all fields of the financial business. However, the increase will
mainly take place in those sectors where a high proportion of highly skilled staff
is already employed. The estimates for the growth of different business fields
within the financial sector confirm this assessment: in particular, those sectors
which require highly skilled personnel (e.g. brokerage, mergers and acquisitions,
asset management) will grow dynamically. 

In sharp contrast to these optimistic predictions for the highly qualified
employees stand the perspectives for the low-qualified workers. Approximately
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80 per cent of the ZEW panel participants expect a reduction in employment of
this group. Almost 60 per cent expect a decrease by more than 10 per cent. 

Regarding the formal qualifications, only minor shifts are to be expected.
Generally there is a slight trend towards a higher share of ICT-related qualifications.

Information and communication technologies and their impact on
employment

ICT plays a central role in nearly all fields of the financial sector. Therefore it will
possibly be an important determinant of employment. However, the assessment of
the financial sector experts concerning this influence is heterogeneous. The mem-
bers of the ZEW Finanzmarkttest panel were asked to give an overall assessment
of the impact of ICT on employment changes. Particularly for banks and insur-
ance companies, the answers show a great variance, while for investment
companies and other financial service providers the influence is assessed as com-
paratively low (see Table 7A.2 in Appendix 7A).

In the detailed survey the experts were also requested to give an estimate of the
impact of ICT on employment for different skill groups and business fields. For
the highly skilled employees some 64 per cent of the respondents predict a posi-
tive influence on employment. The skill group with formal professional
qualifications, but without university degrees, will profit from ICT use as well.
On average fewer than 10 per cent of all respondents expect a reduction of
employment due to ICT use in the coming five years. However, some tendencies
towards ICT-induced lay-offs in the banking sector are recognizable as well (see
Table 7A.4 in Appendix 7A).

V Summary and conclusion 

Employment in German banking and insurance companies has been declining
since the mid-1990s. Skill structures shifted in this time interval: the share of
highly qualified employees has been increasing. 

Results of previous studies already indicate that this trend is likely to continue.
Existing efficiency reserves point to restrained growth of employment for the
future. Business expansion in the financial sector is subject to moderate
economies of scale. Automation tends to drive out routine work, while ICT use is
likely to induce further demand for highly skilled workers.

Our study, which comprehensively analyses the volume and skill structure of
labour demand for the German financial sector, confirms these presumptions:
an econometric time series analysis demonstrated that different skill groups
have been influenced in different ways by the increasing ICT use in the finan-
cial sector. While there is a negative impact on unskilled workers, there are
complementarities between highly skilled employment and ICT investment.
Furthermore, there is a significantly negative impact of rising labour costs on
the employment of low-qualified employees. For the other skill groups this
effect is smaller and insignificant. These results clearly point to an increasing
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wage differentiation as a suitable measure against lay-offs in the low-skilled
employment segments.

The results of a survey among financial market experts confirm this view: in
the coming five years employment in banks and insurance companies is pre-
dicted to decrease. However, this reduction most likely will not exceed 10 per
cent of the current employment volume.9 The shift in the skill structure that was
observable in the past will continue to prevail. Main reasons for this continuing
shift are the following: those business fields that require highly qualified labour
input (asset management, investment banking, brokerage) are likely to expand.
Moreover, ICT plays a dominant role in all sectors of the financial business and
most respondents state a positive relationship between ICT and highly skilled
employment – while there is negative relationship between ICT and the employ-
ment of less skilled workers.

Appendix 7A Tables and figures

Calculation of ICT stock and proxies

The first best indicator for the use of ICT would be its real stock in banks and
insurance institutions. Apart from the problems of estimating the real stock (see,
e.g., Jorgensen and Stiroh, 2000) even nominal data are not available for Germany.
The lack of exact data leads us to work with several proxies for the use of ICT. As
explanatory variables for ICT in our econometric investigation we apply invest-
ment in ICT, an ICT stock that is calculated from ICT investments, the general net
capital stock (including ICT and non-ICT capital) and a linear time trend. In the
financial services industry nowadays, about 50 per cent of all investments in
equipment are investments in ICT. Since equipment is part of the net capital stock
we take the latter as a proxy for the stock of ICT. The use of time trends in order to
capture the impact of technological change is not unusual among researchers (for
an investigation of technical change in banking see, e.g., Altunbas et al., 1999).
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Table 7A.1 Estimation results for the labour demand system (3)

Specification I Specification II

Coefficients Coeff. t-value Coeff. t-value

β
12

(w
US

,w
MS

) 3.88 1.27 2.91 1.39

β
13

(w
US

,w
HS

) –1.35 –0.91 –1.24 –0.81

γ
11

(capital) –0.23 –3.96

γ
12

(ICT) –0.26 –0.75 –0.05 –0.17

Const
US

–0.08 –5.44

δ
1

(Dummy) 0.05 0.80 0.06 1.02

β
23

(w
MS

,w
HS

) 1.32 0.43 1.93 0.76

γ
21

(capital) –0.28 –1.35

γ
22

(ICT) –0.30 –0.23 0.45 0.71

Const
MS

–0.14 –2.73

δ
2

(Dummy) 0.02 0.09 0.07 0.32

γ
31

(capital) 0.04 1.52

γ
32

(ICT) –0.02 –0.11 0.00 0.00

Const
HS

0.01 1.33

δ
3

(Dummy) 0.01 0.27 0.01 0.26

Number of observations 120 120

1st Equation (US)

DW 1.56 1.78

R2 0.99 0.98

2nd Equation (MS)

DW 1.62 1.84

R2 0.99 0.94

3rd Equation (HS)

DW 1.74 1.78

R2 0.99 0.97

Note: Estimation period 1980–98. Seemingly Unrelated Regression. R2 refers to the levels of the variables.

Table 7A.2 Extent to which changes in employment are caused by increasing use of ICT

Banks Insurance Investment Other financial
companies companies service providers

< 20% 19% 26% 38% 42%

20–40% 26% 24% 21% 22%

40–60% 27% 26% 23% 16%

60–80% 19% 15% 9% 12%

> 80% 9% 9% 9% 7%

Source: ZEW-Finanzmarkttest Panel (share of respondents).
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Table 7A.3 Own-wage elasticities (mean of estimated elasticities over time)

Banking industry Insurance industry

Elasticity t-value Elasticity t-value

ε
US,US

–0.96 1.71 –0.88 1.68

ε
MS,MS

–0.50 1.28 –0.37 1.27

ε
HS,HS

–0.14 0.07 –0.06 0.03

Banking industry Insurance industry

US MS HS US MS HS

US – 1.65 –0.69 – 1.51 –0.62

MS 0.35 – 0.16 0.26 – 0.12

HS –1.47 1.61 – –0.76 0.82 –

Note: Elasticities refer to estimation I in Table 7A.1. Calculations of standard errors via bootstrapping.

Table 7A.4 Negative impact of ICT use on employment in the coming five years (in %)

Private Corporate Backoffice IT
business business depts

Banks 38 39 45 34 

Insurance companies 0 25 20 0 

Other financial service providers 75 50 43 60 

Banks 18 10 32 26 

Insurance companies 0 0 0 0 

Other financial service providers 0 16 6 10 

Banks 3 3 6 11 

Insurance companies 0 0 0 0 

Other financial service providers 0 0 0 0 

Source: Detailed expert survey (share of respondents).
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Figure 7A.1 Real gross value added.
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Figure 7A.2 Real labour costs in the banking industry. Own calculations based on data
from the Federal Statistical Office. QG = Qualification Group, definition of the Federal
Statistical Office. QG II represents highly skilled, QG III medium skilled and QG V
unskilled workers.
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Figure 7A.3 Real labour costs in the insurance industry. Own calculations based on data
from the Federal Statistical Office. QG = Qualification Group, definition of the Federal
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Figure 7A.4 Expected development of employment in the coming five years.



Notes

1 For details on the measurement of real ICT investments see Appendix 7A.
2 Data were kindly provided from the ifo-Institute in Munich.
3 For some standard results on the duality between production and costs (see, e.g., Varian,

1992, Chapter 4).
4 The Diewert cost function can be derived as a second-order linear approximation of an

arbitrary function with continuous first- and second-order derivatives which is
homogenous in prices, non-decreasing in input prices and non-decreasing in real output
(see, e.g., Varian, 1992: 84f).

5 For details on the calculation of ICT variables see Appendix 7A.
6 Variable inputs can be fully adjusted within one year whereas quasi-fixed variables are

not always at their long-run equilibrium due to costs of adjustment.
7 Low values of the Durbin–Watson test statistic show that the static specification with

levels of the dependent and independent variables generated a high degree of serial
correlation. Assuming a first-order autoregressive process, we tried to correct for
autocorrelation (see, e.g., Berndt, 1991: 476ff). This procedure yielded AR(1)-
coefficients close to 1 in each of the three equations.

8 The assumed distribution is 

E(u
i,s,t

) = 0, E(u
i,s,t

, ∆(w
j / w

i
)

s,t
) = 0, E(u

i,s,t
,(∆x )

s,t 
) = 0, ∀i,j,s,t

E(u
i ′,s,t

, u
i,s,t

) = 0, ∀i ≠ i′, E(u
i,s,t

, u
i,s′,t) = 0,

∀s ≠ s′, E(u
i,s,t

, u
i,s,t′) = 0, ∀t ≠ t′

9 Calculations about the impact of the increasing demand of ICT in the German financial
service industry on employment in the ICT producing industry show that employment
losses in the financial industry can by far not be compensated.
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1 Introduction

Information has always played a very important role in financial intermediation.
An important function of financial intermediaries is, for instance, overcoming
asymmetric information problems. Another is the transformation of funds in space
and time. Both these functions require banks to process information efficiently. It
is therefore not surprising that the information technology revolution has brought
some profound changes to the financial sector. Marketplaces have become disem-
bodied, as for example the electronic stock market NASDAQ. More recently, the
emergence of electronic communication networks (ECNs) has created virtual mar-
ketplaces. More areas of banking have been touched by IT. Backoffice operations,
for example, can now be located at some distance in lower cost areas.

(Internet-based) technology has made it possible to transmit large volumes of
information and to access it from remote locations at low cost. This has two pos-
sible effects on banking. On the one hand, the external market environment could
change: actual markets could become virtual marketplaces. On the other hand, the
production process of financial services could become even more digitized.

As this might reduce the importance of distance and place, the question arises
as to what the effect could be on the location of financial activity. Will geography
become irrelevant, as argued by O’Brien (1992)? Or does place still matter, but do
different places matter for different financial activities, as argued by Tschoegl
(2000)? In the absence of other determining factors, we would in the first case see
a complete dispersion of financial activity whereas in the second case, activities
would be separated geographically, leading to concentrations in a few places. 

However, long-term data on Internet applications, necessary to analyse a sticky
process like financial sector relocation, are not yet available. Therefore, we turn to
the ‘natural experiment’ of the last two decades. ‘Normal’ communication technol-
ogy has not only improved rapidly, but has become cheaper and more widely
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available as well. The telex, with its rather rigid infrastructure, has for instance been
superseded by the fax. Voice communication has increased. Growth has not been
limited to fixed lines but also mobile communication has shown impressive growth
rates.1 For financial institutions, this development offers the possibility of supplying
services along different, lower cost channels. Figure 8.1, for instance, shows that the
costs of a payment transaction using modern technology is significantly lower.

Although the Internet differs fundamentally in its openness and fundamental
larger reach, from other channels, it is similar in the sense that it makes commu-
nication easier and cheaper. We argue therefore that developments in the past two
decades will give us a first-order approximation of the effects of improved com-
munication technology.

In this paper, we investigate the ‘Geography Doesn’t Matter’ or GDM hypothe-
sis, which says that the production of financial services could take place anywhere
and geography has become irrelevant. To this end we analyse the location of finan-
cial activity, looking for a relocation of financial activities leading to a more even
distribution of activity across space. Technology is, of course, not the only factor
influencing the location of financial activities; numerous other (centripetal and
centrifugal) forces play a role as well. A subject not analysed in this paper is how
technology has influenced each of these other factors separately. It might be possi-
ble that some factors have become more important, whereas the role of others has
diminished or has not changed at all, so that the overall effect of the various forces
is unknown. Given the importance of technology and marked change in the use of
technology we expect to see some change. Since we cannot adequately measure
other relevant factors we would then be at a loss for a more exhaustive explanation
of changes. More precisely, we focus on the GDM hypothesis.
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Generally, financial activity is measured by market turnover, which is an appro-
priate measure for activity on, for instance, exchanges. However, by looking at
turnover as a measure for financial activity the scope is limited to those activities
that take place on markets. We take a broader perspective and analyse gross value
added and employment in the financial sector. This enlarges the scope as it also
includes services like, for example, financial advice. From a political economy
standpoint the development of employment, an important determinant of voting
behaviour, is of interest. Since relocation is a slow process we use the longest pos-
sible time series (1980–95) and we will limit ourselves to a European perspective.

In analysing the impact of technology on the geography of finance, we touch
on the question of what a financial centre is. Many definitions have been pro-
vided, but there is no universally accepted definition of an international financial
centre (see Dufey and Giddy, 1978; Nadler et al., 1955; Kindleberger, 1974 and
Scholtens, 1992). Generally, financial centres can be considered as an aggregated
collection of activities which differ in many respects.2 In this paper, we define a
financial centre as a geographical concentration of activities of credit and insur-
ance institutions. Moreover, since our data is on the regional level, the activities in
what we term a ‘centre’ will not be as concentrated as is usually envisioned.

The set-up of this paper is as follows. In order to analyse the impact of tech-
nology on the location of financial activity, we first take a look at the forces that
drive concentration and dispersion of these activities in theory. Then we give a
description of the data, followed by an empirical analysis. In this analysis, we
first examine the changes in real gross value added and then turn to the develop-
ment of employment across regions. Additionally, we will, using the data on
production and employment, consecutively, analyse whether production has con-
verged to regions with an efficient workforce. Finally, some concluding remarks
are given.

2 Review of the literature

The study of the spatial concentration of economic activity goes back to Alfred
Marshall (1920) who presented the seminal economic analysis of the phenome-
non. He identified three main agglomerating forces, which are generated by
positive externalities at the level of the firm. These forces include labour market
externalities, the availability of intermediate inputs, and technological as well as
informational spillovers. These three forces can be applied to the financial sector
as well. In the following paragraphs, we discuss the factors driving spatial con-
centration – and the countervailing forces of dispersion – of financial activity. 

In the literature, the forces influencing the location of financial activity are
divided into two groups: centralizing or centripetal forces and decentralizing or
centrifugal forces (Gehrig, 1998; Walter, 1998). Whereas centripetal forces con-
tribute to spatial concentration of activities in a few places, centrifugal forces
cause geographical dispersion. The location of activities in particular places is
likely to be the outcome of the interplay of these factors and is likely to be chang-
ing over time.3
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Important centripetal forces are economies of scale, which, for example, can
be realized in the payment system and the clearing and settlement of transactions.
Kindleberger (1974) states that centralization of all payments in a single centre
creates the most efficient settlement system for a given number (n) of financial
centres. Without centralization, nx(n – 1)/2 communication channels are needed to
effect payments, whereas with a single centre n – 1 channels suffice. Although
economies of scale increase the pressure for clustering of certain activities, these
activities do not necessarily have to take place within a defined geographical area.
For example, payment systems are run by computers which are part of electronic
communication networks. However, the location of these computers is not rele-
vant for achieving the desired scale economies. The same holds for currency
trading, which is performed within computer networks as well (Gehrig, 1998).
Access to a trading network enables a financial agent to trade from any place in
the world. These examples indicate that for certain activities, concentration of
participants seems to be important because of economies of scale in the transac-
tion technology. However, the concentration takes place within one single
electronic network and the particular location of activity and participants is not
relevant, except for possibly regulatory reasons (Gehrig, 1998). 

In contrast to these economies of scale within a single electronic network, a
different situation arises when external economies are present. In that case, par-
ticipants benefit from the presence of other participants at a certain location,
strengthening the importance of physical proximity. We will turn to such external
economies now. First, we discuss the externalities arising from the general forces
identified by Marshall for the financial sector. Then, we analyse some factors
which are important for financial activity in particular. 

Regarding Marshall’s first factor, labour market externalities, a concentration of
activities in the same place allows a pooled labour market which offers a constant,
deeper market for skill. This externality stimulates concentration from the demand
side of labour as well as from the supply side, especially when skills are highly
specialized. Employers will resort to locations where they are likely to find a large
choice of workers with the special skills they require. Employees go to locations
where many employers, needing such specialized skills, are established because
there they will find a ‘deep market’ for their services. The importance of the labour
market for the location choice of financial activities is underlined by the fact that
finance generally requires highly skilled and often specialized labour forces. As
pointed out by Kim (1990), a large labour market provides better expected job
matches, which means that a large pool of labour offers more protection against
idiosyncratic employment shocks. Therefore, financial agents might tend to locate
in centres with large and liquid labour markets, as this may mean a quicker filling
of vacancies for highly skilled labour. Rauch (1993) considers the average level of
human capital as a local public good. He states that by centralization of finance in
cities with higher levels of human capital, human capital externalities can be
gained which may result in lower costs for the industry as well as in possibly higher
quality of the services. Begg (1991, p. 338) argues that ‘the availability of a labour
pool is an inducement to firms seeking to relocate’.
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The second point stressed by Marshall, the availability of intermediate inputs,
can also be a factor contributing to the concentration of financial activity. As
financial intermediaries are users of services like accounting and legal advice,
locating near suppliers of such services could be advantageous since they are
often needed timely. If, for example, a corporate finance deal needs to be put
together quickly, it is a practical matter to have the necessary lawyers and accoun-
tants available in one place. Stuart (1975) has shown that for cases where
face-to-face contact in the negotiation and purchasing process is required, a con-
centration of suppliers diminishes the clients’ search costs and increases the
market size for every supplier. The work of Gaspar and Glaeser (1996) suggests
that telecommunication technologies may be a complement, or at least not a sub-
stitute, for face-to-face interactions. Recently, Porter (1998) has argued that the
enduring competitive advantages in the modern, global economy arise from con-
centrations of, among others, related businesses, institutions and competitors’
institutions. 

The last force identified by Marshall, technological spillovers, states that the
local spillover of knowledge among firms may give rise to concentration.4 This
may be a major factor for an industry like the financial sector, where technologi-
cal innovation plays an important role. Product innovations could generate
positive externalities since the diffusion of new products can take place rapidly
when spatial concentration is high. This is especially the case because financial
innovation is generally poorly protected by patent law. 

Another particularly relevant externality arising from the concentration of
financial activities is the spillover of information. Financial agents may benefit
from the presence of other agents at a given site as it enables them to benefit from
their information. By locating at that site, access to the information flow is maxi-
mized. The value of information, however, depends not so much on its quantity,
but especially on its quality and timeliness. According to Porteus (1996), this
makes face-to-face contact and other localized information sources important as
means of rapid information diffusion. He recognizes that improvements in
telecommunication technologies have made access to information more equal
regardless of location, but argues that a distinction according to the type of infor-
mation has to be made. Standardized financial information (like price quotations)
can be transmitted quickly and at low cost over computer networks. In contrast, for
the electronic transmission of unstandardized information, the quality may decline
when the distance between the user and the source of information increases. He
illustrates this with the example that a firm-specific rumour may spread rapidly
through a network, but that for agents further from the source it is more difficult to
confirm and interpret the information in order to exploit it usefully. ‘Information
has value to users only in its context, against a background in which it can be cor-
rectly interpreted’ (Porteus, 1996, p. 8; see also Thrift, 1988). However, because
this informational background cannot be easily standardized and transmitted
across computer networks, it is more difficult to evaluate the information. Agents
located near the source may have a better and quicker insight into the value of the
new information, which gives them a temporary informational advantage. The
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importance of physical proximity to generate such a temporary informational
advantage is also stressed by Gehrig (1998), who states that this is particularly
important for informationally complex and sensitive products. A related argument
is that because information has become more widely available, the incentive to
find unexploited information has increased. This has the countervailing effect on
agents to gather closer to sources of information. According to Scholtens (1992),
the concentration of financial activity can be considered as a means to cheaply dis-
tribute available information as well as a means to lower the cost of acquisition of
information. 

Having discussed Marshall’s three more general factors influencing location
decisions, we now turn to some factors that particularly apply to the financial sec-
tor. Gehrig (1998) points out that for the financial sector in particular, a factor
driving concentration is market liquidity. In liquid markets, individual transac-
tions cause no significant price fluctuations whereas in illiquid markets even
small transactions may cause considerable price movements. As the risk of price
fluctuations is lower in liquid markets, risk-averse investors will prefer to trade in
markets where liquidity is high. As a consequence, liquid markets will attract
more trading volume, which gives rise to big, concentrated markets. However,
thanks to technological developments like electronic trading and the recent emer-
gence of electronic communication networks (ECNs) in the USA, physical
proximity seems no longer necessary to achieve high levels of liquidity.
Therefore, the argument of market liquidity is more likely to be an economy of
scale within the electronic system as opposed to an externality at the level of the
firm.

Also, structural changes in the financial sector have influenced the concentra-
tion of activities. The growing role of fund managers in financial markets has
attracted significant amounts of capital into the hands of some big players. Fund
managers prefer to be close to markets and to each other for the above-mentioned
externalities (Porteus, 1996). 

In contrast to the above-discussed centripetal forces, some decentralizing or
centrifugal factors can be identified. Obviously, locating in financial centres
involves high cost and congestion problems. Because of the first reason, back-
office functions have increasingly been decentralized to low-cost locations.
According to Rosen and Murray (1997), the decline of the share of employment
in the financial sector in New York was partly caused by the relocation of back-
office functions. McKillop and Hutchinson (1991) found some evidence that in
the UK also a dispersion of head offices can be observed, besides the decentral-
ization of backoffice activities. 

The cost of market access constitutes another centrifugal force. This subject is
analysed by Pagano (1989). As market access involves costs, investors have to
decide which market to enter. In order to choose the optimal market, they will
compare the expected utility of market participation net of the cost of entry. The
expected utility depends, for reasons of the liquidity externality, on the participa-
tion of other agents. When access costs are symmetric, concentration will always
take place in one market. However, when access costs differ across markets,
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fragmentation may exist. Furthermore, the spillover of information (a centripetal
force) can also be used to argue that agents concentrated in one location are less
able to take advantage of non-local information. When the value of non-local
information increases, this could give rise to geographical dispersion. Different
time zones are another factor favouring decentralization (Scholtens, 1992).
Differences in time zones give rise to the emergence of financial centres, spread
around the globe, among which trading is possible twenty-four hours a day
(Thrift and Leyshon, 1988). Finally, a factor that influences the location choice is
that financial service suppliers tend to follow their major (international) clients
in order to serve them optimally (Towey, 1974; Campayne, 1992). The continua-
tion of servicing already established client relationships has been put forward as
a motive for the internationalization of financial intermediaries (Bryant, 1987).
In this sense, financial activity follows real activity. Buch (2000) finds a strong
and positive correlation between the foreign activities of German banks and the
foreign activities of German firms, concluding that this finding supports the
hypothesis that German banks follow their customers abroad. Kindleberger
(1983), however, argues that there is no easy way to determine whether banks
follow or lead international business. According to his opinion, banks lead and
industry follows when banks are aggressive in building world networks and
when industry concentrates on single projects. Under the opposite conditions
banks follow and industry leads. 

Besides the above-described centripetal and centrifugal forces, some more
general factors also affect the location of financial activity. Examples include
path dependency, politics and regulation. A path dependence process can be
described as a non-ergodic sequence, or one in which the initial conditions deter-
mine subsequent outcomes (Porteus, 1996). In this situation, historical, locational
events may have cumulative consequences in the long run. Martin (1999) refers to
Krugman (1991) and Arthur (1994), who argue that because of the existence of
some uncertainty in industrial location and agglomeration, several alternative
equilibria are possible. Which particular equilibrium pattern of activity occurs is,
to a large extent, determined by history and does not always have to be strictly
superior to the alternatives. However, once the initial pattern is established it
becomes rather rigid as forward and backward linkages and self-fulfilling expec-
tations reinforce this pattern (see also Fujita and Thisse, 1996).

Politics can both facilitate as well as impede the development of a financial
centre. The emergence of London as centre for the Eurodollar market serves as an
example for the case in which politics clearly influenced the emergence of a
financial centre. In contrast, the lack of financial centres in the Eastern
Mediterranean and the Balkan, is also largely caused by politics (Jones, 1992). 

The financial sector is generally considered as one of the most heavily regu-
lated. Therefore, the regulatory and fiscal environment (tax policy and prudential
supervision) affects the locational behaviour of financial agents. Scholtens (1992)
distinguishes two contradictory forces which are relevant in this context. On the
one hand, financial agents may take advantage of the credibility and reputation of
their regulatory authorities. Agents who comply well with the strict and adequate
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rules of a respected regulator, may gain a reputation compared with agents which
are subject to less strict rules. On the other hand, operating under lax rules and low
taxes is less costly and therefore more profitable. Agents thus face a trade-off
between the reputational advantage of a strictly regulated country (with higher
costs) and the advantages of a less strictly regulated environment with a lower (or
negative) reputation (with low cost). The choice for a location will differ per activ-
ity, depending on the relative importance of the reputation and cost dimensions.

The analysis so far has taken the macroeconomic view based on markets or the
products traded in them. A different strand of the literature approaches the con-
glomeration question from the point of view of the individual firms. In this line of
research, expanding the seminal work of Coase, The Nature of the Firm (1937),
the question of interest is whether a financial firm should internalize some action
that was previously performed in the market. In line with this sort of research are
the so-called ‘Least-cost location theories’ (Weber, 1929; Isard, 1960 and Smith,
1981) in which location is primarily driven by cost factors. The largest cost ele-
ment in banking is labour. Other important cost drivers are communication costs
and cost of regulation. Reed (1981), for instance, shows that New York, London,
Tokyo and Hong Kong have all benefited from the nearby hubbing of communi-
cation networks. Regulatory costs are difficult to estimate but are thought to be
substantial and to differ widely across centres.5 A criticism of the least-cost loca-
tion theory is that it does not take into account the demand side. Optimal location
is analysed separately from potential sales in the different locations. Related to
this argument is the follow-the-customer motive that states that banks tend to fol-
low the locational pattern of their major clients.

Summing up, we have described the major forces that influence the location of
financial activity. Whereas centripetal forces, such as positive external economies
of scale, give rise to a concentration of activities, centrifugal forces, such as high
costs, cause a geographical dispersion. We now turn to our empirical investigation
of the location of financial activity in Europe, in which we analyse whether it has
changed under the influence of technological developments.

3 Description of the data

We analyse two measures of financial sector activity: gross value added (GVA) and
employment. Since, in the data at hand, GVA is a nominal value, it is transformed
into real terms using the consumption price index of the IMF International
Financial Statistics (line 64). The second measure of the location of financial sec-
tor activity is how much employment is generated in a region. For each of the
measures, the financial sector covers both the credit and the insurance industry. 

Data, covering 1980 through 1995, are taken from the Eurostat Regio database,
which provides a standardized classification of regions in Europe at various levels
(NUTS). We use data on NUTS II-level – a classification with 174 sub-regions –
as far as possible. If such regional data are not available, more aggregated data, on
either NUTS I-level or national level, are used. However, some gaps in the data
remained, which have been filled by data from national accounts or, in some
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cases, extrapolation. A detailed description of the data per country is given in
Appendix 8A. It shows some key characteristics per country, i.e. the number of
regions, and the average and the median real GVA and employment in the period
1980–95. Differences between countries seem to be substantial, ranging from a
low mean of 504 in Portugal to a high 10,628 in Austria. However, part of this dif-
ference is caused by the unavoidable difference in the size of regions. In this
respect, especially Austria and Sweden seem to be ‘too large’. We will return to
this issue in the analysis below. Data on employment cover a shorter period, i.e.
1980–92, and fewer regions. Again, these data have been taken from the Eurostat
Regio database. For some regions however, data were not available. In those cases
we used data from the International Labour Organization (ILO), which provides
data on a national level (See Appendix 8A, Table 8A.2). The number of regions,
average employment and the median are shown in Table 8.1. Countries for which
only two observations were available have been excluded from the analysis. A
remarkable feature is the high mean level of employment in Denmark compared
with other countries. 

A point to note is that if banks outsource more of their activities outside the
category of ‘financial services’, measured activity declines although ‘true’ activ-
ity is unaffected.6 However, as long as banks outsource inside the ‘financial
services’ category no harm is done. Moreover, if outsourcing happens at an equal
rate across regions the shape of the overall distribution is unchanged.
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Table 8.1 Key characteristics of real gross value added and employment in the financial
sector, per country, 1980–95

Real gross value added Employment

Country Regions Mean Median Regions Mean Median

Austria 1 10,628 10,818 — — —

Belgium 11 852 483 11 12 8

Denmark 1 2,615 2,537 1 97 100

Finland 1 2,951 2,794 — — —

France 22 2,099 1,032 22 27 16

Germany 10 5,998 4,562 — — —

Greece 1 1,886 1,468 — — —

Ireland 1 2,465 2,174 1 37 39

Italy 20 2,196 1,129 20 20 11

Luxembourg 1 1,771 1,832 1 14 13

Netherlands 12 971 536 — — —

Portugal 7 504 148 5 13 7

Spain 18 1,647 780 18 17 8

Sweden 1 9,120 9,140 1 89 88

United Kingdom 11 3,748 2,056 — — —

Source: Eurostat Regio database.



4 Empirical analysis

The central question in this paper is whether ‘geography matters’. Specifically, if
technology has reduced the importance of geography, over time, the distribution
of financial activity should become more even across regions. In the extreme
case, distance no longer matters and the distribution of financial activity would, in
absence of other influences, become completely uniform.

To analyse the impact of technology on the geography of finance, we look at
two measures of financial sector location: GVA and employment. The set-up of
the analysis for each variable is as follows. First, we examine the development of
the distribution, estimated non-parametrically, across time. The graphical evi-
dence is then complemented with more formal and parametric tests. Following
this general examination we turn to three particular effects, discussed in the theo-
retical literature, that might influence location: 

� The effect of a home market: Might the choice of location not still be driven
by the size of the local market?

� The role of financial centres: Are financial centres governed by different
‘laws of motion’ than adjoining or peripheral regions?

� The importance of regulation: Notwithstanding any effect of changes in
information technology, (national) regulation might still be such a strong
influence that its effects are swamped. We thus look at the effect of the 1992
‘One Market’ policy package and in addition, we examine the effect of bor-
ders. In the analysis of all three aspects, we first estimate the distribution
non-parametrically and then turn to more formal measures.

5 Gross value added

A crude but often used graphic to reveal distributions is the histogram.7 A more
sophisticated approach is to use a kernel density estimator.8 The difference with a
histogram is, first, that the bins are allowed to overlap and, second, that the obser-
vations in the bin are given varying weights depending on the distance from the
centre of the bin. These weights are determined by the kernel function. The
advantage of kernel density estimates is that they are smooth and independent of
the origin. Density estimates are valuable because they are very well suited to
reveal skewness, developments in the tail of the distribution, and – possibly –
multimodality. At this point we want to preclude a parametric approach to captur-
ing densities in order to allow the greatest possible flexibility. Just like in the case
of the simpler histograms, the estimates produced are sensitive to the chosen bin
width and, less importantly, the kernel. However, the results shown below do not
change qualitatively under various combinations of kernels and bin widths.

We estimate the distribution of the data in each year in the period 1980–95.
Graphical representations of the consecutive years are drawn in a single graph in
Figure 8.2. Figure 8.2a is the result for the full sample while Figure 8.2b and c
show the distribution of the below- and above-median subsample.
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Figure 8.2a–c Kernel density estimation for GVA in European regions, 1980–95.
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The estimated distribution is highly skewed, as expected, and it does not seem to
be changing much over time, except for an increase in range from around 40 to
16,000, rising to 27,000.9 This implies that the dispersion has increased a little bit.
The two smaller graphs show estimates for the below- and above-median sub-
groups. Both distributions largely do not change, except that the distribution
below the median becomes somewhat smoother.

Although the density estimates shown are very useful for discovering general
features of the distributions, no stronger conclusions can be drawn. Many, more
formal, measures have been suggested to capture inequality or diversity (see
Cowell, 1995, for an excellent introduction). The question how ‘unbalanced’ a
distribution is, is quite relevant in, for instance, the analysis of welfare, inequality
and poverty. As we are dealing with a continuous distribution, we compute two
well-known measures: the Gini coefficient and the coefficient of variation. The
Gini coefficient is defined as the average difference between all possible pairs of
GVA in the population, expressed as a proportion of total GVA (Cowell, 1995)
and has a minimum value of 0 and a maximum of 1, where higher values mean
higher concentration.10 In the context of income distributions, the typical applica-
tion of the Gini coefficient, the Gini computation, compares the actual
distribution with a distribution where every individual has the same income. In
our study this translates into the GDM hypothesis: as distance becomes less
important the computed Gini coefficient should fall. However, as is obvious in
Table 8.2, the coefficients and thus the inequality seem to be rising, not falling.
This result is in line with Hallet (2000), who finds that financial services are,
among sixteen other sectors, the most concentrated. 

As a second measure for inequality, we compute the coefficient of variation,
which gives an indication for the dispersion within the population.11 The range of
the coefficient is given by (0, √n – 1) with higher values indicating more disper-
sion. In our sample, the computed coefficients seem to be rising.

We calculated other measures of inequality as well (not shown) but these all
point in the same direction.12 The more formal measures thus all seem to indicate
that regions have become more diverse, not more uniform.

5.1 The home market

A criticism one could make of the data used is that the regions we compare are not
equal. Some are larger, in terms of geographic area or population, than others.
The analysis in this section shows that when we correct for a plausible ‘size’ mea-
sure, the results remain unchanged. 
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Table 8.2 Formal measures of inequality, 1980–90

1980 1985 1990 1995

Gini 0.60 0.61 0.62 0.64

Coefficient of variation 1.40 1.51 1.54 1.70



Producers of financial services not only produce for the world – or even the
European – market. A sizeable part of the production is for local distribution.
Ideally, we would like to divide a region’s production into a local and an inter-
regional part in order to investigate the impact of the home market. Unfortunately,
such level of detail is not available in our data. Assuming that the number of inhab-
itants is a good indicator of the local market, we weigh the sample by population
and re-estimate the densities through time.13 The results are shown in Figure 8.3.

When we weigh the observations with a relative population weight, the overall
density becomes more concentrated. This implies that home market effect is in
existence: populous regions also have large production. Both distributions, real
gross value added and population, are thus similar and work in the same direction.
Splitting the sample in below- and above-median does not reveal substantially dif-
ferent patterns compared to the sample without weights.

We also computed the population-weighted densities for the centre, adjoining
and peripheral subset (shown in Figure 8.3d to f).14 Except for the somewhat
higher concentration on the left-side of the spectrum, the graphs do not differ
markedly from the figures to be discussed in the next section.

5.2 Centre and periphery

A sizeable literature has emerged on the importance of hierarchy in the develop-
ment of a financial sector. If rank is an important attribute of a financial centre
then there might be some movement in a subsample that is concealed by larger
developments in other parts of the distribution. We therefore continue the analysis
on the level of centres, adjoining regions and periphery. The estimated distribu-
tions are shown in Figure 8.4.

The distribution of GVA in the seven largest centres, i.e. the regions with the
highest GVA values, seems to become less peaked. This would indicate that, in
the league of centre regions, similarity is decreasing. A similar movement is dis-
cernible in the distribution of GVA in adjoining and peripheral regions. Since the
centre, adjoining and peripheral classification maps fall more or less directly into
a classification based on population or market size, there does not seem to be a
large difference due to the importance of being a centre region. Moreover, there
seems to be no move of activities from centres to low-cost, peripheral areas as
predicted by the ‘Geography Doesn’t Matter’ hypothesis.

5.3 Regulation

All in all, the estimated distributions so far do not show a strong tendency towards
a more even distribution of activities across space. It seems that technology has
not significantly influenced the location of financial activity. However, related
effects could have an impact on location choice as well. These effects could, for
instance, be any significant changes in the market environment or national
effects, in particular regulation.15 We look consecutively into the effect of borders
and the 1992 ‘One Market’ policy.
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Figure 8.3a–c Kernel density estimation for population-weighted RGVA in European
regions, 1980–92. (a) Full, (b) below- and (c) above-median.
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Figure 8.3d–f Kernel density estimation for population-weighted RGVA in European
regions, 1980–92. (d) Centre, (e) adjoining, and (f) periphery.
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Figure 8.4a–c Centres, adjoining regions and the periphery, 1980–95.
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5.3.1 Borders

To capture the effect of regulation, we test whether the subset of regions separated
by a border behaves differently from the subset of regions that are not separated
by a border. Therefore, we calculated the correlations between all border regions
(24 regions with 27 borders). The correlations between the border regions are
shown in Figure 8.5 and these are generally positive, as expected. Striking is the
difference in correlation between The Netherlands, Germany and Luxembourg,
where correlations are generally high, and Spain, Portugal and Italy, where corre-
lations are low or even negative.16 This implies that the northern European
markets are more integrated than the southern European markets.

Do the computed correlations differ from the sample as a whole? The average
correlation between all possible pairs in the sample is 0.25 while the average of
the shown correlations is 0.39. This difference, however, is an overstatement since
in the overall sample both regions that are close and further away are lumped
together. We will map the regions more precisely shortly and then compute com-
parable correlation averages.
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Figure 8.5 Correlation of Real GVA across borders, 1980–95.
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Another interesting question is whether correlations have shown changes
through time. To investigate this we plot a moving average (lag 8) of the correla-
tions of all regions, and that of just border regions in Figure 8.6.17

The interesting feature of this graph is that there is quite some movement in the
correlations between the regions. Moreover, correlation between non-border
regions tends to be higher, probably because within-country correlations, which
tend to be higher, are included in this set. Presently we are still at a loss for an
explanation for the dynamics in this graph.

5.3.2 One market

As we investigate data over the period 1980–95, the completion of the EC internal
market in 1992 could be another factor that has influenced the development over
time of the distribution of GVA across regions. An important regulatory change
has been the implementation of the Second Banking Directive into national law,
which had to be completed by the beginning of 1993 at the latest. As the exact
moment of implementation varies across countries (for example, in Germany
1992 and in The Netherlands 1993, see Lang, 2001), one clear ‘breakpoint’ can-
not be identified. We considered 1992 as breakpoint and estimated the
distribution before and after 1992. The dynamics in these graphs are rather sub-
dued and at first sight, no significant change seems to occur. A more detailed
inspection, however, shows that the behaviour of the data before 1992 seems to
differ from that after 1992. Before 1992, the top of the distribution changes over
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Figure 8.6 Moving average of correlations (lag 8).
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time, whereas after 1992, it shows a stable pattern. Presumably, any changes due
to the implementation of the One Market programme had already taken place.
Brülhart (2001) finds similar results for manufacturing industries.

6 Employment

Our second measure of financial sector activity is employment in the financial
sector. As in the case of the RGVA framework, we consider the development over
time of employment in the financial sector. The period considered, however
(1980–92), is shorter due to data limitations (for a detailed data description see
Appendix 8A, Table 8A.2). Again we estimate the distribution of the data in each
year in the period 1980–92. Figure 8.7 shows the graphical representation, where
Figure 8.7a represents the full sample and Figure 8.7b and c show the distribution
of the below- and above-median subsample. The overall distribution seems very
stable. Looking at the below- and above-median subsets respectively, however, we
see a development towards a distribution that is slightly more spread out.
Compared with the developments in the real gross value added variable, the
movements in employment seem rather modest.

6.1 The home market

Similarly to the RGVA variable, we examined whether the size of the home mar-
ket, proxied by population, influences the distribution. In Figure 8.8 the estimates
for the full sample and the below- and above-median sample are shown consecu-
tively. Again, similarly to the earlier case, the effect of the home market seems to
intensify the centrality of the distributions.

6.2 Centre and periphery

Does the centre–periphery chasm show up in the employment data? Whereas we
saw some – minor – differences in the developments of the distribution of the var-
ious subsets, the distributions of the subsets shown in Figure 8.9 are rather
similar. We will not show the equivalent population-weighted graphs because the
developments are remarkably similar.

6.3 Regulation

Since our data on employment end in 1992 we would be hard pressed to investi-
gate the employment effect of the One Market policies. Moreover, following the
discussion in Section 5.3.2, above, it could be argued that 1992 would be too early
a date to expect any changes in employment patterns due to One Market or the
Second Banking Directive/Basel Capital Accord implementation.
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Figure 8.7a–c Kernel density estimation for employment in European regions, 1980–92.
(a) Full, (b) below- and (c) above-median.
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Figure 8.8a–c Kernel density estimation for population-weighted employment in
European regions, 1980–92. (a) Full, (b) below- and (c) above-median.
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Figures 8.9a–c Employment in centre, adjoining and peripheral regions, 1980–92. (a) Centre,
(b) adjoining and (c) periphery.



6.3.1 Borders

As discussed previously, the existence of borders might very well influence the
location of financial services. Moreover, different borders might have different
effects. To examine this effect we have, similarly to the RGVA analysis, computed
the correlation across all available border regions. Compared to the value added
data the correlation across borders is generally higher. This conclusion gains in
strength after a sensitivity analysis of various coefficients. Especially the two val-
ues found for the correlation between the south of Spain and the south of Portugal
(–0.02 and –0.01) are sensitive to the length of the sample period because the
underlying variable shows extremely low variance. The higher correlations might
indicate that co-movement of ‘financial sector activity’ is indeed underestimated
by the estimates shown in Figure 8.10.18

7 Efficiency

After looking at the development over time of value added and employment indi-
vidually, we can also look at the combined picture. This would give us more

Technology and the (re)location of financial activity 153

..

0.34

0.47

0.76

0.63

-0.02

-0.01

0.93

0.95
0.88

-0.39

0.58

0.21

0.77
0.76

0.92
0.92

Figure 8.10 Correlation of employment across borders, 1980–92.
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Figure 8.11 Kernel density estimation for efficiency in European regions, 1980–92.

insight into the development of efficiency in the financial sector, since output per
employee for the sector is an often used proxy (notwithstanding the well-known
problems with measuring productivity in services).

The variable of interest, EFFI, is simply RGVA divided by employment.
Estimates of the densities over time are shown in Figure 8.11. This variable is less
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Figure 8.12 Efficiency in centre, adjoining and peripheral regions, 1980–92.

skewed but seems to exhibit double peakedness. The latter feature does not
become clear from the figures in Figure 8.12 but does clearly show up on single-
period density estimates. So far, a good explanation for it is lacking. Especially in
the more efficient regions, our measure of efficiency seems to have become more
concentrated.



We would expect really strong differences between the centre, the adjoining
and the peripheral regions, especially in efficiency. Although we do see some
movement in the middle of the sample period the distributions in the three subsets
seem to have returned to their previous location (Figure 8.12).

8 Conclusions

In this paper, we have investigated whether technology has reduced the impor-
tance of geography in the financial sector, leading to a changed distribution of
financial activities across space. After reviewing the centripetal and centrifugal
forces identified in the literature, we approached this question empirically and
analysed the development of the distribution of gross value added and employ-
ment for various European countries and regions.

We recognize that technology is just one of the numerous factors that influence
the geographical pattern of financial activity. Because appropriate data are not
available, we have not analysed if and how technology has changed the impor-
tance of the other forces, so that a good explanation of the final outcome is still
lacking. From our analysis we conclude, however, that technology by itself has
not (yet) been so powerful that significant changes in the estimated distributions
can be observed. Alternatively one could conclude that either there has been
insufficient change in the use of technology or all other factors combined exactly
counter the effects of changed use of technology. 

The distribution of financial activity, measured by GVA, has not moved signif-
icantly over the horizon 1980–95. A relocation of activities from centre- to
low-cost areas, although technically feasible, cannot be observed. Also data on
employment show no significant changes. The consideration of the effects of reg-
ulation and the completion of the internal market do not indicate a change in
location either. With regard to efficiency there does seem to have been some
movement, but at the end of the sample the distributions have taken up their old
shape again. These results indicate that technology has not (yet) led to a changed
spatial dispersion of financial activity. All in all, we find no evidence for the
hypothesis that technology has eliminated the importance of geography com-
pletely as predicted by the ‘Geography Doesn’t Matter’ hypothesis. 

Concerning regulation, we tested whether regions separated by a border
behave differently from those not separated by a border, and noted that the corre-
lation of RGVA between border regions in the northern regions was rather high,
whereas in southern regions correlations were low or even negative. Moreover,
looking at the development of correlation through time we noted that border
regions did not start to behave differently in the end. In addition we noted that
there seems to be some movement in the levels of correlation between the regions. 

A criticism of our analysis with some merit is that our data pre-date the com-
ing of age of the Internet and that the Internet will make completely new ways of
production possible. We do not disagree, but propose that the Internet will have an
impact that is at least as strong as the impact of the other recent innovations in
communication technology. Since recent data on Internet applications are not yet
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available in sufficient quantity and quality, our data are the next best thing.
A number of issues have not been resolved. Among these is the issue of the

appropriate weight to use in order to take into account the home market effect.
Possibly the size of other sectors in a region or the purchasing power of the popu-
lation would be better proxies. Another issue is the computation of within-country
correlations. These require additional work. Finally the underlying data on, espe-
cially, employment could be improved, both in quantity as in quality.

Appendix 8A
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Table 8A.1 Description of Eurostat data for gross value added at market prices (GVA mp)
or at factor cost (GVA fc), per country, 1980–95

Country Geographical Number of GVA Comments
level regions

Belgium NUTS 2 11 mp

Denmark National 1 mp 1995 missing

Germany (West, NUTS 1 10 mp NACE 6 data for 
excl. Berlin) NUTS 1 (Länder) 

available until 1994

Greece National 1 mp Some years in the 
1980s for few branches 
missing

Spain NUTS II 18 mp 1995 missing

France NUTS II 22 mp 1995 missing; several 
years for Corse 
missing

Ireland National 1 mp Some years missing

Italy NUTS II 20 fc

Luxembourg National 1 mp Some years missing

Netherlands NUTS II 12 fc 1994 and 1995 
missing; some years in 
the 1980s for some 
regions missing

Austria National 1 mp

Portugal NUTS II 7 mp

Finland National 1 mp

Sweden National 1 mp

United Kingdom NUTS I 11 mp: 1980–3

fc: 1984–95

Total 119

Source: Eurostat Regio database.
The Eurostat sectoral classification ‘NACE 17’contains regional data of 17 branches and 5 groups of
services. Category B69 provides data on GVA added by credit and insurance institutions. The differ-
ence between GVA at market prices and GVA at factor cost, being that the first includes indirect taxes
and subsidies and the latter does not, is ignored.



Notes

1 It should be noted that developing and transition economies may directly adopt the
‘newer’ technologies, i.e. the Internet and mobile communication, passing over
preceding technologies (‘leap-frogging’). This subject is analysed in detail by Stijn,
Claessens et al. (2001).

2 Of course, different types of activities can be concentrated in different centres. A
leading centre for forex-trading, for instance, does not necessarily imply a strong
position in options-trading. Different activities are performed within different centres,
which has led researchers, as for instance Scholtens (1992, p. 299), to conclude that in
ranking financial centres, ‘the geography of finance is not as strictly tripolar as
generally assumed’ (see also Tschoegl, 2000, p. 8).

3 We turn to the importance of path dependency later on in this paper.
4 See Keller (2001) for empirical evidence that R&D expenditures generate local

spillover effects. Moreover, language seems to be an important determinant of the
speed of technology diffusion.

5 Regulatory costs can be divided into direct and indirect costs. Direct costs are the costs
of running the regulatory institution, if these costs are born evenly by market
participants, and compliance costs. More important, however, are the indirect costs of
regulation. Direct costs will lead to deviating prices which, in turn, lead to distortions
in the markets. Supply might, for instance, be decreased, fewer products might be
offered, and competition in financial markets might be reduced. Regulation might
furthermore lead to regulatory arbitrage and distortions of a level playing field for
banking.
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Table 8A.2 Description of data on employment, per country, 1990–95

Country Geographical Number of Comments
level regions

Austria National 1 ILO data

Belgium NUTS II 11

Denmark National 1

Finland National 1

France NUTS II 22

Germany

Greece National 1

Ireland National 1 ILO data

Italy NUTS II 20

Luxembourg National 1

Netherlands National 1 National office for statistics (CBS). 
Employment is measured by the 
number of jobs (full- and part-time) 
in the financial sector and not by the
number of employees, as for the 
other countries.

Portugal NUTS II 7

Sweden National 1 ILO data

United Kingdom National 1 ILO data

Source: Eurostat Regio database.



6 We are grateful to David Llewellyn for pointing this out.
7 Other possible methods are one-way scatterplots, stem-and-leaf displays, and boxplots.
8 See Silverman (1986) for a detailed technical discussion of density estimation.
9 Due to still unsolved technical difficulties in drawing the graph, this is not clear from

the graphs. The top-right of the box shown should show zero density.
10 The formal definition is given by: G = 1 – 2 ∫ϕdF , with F(y) = the proportion of the

population with GVA less than or equal to y = GVA. ∫ implies that integration is
performed over the entire range of y, that is, over [0, infinite] or, equivalently for F,
over the range [0,1].

11 This measure can be computed as c = √ V/y*. Here, V is the variance and y* the
arithmetic mean RGVA.

12 In particular the relative mean deviation, standard deviation of logs, Mehran index,
Piesch index, Kakwani index, Theil entropy index, and mean log deviation.

13 An alternative measure of the size of the home market might be income or disposable
income.

14 A centre is defined as a country’s region that makes the largest contribution to national
GVA. Countries with only a single region, such as for instance Austria, are excluded,
leaving a sample of seven countries (total number of observations: 1,648). These are
The Netherlands, Belgium, Germany, Italy, the UK, Spain and France. The regions
contain respectively the cities of Amsterdam, Brussels, Düsseldorf, Lombardia,
London, Madrid and Paris. Adjoining regions are those regions next to a centre region.
All other regions are called peripheral.

15 Differences between measured GVA could of course also be attributed to differences in
accounting practices and definitions used.

16 Possibly the correlations are somewhat distorted due to the conversion into a common
denominator: the euro. Presently, all values are first transformed into real values and
then converted into euro. A more precise procedure for this particular question would
be to transform the values at the contemporaneous exchange rate against the euro (or
equivalent, possibly the German Mark).

17 Ideally we would like to compare the correlations between adjacent border and non-
border regions. At present we have yet to classify the regions in this way. Therefore we
take the shortcut of comparing adjacent border regions with the correlations between
all regions. The latter is then probably an overstatement of the relevant correlation
because regions further apart are likely to exhibit lower correlation.

18 Underlining the need to consider the effect of the exchange rate as already noted in 15
above.
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9 Competition and consolidation in the
European exchange industry*

Olivier Lefebvre

This contribution focuses on the reason why consolidation is needed in the
European exchange industry, and on the way this consolidation is likely to take
place. The first section focuses on the competitive environment of this industry
and the key drivers to consolidation. The second section highlights the differences
between two approaches to consolidation and rationalization: the old (conserva-
tive?) view versus the Euronext view. Finally some comments are formulated on
the European Regulatory Framework, which is of major importance for the future
shape of this industry.

1 Competition and need for consolidation

Competition between exchanges

It is often said that with the computerization and the internationalization of the
activity, competition between exchanges became tough. This might be true, but it
is important to understand the nature of this competition. On the primary market,
exchanges are supposed to compete for listings. In fact, this competition only
concerns a marginal number of cases. Most of the IPOs in Europe take place on
the domestic market, even for big global-sized companies. This strong national
bias can be explained by two reasons. The first one is regulation. Given regulatory
discrepancies (IPO regulation, ongoing transparency obligations, accounting
standards) it remains more natural for a company to get listed in its jurisdiction of
registration. The second reason has more economic ground: it is the home market
factor which remains important for the equity market. This is particularly, though
not exclusively, true for small and mid caps. Issuers are indeed keen to tap the
domestic investor pool where they benefit from a natural notoriety, in a sort of
informational hinterland. 

On the secondary market, exchanges are expected to compete for liquidity, and
try to attract to their order book the flow of orders that normally goes to their
competitors. Evidence shows that the volume traded on non-domestic shares on
the order book of the various European exchanges, is extremely limited. The
explanation is simple: according to an empirical study by Elkins/McSherry, the

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



direct exchange costs represent only a minor part of the total transaction cost for
the investor. A much larger part is due to the price impact of the transaction which
is linked to the depth of the market. This creates a barrier to entry. Indeed, once an
exchange concentrates most of the buy and sell orders on a specific security, it is
difficult for another exchange (even though much more competitive) to attract the
order flow. In other words: liquidity is sticky.

For all these reasons, direct competition between exchanges is rather limited,
and relative performances of European stock exchanges (in terms of market
shares) are for 90 per cent explained by the performance of their national blue
chips, not by their direct competitive ability. European exchanges do not compete
on a true pan-European scale, but rather at the margin. However, this does not
mean there is no other type of competitive pressure. Indeed, big users who are
members of many different exchanges, do compare the quality and prices of ser-
vices offered by the various exchanges. As a consequence, the big users are
putting a lot of pressure on them.

Pressure from new entrants

The Alternative Trading Systems (ATS) and electronic communication networks
(ECNs) have a significant market share in the USA: 35 per cent of NASDAQ and
12 per cent of NYSE. This can probably be explained by the traditional operating
techniques of the established marketplaces, which did not offer automated match-
ing, anonymous trading, etc., offering a window of opportunity for ATS. So far,
the ATS have had no success in Europe because the existing organized markets
are working with a strongly developed screen infrastructure based on the central
order book market model.

Another phenomenon important to competition is the growing significance of
the so-called ‘in-house’ matching of securities transactions among the customers
of large banks. This potentially is the most serious threat for exchanges. It is stim-
ulated by the geographical fragmentation of European exchanges. In-house
matching raises questions about transparency, best execution and the possibility
of conflict of interest. It might also fragment liquidity. We will come back to this
issue in the final section on regulation.

The two main drivers for consolidation

With more than 40 independent operators in Europe, the exchanges industry is
highly fragmented. Two drivers should lead to a rather rapid consolidation: the
pressing demand of the market participants and the cost structure of the
exchanges.

Market participants internationalize on both sides of the markets. The investors
look at sectors rather than at national markets. Intermediaries consolidate on a
cross-border basis. This forces market and backoffice operators to provide
straight-through processing (STP) solutions on a cross-border basis. These STP
solutions are expected to be at least as efficient as the national ones. The larger
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issuers, on their side, to a growing extent consider their ‘domestic’ capital market
to reach beyond their national borders.

The other driving force is the cost structure of the highly IT-intensive
exchanges themselves. Just like a network operator, an exchange has a significant
infrastructure cost, trading and clearing systems, dissemination and access to
many members, but very low marginal costs. The cost of listing one more com-
pany or connecting one more member is close to zero. With this cost structure,
consolidation creates significant synergies, by replacing full IT costs with low
marginal ones.

2 Two strategic approaches to European consolidation

Let me distinguish between two approaches. The first one, which I tend to call the
‘old’ view, consists in a national exchange claiming it is big enough to attract all
the issuers and the members, bringing the liquidity into the national market and
regulatory environment. This approach looks attractive because of its apparent
simplicity: no need for migration or regulatory harmonization. This has been tried
several times, without success so far; let us think of SEAQ international, EASDAQ,
Tradepoint, and more recently Jiway, Virt-X or the new European blue chips seg-
ment on SETS. There are several difficulties, the first one being the already
mentioned ‘stickiness’ of liquidity. Moreover this approach triggers resistance
from the clients because it puts the adjustment costs on them (listed companies,
members) and destroys the ‘home market value’ of European equity markets. 

Euronext has developed a new approach to the world of exchanges, by apply-
ing a principle which is very common in any other kind of business: deliver
services in the jurisdiction of the clients. By keeping the national franchises as
regulated markets, while unifying the trading platform and the rulebook, it com-
bines the existing pools of liquidity on a cross-border basis. This approach,
although apparently more difficult, notably in terms of harmonization efforts, is
more client-friendly and provides several advantages:

� It brings continuity to existing clients. Already listed firms and existing
members of one of the exchanges will benefit from the new dimension of the
market, without having to move to another jurisdiction.

� New clients can choose the entry point according to their preferences.
� It fully protects the positive ‘proximity dimension’ of the home market, while

still providing system synergies and cost cutting, as well as international
exposure and enhanced liquidity.

Let us now go into the practicalities of this Euronext approach.
On the regulatory side, members and listed companies choose their entry point

under French, Belgian or Dutch law. The market is unified by one single rule-
book, the so-called ‘Euronext Rulebook One’, which is applicable under the
various jurisdictions, since it was approved jointly by the national regulators. The
present dimension of Euronext with three jurisdictions is aimed at being enlarged
to other ones without changing the basic rules (see Figure 9.1).

Competition and consolidation in the European exchange industry 167



168 Olivier Lefebvre

This approach allows for important synergies. A single unified platform for cash
trading has been created. The Euronext market model version of NSC was launched
in Paris in April 2001. Since May and October 2001, respectively, the Belgian and
the Dutch markets are operated on that single platform, allowing the Brussels
(NTS) and Amsterdam (TSA) systems to cease operations. A similar approach is
being prepared for clearing and settlement (with Clearnet and Euroclear) and the
same will apply to the derivatives market. The expected synergies on information
technology are estimated at 52 million euro per annum, which represents 25 per
cent of the total IT cost prior to the integration. The single listing rulebook and the
automatic recognition of prospectuses are, at this stage, still to be completed. 

The vertical integration, which is illustrated in Figure 9.2, is expected to create
huge efficiencies for clients. However this vertical integration should not be seen
as a ‘silo’. On the contrary, it is designed to be open at every stage of the opera-
tional chain.

3 Regulatory environment in Europe

The existing European regulatory framework is clearly a big hurdle and a source
of cost in the efforts to integrate the European capital market. Euronext clearly
supports the efforts of the European institutions to improve this framework.

One single membership  
& trading Rule Book applicable 

One single listing Rule Book applicable &  
(automatic) recognition of prospectuses

Reg. Market

under French

law

Reg. Market

under Belgian

law

Reg. Market

under Dutch

law

Listed companies choose one entry point

Members choose one entry point

Figure 9.1 The ‘Euronext’ view.
Source: Euronext.
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However, we clearly fear that the current initiatives will fall short of reaching the
following key objectives: 

� exchanges should be allowed to operate on a truly pan-European scale;
� true direct competition between exchanges should exist. This means all regu-

lated markets should be allowed to deliver their listing and trading services
under the 15 EU jurisdictions.

� a level playing field should be established between regulated markets and
alternative services providing orders matching services, ATS or ‘in-house
matching’.

In order to reach these objectives, the new European directives should meet the
following principles:

� Issuers’ legal obligations (notably, regarding prospectuses and transparency
ongoing obligations) should be harmonized and controlled by an administra-
tive (possibly home) authority independently from the choice of the market
for listing. In this case, issuers would choose the market for listing on its own
merit, without regulatory or national bias.

� Members’ legal obligations (notably, conduct of business rules) should be
harmonized and controlled by an administrative (possibly home) authority
independently from the choice of the market on which they trade. Even if less
critical than the previous one, it would enhance fair competition between
exchanges.

� The definition and recognition procedure of regulated markets should be har-
monized and so should be the principle that all market-specific rules should

• Single trading RuleBook
• Harmonization of listing rules

• But local regulators

Clearing

Settlement

Trading

Local access to single  
international
trading platform

Single central order book

Central counterparty
real time netting and
financial guarantee

Settlement via Euroclear
(preferred settlement  
agency)

Integration

Regulatory approach is open
 for other exchanges to join

Local access to single order
book and trading platform

Clearnet branch model
facilitates European CCP

Settlement can be centralized
in Euroclear or remain local

Openness

Figure 9.2 Integration and openness within the ‘Euronext’ view.
Source: Euronext.



be contractual (subject to approval by the competent authority). Therefore,
contracts between exchanges and their clients (issuers and members) could
be governed by the laws of any of the EU Member States, at the choice of the
parties. The control and enforcement of these rules should be performed by
the exchanges, based on the contractual relationship (i.e. private law princi-
ples).

This consistent framework would not only meet the objectives mentioned above,
but would also deliver at least two other advantages. First, since market-specific
rules would be contractual, this would allow for a fairly good degree of flexibility
in the differentiation of market models (order driven versus quote driven, etc.) or
segmentation (main list, new markets, etc.). This is crucial for the dynamic of the
European marketplace. Second, statutory harmonization would be limited to
‘general interest’ rules and would be of general application for all issuers, inter-
mediaries and markets, thus creating a level playing field in the exchanges
industry. 

The need for a level playing field requires that the regulatory framework estab-
lishes rules for alternative order matching mechanisms, including ‘in-house
matching’ or ‘internalization’ by large intermediaries. In other words, the revised
ISD should foresee regulation by function rather than by nature of institution. All
order matching services should be regulated similarly. Indeed, if ‘in-house match-
ing’ does not follow the same rules as for orders executed on regulated markets, a
number of perverse effects will ensue:

� higher spreads on the marketplace;
� withdrawal of orders from price discovery mechanism will reduce informa-

tional content of the prices;
� no check of ‘best execution’ possible;
� possible conflict of interest due to the multicapacity of intermediaries.

4 Conclusion

Consolidation of the European exchange industry, from trading to settlement, is
needed and will provide significant cost reduction. This will contribute enhancing
competitiveness of the European financial industry and a reduction of the cost of
capital; it will contribute to a more efficient European economy.

With this goal in mind, consolidation requires bringing national markets
together rather than trying to move them to one particular national jurisdiction.
Denying the role of the home equity markets is destroying value, especially for
the small and mid caps. Technology allows exchanges to serve clients where they
are offering them the dimension of a European market. Regulation should not
slow down the pace of cross-border consolidation, but it should help exchanges to
go in that direction.
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10 Alternative Trading Systems and
liquidity*

Hans Degryse and Mark Van Achter

1 Introduction

Traditional exchanges face enormous challenges. Technology, deregulation and
investor needs are driving forces reshaping the trading landscape throughout the
world. Technological progress not only allows direct access at traditional
exchanges. It also enables the creation of new marketplaces, called ‘Alternative
Trading Systems’ (ATS). A general definition of ATS is ‘a trading mechanism
developed independently of the established marketplaces and designed to match
buyers and sellers on an agency basis’ (Salomon Smith Barney, 2001). The pur-
pose of this paper is to review the importance of ATS and their impact on the
liquidity of traditional marketplaces.

ATS have gained success in the USA after the introduction of new Order
Handling Rules in 1996 followed by ‘Regulation ATS’ in 1998. The latter regula-
tory measure mainly improves the linkages between traditional markets and ATS
by requiring ATS to become self-regulatory organization members. We will show
that in the USA, ATS have been particularly successful in attracting trade in the
NASDAQ dealer market whereas they are less successful in competition with the
NYSE. In Europe, traditional trading marketplaces automated earlier than in the
USA. Moreover, continental European exchanges are typically organized as auc-
tion systems implying an agency nature of trading. The liquidity externality then
makes it more difficult for ATS to develop a successful business model in Europe.

The market microstructure of ATS and traditional marketplaces is a major deter-
minant of their future success. This literature is mainly concerned with the process by
which investors’ latent demands are ultimately translated into transactions. Given the
different driving forces transforming the trading landscape, market microstructure
helps in judging the relative merits of the different designs of the ATS. It also helps in
making projections on their impact on liquidity in the traditional marketplaces.

The remainder of this paper is organized as follows. Section II starts by offer-
ing evidence on the impact of technology/automation on trading costs. Section III
develops a typology of traditional exchanges and ATS. The fourth section deals
with the relation between ATS and liquidity. The final section concludes.

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.
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2 Technology and trading costs

Domowitz (2001) argues that the automation of traditional financial markets
plays an important role in the evolution of the industrial organization of the trad-
ing services industry. He propounds that markets are firms with network
externalities related to liquidity. Although the link between liquidity and trading
costs is well known, he is the first to investigate the connection between the
automation of market structure and trading costs.

Table 10.1 provides an overview of the trading costs for the period 1996–99.
The execution costs are based on data gathered by Elkins/McSherry and were
published in Institutional Investor.1

Transaction costs are falling worldwide, illustrated by the decline of the aver-
age total trading cost from 73 basis points in 1996 to 61 basis points in 1999.
Explanations include competition for order flow, shifts of trading strategies to
accommodate liquidity differences, more institutional trading, and pressure from
new trading systems and regulatory authorities.

Table 10.1 Total trading costs in 42 countries

Country 1996 1997 1998 1999
(basis points) (basis points) (basis points) (basis points)

Argentina 93.1 59.7 48.7 62.7

Australia 57.0 53.8 47.0 54.2

Austria 40.3 39.9 54.1 42.7

Belgium 37.1 31.1 33.9 27.9

Brazil 63.1 53.7 46.6 47.1

Canada 63.0 51.6 43.9 39.9

Chile 115.4 60.4 47.0 131.0

Colombia 99.6 91.7 95.1 96.3

Czech republic 134.6 150.5 161.0 71.2

Denmark 35.7 45.4 43.4 41.1

Finland 41.9 42.3 44.0 40.7

France 29.9 26.7 26.6 24.9

Germany 39.3 33.3 27.6 28.7

Greece 64.4 66.9 63.6 87.3

Hong Kong 59.2 56.6 50.1 43.7

Hungary 145.2 163.7 102.3 71.6

India 85.8 65.0 64.8 128.7

Indonesia 108.5 92.4 95.5 84.8

Ireland 153.3 105.1 99.4 71.9

Italy 36.1 29.7 30.4 34.2

Japan buy 30.6 26.5 18.2 25.1

Japan sell 56.0 47.1 36.3 25.1

cont.
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Domowitz (2001) investigates whether the adoption of an automated trading tech-
nology on traditional exchanges actually contributes to trading cost reductions.
He sheds light on this issue at an international level (42 countries). In this section
we first briefly summarize the methodology used in this study and its main
results. Next, our own empirical results specifically for Europe will be presented. 

2.1 International empirical evidence

Domowitz uses the Elkins/McSherry data on trading costs. This allows him to
make a distinction between explicit and implicit costs. These are respectively
related to development and operating costs2 (i.e. fees and commissions), and to
the dissemination of information on liquidity3 (i.e. indirect trading costs like price
impact costs, including the bid–ask spread). Evidently, the various cost compo-
nents may be linked to each other. For example, minimizing price impact may
imply incurring higher commissions. The link between automation and savings in
explicit trading costs is quite obvious. Implicit trading costs, however, are at first
sight not directly related to the automation of the market structure as liquidity is

Luxembourg 75.5 73.0 70.0 102.3

Malaysia 87.3 87.8 90.8 90.7

Mexico 69.3 54.7 61.0 55.6

Netherlands 69.3 25.8 30.0 28.4

New Zealand 53.6 38.5 38.9 35.3

Norway 46.1 34.0 36.4 34.4

Peru 93.9 80.1 76.0 89.6

Philippines 114.9 107.5 105.0 109.0

Portugal 62.7 59.9 41.1 42.7

Singapore 71.9 76.6 84.9 64.9

South Africa 89.6 68.3 58.5 80.1

South Korea 228.9 200.1 97.8 78.9

Spain 47.1 34.9 43.0 42.3

Sweden 36.1 30.6 30.9 31.5

Switzerland 37.1 44.0 46.0 36.5

Taiwan 72.9 66.5 56.8 54.0

Thailand 93.8 87.2 75.5 82.6

Turkey 77.2 68.4 57.1 40.5

UK buy 73.7 75.1 71.0 71.1

UK sell 32.8 30.1 34.2 30.5

US NYSE 34.1 31.5 23.6 24.6

US OTC 51.9 39.0 29.9 33.3

Venezuela 113.4 158.4 144.7 195.8

Average 73.2 65.9 59.6 60.8

Source: Institutional Investor.
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only created by the traders’ presence on the system. But obviously, an automated
market system indirectly affects liquidity as its design affects traders’ incentives
and capacities to monitor the market. Therefore, automation may shape the prop-
erties of transactions prices and market efficiency. 

Next, Domowitz tests whether total trading costs and their components depend
on the adoption of an automated trading technology by using regression-based
techniques. As control variables, volatility, turnover and market capitalization are
used. The regressions are performed on a quarterly, cross-sectional basis for all
the countries in the dataset in the period from 1996:4 to 1998:3. Some of these
countries do have exchange facilities that are largely automated with respect to
execution while others do not. 

The results for the international sample indicate that markets that are largely
automated have average total trading costs that are, ceteris paribus, 33 to 46 basis
points lower than those of their non-automated counterparts. Both types of cost
components, explicit and implicit costs, hinge on automation. Explicit costs are
between 23 and 32 basis points lower, whereas implicit costs are 10 to 18 basis
points lower. Thus, on an international level the automated trading market
microstructure does seem to have an effect on costs. This difference might be
related to the higher floor development costs on non-automated exchanges.4

Domowitz (2001) discerns why the automation of markets permits the realiza-
tion of implicit cost savings. By which means do electronic market systems allow
traders to reduce price impact costs? One answer to this question is the presence
of an electronic limit order book. Via this tool, which characterizes automated
markets, traders can easily and instantly monitor certain liquidity characteristics
(i.e. strategic liquidity management (see note 3)). This allows traders to execute
their transactions when the market is rather liquid implying a reduction of trans-
action costs. Indeed, in reality the data indicate that traders do tend to use the
electronic system to monitor liquidity and trade in a strategic way using this infor-
mation. The price impact of realized trades is much smaller than that of trades
executed under a naïve trading strategy that ignores monitoring of the book and
stays almost constant along different trade sizes. 

2.2 Empirical evidence for Europe

The analysis of automation in Europe on the basis of the Elkins/McSherry data is
rendered somewhat trickier. The reason is that traditional European stock markets
are technologically advanced and many exchanges were already electronic since
1996, which is the starting date of the Elkins/McSherry dataset. However, as can
be seen from Table 10.2, there are some notable exceptions.

In order to compare our results with those of Domowitz (2001), we replicate
his regression for the European countries only. More specifically, we estimate
the following equation:

TradingCost
it

= β
0

+ β
1
AutomationDummy

it
+ β

2
MarketCapitalization

it

+ β
3
Volatility

it
+ β

4
Turnover

it
+ β

5
YearDummies + ε

it
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The results, which are displayed in Table 10.3,5 show a significant negative coeffi-
cient for the electronic trading dummy. The interpretation is that in automated
markets total trading costs are about eight basis points lower.6 The savings in
explicit trading costs are somewhat higher than those in implicit costs. Although
the results should be interpreted carefully due to the low number of countries and
the short time period, they confirm the negative coefficients obtained in Domowitz
(2001) for 42 countries. However, the magnitude of our coefficients is substan-
tially smaller than the conditional savings in international trading costs due to
automation as reported in Domowitz (2001). In particular, he reported total costs
savings of 33 to 46 basis points, explicit cost savings of 23 to 32 basis points, and
implicit cost savings of 10 to 18 basis points. These are about five times larger than
the results obtained for Europe only, which suggests that the impact of automation
is less pronounced for this continent. Two explanations may drive these differ-
ences. First, it is possible that the automation dummy may only capture another

Table 10.2 Electronic trading systems in Europe

European exchange Electronic since (year)

Amsterdam 1994

Austria 1999

Borsa Italiana 1994

Brussels 1996

Copenhagen 1999

Deutsche Borse 1992

Finland 1997

London Stock Exchange 1997

Madrid 1989

Oslo 1999

Paris Bourse 1988/1994

Stockholm 1989

Switzerland 1996

Source: Internet and Salomon Smith Barney.

Table 10.3 Impact of electronic trading systems on trading costs in Europe

Dependent variable Total costs Implicit costs Explicit costs

Electronic trading dummy –7.82 –3.29 –4.52

(2.72) (1.78) (1.59)

# country-years 52 52 52

Note: OLS estimates of the three proxies of trading costs (total, implicit and explicit costs) on an
‘electronic trading dummy’ and other control variables (market capitalization, volatility, turnover and
year dummies). Standard errors are in parentheses.
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step towards a fully electronic market. A second explanation is that the automation
dummy in Domowitz may also capture agency trading or deregulatory effects.
Agency trading is dominating in (continental) Europe even when automation was
not yet in place.

3 Typology of traditional markets and Alternative Trading Systems
(ATS)

The market microstructure literature typically distinguishes dealer markets and
auction markets. Market makers are the only providers of liquidity in dealer mar-
kets. They are a counterparty in all transactions and quote two prices: the bid
price, at which they are willing to buy securities, and the ask price, at which they
will sell. The difference between those two prices is the market maker’s spread.
This spread hinges on the degree of asymmetric information between the dealer
and informed traders, inventory costs and the remuneration for the service of pro-
viding immediacy (see Glosten and Milgrom, 1985; Ho and Stoll, 1981 and
Demsetz, 1968, respectively). An example of a dealer market is NASDAQ. On
auction markets, on the contrary, investors trade directly with each other or with
the intervention of a broker-dealer acting as an agency trader only. All unexecuted
orders are gathered in a limit order book. Market orders consume liquidity. Limit
orders that do not execute immediately supply liquidity and could therefore be
seen as free (short-lived) options against which market orders can be executed.
Examples of auction markets are Euronext and the Toronto Stock Exchange.
Other important characteristics are the degree of continuity of the exchanges, the
degree of price discovery and the transparency (see Madhavan, 2000 for a
review). Some only operate at certain points in time during the day whereas oth-
ers are continuous. 

There is a wide variety in Alternative Trading Systems (ATS). In referring to
ATS we exclude the established marketplaces (traditional exchanges) as well as
‘internal netting systems’ (organized by individual intermediaries). A typical
aspect of ATS concerns the fact that buyers and sellers meet on an agency basis.7

Within the ATS, we distinguish three groups of networks for which we will
present a brief description of their typical features.8

A first important category is electronic communication networks (ECNs).
Weston (2001) describes ECNs as ‘electronic trading systems that allow investors
to clear trades through an open limit order book. Rather than place orders with a
specialist or dealer, traders on ECNs may anonymously submit orders and trade
with each other directly’. A typical feature is that brokers on this communication
network are acting on an agency basis only. ECNs allow traders to submit priced
trades, i.e. limit orders. Therefore, ECNs have the potential to contribute to price
discovery. Most ECNs guarantee pre- and post-trade anonymity.

A second category of ATS is external crossing networks. The SEC (2000)
defines crossing networks as ‘systems that cross multiple orders at a single price
and that do not allow orders to be crossed or executed outside of the specified
times’. Crossing systems thus only trade at scheduled times, as opposed to the



continuous trading of exchanges or other ATS. Since traders enter unpriced buy or
sell orders, crossing systems do not contribute to price discovery. Execution risk
remains at crossing networks since the trade is not necessarily executed. The intu-
ition is that excess demand or supply may result. The advantage of a crossing
network is that it minimizes market impact. Trades are typically executed at the
midpoint of the bid–ask spread in the primary market. According to SSB, crossing
networks cater to institutional investors placing larger sized orders in less liquid
securities. Examples of crossing networks for Europe include ITG’s POSIT or E-
Crossnet. Other crossing systems use an auction procedure (e.g. Arizona Stock
Exchange). They are similar to the batch auctions used at traditional exchanges as
they match buyers and sellers at the same price in maximizing the matched volume. 

A third type of ATS applies Smart Order Routing Technology (SORT). These
are systems developed by a variety of market participants that are used to route
orders to centralized markets based on trading criteria that seek to provide best
execution for the client. This execution can be on a traditional exchange or on an
electronic communication network. The trading criteria can be price improvement
or execution speed.

ATS are evolving quickly and their future remains quite uncertain. SSB distin-
guishes several business models for ATS. Some of them move to become a
destination exchange (e.g. Tradepoint into Virt-X, Archipelago). This implies that
the ATS becomes an organized market allowing them to become a destination for
listed shares. Another business model is to become a regular broker at several
exchanges, i.e. a destination broker-dealer. This essentially happens with SORT
that should be able to provide execution at several places (e.g. Instinet, a sub-
sidiary of Reuters Company, has become a member at 18 exchanges). It is clear
that some new marketplaces offer several of the types of ATS discussed. For
instance, ITG is offering an ECN and a crossing network. Moreover, some of the
specific aspects of ATS have been already incorporated into the traditional
exchanges (NYSE direct+ offers a crossing network).

4 Alternative Trading Systems and liquidity 

In this section, we will first discuss US evidence on ATS and liquidity. Next, some
evidence for Europe will be presented.

4.1 Empirical evidence for the USA 

4.1.1 Importance of ATS

Table 10.4 provides an overview of some main characteristics of the most important
ECNs in the USA. The market shares of the ECNs are presented in Figure 10.1.

Most ECNs started operating in the late nineties. Nine of them are currently
still active. Jointly, they attract about 29 per cent of total share volume on NASDAQ
(second quarter of 2001), a number that has been steadily increasing from 12 per
cent in the first quarter of 1998. According to Weston (2001), two causes can be
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discerned for this growth pattern. First, the changing SEC regulations are an
important determinant. For instance, the so-called ‘Order Handling Rules’, intro-
duced in 1997, increased competition because public limit orders were since then
allowed to compete directly with NASDAQ market makers. Also, market makers
posting orders on ECNs were since then obliged to make those orders available
for the public as well. This forced dealers to provide greater access to ECNs for
public investors. Moreover, ECNs have been more successful in attracting trade
from NASDAQ. The intuition is that ECNs offer an agency alternative, eliminat-
ing the spread charged by dealers. The NYSE is already an auction market (with a
specialist) and enjoys an incumbency advantage due to the liquidity externality.
Second, the advances in technology have also played a tremendous role. As
argued in the previous section, the trading systems were less advanced compared
to many European exchanges. This allows the ECNs to attract a significant part of
the market.

An interesting feature of ECNs is that important broker-dealers have become
important shareholders of ECNs. Milbourn, Boot and Thakor (1999) offer one
explanation for this evolution.9 Although the future of ECNs is highly uncertain,
broker-dealers are willing to accept relatively low returns for the moment. The
potential vital role of ECNs in the future defines these ownerships as a strategic
option. Moreover, attracting order flow by institutional investors or retail
investors, ECNs develop strategic partnerships with online brokers and broker-
dealers. This ultimately determines the success of their business plan. All ECNs
offer at least an internal limit order book. Most of them also offer SORT; that is
they route orders to either other ECNs or dealers. Two of the ECNs have an
exchange application pending. The most successful ECN in terms of NASDAQ
stocks is Instinet. It attracted about 13 per cent of NASDAQ share volume during
the last quarter of 2000. Another important player in terms of NASDAQ volume
is Island with 7 per cent. The other ECNs have a market share in NASDAQ vol-
ume of less than 2 per cent. 

Figure 10.1 NASDAQ share volume of ECNs.
Source: NASDAQ and websites of ECNs.
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Next to the nine ECNs, there are some crossing networks already operating in
the USA and some are announced. Since 1990 the Arizona Stock Exchange orga-
nizes single price auctions four times a day. Its volume however is fairly low.
ITG’s POSIT was launched in 1987 and crosses seven times a day. It is the largest
crossing network in the USA. Two very recent crossing systems are Primex
Trading and Wofex. Primex Trading exposes certain orders for auction-style com-
petition. Prices may be away from the best quotes in the National Market System.
Wofex essentially adds SORT to a crossing network. 

4.1.2 Market quality/liquidity

For the United States, there are already some studies describing the behaviour of
ECNs and their impact on the market quality/liquidity of traditional exchanges.
These include the following: Huang (2000), Hendershott and Mendelson (2000),
Simaan, Weaver and Whitcomb (1998), Domowitz (2001), Barclay, Hendershott
and McCormick (2001), Weston (2001), Conrad, Johnson and Wahal (2001),
Benhamou and Serval (2000), Domowitz, Glen and Madhavan (2001), Domowitz
and Steil (1999) and Naes and Odegaard (2001). In most of these studies, the tra-
ditional market under consideration is NASDAQ as ECNs have proven to perform
best for shares noted on this exchange (see below). In this subsection, we will
briefly describe and compare the main results of some of these studies. This will
be done focusing on four aspects of market quality/liquidity, namely bid–ask
spreads, depth of the market, informational efficiency and price discovery.

BID–ASK SPREADS

Weston (2001) investigates whether the increased market share of ECNs leads to
tighter spreads (monthly average quoted, effective and relative spreads for stock i
in month t), i.e. whether ECNs have a significant negative impact on spreads on
traditional markets. For this purpose, he performs the following regression using
a long time series and large sample of firms:10

ln(Spread)
it

= α
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+ β
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+ β
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The variables ECNdummy, indicating ECN activity in a given stock-month, and
ECN share test the effect of ECN activity on spreads. The variable Reforms is
included to capture possible spread effects of any market reforms (i.e. order han-
dling rules). The independent (control) variables in this model were chosen
according to Stoll (1992) and Wahal (1997). They are used to capture well-known
determinants of bid–ask spreads, and of execution costs in general. For instance,
the selected size variable controls for the fact that orders that are large relative to
normal trading volume are likely to have higher execution costs because of
adverse selection effects. Log transformations of these variables are used to
reduce the skewness.
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The coefficients β1 and β
2

are of interest to us and are consistently negative and
statistically and economically significant for all specifications (i.e. for the three
kinds of spreads). This implies that ECNs induce competitive pressure on the
NASDAQ market. The exact value for the coefficient β1 in the average quoted
spread regression is equal to –0.0041, implying a 4 per cent ceteris paribus decrease
for this spread measure. For the effective and the relative spread, this decrease
amounts to 10 and 7 per cent respectively. The coefficient β2 indicates that a 1 per
cent increase in ECN activity lowers the average quoted spread by 0.714 per cent.
For the effective and the relative spread, this decrease amounts 0.917 and 0.07 per
cent respectively. Weston argues that these results are particularly strong because
the data used actually give an underestimation of the true impact due to the manner
in which volumes are reported to the NASDAQ (see above). Note, however, that
they are only valid for small trades, not for block trades.

Thus, in addition to regulatory market reforms, the growth of ECNs has helped
to significantly lower trading costs. As such, it has mitigated the negative effects
of the suspected imperfect competition among NASDAQ dealers (e.g. Huang and
Stoll, 1996; Christie and Schultz, 1994 and Weston, 2000).11

Domowitz (2001) constructs an American sample by gathering data from insti-
tutional investors. For this dataset, total trading costs for executions by
institutional investors through ECNs and through traditional brokers and markets
are compared.12 Calculated yearly savings from 1993 through 1996 using auto-
mated systems vary from 31 to 65 per cent, relative to trades executed by
traditional brokers or dealers.13 Domowitz even manages to invalidate the conven-
tional wisdom that automated trading venues are cheaper only because ‘easier’
trades are more often sent to them, as he proves that even for more difficult trades,
savings from automated execution are evident.14

This empirical evidence is also consistent with Conrad, Johnson and Wahal
(2001), although they use a somewhat different approach. They determine what the
difference in realized execution costs is between external crossing systems (POSIT
or an after-hours cross on Instinet), ECNs (Instinet) and traditional markets
(NYSE, Amex or NASDAQ). These three trading systems are engaged in a com-
petition for order flow. In their dataset,15 the distinction is made between single and
multiple mechanism orders, which are, respectively, orders that are completely
executed by a single trading system (91 per cent of all orders) and those in which
trades are filled by more than one trading system (9 per cent of all orders). Note
that there is considerable time series variation, but no trend in the distribution of
single mechanism orders. Further, the data show substantial differences in size
between orders executed on the three mechanisms. Order fill rates are lowest for
crossing systems as they concern a mere function of liquidity on the system
(cf. contra-side depth), which is exogenous to the trader. As traders on ECNs and
on traditional broker systems can trade anonymously, they endogenously increase
the probability of a fill. Evidently, multiple mechanism orders have the largest exe-
cution costs, as they are most difficult to fill. 

As in Domowitz (2001), total execution costs are measured as the sum of
implicit and explicit costs. Obviously, comparing execution costs between different
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trading systems univariately can be quite misleading as the trading mechanisms
may represent varying degrees of aggressiveness on the part of the institution.16

One needs to take differences in order characteristics between these systems into
account. For instance, variation in order difficulty and other characteristics influ-
encing liquidity and thus trading costs. These are controlled for using two
methods, i.e. a ‘matched-sample’ approach17 and a regression-based approach18 as
in Weston (2001).19 Both these methods yield quite similar results. Compared to
traditional brokers, execution costs on crossing systems are substantially lower. For
ECNs, this cost advantage is even more pronounced. Note that these results are
quite robust and that the differences can be primarily attributed to distinct implicit
costs. 

Conrad, Johnson and Wahal (2001) note, however, that an endogeneity prob-
lem may arise as the choice of trading mechanism could be endogenous to (ex
post) realized execution costs. Orders that are more difficult to fill, and thus incur
higher ex post execution costs, are more likely to be sent to mechanisms guaran-
teeing a high fill rate. This issue, which leads to inconsistent estimates, is not
accounted for in the above-mentioned methods and therefore needs to be
addressed by using a two-stage procedure (‘endogenous switching regression
method’) following Madhavan and Cheng (1997). The cost differentials described
above seem to persist when applying this model; in fact they are even more pro-
nounced. 

DEPTH OF THE MARKET

Besides performing a bid–ask spread comparison, Weston (2001) also investi-
gates whether the increase in ECN market share leads to greater depths. For this
purpose, he performs the following regression:
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The presence of an ECN does seem to increase the quoted depth ceteris paribus
by 11.6 per cent. A 1 per cent increase in ECN activity improves quoted depth by
0.27 per cent all other variables held constant. So ECN activity improves the total
quality of the market. These conclusions, however, are disputed by Barclay,
Hendershott and McCormick (2001) who study transactions data for June 2000
and conclude that ECN trading lowers quoted depths.

INFORMATIONAL EFFICIENCY

Weston (2001) suggests that ECNs do impose higher adverse selection costs on
traditional markets through more anonymous trading.20 An increase in anonymity
through ECN trading may therefore increase information costs, urging intermedi-
aries to charge larger spreads (Amihud and Mendelson, 1986 and Glosten and
Harris, 1988). So, although ECNs lower trading costs (cf. above), they reduce the
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informational efficiency of prices. Note that this conjecture does not hold if the
ECN functions as a separate market. In this case the presence of an ECN reduces
the amount of information asymmetry in a dealer market by providing an alterna-
tive venue for information-based trades. Weston performs a test on the change in
anonymity of trading on the NASDAQ due to ECN trading, i.e. estimating the
adverse selection component of spread (Huang and Stoll, 1997) and regressing
this measure on the level of ECN activity and a group of control variables.21 An
increase in adverse selection costs linked to ECN trading is noticed, confirming
the first conjecture stated above. However, these costs are outweighed by benefit
of lower overall transaction costs.

PRICE DISCOVERY

Conrad, Johnson and Wahal (2001) describe the link between the efficiency of the
primary markets’ price discovery mechanism and the success of ECNs. For the
USA, it has been extensively proven that transaction costs are significantly lower
on the NYSE than on NASDAQ (for example Hasbrouck, 1995 and Huang and
Stoll, 1996). An obvious rationale for this difference is the distinction in trading
mechanisms that are employed on both markets, i.e. auction markets provide
more adequate price discovery than the dealership markets. In their study, they
refer to Hendershott and Mendelson (2000), who state two necessary conditions
for crossing systems to be successful when coexisting with a dealer market. First,
as these systems do not provide active price discovery themselves, they need to
rely on a primary market providing an adequate price discovery mechanism.
Second, the crossing network initially needs to attract at least a minimum thresh-
old of volume from this primary market so that the pool of liquidity is sufficiently
large.22 Based on these conditions, one could postulate that crossing networks will
be more successful in competing for NYSE shares and therefore primarily focus
on listed securities. ECNs, on the other hand, engage themselves in active price
discovery, and will therefore rather compete with primary markets with higher
transaction costs and fragmented order flow.23 In fact, their success is inversely
related to the efficiency of the primary market, i.e. if bid–ask spreads are higher
on the primary market, ECNs become a truly competitive alternative.24 Clearly,
external crossing systems and ECNs compete for order flow in different dimen-
sions as certain client effects arise. Empirical evidence seems to support both
these conjectures as 90 per cent of all orders executed on external crossing sys-
tems are for NYSE securities and 80 per cent of all ECN-executed orders are for
NASDAQ securities (sample by Conrad, Johnson and Wahal, 2001). 

4.2 Empirical evidence for Europe

It is a much more difficult exercise to gauge the importance of ATS in comparison
to the European exchanges. ECNs, like Instinet, are broker-dealers allowing
investors to trade on several European exchanges. The two most prominent ECNs
that are active on the European market are Tradepoint and Jiway. 
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1 Tradepoint: Tradepoint recently merged with Swiss Exchanges into Virt-X,
which is an attempt to create a pan-European blue chip exchange. Using
unprecedented technology, their aim is to become competitive by providing
the scope for significant reduction in cross-border transaction costs at each
stage of the trading, clearing and settlement process. Trading on a sectoral
base is encouraged, rather than trading on a national base. Their aim is to
‘capture ten per cent of the pan-European blue chip trading within twelve
months’ (cf. site www.virt-x.com). Actually the market’s structure (i.e. a con-
tinuous electronic public limit order book with opening, intra-day and
closing single-price auctions and full anonymity and facilities to support liq-
uidity providers and off book and block trading requirements) strongly
resembles the one offered by auction markets (see below). 

2 Jiway: Jiway, an initiative of OM Grüppen and Morgan Stanley Dean Witter,
combines a limit order book and market makers.25 Its major focus is giving
retail investors greater access to European and American stock markets. Thus
it aims at small orders and tries to internationalize the retail market so as to
improve liquidity on these markets. 

Next to the ECN, there are at least two crossing networks active in European stocks,
i.e. ITG-Europe’s POSIT and E-Crossnet. It is difficult to obtain estimates of their
activity, but, in essence, ATS in Europe are far less important than in the USA.

1 ITG-Europe’s POSIT: Since 1998, institutional investors and broker-dealers
can trade on ITG Europe’s POSIT, a crossing system that is active in shares of
eight European countries. Anonymity is guaranteed to reduce market impact. 

2 E-Crossnet: Since 1999, E-Crossnet operates in fourteen European countries
and also aims at institutional investors and broker-dealers. Its objectives,
structure and dealing mechanisms are roughly comparable to those of POSIT.

The empirical evidence on the interaction between ATS and market quality for
Europe is rather scarce. Board and Wells (1999) offer a comparison of SETS (tra-
ditional exchange) and Tradepoint (ECN) concerning liquidity and best execution
of UK shares. Therefore they compare prices available on those two exchanges, in
fact the extent of price improvement opportunities is measured and analysed.26

Their analysis indicated that while SETS was clearly more active during the
period under consideration, Tradepoint managed to offer better prices for between
45 and 90 minutes per trading day, at volumes that were roughly comparable to
those offered by SETS. The reason why they still did not manage to attract suffi-
cient trading volume, although being cheaper, is attributed to insufficient depth.
Board and Wells propound that ‘if the other ECNs that are operating or planning
to operate display similar results as Tradepoint, and particularly if they attract sig-
nificant business, then there will be significant periods of the day in which the
SETS price is not the most attractive price’.

Note that most of the empirical evidence for the impact of ECNs on traditional
exchanges for the USA concerns NASDAQ (cf. above), which is a dealer market.
Therefore, the stated findings and insights do not necessarily apply for Europe
where most of the stock markets offer an electronic auction-based mechanism. As
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this sort of trading system is quite analogous to the one offered by ECNs, they
will probably even face difficulties in attracting trade volumes. Clearly, the tradi-
tional markets, acting as incumbents, enjoy a major liquidity externality, implying
difficulties for ECNs in capturing a market segment of their own. Moreover, it is
clear that ECNs have not flourished to such an extent in the European markets so
far, because the traditional exchanges have been proactive in addressing the
changing needs of investors, i.e. in creating efficient trading facilities themselves.

Intuitively, we expect crossing networks to be relatively more successful than
ECNs for Europe. To reach this conclusion, we extend the Conrad, Johnson and
Wahal (2001) results on price discovery to the European ‘auction market’ case.
Unfortunately there is no evidence reported so far concerning the magnitude of
trading on crossing networks. Initiatives such as E-Crossnet and ITG Europe’s
POSIT (cf. above), however, demonstrate that these kinds of networks can indeed
be erected. Given these arguments, one could expect the traditional markets to
create their own passive call market in the future, parallel to their own market.

In the market microstructure literature, previous studies have investigated
whether the trading activity of a dually traded stock on one market has an effect
on trading activity on the other one (and thus not necessarily on the spread).
Pagano and Röell (1991) initiated this research methodology and investigated
whether trading of Italian equities on SEAQ International implied trade diversion
or trade creation for the Milan Stock Exchange. This methodology has been repli-
cated by, for example, Anderson and Tychon (1993) and Degryse (1996) for the
impact of SEAQ International on Belgian equities.

We will now apply this methodology to test whether a variable related to trad-
ing activity on an ECN (Virt-X) helps to explain trading volume on the ‘local’
exchange (Paris Bourse). Trading on ECNs may have displaced activity from the
local exchange to the ECN. Alternatively, it may also have generated a stimulus in
trading as some institutional investors find the source of or outlet for the shares
dealt at the ECN. Our dataset consists of weekly trading data for an eight-month
period on the Paris Bourse and on Virt-X. Functioning as dependent variable for
our regressions is the volume on the Paris Bourse exchange for ten randomly
selected dually traded stocks that are all members of the CAC40 index.27 Next to
the Virt-X volume variable, explanatory variables are lagged values of the depen-
dent variable, current and lagged values of total market volume, current and
lagged values of the average return and the volatility of the relevant stock (respec-
tively measured by the monthly average and the standard deviation of daily
returns).28 These are included to control for other possible determinants of trading
volume, a choice that is based on Pagano and Röell (1991). A negative and signif-
icant coefficient for the Virt-X volume variable is interpreted as a symptom of
trade diversion from the Paris Bourse to Virt-X. A positive significant coefficent
indicates trade creation. Most of our regressions (nine out of ten), however, gen-
erate a negative but insignificant coefficient indicating no effect at all. Note that
this is probably due to the small time span of the sample. We expect the effect to
increase, within certain boundaries (cf. above), as Virt-X will continue to be oper-
ative. Clearly a period of almost three months, in which its introduction to the

Alternative Trading Systems and liquidity 185



financial markets occurred, is rather short to state any strong conclusions on its
impact. Moreover, our estimated coefficients could also capture some sort of
‘summer effect’, as the introduction of Virt-X coincides with the summer break.
This obviously limits our results. 

5 Concluding remarks

The purpose of this paper is to discuss the relationship between alternative trading
systems (ATS) and liquidity. Two important trends can be distinguished. First,
ATS are currently more successful in the USA than in Europe. Second, within the
USA there exists an interesting divergence between the impact of ATS on the
NASDAQ dealer market and on the NYSE. ATS are attracting about 30 per cent
of market share in the NASDAQ market, whereas their impact on the NYSE is
rather small. Trading volume on ATS in Europe is currently still marginal com-
pared to the established marketplaces. 

Two forces explaining these differences should be distinguished. The first is
that European traditional marketplaces were automated earlier than their American
counterparts. International evidence shows that automation reduces transaction
costs considerably. ATS are the exponent of automated systems and should there-
fore be more successful in the USA. Our empirical work shows that automation
also has a significant impact on trading costs in Europe, but still less substantial
than in an international context. This observation brings us to a second explana-
tion, i.e. the agency nature of trading. European markets are mostly organized as
an auction market where traders can submit market and limit orders. ECNs allow
investors to trade with each other via a limit order book without the intervention of
a dealer. This market microstructure is close to the one of incumbent European
exchanges (e.g. Euronext). Therefore ECNs are successful in attracting NASDAQ
trading volume and are expected to be less successful in competition with the
NYSE or European exchanges. Crossing networks are more successful in realizing
trades of NYSE listed securities. This leads us to the projection that crossing net-
works may be a more successful ATS business model in Europe than ECNs. 

Several studies discuss the impact of ATS on the market quality/liquidity of
American markets. Bid–ask spreads seem to decrease due to competition of elec-
tronic communication networks. Thus competition seems to be more important
than fragmentation of markets. The results on market depth are inconclusive.
ECNs reduce the informational efficiency of the market. The reason is that ECNs
typically allow for anonymous trading, leading to an increase in the adverse selec-
tion component of the spread. Crossing networks rely on price discovery at the
primary exchange while ECNs actively contribute to the price discovery process. 

Currently, trading volume on Alternative Trading Systems in Europe is rather
low compared to the established marketplaces. Consistent with this, our empirical
work does not reveal significant trade diversion or trade creation effects of Virt-X
on the incumbent European exchanges. Evidence from the interaction between
Tradepoint and SETS shows that ATS may face a problem of market depth in
Europe.
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Notes

1 Elkins/McSherry receive trade data on all global trades by institutional traders and
compute measures of trading costs. The data consist of average total trading costs –
execution commissions, fees and market impact (difference between the price of a stock
trade and the average of that stock’s high, low, opening and closing prices during the day)
– as a percentage of trade value for active managers in a universe of 42 countries.

2 Trading floor development costs, for instance, were calculated to be two to 40 times as
expensive as those for electronic market places. 

3 On automated markets the electronic order books are open for inspection to all clients
allowing for an optimal active liquidity management to control implicit transaction costs. 

4 Other reasons include industry and regulatory related matters.
5 Data are taken from the FIBV website. Volatility is measured as the standard deviation

of the monthly returns on the countries’ stock index. Turnover is proxied by total trading
volume divided by total market capitalization.

6 Other specifications show that the magnitude of the coefficient is fairly stable.
However, the electronic market dummy not always turns out to be statistically
significant. Moreover, the control variables do not always show the expected signs.

7 A notable exception is Jiway, which allows dealers to be dual capacity traders, i.e. also
to trade on their own account.

8 The distinction between the different types of ATS is not always clear cut. For example,
electronic communication networks often also offer SORT technology.

9 Note that they apply it in a different context, namely the diversification of banking
activities.

10 This is a multivariate fixed-effect model that allows for within-firm variation in the
parameters to account for unobserved heterogeneity in liquidity for the sample of firms.

11 This is supposed to be due to practices such as payment for order flow and preferenced
trading used by traditional dealers to attract order flow through non-price competition.
Thus, large spreads are prevented from being enticed away (Weston, 2001).

12 Note that total trading costs also include price impact, determined as a geometric
average of realized and effective spreads, and measured relative to short-run industry
performance.

13 Average savings amount to 46 per cent.
14 Domowitz defines more difficult trades as having above-median values of trade size

and volatility, or having below average market capitalization (firm size), i.e. the
controls used above. 

15 Note that only to describe ECN activity, only data for Instinet were used as the
remaining ECNs only commenced operations after the end of their sample period.

16 Conrad et al. (2001) offer the following ranking on aggressiveness: external crosses <
ECN executions < broker-dealer operations. These differences result in a natural sorting
of order difficulty across the categories.

17 Which controls for trade direction, order instruction, order size, exchange listing and
market capitalization without imposing any functional form restrictions.

18 Control variables: order size, inverse of stock price, logarithm of market capitalization,
exchange listing, return volatility, cumulative size-decile adjusted return, institution-
specific indicator variables, indicator variables for external crosses and ECN-executed
orders.

19 Note that another possibility for comparing execution costs is focusing on multiple
mechanism orders, as order characteristics by definition are held constant across the
trades. Also the investor chooses how to break up the order, and where and in what
sequence to place the order.

20 Intermediaries face uncertainty on the type of trader they deal with, i.e. informed or
uninformed ones.

21 These control variables include market capitalization, share turnover, return volatility
and market concentration, and are also suspected to affect information costs.
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22 Referring to the Hendershot and Mendelson paper, Conrad et al. quote that ‘Volume on
crossing systems that provide no price discovery function has a natural upper bound
since the system cannot exist independent of the primary price-setting mechanism,
whether it be an auction or dealer market. To the extent that other systems (such as
ECNs) provide a price discovery mechanism, they can exist and grow independently.’

23 ECNs do make a significant contribution to price discovery and therefore do not
necessarily engage free-riding of price discovery by traditional dealers on NASDAQ
(Huang, 2000).

24 Note that a major determinant of the higher bid–ask spread on NASDAQ is the
difference in anonymity, i.e. the NASDAQ market structure is more anonymous than
the NYSE (Garfinkel and Nimalendran, 1998 and Heidle and Huang, 2000) leading to
higher adverse selection costs and thus to higher spreads.

25 Note that meanwhile (as of September 2001), MSDW sold their stake integrally to OM
Grüppen.

26 The comparison is executed towards some specific factors, e.g. the availability of best
prices on the two markets, the spread on each market, available depth at best prices, etc. 

27 Namely for Alcatel, Aventis, Axa, Carrefour, Eurotunnel, France Telecom, Orange,
Renault, Usinor and Vivendi.

28 Note that replacing the Virt-X volume variable by a dummy variable as in Pagano and
Röell (1991) does not change our results.
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11 Where traders go when stock
exchanges go virtual – concentration,
dissemination or persistence?*

Vivien Lo and Michael H. Grote

Abstract

While the impact of technology on different market participants such as stock
exchanges and banks has gained a prominent position on the research agenda, the
geographical consequences of the new communication technologies are mostly
overlooked. However, for the existence of financial centres these questions are
vital: Where will traders locate when stock exchanges finally become pan-
European and accessible from any place? Will traders disseminate to a random
distribution, will they concentrate in any place, and if so, where? What are the
underlying rationales and mechanisms of these potential movements?

With the possibility of remote access, the need for the on-site presence of
traders seems to disappear. Several urbanization and localization effects in the
financial sector vanish, while others increase in importance. The empirical evi-
dence of the agglomeration of traders, i.e. predominant financial centres in almost
every country, shows that there are strong tendencies for traders to cluster.
However, it is not clear whether these tendencies are strong enough to overcome
barriers of language, culture and regulatory usances. 

This paper argues that with the virtualization of stock exchanges, informa-
tional spillovers with other traders and the headquarters of traded firms become
the main determinants of the location of stock traders. When the relative strength
of these two forces varies over time the final location of traders may remain inde-
terminate.

1 Introduction: changing financial landscapes

Like the financial sector in general, stock markets tend to concentrate in specific
locations: almost every nation has only one leading stock exchange, with the oth-
ers left far behind. Frankfurt’s stock exchange is synonymous for the German
stock market, Paris for the French, London for the British, Tokyo for the Japanese,
and so on. In all of the examples, other national stock exchanges have existed or
still exist but are of minor importance. At first glance, the USA seems to be an
exception, with NASDAQ and Wall Street as two leading stock exchanges.
However, a closer look reveals that each has specialized on a specific market seg-

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



ment (technology-related shares, blue chips) – and that they are the leading stock
exchanges in their respective segments by a large margin.

In former times, physical presence at the stock exchange was absolutely nec-
essary to execute trades on the floor. As traders are closely associated with
banks, it is not surprising that the rankings of stock exchanges within countries
closely reflect the rankings of financial centres. Most national financial business
takes place in the previously mentioned cities, and the majority of national
financial actors are located there, again by large margins. Financial centres and
stock exchanges emerged in times when national financial systems were rather
isolated from other countries. But borders are vanishing, most pronouncedly in
Europe. 

The introduction of the euro, deregulation, and especially the development of
new information and communication technologies have greatly impacted the
European financial system (Schamp, 1999), making it almost a ‘level playing
field’. The organization of the trading process is shifting away from floor-based
trading to screen-based systems. With ‘transportation costs’ approximating zero,
it is now possible for spatially separated traders to tap directly into the same mar-
ket. Most incumbent stock exchanges and virtually all new players like the ECNs
(electronic communication networks, e.g. Jiway, EASDAQ and Tradepoint) are
introducing technologies that allow remote access to all participants. This leads to
the question: What will happen in Europe? Will traders become completely foot-
loose, initiating the age of the ‘end of geography’? Or will they concentrate in one
dominating stock exchange? What are, then, the forces drawing traders to one
place or the other? 

The paper is organized as follows. After a short look at the mechanisms of
stock exchange competition in Section 2, factors that lead to the clustering of
traders are analysed in Section 3. Section 4 deals with the impact of virtualization
on the various agglomeration effects, and Section 5 examines the changes in the
relative importance of the different forces that influence the location of traders;
Section 6 concludes.

2 Stock exchanges and network externalities

To begin with, a brief look at the underlying mechanisms of the current competi-
tion between European stock exchanges is in order. Surprisingly, it is not easy to
define a stock exchange (Lee, 1998). For our purposes it is sufficient to take the
basic functions of stock exchanges into account, namely the matching of buy and
sell orders of market participants. Both buyers and sellers prefer markets with a
high number of participants and therefore high liquidity, because it reduces the
risk of arbitrary prices (Economides, 1995). This leads to a remarkable feature of
stock exchanges, namely network externalities.1 For each actor the utility of
using the market increases with every new participant who joins (Benhamou and
Serval, 2000; Economides, 1993; Pagano, 1989). Faced with the question of
which stock exchange to join, one with a small number of participants or one
with a large number of participants, a new actor will – ceteris paribus – choose
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the already larger exchange (Heinemann and Dönges, 2001; see Katz and
Shapiro, 1985). This further increases the attractiveness of the already larger
stock exchange. Clearly, stock exchanges are subject to increasing returns to
scale (Economides and Siow, 1988).2 Assume that there is a stock exchange in
competition with others: the larger the market share of that stock exchange, the
higher the probability that a new user will choose it (see Arthur, 1994). This sit-
uation3 is illustrated in Figure 11.1.

This graph is a frequency distribution converted to cumulative form. It demon-
strates the relationship between the market share of the stock exchange and the
probability of a new participant choosing this stock exchange. To give an exam-
ple: at 30 per cent market share, the probability is lower than 0.3 (i.e. below the
45° line) indicating an unstable situation. The system is in equilibrium only when
the market share of the stock exchange equals the probability of choosing it, i.e.
on the 45° line. The ‘s’-shaped graph therefore highlights the importance of a
‘critical mass’ (Economides, 1993): after reaching more than 50 per cent market
share, a stock exchange should draw the whole market. Thus, there are only two
stable equilibria: either all participants use this stock exchange, giving it a market
share of 100 per cent (point B) – or none use it, implying a market share of zero
per cent (point A). 

The range around 50 per cent market share is of special interest. The equilib-
rium in point (X) is unstable. Both stock exchanges have a 50 per cent market
share, and the probability that a new participant chooses one of the stock
exchanges is 0.5 as well. Small deviations from that point – which could be purely
random – rapidly lead to one of the other two stable equilibria (see Schelling,
1978). Network externalities can lead to ‘lock-in’ effects. The stock exchange that
initially gained a superior market share will attract the whole market even if it has

probability of choosing
the stock exchange

market share of
stock exchange

100%50%0%

0,5

1

X

A

B

Figure 11.1 Proportion/probability – mapping.
Source: Arthur 1994, p.18.



an inferior technology (which could result in a welfare loss). In theory at least, ‘no
network of size smaller than this positive size, called critical mass, is ever
observed’ (Economides, 1993, 92), i.e. the norm should be only one prevailing
stock exchange per market. Whether this result is obtained through an outright
monopoly or via implicit mergers between stock exchanges is subject to discus-
sion (see Wahrenburg, 2001; Di Noia, 2001) but will not influence the results
presented here. Yet, for a variety of reasons (some of them purely political), we
see small stock exchanges with very small market shares in almost every country.
However, according to these mechanisms it is very likely that in an integrated
Europe, liquidity will concentrate in one or very few stock exchanges only.

Since it is expectations about future market shares that drive potential partici-
pants to choose a stock exchange, there is some possibility of a ‘self-fulfilling
prophecy’. Whenever the majority of actors believes that a stock exchange will have
a superior market share in the future, participants will choose that stock exchange.
A good example for the ‘flipping’ of market share is the Bund-future, the most
traded derivative in the world (see Laulajainen, 2001). Because it is based on
German federal government bonds, it could be expected that it would be traded in
its ‘home country’, Germany. However, as German regulation did not allow trading
of derivatives until 1990 – it was in fact considered gambling and therefore illegal –
the market emerged in the 1980s at LIFFE (London International Financial Futures
and Options Exchange) and the relevant expertise concentrated in London. The
efforts of the German Derivatives Exchange – predecessor of Eurex – to transfer
Bund-future trading volume to Frankfurt met with little success, despite compara-
tively low trading costs. Due to the above-described ‘lock-in effects’ – i.e. liquidity
– a large extent of the trade still took place at London’s LIFFE.

However, the installation of terminals with remote access facility in London pro-
vided an easy switch option for London traders. After a combined shift of the
derivative trading activities of the large German banks – induced by ‘political’ lob-
bying – Eurex gained a critical mass of market share and London traders also began
using the Frankfurt-based system. Eurex’s market share today amounts to 99.9 per
cent (Grote, Lo and Harrschar-Ehrnborg, 2002). With only one stock exchange left
executing virtually the whole trade, the so-called ‘battle for the Bund-future’ is a
good example of the mechanisms demonstrated in the model above. 

However, this might have been a Pyrrhic victory for the financial centre in
Frankfurt: although Frankfurt-based Eurex is now the dominant marketplace for
Bund-futures, most of the traders are using the system from foreign locations,
mainly London (Seifert, 2000). Frankfurt could thus be called a ‘leader in tech-
nology, not in people’ (Grote, Lo and Harrschar-Ehrnborg, 2002). Since the
regional advantages of a central financial marketplace are mainly related to the
income generated in that financial centre, the location of traders is crucial for the
respective cities. In a way, the new remote access technology transformed liquid-
ity from a spatial agglomeration effect into a virtual network effect. In principle at
least, the most liquid market can now be tapped from anywhere through telecom-
munication networks – at first look, a spatial dissemination of traders seems
highly likely.
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3 Agglomeration effects in trading: localization and urbanization

Liquidity is not the only reason why traders tend to concentrate spatially, close to
a stock exchange in a financial centre. Pull factors that draw traders together in
certain locations are generally summarized under the heading of agglomeration
effects. Agglomeration advantages are benefits that a single firm derives simply
because it is located in spatial proximity to other firms. As these external
economies of scale (also termed positive spatial externalities or spillovers)
increase with every new participant, they tend to be dynamic (Thrift, 1994). In
contrast to other industries, congestion is of less importance to the financial sec-
tor, so bigger is literally better. In the following section, the strength of
agglomeration economies as pull factors are examined for the case of financial
firms or departments specialized in securities trading. The main argument of this
paper is that the diffusing use of new information and communication technolo-
gies is transforming these centripetal forces. In our analysis, we show that while
some of the reasons for the spatial concentration of traders persist even in the age
of telecommunication, other effects can be ‘virtualized’. Virtualization is under-
stood here as the substitution of the need for spatial proximity by virtual
proximity (Bathelt, 2000) via electronic systems.

Two forms of agglomeration economies are generally distinguished: localiza-
tion economies (Marshall–Arrow–Romer effects) are advantages emerging out of
the proximity to firms of the same sector while urbanization economies (Jacobs
effects) occur in close distance to firms of other sectors (Fujita and Thisse, 1996).
The latter are the general external effects of locating in a city with a diversity of
sectors and infrastructure. The so-called ‘global cities’ of New York, London and
Tokyo (Sassen, 1991) feature both, localization and urbanization effects. These
economies of scale and scope across firms in the same locale can generate signif-
icant comparative advantage to financial firms (Budd, 1998). In the following
section, these advantages are analysed in detail.

3.1 Localization economies

Liquidity and price information

As argued above, market liquidity is one of the most important centripetal forces
for traders in financial securities. Risk-averse investors prefer to trade in a liquid
market, because the risk of price changes caused by individual traders is lower, as
is the risk of shocks (Gehrig, 1998). Both liquidity and efficiency grow with the
number of participants (Laulajainen, 1998). Until recently, physical presence was
required at each stock exchange in order to participate in the local market. It was
also the only way to learn current stock prices and to understand the complex and
partially unwritten rules of local stock exchange dealings (Grote, Lo and
Harrschar-Ehrnborg 2002).
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Lower costs of infrastructure use

Closely related to this are external economies of scale through sharing infrastruc-
ture like settlement and payment systems. The greater number of participants, the
lower each individual’s share of these fixed costs of running financial markets
becomes (Thrift, 1994). In the past, participation in these systems required a pres-
ence on-site for paper exchange. A study among foreign banks in Frankfurt shows
that the German money settlement system was one of the major reasons for estab-
lishing offices in the city (Grote, 1998). 

Informational spillovers

A concentration of financial actors entails greater information turnover. As the
number of possible contacts rises with an increase in the number of local actors, it
can also be assumed that this local concentration leads to greater connectivity. It is
therefore more likely that information and knowledge are circulated, and that their
diffusion rate is higher (Porteous, 1999). This in turn leads to the creation of new
knowledge and product and process innovations (Thrift, 1994). Because it can be
assumed that firms have different levels and types of knowledge, the benefit of
communication grows with the number of participating firms. Communication is
regarded as distance-sensitive, which implies that the benefits of communication
are larger when firms locate close to each other. Traders are dependent on a con-
stant and rapid input of reliable information. Close contact prevents
misunderstandings and allows for mistakes to be remedied quickly (Davis, 1990). 

Labour market

As the financial sector is still very much a ‘people’s business’ with a high demand
for specialized expertise, the labour market argument is generally considered to
be a very strong one (Porteous, 1999). A large local pool of specialized labour is
not only attractive for firms but also for employees. Both sides can expect to
make better matches, because of the heterogeneity of qualification profiles and
requirements (Kim, 1991). Furthermore, the agglomeration of a large number of
firms and potential employees reduces cyclical variations at the firm level. 

3.2 Urbanization economies

Access to intermediaries4

As argued earlier, agglomeration economies not only emerge from proximity to
actors from the same sector but also those of other sectors. Veltz (1996), for
example, emphasizes the general advantages of locating in large metropolitan
areas. The greater number and variety of firms can act as insurance against fluc-
tuation and shocks. Veltz argues that this insurance increases in importance as
uncertainty in the environment of firms grows. Because financial firms are users
of specialized producer services, the concentration of firms from the areas of law,
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accountancy, consultancy and computers is especially attractive (Lo and Schamp,
2001). Location near the source of such inputs can ensure better service and lower
prices (Thrift, 1994). Close proximity is important, because the timeliness of
these services can be vital for exploiting profit opportunities (Porteous, 1999).
Although intermediary services are often less visible than financial firms, they
are indispensable for the proper functioning of a financial centre (Laulajainen,
1998). Thus, the competitiveness of a financial agglomeration might be seen as
dependent upon access to knowledge of specialized service suppliers (Lo, 2001).
The argument is therefore very close to informational spillovers.

Proximity to other industries

Close proximity and relationships to actors from diverse sectors provide traders
with background information and industry insights to which they might not oth-
erwise have access. Informal networks can be used for verifying rumours, so that
proximity yields if not more, then more trustworthy, information and thus can
lead to greater trading profits. Empirical evidence shows that local proximity of
traders to corporate headquarters is positively correlated with intra-day trading
profits. This might be taken as an indicator for the existence of local information
advantages (Hau, 1999, 2001a). 

4 The effects of virtualization

The financial sector is generally considered the most globalized of all economic
sectors, ‘since the very fungibility and convertibility of money enable it to tran-
scend space more readily than any commodity’ (Martin, 1999, 6). Money is easily
digitalized and is therefore highly mobile via information and communication
technology. For this reason, it is generally believed that the spread of telecommu-
nications will have an enormous impact on the financial sector and financial
centres. This paper argues that telecommunications are indeed changing the loca-
tional choices of financial actors. However, it is unlikely that traders will turn as
footloose and virtual as some authors suggest (see, for example, O’Brien, 1992).
We argue that although some agglomeration forces have lost weight, it does not
follow that concentration tendency as such is weakened. Instead, pull factors that
are less affected by information technology are now emerging as more prominent.
They gain in significance, because two factors that in the past acted as strong cen-
tripetal forces for traders have changed dramatically with the spread of
telecommunication: liquidity and cost of infrastructure.

With the introduction of computer-based trading and settlement and payment
systems with remote access, both benefits, liquidity and low cost of infrastruc-
ture, do not require an on-site presence any more. The market can be accessed
from any location anywhere in the world. Spatial proximity is substituted by
virtual proximity on the net. Although the benefits of large numbers still occur,
they can be reaped without being tied to one specific location. In these ‘virtual
agglomerations’ the ‘agglomeration of traders takes place within electronic
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communication networks’ (Gehrig, 1998, 13). Agglomeration economies thus
turn into non-locational network externalities. While these two agglomeration
effects have apparently disappeared from a spatial point of view, the impact of
telecommunication on information spillovers is not so straightforward. The
growth of information exchange via computer networks has been stunning in
the last decades and much has been written on the ensuing information age (see,
for example, Castells, 1997). Information that used to be restricted and difficult
to obtain has now become ubiquitous. Stock prices, for example, are now avail-
able on the Internet in real-time. It seems paradoxical that at the same time,
access to information is frequently mentioned as one of the most important
locational factors. 

In the last few years, it has become increasingly evident that there is a crucial
difference between information that is readily transferable via telecommunica-
tion, and information that is not. These different types of information can be
termed straightforward and complex (Gaspar and Glaeser, 1998), standardized
and unstandardized (Porteous, 1999) or codified knowledge and tacit knowledge
(Cowan, David and Foray, 2000). Contrary to straightforward information, com-
plex information requires face-to-face contact. This is especially the case if the
interpretation of the information is highly contingent on different variables or if
the information can be easily manipulated. In these situations, a unidirectional
information transfer is not enough in order for the receiver to be able to use the
information (Lo, 2000). Intervention, clarification and redundancy are necessary
for an actor to learn how to process the information and ‘to prevent misinterpreta-
tions or guarantee a certain degree of confidentiality’ (Gehrig, 1998, 33). The
transfer of complex information requires not only an interactive but also a ‘thick’
mode of communication. Body language, voice intonation and eye contact can
reveal depths of information of which the written word is not capable (Boden and
Molotch, 1994). Costly errors can be prevented by iterations of communication,
in order to check the correct interpretation of a message.

Porteous (1999) tackles the same problem when he speaks of the quality of
unstandardized information which declines sharply over distance between genera-
tor and user. The question of virtual or spatial agglomeration is therefore
dependent on the knowledge-intensity of a financial product. Clark and O’Connor
follow a similar argument when they introduce three different types of products:
transparent, translucent and opaque, depending on whether the information needed
is ubiquitous or transaction specific (Clark and O’Connor, 1997). Gehrig (1998)
argues that brokers on the same floor exchange information about order books
quite frequently. There is a temporary informational advantage that agents on-site
can use in contrast to distant brokers who only receive the information when
revealed on the price quotes of their computer screens. Interestingly enough,
O’Brien (1992, 50) states very similar observations about stock research in his
(in)famous book The End of Geography: ‘There is a range of information that
players will not put down in black and white, or onto the screen. Often that infor-
mation will be obtained only by being close to the market, often physically close to
those who know.’ The validation of rumours about the state of a firm apparently
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becomes increasingly difficult with greater distance from the source. Although it is
possible to contact local traders for verification, local firms again possess a tem-
porary informational advantage (Agnes, 2000). Not only that, but local traders are
also able to use their local connections for getting a ‘better and quicker sense of the
accuracy and value of new information’ (Porteous, 1999, 104). 

5 Where traders go …

Although the visions of telecommunication leading to the ‘death of distance’ or
the ‘end of geography’ seem grossly exaggerated, there is little doubt that the
importance of agglomeration economies has changed with the spread of new
telecommunication technologies. While virtualization may reduce former loca-
tional benefits, it does not follow that location as such is becoming irrelevant. It
just might be a different location than before. The main thesis of this paper is that
through virtualization, agglomeration effects that used to be less relevant, now
gain in significance relative to others that had been key in the past. Before virtu-
alization, liquidity and joint usage of infrastructure used to be the most important
attraction factors. While these have clearly lost significance, it does not follow
that all agglomeration effects have become devaluated. Now that location near a
stock exchange is not a pull factor anymore, other location factors appear from
the background, especially informational spillovers (Figure 11.2). 

In principle, Electronic Trading Systems allow traders to locate anywhere.
However, it is to be expected that so-called ‘soft factors’ are keeping them from
becoming footloose. These soft factors are mainly informational spillovers
between different actors. They refer to the need for spatial proximity to:

1 related departments of own bank (i.e. research and portfolio management)
2 other traders
3 headquarters of traded firms
4 headquarters of own bank.
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Figure 11.2 Changes in the relative importance of pull factors.



While the last factor refers to the necessity of control, the first three are all
related to access to complex, verified and timely information. Proximity to ana-
lysts (research) and the sales force is essential, because they are the traders’
main source of information. This information is not always clear cut. Often it is
more a feeling of how the market is going to move, based on the analyst’s expe-
rience. In these situations, face-to-face contact is decisive, because it can relay
the ambiguous nature of the analyst’s assessment. Furthermore, closeness to
other traders and company insiders is important in order to establish personal
networks. Informal meetings can lead to valuable contacts which pay off in the
form of timely information (see Hau, 2001a). All of these contacts are easier to
establish and maintain in proximity. Not only are telephone and e-mail more
formal than face-to-face, they are also routinely recorded and therefore unsuit-
able for certain types of information. This does not imply that trading from
distant locations is not possible, as, for example, the relatively high share of for-
eign traders on the Frankfurt Xetra system of 40 per cent shows (Finanzplatz,
2001). However, distance is often connected to a different trading strategy. For a
short-term strategy, where the trader has to react rapidly to changes in the mar-
ket mood, proximity to the aforementioned actors is vital. Traders with a
long-term perspective, however, do not necessarily require a listening post in
the market. 

These findings are supported by Hau (1999, 2001a, 2001b) who studied the
effect of distance on proprietary trading profits, and by other literature on the
‘home bias’ effect of portfolio investment (see, e.g., Portes, Rey and Oh, 2001;
Gehrig, 1993) and cross-listing decisions (Pagano et al., 2001). Hau used data of
traders located in eight European countries with access to Xetra, the electronic
trading platform of the German Stock Exchange. The study demonstrates that
traders in non-German speaking financial centres show a significant underperfor-
mance in large blue chip stocks. As information on blue chips is widely available,
it is often assumed that the influence of location is negligible. The study results
are therefore highly significant. The results also support the thesis on different
trading strategies according to location. In high frequency trading, traders located
near corporate headquarters outperform more distant traders in the respective
stock. However, there is no discernible difference according to trading location in
medium and low frequency trading (Hau, 2001a).

6 Virtual exchanges, virtual agglomeration, what next?

Although space–time compression is discernible in electronic trading, it appears
that time and space still make a difference. Traders with a long-term strategy can
use virtualization to tap into different markets, while agents with a short-term
strategy are still drawn by agglomeration effects. While liquidity and joint use of
infrastructure have lost in significance, informational spillovers are moving into
the foreground and are increasingly important. This includes informational
spillovers within the financial sector (localization effect) as well as between
traders – and analysts – and traded firms (urbanization effect). Although the local
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labour market argument and access to intermediaries have not diminished in
importance through virtualization, they do not appear to have increased either.
One has to be careful not to underestimate their relevance, although informational
spillovers appear to be more prominent. 

Yet, the direction of the pull still remains unclear. In the last few years, whole
departments of traders have moved from Frankfurt to London and back again (e.g.
FAZ, 1999; FAZ, 2001). Not only the trading departments but also the analysts
and sometimes even the corresponding part of the board of directors have been
shifted between financial centres. Virtualization has set traders free of the pull of
the stock exchange, but it does not lessen the importance of the location question.
On the one hand, there is the pull of localization to the largest agglomeration of
traders, i.e. London in Europe. On the other hand, there is the pull of urbanization
to local information on traded companies. With these antipodal forces, it is diffi-
cult to project where traders will go in the next years, now that stock exchanges
have truly become virtual. If the relative strength of these two forces varies over
time, there might not even be a final location. Despite the big regulatory and tech-
nological changes that are taking place in Europe, a surprising result is that there
will probably not be too much of a change in the location of traders in the fore-
seeable future.

Notes

1 For a discussion of the distinction between ‘network effects’ and ‘network externalities’
see Liebowitz and Margolis (1998). In the following, the above-mentioned definition
of network externalities is used as in most literature (see for example Economides,
1993, 1996).

2 There are also other features of stock exchanges, e.g. listing of firms, research,
transactions, that are subject to increasing economies of scale (see Di Noia, 2001). For
the impact of competition among exchanges on trading standards see Santos and
Scheinkman (2001).

3 In order to clarify our point here, we have abstracted the model from the treatment of
participants that have already chosen one stock exchange, from sunk costs and from
modelling expectations. None of these abstractions change the underlying mechanisms
of the competition between stock exchanges, but play a role in possible outcomes and
estimated welfare effects (see Liebowitz and Margolis, 1999). 

4 The advantage of a local pool of intermediaries are categorized here as urbanization
instead of localization effects. Intermediaries for the financial sector, like accountants,
lawyers, management consultants, etc., are typically working not exclusively for clients
of one sector but for a variety of sectors. Therefore, they play an important role in the
knowledge diffusion between different companies and sectors (Lo, 2001).

References

Agnes, P. (2000) ‘The “end of geography” in financial services? Local embeddedness and
territorialization in the interest rate swaps industry’, Economic Geography 76(4):
347–66.

Arthur, B.W. (1994) Increasing Returns and Path Dependence in the Economy. Ann Arbor:
University of Michigan Press.

200 Vivien Lo and Michael H. Grote



Where traders go when stock exchanges go virtual 201

Bathelt, H. (2000) ‘Räumliche Produktions – und Marktbeziehungen zwischen Globalisierung
und Regionalisierung – Konzeptioneller Überblick und ausgewählte Beispiele’, Berichte
zur deutschen Landeskunde 74(2): 22–41.

Benhamou, E. and Serval, T. (2000) ‘On the competition between ECNs, stock markets
and market makers’, Financial Markets Group Discussion Paper 345, London School of
Economics.

Boden, D. and Molotch, H.L. (1994) ‘The compulsion of proximity’, in R. Friedland and
D. Boden (eds), Now Here: Space, Time and Modernity. Berkeley, LA, London:
University of California Press, 257–86.

Budd, L. (1998) ‘Global cities and finance: a troubled relationship’, in S. Gravesteijn,
S. van Griensven and M. de Smidt (eds) Timing Global Cities, Nederlandse
Geografische Studies 241, Utrecht: Koninklijk Nederlands Aardrijkskundig
Genootschap, 67–83.

Castells, M. (1997) The Power of Identity: The Information Age – Economy, Society and
Culture. London: Blackwell. 

Clark, G. and O’Connor, K. (1997) ‘The informational content of financial products and
the spatial structure of the global finance industry’, in K.R. Cox (ed.), Spaces of
Globalization. London, New York: Guilford Press, 89–114.

Cowan, R., David, P.A. and Foray, D. (2000) ‘The explicit economics of knowledge codifi-
cation and tacitness’, Industrial and Corporate Change 9(2): 211–53.

Davis, E.P. (1990) ‘International financial centres – an industrial analysis’. London: Bank
of London Working Paper Series.

Di Noia, C. (2001) ‘Competition and integration among stock exchanges in Europe:
Network effects, implicit mergers and remote access’, European Financial
Management 7(1): 39–72.

Economides, N. (1996) ‘The economics of networks’, International Journal of Industrial
Organization 16(4): 673–99.

Economides, N. (1995) ‘How to enhance market liquidity’, in R. Schwartz (ed.), Global
Equity Markets. New York: Irwin.

Economides, N. (1993) ‘Network economics with application to finance’, Financial
Markets, Institutions and Instruments 2(5) (December): 89–97.

Economides, N. and Siow, A. (1988) ‘The division of markets is limited by the extent of
liquidity (spatial competition with externalities)’, American Economic Review 78(1):
108–21.

FAZ – Frankfurter Allgemeine Zeitung (1999) ‘Auslandsbanken verlagern wichtige
Geschäfte nach London’, FAZ 176(2), August 1999.

FAZ – Frankfurter Allgemeine Zeitung (2001) ‘Vor allem die Investmenthäuser bauen
kräftig aus’, FAZ 34(9), February 2001.

Finanzplatz e.V. (2001) Gateway to Euroland. Frankfurt/M: Finanzplatz e.V.
Fujita, M. and Thisse, J.-F. (1996) ‘Economics of agglomeration’, Journal of the Japanese

and International Economies 10(4), 339–78.
Gaspar, J. and Glaeser, E. (1998) ‘Information technology and the future of cities’, Journal

of Urban Economics 43: 136–56.
Gehrig, T. (1998) ‘Cities and the geography of financial centres’, CEPR Discussion Paper

1894. London.



Gehrig, T. (1993) ‘An information based explanation of the domestic bias in international
equity investment’, Scandinavian Journal of Economics 95(1): 97–109.

Grote, M. (1998) Foreign Banks in Frankfurt, Mimeo. Institute for Social and Economic
Geography, Frankfurt University.

Grote, M., Lo, V. and Harrschar-Ehrnborg, S. (2002) ‘Frankfurt’s changing role in the
European financial centre system – a value chain approach’, Tijdschrift voor
Economische en Sociale Geografie 93(4): 412–23.

Hau, H. (2001a) ‘Location matters: An examination of trading profits’, Journal of Finance
56(5): 1959–83.

Hau, H. (2001b) ‘Geographic patterns of trading profitability in Xetra’, European
Economic Review 45: 757–69.

Hau, H. (1999) ‘Who makes profits in Xetra trading? Evidence on trading performance
in the German stock market’, Working Paper, Centre for Financial Studies,
Frankfurt/M.

Heinemann, F. and Dönges, J. (2001) ‘Competition for order flow as a coordination game’,
Working Paper 64: Finance & Accounting, University of Frankfurt/M.

Katz, M. L. and Shapiro, C. (1985) ‘Network externalities, competition, and compatibil-
ity’, American Economic Review 75(3): 424–40.

Kim, S. (1991) ‘Heterogeneity of labour markets and city size in an open spatial economy’,
Regional Science and Urban Economics 21: 109–26.

Laulajainen, R. (2001) ‘End of geography at exchanges?’, Zeitschrift für Wirtschafts-
geographie 45(1): 1–14.

Laulajainen, R. (1998) Financial Geography: A Banker’s View. Gothenburg: Gothenburg
University.

Lee, R. (1998) What is an Exchange? Oxford: Oxford University Press.
Liebowitz, S.J. and Margolis, S.E. (1998) ‘Network externality’, in The New Palgrave

Dictionary of Economics and the Law. London: Macmillan.
Liebowitz, S. J. and Margolis, S. E. (1999) Winners, Losers & Microsoft – Competition and

Antitrust in High Technology. Oakland: Independent Institute.
Lo, V. (2001) ‘Wissensbasierte Netzwerke im Finanzsektor’, in J. Esser and E.W. Schamp

(eds), Metropolitane Region in der Vernetzung. Frankfurt: Campus, 131–53. 
Lo, V. (2000) ‘Networking for localised knowledge: The case of the M&A-Sector’,

Working Paper Series SFB 403 AB-00-19, Frankfurt M.
Lo, V. and Schamp, E.W. (2001) ‘Finanzplätze auf globalen Märkten – Beispiel

Frankfurt/Main’, Geographische Rundschau 53(7–8): 26–31.
Martin, R. (1999) ‘The new economic geography of money’, in R. Martin (ed.), Money

and the Space Economy. Chichester: John Wiley & Sons, 3–27.
O’Brien, R. (1992) Global financial integration: The end of geography. London: Pinter.
Pagano, M. (1989) ‘Trading volume and asset liquidity’, Quarterly Journal of Economics

104(2): 255–74.
Pagano, M., Randl, O., Roell, A. and Zechner, J. (2001) ‘What makes stock exchanges suc-

ceed? Evidence from cross-listing decisions’, European Economic Review 45: 770–82.
Porteous, D.J. (1999) ‘The development of financial centres: Location, information exter-

nalities and path dependence’, in R. Martin (ed.), Money and the Space Economy.
Chichester: John Wiley & Sons, 95–114.

202 Vivien Lo and Michael H. Grote



Portes, R., Rey, H. and Oh, Y. (2001) ‘Information and capital flows: The determinants of
transactions in financial assets’, European Economic Review 45: 783–96.

Santos, T. and Scheinkman, J.A. (2001) ‘Competition among exchanges’, Quarterly
Journal of Economics 116(3): 1027–61.

Sassen, S. (1991) The Global City: New York, London, Tokyo. Princeton: Princeton
University Press.

Schamp, E.W. (1999) ‘The system of German financial centres at the crossroads: from
national to European scale’, in E. Wever (ed.), Cities in Perspective I. Economy,
Planning and the Environment. Assen: Van Gorcum, 83–98.

Schelling, T.C. (1978) Micromotives and Macrobehavior. New York, London: W.W. Norton.
Seifert, W.G. (2000) ‘Der Börsenzusammenschluß nutzt der ganzen Volkswirtschaft’,

Frankfurter Allgemeine Zeitung 23, August 2000.
Thrift, N. (1994) ‘On the social and cultural determinants of international financial cen-

tres: The case of the City of London’, in S. Corbridge, R. Martin and N. Thrift (eds)
Money, Power and Space. Oxford: Blackwell, 327–55.

Veltz, P. (1996) Mondialisation, villes et territoires. L’âeconomie d’Archipel. Paris : PUF.
Wahrenburg, M. (2001) ‘Die Börse – eine Branche im Umbruch’, Forschung Frankfurt

I/2001, 56–63.

Where traders go when stock exchanges go virtual 203



12 Electronic trading and its
implications for financial systems*

Helen Allen, John Hawkins and Setsuya Sato

1 Introduction and themes

The adoption of electronic trading systems has transformed the economic land-
scape of trading venues and is proving a force for change in market architecture
and consequential trading possibilities.1 Electronic trading both removes geo-
graphical restraints and allows continuous multilateral interaction (whereas
telephone trading allows only the former and floor trading only the latter). It
allows much higher volumes of trades to be handled, and in customized ways that
until recently would have been technically impossible or prohibitively expensive.
This paper considers areas where these enabling effects have been particularly
important in wholesale financial markets and how they raise wider policy impli-
cations.

The term ‘electronic trading’ is used in many ways. In this paper, it refers
mainly to trading in wholesale financial markets (as opposed to e-commerce
more generally – see, for example, Long, 2000 for a survey of the latter) and
focuses on the central feature of electronic trading systems, automation of trade
execution. Such systems usually also feature electronic order routing and dissem-
ination of trade information and may link through to clearing and settlement.

In this introduction, two of the overarching issues that run through this discus-
sion of electronic trading are highlighted. One is the importance of distinguishing
between ultimate and intermediate objectives, for example whether a policy con-
cern over transparency is an end in itself or, as argued here, a ‘means to an end’.
Second is the pervasive presence of network-related policy issues, encapsulated
in the question of how, or indeed whether, to respond to perceived problems over
market fragmentation. This section begins by presenting an analytical framework
for the discussion.

Analytical framework

Much traditional economic literature has little to say about the practicalities of
price formation, assuming it as perfect and frictionless or occurring via the fiction

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.
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of the Walrasian auctioneer. This ‘black box’ has been illuminated in recent
decades as microstructure research has analysed how different market structures
and imperfections influence trading outcomes.2

This field of research has analysed how market architecture – meaning
broadly the key features of market structure such as participation arrangements,
venues and trading protocols – influences trading outcomes of prices and quanti-
ties. These decisions about architecture also affect aspects of a market’s quality –
its performance across attributes such as liquidity, trading costs, price efficiency
and resilience to shocks. Ultimately, market quality has broader welfare implica-
tions – such as through the contribution of the efficiency of the financial system
to economic growth and through the performance and resilience of markets to
financial stability.3

Innovations such as electronic trading can lead to changes in this process. The
introduction of new trading technology offers greater possibilities in market
architecture, which affects market quality and ultimately influences welfare more
widely. Box A characterizes how, across the many interacting and overlapping
elements of market architecture and quality, the practical choices have widened,
enabling trading arrangements to be varied in ways previously infeasible. Figure
12.1 provides an indicative summary.4

Innovation                    Market                    Market               Broader
(e.g. electronic            architecture             quality              welfare 
trading                                                                    effects
technology)

Of course, the ‘optimal choice’ of trading arrangements will mean different
things to different parties. For example, owners of trading systems might be try-
ing to maximise market share or income. Traders might be aiming to complete
deals at the best prices and at low cost, or with minimum delay or maximum
discretion – or indeed, any combination of an enormous range of factors affect-
ing trading decisions. Similarly, there are multiple public policy objectives; for
example regulators focus particularly on the integrity of markets and consumer
protection while central banks concentrate on systemic financial stability
implications.

No single arrangement is preferred by all players and what benefits one set of
participants can be disadvantageous to others. The microstructure area is replete
with trade-offs, gainers and losers. The multiple objectives at every stage make it
unsurprising that there is no unanimity on what constitutes ‘optimal’ trading
arrangements, including at the level of public policy. There is no single, widely
agreed ‘social welfare’ measure to optimize.

Figure 12.1 Flowchart showing effects of innovation.
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Box A – A framework for illustrating the effects of electronic
trading

This box shows how innovation in markets – here the introduction of electronic
trading – can open up a greater range of possibilities in the trading process,
which in turn can affect overall market performance and broader welfare.

Markets can be described in terms of a number of key features which
combine to determine the form of the trading that occurs. These aspects
of market architecture include which participants have access to the trad-
ing platform, the degree of transparency in the trading process, and the
trading protocols such as order types and opening hours. Related to these
are aspects of broadly defined market quality, such as trading costs and
liquidity. In Figure 12.2 they are represented as a circle rather than on two
axes as they closely interact and overlap with one another.* They all com-
bine to feed through to ‘ultimate objectives’, i.e. the effect on broader
welfare.

Figure 12.2 Effects of electronic trading.

In terms of Figure 12.2, any key feature of the market (examples of which
are in bold type around the circumference) may in principle take several,
possibly many, forms. For example, access can be for end users or interme-
diated, geographically limited or unlimited – a theoretical list of
possibilities would be very long. (Other indicative examples are placed
underneath some of the key features.)
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Ends and means – intermediate and ultimate objectives

Which perspective is adopted clearly affects the terms of the debate. The discus-
sion in this paper is directed towards the right-hand side of the diagram in Box A,
essentially overall market, financial stability and public interest issues. In this
context, it could well be that focusing only on the form of some specific elements
towards the left-hand side – be it the details of technology or the specifics of mar-
ket architecture – could result in a suboptimal outcome from the broader
perspective of market quality and social welfare. Indeed, aspects such as market
architecture might more usefully be considered as intermediate objectives rather
than as public policy aims in themselves.

This perspective applies particularly to transparency of information about the
trading process (timely information on the prices and quantities of potential and
executed orders). The form of disclosure trading systems should adopt is a highly
contentious issue. There is debate about how far regulators should, or indeed can,
impose transparency rules. Findings about the precise effects of such rules are
inconclusive. It is agreed that transparency of trading information is a very impor-
tant factor in helping markets function effectively, especially for retail interests.
However, there is also evidence that after a certain point in certain market seg-
ments, insistence on more transparency can be unhelpful and even damaging to
market quality (as explained in Section 3). This area, long debated amongst mar-
ket practitioners, is now recognized in policy discussions.

In practice, the trading arrangement for any specific asset in its market
segment could be defined by highlighting the relevant items on the lists of
key features. For example, in the OTC fixed income markets, access is
intermediated by dealers. Transparency is limited, and, so long as this mar-
ket is telephone-based, there is probably little alternative to these
arrangements.

However, the innovation of electronic trading can bring an array of other
possibilities within practical reach. In the fixed income example above,
order books can become feasible, allowing customers direct access as well
as through dealers. Electronic systems can readily disseminate trading
information, creating potentially higher transparency. 

The result is that electronic trading opens up a far wider range (and com-
bination) of possibilities in the trading process than were hitherto available.
This of course begs questions such as ‘What to choose? Which combina-
tion is best? What are the wider implications?’ – issues which are raised in
this paper.

* Naturally, any classification of such features is to some degree arbitrary and the
above is intended as a presentational device. There are numerous elements that
contribute to the overall trading process.



Regulatory and policy instincts typically – and probably rightly – generally
favour more transparency. In many areas of public policy greater openness is
widely recognized as beneficial to processes, expectations and outcomes – disclo-
sure practices in accounting and the transparency of the monetary policy process
are two important such cases. However, and possibly counter-intuitively, the
reverse can be the case in some contexts of trading, where ‘too much’ trans-
parency can, for example, reduce market liquidity.

In terms of the simple framework above, a policy which makes greater trans-
parency an objective in itself risks ignoring potential negative effects on market
quality – and hence on broader investor welfare and the effectiveness of the finan-
cial system. Indeed, were transparency to be ‘maximized’ is a policy end in itself,
that aim could prove precisely at odds with the wider objectives to which policy is
typically addressed. 

The pervasiveness of networks and challenges for policy

Network issues permeate analysis of trading. They vary from the network exter-
nalities of markets attracting liquidity to practical consideration of physical
network access arrangements. The greater use of electronic systems and linkages
for trading highlights these effects. 

Although network technologies may broaden access and in principle enable
‘more perfect’ markets, the immediate reality may prove less benign. For example,
the presence of electronic networks can embed existing privileges, with network
access and design choices giving strategic advantages to certain classes of partici-
pants (See Section 5). And network effects (see Box B) are a powerful influence in
this area. They can lead to sustained suboptimal equilibria in market arrangements
and a tendency to consolidation. While the latter may bring about significant
economies of scale in market processes, if (near) monopoly power emerges there
can be undesirable outcomes such as lack of choice and monopoly pricing.

The prospect of such outcomes creates difficult policy questions. First, identi-
fying a suboptimal situation is not easy given the different, possibly conflicting,
objectives of affected parties. Then, even where problems are recognized, they
may represent a temporary phase of an immature market, which competitive
forces and innovation could well resolve. Intervention may be judged inadvisable
unless there is demonstrably a sustained problem plus a response which could
clearly improve on the market outcome.

Analysis of such situations carries clear dangers of misinterpretation. The mul-
tiple, potentially competing, public policy objectives make it likely that not all can
be simultaneously achieved. There are dilemmas between intervention or ‘wait
and see’. The former could risk stifling competition and limiting innovation in
fast-changing environments, while the latter might risk missing opportunities to
prevent problems becoming widespread.

Responses to market fragmentation illustrate the difficulties, seen especially
in equity markets when alternative trading venues become available. Concerns
are associated with whether the liquidity of the ‘main’ market is reduced –
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Box B – Network economics effects*

Network economics effects feature strongly in trading systems and help
explain commonly observed features of markets – such as consolidation of
market liquidity, the advantages experienced by incumbent trading systems,
and tipping effects when a market shifts from one centre to another. The
underlying economics of these features occur in a number of industries
which are structured around a network arrangement – railways and
telecommunications are examples.

In these markets, network externalities arise because the value of the
network to each participant rises as other participants join. Telephones are a
traditional example – in the early days of telephony it was relatively unat-
tractive to join the network since there were few other participants to whom
to make calls. However, as the number of subscribers increased, the oppor-
tunities for making and receiving calls also increased, enhancing the
usefulness and value of the network for all participants, making all users
better off. 

These positive network externalities similarly apply to market liquidity.
All other things being equal, it is better to participate in a bigger than a
smaller trading network, since each trader brings additional trading oppor-
tunities/liquidity. Positive feedback comes about as a liquid market attracts
more participants; all participants benefit from the additional liquidity,
making the network more attractive to others, and so on. 

In the absence of rigidities or other barriers, the presence of these net-
work externalities in a market would imply a tendency to consolidation. In
the trading context, this would work to bring isolated pools of liquidity
together. 

However, such consolidation may not occur around an ‘optimal’ system.
One reason is first mover advantage. An incumbent system may have
gained a critical mass of users simply because it was the earliest available.
Systems that come to the market later may face formidable hurdles to
attract a viable level of participation, even if they offer a better product.
Potential users need to believe the costs of switching to the new systems are
worthwhile. Moreover, they must expect enough other users will also
switch to make the new system an effective, liquid trading venue.

These hurdles may mean users feel ‘locked in’ to a dominant system, in
which case a suboptimal equilibrium can be sustained. This position can
arise whether a system has become dominant through first mover advan-
tage or through consolidation. In the latter case, even if the consolidation
occurred around an efficient, technically advanced system, if it comes to be
a (near) monopoly the incentives to maintain those advantages can be
eroded. The well-known problems of monopoly pricing, technical ineffi-
ciencies and abuse of dominant market position may arise. 
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which could mean less market depth to absorb large trades and shocks, reduced
price efficiency, higher search costs and price comparison being made more dif-
ficult. However, the flip side is that the additional execution routes may reflect
greater variety of services, competition to cut costs and innovation in trading
systems.

This raises significant questions about the efficacy of policy intervention. It is
illustrative of the dilemmas that views can differ starkly even over whether there
is a problem to be addressed. If the situation is believed detrimental to public pol-
icy interests, there are judgments to be made over whether market forces will
resolve difficulties (say, through consolidation following competitive attrition of
illiquid venues and/or technological innovations offering linkages). Or whether,
and in what manner, to intervene actively. 

Outline of rest of paper

The development of electronic trading in wholesale financial markets is consid-
ered in Section 2 – where it is observed that the widely differing forms and speeds
of penetration can largely be explained by the characteristics of the asset traded
and its market segment along with specific factors such as regulation and com-
petitive conditions. 

Sections 3 and 4 consider changes to particular aspects of markets’ architec-
ture and quality closely associated with the use of electronic trading. In the
former, changes brought about in the areas of access, transparency and consolida-
tion/fragmentation are highlighted. The latter section discusses impacts on costs,
liquidity and price dynamics, drawing particularly on recent evidence. The less-
ening influence of physical restrictions on all these areas has brought into stark
focus questions of what are appropriate choices, the implications of which are
appearing on policy agendas worldwide.

The final section highlights some of these policy issues, emphasizing the per-
spective of the overall quality of markets and broader welfare. Particular
consideration is given to financial system stability issues along with the over-
sight-related concerns associated with the range and speed of changes in trading

However, it is by no means inevitable that dominant market positions
will be sustained. If an alternative system manages to attract users, it too
can enter a virtuous circle of positive feedback. Once a critical level of par-
ticipation is achieved, the market can tip away from the incumbent and
towards the alternative. This switch can be abrupt.

Source: The information in this box is drawn from: Shapiro and Varian (1999,
Chapter 7), which explains the impact of positive network externalities on
industries; Domowitz and Steil (2001a), who analyse how network externalities
apply to securities trading; and Economides’ (1996, 2001) papers on network
economics and finance.



technology. As brought out above, it is also notable how network effects in some
way influence all of these – from the practical details of system design, to the
problems and solutions of oversight, competition and access to network infra-
structure, as well the economics of networks which pervade the whole subject.

2 Contrasting development of electronic trading

Looking across financial markets, it is clear that electronic trading has penetrated
different sectors very unevenly. This varied pattern of development between types
of assets (and market segments within each) can, however, typically be explained
by the interaction of a number of factors.

Existing market structures, regulatory and competitive factors and the varied
needs of traders have all affected the integration of new technology into mainstream
trading. An important element is the asset type, since standardized, homogenous
products have proved ‘easiest’ to migrate to electronic trading. In terms of the
schema in Box A, there are clear differences in what possibilities are feasible, both
between assets and within different segments of any particular asset market. 

The following reviews developments in the equity, fixed income and foreign
exchange markets,5 which between them illustrate the varied development path of
electronic trading and its wider effects on markets (the latter being explored in
Section 3). Moreover, electronic trading is presumably at only an early stage of
development – the future may see, for example, distinctions between market sec-
tors blurring as systems develop for portfolio trading of multiple assets; and
advances in networks – perhaps with Internet use more widely integrated.
Similarly, the direction of developments to date inevitably reflects the current
technology – advances will widen the choices available in next-generation trading
systems, potentially enabling further waves of change to market arrangements.

Equity markets: USA versus Europe

Equity markets are the best known, most widely studied examples of electronic
trading. The contrasting development patterns in the USA and Europe show how
electronic trading can penetrate the market for the same assets in a very different
manner. Whereas the US equity market has been characterized by a proliferation
of alternative electronic trading venues alongside relatively few traditional
exchanges, Europe has been more notable for the absence of separate systems,
with electronic trading instead incorporated within its many traditional
exchanges. In both markets the common features of the liquidity and relative
homogeneity of the major equity issues has made it relatively straightforward and
cost-effective to introduce electronic trading.

US equity markets

The so-called ‘traditional’ markets (floor or telephone, albeit with high levels of
automation) in the USA are dominated by the three national markets, of which the
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New York Stock Exchange and the smaller AMEX are basically order-driven and
floor-based. NASDAQ, the second largest venue, is telephone/screen-based (no
floor) and has developed essentially as a dealer market with order-driven facilities
becoming available more recently.

Separate electronic trading systems have gained a foothold in the USA over
recent decades, but it is within the last five years that alternative venues have pro-
liferated. A particular trigger in the US case was regulatory and mainly limited to
NASDAQ – the appearance of several ECNs (electronic communication net-
works) can be directly associated with regulatory changes affecting the display of
orders.6 All these ECNs offer a model based on an electronic order book (which
was unavailable in the main markets), though within that they compete on differ-
ences in market architecture. Moreover, the USA has significant retail
participation in equity markets, business in which a number of ECNs specialize.
These country-specific factors illustrate why results from studies of one market
may not necessarily generalize to others, a pertinent point given the dominance of
studies of the NYSE and NASDAQ in the literature. 

European equity markets

In contrast to the USA, most electronic trading facilities in Europe have devel-
oped within existing exchanges. Over a period of some years, continuous
electronic order books have been incorporated within mainstream exchanges,
offering trading methods that in the USA were only available by routing away
from the traditional venues.

This has been able to occur in an environment generally less influenced by
regulation than equivalent US markets, making European exchanges more open
to competitive pressures. Demutualization by many major exchanges addition-
ally gives clearer commercial incentives for innovations and efficiencies.
Cross-border competition has led to numerous mergers and alliances among
European exchanges, particularly in the last five years. Investment behaviour
and trading platforms are moving from being wholly split on national lines to a
greater pan-European, sectoral emphasis,7 particularly with the launch of the
euro. It is uncontroversial to predict a further reduction in the number of separate
European exchanges,8 although currently there are several new contenders tar-
geting different segments of the cross-border European market, notably in the
market for larger stocks. This juxtaposition of consolidation with proliferation is
explored in Section 3.

These developments result in a vastly reduced opportunity, compared to the
USA, for separate off-exchange trading systems (especially if designed as an
electronic order book) to enter the market – such entrants would presumably have
to offer some particular advantage that cannot be obtained on the exchange sys-
tems. Bearing this out, there are relatively few separate electronic trading venues
operating in European markets. 
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Fixed income markets

Moves to electronic trading in fixed income markets have been slower than for
equities. For many years, bonds of all types were typically traded in telephone
dealer markets,9 into which electronic systems have made (limited) inroads only
very recently. Fixed income systems proliferated in the late 1990s but are now
consolidating – an annual survey by the Bond Market Association (2001) identi-
fied almost 70 systems in 2000, up from only 11 three years earlier, although by
2001 only 49 were still in operation. 

The variety of automated trading system types already introduced is notable (a
variety previously more characteristic of equity markets), given the uniformity of
traditional bond market arrangements. There are now order-driven markets in
addition to several automated versions of dealer markets, offering a range of par-
ticipation and access arrangements for dealer, inter-dealer and customer sectors
(for a taxonomy, see BMA, 2000).

The later arrival of electronic trading in fixed income markets compared to
equities reflects distinct differences between the two. Fixed income products are
far less homogenous, with many more separate and individually less liquid issues
than equities, making it technically more difficult and more expensive to intro-
duce automated systems. The Economist (2000) suggests there are over 4 million
fixed income securities on issue in the USA (varying in coupon, maturity, fre-
quency of interest payments, etc.) compared with a few thousand listed shares.
Trading style differs – relative to equity markets there tend to be fewer but larger
trades,10 with many participants holding issues to maturity. Moreover, while it
seems likely that the trading of equities on centralized exchanges encouraged
early transitions to automation, the opposite position delayed bonds from making
the move.

Within the fixed income sector, electronic trading has made most inroads into cer-
tain government bond markets. It is estimated that 40 per cent of US Treasury
securities transactions in 2000 were done electronically, nearly double the volume a
year earlier (Moszkowski et al., 2001). Similarly, in Italy about half the trades in gov-
ernment debt are now conducted on the MTS system developed with the cooperation
of Italian public authorities.11 Electronic trading in corporate bond markets remains
much lower (only 10 per cent of US corporate bond volumes in 2000 according to
Moszkowski et al.) as they are far more heterogenous. A common pattern has been
for platforms to begin trading government bonds, later expanding into other, more
heterogeneous, fixed income issues. Though this reflects the greater amenability of
the relatively more standard and liquid government securities to current electronic
trading platforms, this distinction may reduce as electronic systems develop to
accommodate trading of less liquid issues – see the discussion in Section 4.12

Foreign exchange markets

Electronic trading has had an important presence in the inter-dealer spot foreign
exchange market for over a decade; the BIS triennial survey shows that the majority
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of interbank trading in the major currencies is now conducted electronically. For
some years there have been two major systems (EBS and Reuters) which now
each specialize in particular major currency pairs. The development of these sys-
tems is described in Chaboud and Weinberg (2002). Both systems have been
designed as order books, in which dealers can see the best bid and offer in the
market, alongside the best bid and offer that they could trade subject to their insti-
tutional credit limit structure. 

These electronic systems are now used for the majority of spot inter-dealer
trading in major currency pairs. Consequently, the inter-dealer segment of the
market has mostly (but not entirely) moved away from voice broking, and the
electronic systems now act as a standard reference for pricing. While the structure
of the foreign exchange market before the introduction of electronic trading was
(rather akin to fixed income) a fragmented bilateral telephone market, the rapid
adoption of systems in the inter-dealer sphere reflects the liquid, homogenous
nature of the product that can be traded in standardized units. The latter points
presumably explain the earlier presence of electronic trading in foreign exchange
compared to fixed income markets.

While electronic trading has come to dominate the inter-dealer market, sys-
tems have made far less impact on the business of large corporate customers.
However, this may be on the point of changing as several Internet-based systems
aimed at this area are now being rolled out. These systems promise more flexibil-
ity (e.g. tailored quantities and currency pairs available) and utilize the Internet’s
ability to connect disparate and distant parties at low cost.

3 Effects of electronic trading on market architecture

This section considers effects on market architecture with which electronic trad-
ing is closely associated – focusing on consolidation/fragmentation of markets,
decisions about the type of participants’ market access and the form of trans-
parency in the trading process. Substantial changes are taking place in these areas
in the wake of electronic trading lessening many previous physical rigidities. As
illustrated above, these developments in market structures are closely related to
the characteristics of each market/asset type.

Fragmentation and consolidation

Electronic trading is now closely associated with many of the important pressures
affecting ebbs and flows in the number of trading venues.13 On the one hand, it
can stimulate a proliferation of venues, by making markets more contestable as a
result of them being cheaper to enter and enabling a greater variety of products
and specialization of trading services. On the other hand, electronic systems can
enable linkages to bring together sources of liquidity and to harness efficiencies
that contribute to consolidation. And affecting all these, the speed of development
of the facilitating information network technology has led to a more rapid pace of
change.
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These effects are of course a feature of any dynamic market, where opportuni-
ties for new entrants result in a tendency to fragmentation, typically followed by
some reversal when not all attract sufficient business to operate on a profitable
scale.14 The powerful influence of network effects in this area (see Box B) means
that a proliferation of similar trading systems which individually attract little liq-
uidity would be expected to be a transitory phenomenon. Only those both adding
some value and – crucially – attracting, retaining or linking to a sufficient amount
of liquidity, will survive. 

While these effects imply a tendency to consolidation over time, in any partic-
ular market the extent to which electronic trading is currently motivating a phase
of fragmentation or consolidation is very dependent on existing structures. In the
previously OTC fixed income market, new trading systems are starting to bring
together larger groups of users, consolidating sections of the market which for-
merly relied on bilateral communication. Similarly, users of the main foreign
exchange systems now transact through a centralized market, in contrast to frag-
mented telephone arrangements. By contrast, in equity markets, which were
typically dominated by centralized exchanges, the very presence of distinct alter-
native trading venues (along with large banks and brokers increasingly able to
internalize their order flow by offsetting one transaction against another) can
increase fragmentation. Yet in some cases the overall balance may be hard to call
– consolidation and fragmentation effects can operate in parallel. For example,
European equity markets have also seen numerous recent efforts at mergers,
alliances and linkages of various kinds.

This ambiguity affecting judgments on the degree of fragmentation/consolida-
tion in any market’s trading is added to by fragmentation taking many forms. As
discussed in Lee (1998), there is no single dimension by which to evaluate frag-
mentation. To illustrate, even though the number of separate exchanges (or similar
marketplaces) may fall, the range of systems through which orders can be placed
may grow if venues offer a wide choice of order routing. For example, an exchange
may offer a main market, an upstairs arrangement for block trades and onward rout-
ing to associated markets. Alternatively, if there are linkages giving traders seamless
access to a range of markets, it may matter little how many underlying venues exist.
These effects, making judgments about fragmentation/consolidation far from
straightforward, are amplified as the range of technological possibilities increases.

Moreover, and in an innovative market, the degree of concern about fragmen-
tation may alter quickly. Even in the relatively short history of electronic trading,
there are cases of fragmentation effects being overridden by technology. For
example, systems can now offer ‘virtual consolidation’ on a single screen to com-
bine information from stocks traded at multiple venues. Or solutions may take the
form of ‘smart search agents’, automated devices to seek out disparate sources of
liquidity (see Section 4).

From the perspective of market users and policy makers, the important ques-
tion is whether the available routes can bring together liquidity in an appropriate
manner to meet trading needs and enhance market quality. For example, whether
there is sufficient order interaction to allow effective price formation and depth of



liquidity, to the benefit of the ultimate end users. Ways in which electronic trading
is influencing these matters are discussed in Section 4. However, as brought out in
the introduction to this paper and discussed further in Section 5, it can be difficult
even to gain consensus on whether there is a problem of fragmentation, and still
more difficult to judge whether a policy response is appropriate, and if so what
should be the response.

Market access

Forms of access

Electronic trading can widen access to trading systems across several dimensions.
Physical limitations that once rationed access to traditional venues no longer bite,
meaning additional users can now participate at minimal marginal cost, removing
the economic need to limit access through membership restrictions. At the same
time remote linkages remove geographic limitations on the pool of potential users,
and continuous multilateral interaction is enabled. From the system providers’view-
point, the opportunities to enter the market are also greater than hitherto in the light
of the fall in costs and enabling technology. And from the perspective of the issuer
of securities, there can be opportunity to access a wider pool of potential investors.15

This turnaround in the economics of access means that in principle arrange-
ments can be decided more in response to the needs of the market. For example,
whether there is a role for intermediaries and whether it is appropriate for differ-
ent customer types (e.g. retail/wholesale or by different institutional status) to
participate in the market can become more a matter of choice rather than being
effectively dictated by external constraints. Changes in these areas can affect the
whole design of a market.

This is not to say that limitations on access to markets no longer exist – in prac-
tice they still have strong effects, albeit with different forms proving more
important. Notably, the legal/regulatory factors associated with cross-border
transactions now appear to be the more relevant geographic constraint. 

Additionally, there may be differential access to telecommunications infra-
structure networks – termed ‘access asymmetries’ by Bar (2001). For example,
dedicated private lines or the use of the Internet influence which classes of partic-
ipant can have physical access to systems.16 Suboptimal outcomes could arise, for
example if intermediaries own new trading platforms that in other respects would
disintermediate them – their incentive may be to ensure the network design
retains their privileged access positions. Implications of the risks of anticompeti-
tive biases in networks are discussed in Section 5.

Access and intermediation

The greater access possibilities offered by electronic trading have perhaps most
obviously brought into question the role of intermediaries. There has been some
shift away from pure dealer structures towards continuous auction arrangements
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where users can transact directly with one another. This has especially occurred in
large, liquid markets (notably major equity and foreign exchange) where end
investors are likely to be able to match their requirements directly over a reasonable
period of time. This wider access to trading systems increases competitive pressures
on dealers and typically forces those which remain to focus more on value added
services such as corporate finance, advisory services and risk management.
However, in OTC markets, where a larger portion of trades are characterized by
asynchronous supply and demand in less liquid securities, the matching services of
a dealer have a clearer role and this is reflected in many electronic trading systems
in such markets incorporating dealer structures, as illustrated in Section 2.

However, despite the developments (such as customer access to order books)
that might have been expected to marginalize much of their role, dealer interme-
diation remains. Reviewing literature pertinent to this issue, Madhavan (2000b)
highlights some features, such as the significant costs an end user might face in
order to monitor changing market conditions, that could explain their continued
importance. Supporting this, anecdotal evidence collected by CGFS (2001a) from
customers in foreign exchange and fixed income markets pointed to some valuing
the personalized research, advice and execution offered by dealers. Moreover, in
practice, systems are some distance from being able to seek out all sources of liq-
uidity automatically, and disparate sources of liquidity (e.g. due to upstairs
arrangements) make this search a valued service of intermediaries.

Transparency

The uneven effects of changes in transparency

One of the commonly cited benefits of electronic trading is that it can facilitate
greater pre- and post-trade transparency.17 While this is undoubtedly true, there
are significant questions, both theoretical and practical, about the extent to which
implementing greater transparency across all market segments benefits the qual-
ity of a market. Underlying the issue is that transparency arrangements affect the
balance of information among participants. Evidence from a range of studies (see
Madhavan, 2000b) demonstrates that this influences the degree of information in
the order flow, price discovery and liquidity.18

Changes to transparency rules tend to benefit one group of participants and
their objectives at the expense of another, creating winners and losers. While in
many respects the literature on the effects of transparency is inconclusive (see, for
example, Ganley et al., 1998), the presence of these trade-offs is very evident.
This highlights the importance – stressed in the introduction to this paper – of the
perspective of the debate. From the public policy viewpoint, recognition that
transparency arrangements can have uneven influence on ‘ultimate’ objectives
such as market quality and broader welfare is clearly crucial. Even though under-
standing of this area is very incomplete, the evidence that there is not a simple,
unidirectional relationship between transparency and quality of markets deserves
considerable weight in policy making.
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Some flavour of why greater disclosure may not necessarily benefit the overall
market is given in the following stylized examples. An illustration of a tension
between post-trade transparency and liquidity occurs in a multiple dealer setting
such as in many government bond markets. Faced with an unpredictable flow of large
customer orders, dealers who maintain a continuous presence in the market seek to
manage the risks arising from sharp variations in their inventory of securities by
inter-dealer trading to rebalance their holdings. Were stricter post-trade transparency
imposed in terms of requiring more rapid publication of large transactions, it would
reduce dealers’opportunity to conduct this inventory adjustment. This could increase
their risk management costs – which may be passed onto customers – and could lead
to a less efficient allocation of risks in the market. Both liquidity and price discovery
could be impeded. (Gravelle, 2002, provides more details on the above arguments.)

Equivalent tensions with pre-trade transparency requirements can arise where
transactions contain (and are motivated by) private information reflecting legiti-
mate investor research/beliefs or portfolio strategy. Were disclosure imposed
which revealed ‘too much’ about intended trades, it could effectively expropriate
that private information for the public trading venue. The predictable result of
such rules would be that traders would act to minimize the cost of the loss, for
example by splitting the trade to reduce the observable information content or by
switching venues to avoid the regime. Or they might exit the market entirely.

Transparency – potential and practice with electronic trading

Electronic trading creates the potential for a very high degree of transparency
across the whole trading process. In principle, systems can disseminate real-time
pre- and post-trade information marketwide. Conversely, they can operate with
minimal information leakage, in a manner that trading based on personal contact
could not achieve. As electronic systems become more sophisticated, they make it
more feasible to move along the multidimensional spectrum of transparency. They
can more readily meet different users’ preferences regarding information, some of
which were once too complex to put into practice. 

For example, the basic demand for anonymous trading is now met through
many electronic systems. Some of the systems becoming available are specifi-
cally designed to eliminate (pre-trade) information leakage, enabling users to
specify precise orders without giving away potentially valuable information to
competitors.19 Other systems offer choices such as ‘iceberg’ orders that are auto-
matically matched if hit but are not visible on an order book. In contrast, the
upsurge of electronic order books in equity markets has often led to the arrange-
ments being more transparent than the structures they replaced. Presumably the
practical possibilities will grow as the technology develops further.20

In itself, this existing variation in transparency arrangements suggests that the
form and degree of disclosure vary with largely market-specific factors.
Considerations include the perceived role of the information in attracting liquidity
to the system, the needs of its range of users and style of trades (e.g. retail/whole-
sale, whether market-moving) and the commercial value of the data. And
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importantly, different classes of trading systems lend themselves to different forms
of transparency: the style of information concerning a call market differs from that
readily available from an order book or a dealer arrangement. Regulatory require-
ments may or may not constrain the actual outcome, given that there are strong
reasons why systems typically would choose to make available some degree of trade
information (e.g. to attract liquidity and/or for commercial data promulgation).

Some likely effects of electronic trading on transparency

Segregation of trading arrangements largely according to transparency regime has
long been a feature of markets. Notably, virtually all exchanges have particular
arrangements for block trades (‘upstairs trading’), with lower transparency
requirements, often in the form of delayed publication. The integration of elec-
tronic trading hugely increases possibilities for different arrangements, in
principle virtually anywhere on a spectrum between complete transparency and
complete opacity. An outcome may well be an even greater variety in trans-
parency levels across (and within) different trading venues than seen hitherto. 

Moreover, if electronic trading enables the implementation of systems which
give ‘appropriate’ incentives in trading behaviour (such as to input ‘truthful’
orders, as explained in note 19), one result could be greater efficiency of price
formation. As set out in the introduction, this argues for seeing transparency as a
means to an end for aiding market quality, rather than as an end in itself.

The current regulatory focus on transparency in securities markets largely
reflects concerns that greater choice of trading venues/routings raises about level
playing fields and fairness of information across the whole market. For the context
of the immediate discussion, there are clear risks that a response involving an
attempt to impose common transparency standards could be counterproductive if it
overlooks the wider repercussions of disclosure rules and creates distortions by
neglecting differences between/within markets. These questions are particularly
important across wholesale, professional markets. For retail (i.e. non-market-
moving and non-information-carrying trades – albeit not the focus of this paper),
the concerns are very different, relating more to consumer protection and informed
consumer choice, where the benefits of greater transparency seem less ambiguous. 

4 Effects of electronic trading on market quality

Closely related to market architecture are aspects of market performance. This
section looks at influences of electronic trading on transactions costs, price
dynamics and liquidity, all of which contribute to the overall quality of markets.

Trading costs

At the outset of this paper, the performance of financial systems was recognized
as having broader welfare effects. Trading costs are one of the more direct indi-
cators of this performance. For example, in a recent study of the wider
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implications of trading costs, their reduction was shown to be associated with a
lower cost of equity capital, which has macroeconomic significance – see
Domowitz and Steil (2001b).

Benefits such as these could be assuming more importance since electronic
trading and associated computing advances have given new impetus to trading
cost reduction across all fronts. There is now scope to reduce what was once a ‘set
cost’ of business – one reason for the greater focus by institutions on analysing
and cutting trading costs. These costs for end users can be divided into explicit
costs (e.g. physical overheads, fees, commissions, taxes, costs of clearing and set-
tlement) and two main types of implicit costs – bid–ask spreads and market
impact costs. Electronic trading is offering routes to reduce all of these.21

Looking initially at total trading costs, empirical studies find these are lower for
institutional investors on automated rather than traditional markets, even after con-
trolling for the different mix of shares traded in the two types of market. For
example, Domowitz and Steil (2001b) suggest total cost savings in the USA of
around 30 per cent from using automated systems. A study of over half a million
institutional equity trades by Domowitz et al. (2001) – summarized in Table 10.1
of Degryse and van Achter (2001) – suggests that costs have been falling over time
and that they tend to be lower in markets where automated trading dominates.

Explicit costs

Electronic systems involve lower set-up costs than trading floors, especially when
an existing system can be adapted for a new product. More significantly, by replac-
ing labour-intensive processes, they markedly reduce operating costs; Domowitz
and Steil (2001a) show such reductions have typically been 50–75 per cent.

The cost savings from shifting to electronic systems will differ for different
users. A more competitive market reduces the ability of exchanges to cross-
subsidize different types of trading activity, meaning that the allocation of costs
may shift under electronic trading. 

In addition, electronic trading can further lower costs if integrated into
straight-through processing (STP) arrangements, which allow trades to pass auto-
matically through to final settlement without further manual intervention. As well
as the savings due to automation and error reduction, costs can be cut by linking
the execution, clearing and settlement of trades to the procedures for controlling
market and operational risks. According to CGFS (2001a), some institutional
investors believe that the prospect of STP could be the greatest single potential
benefit of electronic trading.

Implicit costs

The bid–ask spread paid by users of dealer markets could be regarded either as
a payment to the dealer for providing liquidity or as a rent charged for accessing
the market. It must cover dealers’ normal costs of doing business (e.g. order
processing, inventory costs, overheads) and a risk premium to compensate for
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the losses incurred when trading with well-informed traders (adverse selection).
Electronic trading may reduce all these components. It obviously allows
cheaper order processing and lower overheads in general. Moreover, electronic
trading’s potential to make markets more transparent in conjunction with
anonymity reduces the risk premium and may drive down profit margins, by
increasing competition between dealers and aiding price comparison. Some
auction markets give end investors direct access, which might be regarded as
them earning the bid–ask spread by providing liquidity. Profit margins are
likely to be particularly low in electronic order books that allow access to end
investors.

A number of empirical studies show that realized bid–ask spreads on elec-
tronic systems are similar to, or lower than, those on floor- or telephone-based
systems.22 German Bund-futures provided a case study when in the mid-1990s
they were traded in large volumes under otherwise similar conditions on both the
electronic Eurex market in Frankfurt and the LIFFE floor in London.
Comparisons by Breedon and Holland (1998) and Frino, McInish and Toner
(1998) found that spreads were generally wider on the floor exchange, at least
when the two exchanges had similar volumes.

Market impact costs refer to any adverse impact on price as a result of infor-
mation associated with the trade leaking ahead of execution, or because the trade
is large enough to affect significantly supply and demand in the market or signal
a predictable trade to come. As discussed above, electronic trading may reduce
these market impact costs, for example through the use of the pre-trade non-
transparent systems. This is an area where electronic trading is widely held to
have great potential – with several new systems aiming at adding value. More
generally, studies by Vila and Sandman (1995) and Pirrong (1996) find that prices
are less sensitive to volumes in automated than traditional markets.

Price dynamics

Effective price discovery is important beyond the immediate asset market, since it
underlies the accuracy of price signals to agents in the wider economy. This
enables appropriate investment (and other) decisions which have widespread eco-
nomic impact, contributing to ultimate objectives of broader welfare.

Price formation in electronic trading systems is the outcome of precise order
execution algorithms, in contrast to the trading floor or phone-based systems
where relationships may matter as much as price or size.23 Furthermore, elec-
tronic trading is allowing basic algorithms to be extended to better meet trading
needs and, for example, some now permit very detailed trading plans with contin-
gent orders reflecting the various nuances of preferences. Systems are being
developed for ‘near matches’: when bids and offers do not coincide, a computer-
ized negotiating system may try to reach a compromise price.

In general, electronic processing should allow orders to reach the central mar-
ket faster because of higher processing speeds than with manual processes. Prices
should therefore incorporate information more quickly. Domowitz and Steil
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(2001a) found that most empirical studies show that electronic systems are more
efficient in this sense than traditional trading venues. However, in some studies
the difference is quite marked while in others it is rather small. 

Effects on price volatility

Studies comparing observed price volatility in traditional and electronic markets
generally find that volatility is less or about the same in electronic markets. The fol-
lowing recent studies give a flavour of the findings. Jiang, Tang and Law (2002)
observe that price volatility dropped in the Hong Kong futures market after the
introduction of electronic trading but as a similar drop occurred in the spot market,
their results suggest that electronic trading itself had little effect on volatility.
Chaboud and Weinberg (2002) report mixed evidence for the foreign exchange mar-
ket. Using over a century of data from the London Stock Exchange, Green,
Maggioni and Murinde (2000) find that, other things being equal, lower transactions
costs reduce price volatility. Madhavan (1996) suggests that in large liquid markets
price volatility is lower when there is greater transparency. These latter results would
imply that more widespread electronic trading should lower price volatility.

Some market participants suggest that price volatility is more ‘visible’ as price
transparency has increased in some markets – cited by CGFS (2001a). Systems
are technically capable of extremely rapid change (e.g. EuroMTS can absorb 150
price changes per second) and in some markets the use of pricing engines allows
orders to be generated more rapidly than hitherto. The micro design of trading
systems may also affect price volatility over very short periods. For example,
Soejima (2001) shows how changes to the system of execution in the Japanese
futures market had to be amended when it was found that traders had insufficient
time to respond to new information on the order book. 

Effects on price discovery

The effects of the increased opportunities for trades to be executed with little
interaction with other orders and/or without reaching a main market are keenly
debated. Electronic trading is closely associated with the issue since it enables
many systems to perform this order matching, but the debate – which is typically
voiced with respect to the equity market – goes much broader.24

Three factors have a particular influence. The first is where orders become more
thinly spread among fragmented venues. The second is increasing internalization,
where brokers match buy and sell orders internally from their own customers at
prices (broadly) determined on another market, sending only the net balance to the
exchange. The third is the number of formal, non-exchange ‘crossing’ systems for
institutional trades that are now also part of the market, which match at the prevailing
main exchange price.25 There seems to be no clear conclusion about the combined
effect of these on price formation, despite their increasing importance in markets,
and Hendershott and Mendelson’s (2000) formal modelling shows ambiguous
effects on market quality. The following comments give a flavour of the arguments.
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One issue is how crossing or internalization effectively ‘free rides’ on central
price discovery and hence the extent to which price information is a public good.
For example, Lin, Geng and Whinston (2001) describe crossing as a ‘parasite of
real exchanges’ while Picot, Bortenlaenger and Roehrl (1995) argue it impinges
on the ‘property rights on the price discovery’ of an exchange. There are also reg-
ulatory concerns including whether internalized transactions are conducted at a
‘fair’ price and whether crossing systems encourage attempts to manipulate the
main market just ahead of the price taking for the crossing trades. Transparency
can also be reduced by internalization or crossing, though this depends on the
trade publication rules prevailing in any centre.

However, significant cost savings are available26 from crossing and internaliza-
tion – although the extent to which customers benefit from this can vary.
Additionally specialist crossing systems are used by institutions to avoid informa-
tion leakage. Both these may have some bearing on pricing. 

Another aspect of the question is whether there is a ‘genuine’ problem regard-
ing pricing. Other markets (for example, many commodity markets) operate on
the basis of the ‘central’ market reflecting more the net balance of buy and sell
orders rather than gross volumes. The resultant price should be the same, as all the
supplies and demands are still contributing to price formation. It could be argued
that this form of price determination is more cost-effective and hence generally
beneficial to broader welfare provided the regulatory safeguards operate satisfac-
torily, such as ensuring customers have the means to access a fair price. 

The policy questions closely relate to those surrounding the problems of frag-
mented markets and of transparency. Problems might be expected to be
self-corrected if arbitrage processes, especially in combination with more effec-
tive information systems and market linkages, lead to the natural migration of
business to platforms where there is confidence in the price formation and
integrity of the market. On the other hand, there is scope for self-correction to be
limited by rigidities (such as the dominance of some cartel or private incentives of
intermediaries) while it may also be held damaging to allow even ‘temporary’
problems to continue (e.g. the practical problems of thin, illiquid markets).

Liquidity

Liquidity is essential for trading systems. It enhances the effectiveness of the mar-
ket overall, reducing costs by narrowing spreads and giving depth such that prices
are less affected by particular trades. Liquid markets are typically better placed to
absorb shocks than less liquid ones, contributing to the robustness of financial
systems. Moreover, as discussed in the previous section, liquidity is an essential
ingredient of price discovery and hence price signals for the wider economy.27

Despite the technological and strategic efforts of electronic trading systems to
attract liquidity (see below), it is generally those with existing access to order
flow (particularly within an existing exchange) that have experienced viable vol-
umes. Few ‘stand-alone’ systems have achieved this. This, however, probably
reflects the powerful network effects of liquidity as much as the characteristics of
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the electronic systems themselves – with liquidity attracting (and ‘locking in’)
liquidity. There are converse hurdles to attracting business to new venues in the
absence of many other users, even if a technically ‘better product’ is on offer (see
Box B).28

Nevertheless, in a world of electronic trading, liquidity is much more mobile.
Orders can be rerouted to the preferred system and to the best prices, and fran-
chises can be quickly lost. This ‘tipping effect’ was seen when Eurex, within
around six months in early 1998, took all the volume in the futures on the ten-year
German Bund contract from the previously dominant LIFFE floor.

Electronic trading systems’ ability to build liquidity

Focusing on the level of the trading system design,29 electronic systems are devel-
oping a number of ways to attract liquidity and seek it out from disparate sources.
For example, systems can link to institutions’ order management systems to inter-
rogate potential orders on their blotters of prospective trades to seek out possible
crossing matches. In due course, traders may be able to use ‘smart agents’ to
search across systems to locate disparate sources of liquidity.

Electronic trading systems may encourage issuers to standardize their offer-
ings (which can concentrate liquidity), particularly in more heterogeneous
securities such as fixed income. There has been some suggestion of this in gov-
ernment bond markets with the tendency to reduce the number of separate issues.
Minimum size limits on issues to be eligible for certain trading systems similarly
encourage issues to be made in larger size or reopened to maximize liquidity.

Though electronic trading has typically come later to less liquid assets (as
illustrated in Section 2), routes are being developed to enable their cost-effective
trading. Here, the most effective automation solutions may not be those that
reproduce traditional procedures. For example, in fixed income markets, there is
an expectation that small, less liquid issues could get swept up into automated
trading of portfolios which offer certain characteristics, rather than being traded
bilaterally on their own merits. This kind of development offers the potential to
garner individually disparate, illiquid securities and pull them into a larger liquid-
ity pool – for example, see the discussion in Fan, Stallaert and Whinston (2000).

Another way in which electronic systems are enabling the more effective trad-
ing of illiquid securities is by reviving the use of periodic call auctions (explored
in Schwartz, 2001). A number of stock markets now trade less liquid securities in
call auctions, commonly one to three times a day, concentrating liquidity that oth-
erwise would have been thinly dispersed across a longer period. Such securities
may not trade effectively in the continuous auctions that typically form main mar-
kets – for example, Steil (2001) describes how the Warsaw stock exchange,
re-established in 1991, initially traded stocks in a weekly call, moving to daily
calls and later (for some stocks) to continuous trading as volumes grew to give
sufficient liquidity.
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5 Concluding remarks: wider implications and policy

This final section does two things. First, it draws together some wider implica-
tions of the effects of electronic trading in three areas: the regulatory
framework/oversight issues; networks and competition; and financial stability.
Second, in each of these areas it draws some tentative policy conclusions. As
already set out, there are multiple, possibly competing, public policy objectives
along with uncertainties about the net effect of changes in markets and their trans-
mission to broader welfare. The recognition of these uncertainties and
ambiguities in itself deserves considerable weight in policy making.

Regulatory framework and oversight issues for markets

Developments associated with electronic trading test longstanding institutional
structures and appear on regulatory agendas worldwide.30 Notable issues include:

� frameworks for regulation: notably whether to (continue to) differentiate the
institutional status and oversight regimes applying to exchanges and non-
exchange trading systems;

� the appropriate level of detail for official involvement in microstructure mat-
ters – for example, whether transparency rules are required or can be
enforced, and in what degree of detail; or whether fragmentation of markets
requires an active response; and

� cross-border issues raised by remote access to trading, including whether
countries’ different regulatory regimes lead to problems caused by regulatory
arbitrage; and clarification of jurisdiction over legal and regulatory arrange-
ments.

It is worth reiterating that in immature, fast-changing markets, some perceived
problems may be temporary effects perhaps associated with early stages of prod-
uct cycles, whereas others may reflect sustained suboptimal positions. The
questions associated with fragmentation illustrate this. Policy treads a difficult
line between imposing requirements that restrict innovations, while maintaining
market integrity and confidence in periods of rapid change. Even if aspects of
markets are perceived as functioning suboptimally, it is recognized that specific
intervention can be counterproductive. Greenspan (2000) captured the concerns,
stating that the authorities ‘would do well to heed the advice offered to the med-
ical profession and, first, do no harm’. Since market structures that had given rise
to concerns may change rapidly, the presumption may be that specific interven-
tion is inadvisable unless there is demonstrably a sustained problem.

Where action is deemed preferable (say, where correcting market forces are
believed to be weak), there will also be differing regulatory stances about solutions.
These could range from ensuring facilitating frameworks such as clear legal codes,
action on competition policy such as removing restrictive practices, to specific
micro rule-making on, say, trading protocols. When weighing choices, the differ-
ences between and within markets are important – as already evidenced by the
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varied adoption of electronic trading and the variety of services becoming available.
Added to this is recognition of the imprecise understanding of the net effects of
changes in market structures/rules – such as the mixed impact of transparency rules.
All this supports the avoidance of a ‘one size fits all’ approach and argues in favour
of being wary of imposing detailed, cross-market rules at a high level. 

Electronic trading systems still have further to go in capturing the subtleties of
trading – and a similar comment applies to market structure research and its
application to policymaking. However, while technology’s effects raise many dif-
ficult issues in markets, technology can also contribute to solutions:

� It can be applied to enable more efficient and effective collation of data on
market performance and behaviours – helping both oversight and under-
standing of markets. For example, the fulfilment of market-maker obligations
could be monitored automatically, or erratic market movements, whether due
to trader errors or more fundamental reasons, could be identified rapidly.

� It may directly offer solutions to problems, such as the means to build infor-
mation systems or link fragmented pools of liquidity.

� It can help participants make better informed decisions, for example by
enabling more appropriate transparency arrangements, providing greater
information about order routing and features of the assets.

Networks and competition

The raised profile of ‘physical’ (or indeed ‘virtual’) network issues in trading
comes in addition to the better known, powerful network effects. Some associated
policy issues, such as fairness of network access, may be akin to those faced by
regulators of other industries such as telecoms where the networks have been
opened to competition. From the interest of financial authorities, there are also
parallels with oversight of payment systems, in which, quoting from Bank of
England (2000), ‘as with other significant components of the economic infra-
structure, there is a public policy interest in ensuring that a competitive
environment exists and that any competitive abuses are curbed’.

As highlighted in Box B, the competitive landscape can shift rapidly. For
example, outcomes of competing but inter-operable systems are likely to become
more common in securities trading (as seen in, for example, telephone networks).
This occurs as network inter-operability and linkages between systems contribute
to the lessening of physical hurdles to entering markets, for example removing the
disadvantage of requiring separate screens for alternative systems. Moreover,
while it is never easy to compete successfully with a dominant system, the effects
of electronic markets open up more possibilities for tipping to occur, a prospect
reinforced by the lower cost base of electronic networks.

Overall, while electronic linkages might in principle open up markets to com-
petition and enable more ‘level playing fields’, it is not the technology but its
implementation that determines the fairness of arrangements. As described by
Bar (2001), architectural biases can exist in electronic network markets at least as
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strongly as, and possibly less visibly than, in traditional structures. Networks can
be designed with strategic advantage to certain players, and anticompetitive prac-
tices (which restrict the scope for self-correction) may be hard to recognize if they
are embedded in the system protocols themselves.31 However, electronic network
architecture should in principle be more adaptable than traditional market struc-
tures, implying that, where identified, problems may be easier and speedier to
address. 

Financial system stability

Many financial stability issues closely associated with electronic trading are com-
mon to discussions of technological innovation and e-finance more generally. The
magnitude of uncertainties in conjunction with potential for rapid, wide-ranging
change in themselves motivate interest in the whole area.32

The concerns typically are due to shifts in emphases rather than completely
new risks. For example, the impact of operational problems can be greater in a
technologically dependent market. Moreover, and as discussed in Turner (2001),
potential systemic implications can arise from the involvement of new and differ-
ent firms in financial markets, making it more difficult to monitor the linkages
and assess the risks to which sectors may be exposed. Especially, the increased
importance of non-financial firms, such as telecoms and IT companies, in
processes could make channels through which systemic threats arise harder to
identify and anticipate.

Many recognized effects of electronic trading – which include opportunities to
harness efficiency gains, better market information, handle higher volumes and
lessen physical constraints on trading practices and participation – have a role in
contributing to the adaptability and stability of the financial system. And while, as
with the expansion of any new market, the route will doubtless end up littered
with underperforming and failed systems – this in itself does not necessarily carry
systemic threats. Indeed, if this brings about greater strength in the remaining
platforms, it should contribute to financial stability.

The ambiguity of effects on market performance remains striking. Most obser-
vations highly relevant to policy remain in some way equivocal. For example,
liquid markets are more resilient than illiquid ones; yet electronic trading is cred-
ited with both fragmenting liquidity and enabling it to be brought together from
disparate sources. Nevertheless, the potentially volatile nature of liquidity and
markets in general, combined with the speed and unpredictability of technical
developments, remain in themselves reasons for vigilance.

While electronic trading has brought a range of policy issues to the fore, the
associated technological advances may offer routes to solutions. This paper has
not attempted to predict outcomes. But it seems likely that the direction of resolu-
tion of many of the current questions may lie with the technology itself. And
likely too that, as with the assimilation of previous technologies, ‘electronic trad-
ing’ will before long cease to be considered as a distinct issue.
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Glossary

The literature on e-finance has spawned a lot of technical terms. These are the
meanings assigned to terms in this paper. Other papers may use some terms in
other ways.

Terms in italics in references denote a cross reference.

Algorithm (order execution) Rules to determine the method by which orders
are matched.

AMEX A major US equity market, organised as a floor-based order book.
Anonymity Non-disclosure of identities of counterparties.
Architecture (market) Broadly, key features of market structure such as partici-

pation arrangements, venues, trading protocols.
Bid–ask spread Difference between the buying and selling price.
Block trade Large, potentially market-moving trades, which may be exempt

from an exchange’s usual disclosure rules.
Broker Firm which operates in a market on behalf of other participants to

arrange transactions without being a party to the transactions itself (compare
dealer).

Call market An order-driven market where orders are processed at discrete
points in time, being matched by a particular algorithm. (Referred to as cross-
ing system where prices are matched at the price in another market.)

Clearing The process of transmitting, reconciling and sometimes confirming
instructions to transfer instruments prior to settlement.

Consolidation of trading Bringing together aspects of the trading process
(order routing, execution) into a smaller number of markets (compare frag-
mentation of trading).

Continuous market Market that trades on an ongoing basis (compare call mar-
ket).

Crossing system System matching buy and sell orders at a price determined in
another market. 

Dealer Firm whose primary business is entering into transactions on both sides
of wholesale financial markets and seeking profits by taking risks in these
markets (compare broker).

Demutualization Process of exchanges converting from a cooperative organiza-
tion owned by member dealers and brokers to a profit-oriented company.

ECNs Electronic Communication Networks, trading systems used for US equi-
ties, notably those listed on NASDAQ.

E-commerce Sale of goods and services carried out over the Internet or other
public networks.

Economies of scale Situation where unit costs drop as volume increases.
Electronic trading Use of electronic means for transforming orders into trades.
Eurex A Swiss/German electronic derivatives exchange offering trading, clear-

ing and settlement on one platform.
EuroMTS A trading platform for euro-denominated government bond bench-

marks of nine euro area countries.
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Execution Turning matched orders or trade proposals into actual trades.
Explicit trading costs Costs such as market access fees, commissions, tax,

clearing and settlement costs and staff and information technology overheads
(compare implicit trading costs).

First mover advantage Possible ability of first entrant to a market to achieve a
dominant position, e.g. by setting standards or through establishing a dominant
brand name.

Fragmentation of trading Division of some aspects of the trading process
(order routing, execution) between different markets (compare consolidation).

Iceberg order An order (partially) invisible on the order book.
Implicit trading cost The bid–ask spread and market impact cost of a trade

(compare explicit trading costs).
Internet An open worldwide communication infrastructure consisting of inter-

connected computer networks and allowing access to remote information and
the exchange of information between computers.

LIFFE London International Financial Futures Exchange.
Liquidity Characteristic of a market where transactions do not markedly move

prices. Liquid markets usually have low bid–ask spreads and high volume of
transactions.

Limit order Order to buy a specified quantity up to a maximum price, or sell
subject to a minimum price.

Market impact cost Cost of a trade resulting from an order moving the price
against a trader. Such costs are smaller in a market with high liquidity.

Market-maker Dealer obliged to quote buy and sell prices in return for certain
privileges within a market.

Microstructure (market) Literature analysing specific institutions, exchanges
and trading rules, especially their role in price discovery.

NASDAQ OTC market for US equities specializing in high-tech stocks.
Network effect, network externalities Tendency for liquid markets to attract

further liquidity as market participants want to trade where others are
already actively trading. Sometimes referred to as ‘demand side economies
of scale’.

NYSE New York Stock Exchange.
Opacity Opposite of transparency.
Order book A market where prices are determined by an order execution algo-

rithm from participants sending firm buy and sell orders.
Order routing Delivery of messages from end users to the execution system.
OTC Over the counter. Bilateral transactions not conducted on a formal

exchange.
Protocol A set of rules governing trading, e.g. the types of orders allowed, mini-

mum tick size, rules to halt trading, special rules for openings and closings.
Public good Commodity or service available to everyone in an area, regard-

less of their willingness to pay, and where one person’s consumption does
not diminish that of others. Classic examples include defence and street
lighting.
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Quality (market) Broadly, market performance across a range of attributes such
as liquidity, volatility and resilience.

Resilience Ability of a market to function in an efficient, liquid and orderly man-
ner at times of great price uncertainty and market stress.

SEC Securities and Exchange Commission. A major regulator of financial mar-
kets in the USA.

Settlement Completion of a transaction by exchange of instrument and funds.
STP Straight-through processing: the capture of trade details directly from

frontoffice systems to backoffice. Completes automated processing of clearing
and settlement instructions without the need for rekeying or reformatting data.

Tipping Tendency for a system provider that has achieved a large market share to
move quickly to a (near) monopoly.

Transparency Ability of market participants to observe trade information in a
timely fashion.

Upstairs trading Special arrangement for handling (usually) block trades, possi-
bly involving less transparency.

Notes

1 There is now a range of work concerning aspects of electronic trading, as references
throughout this paper attest. There is also a considerable amount of work on the effect
of technology on market structures and on electronic finance more generally – e.g.
Allen, McAndrews and Strahan (2002), Bar (2001), Mishkin and Strahan (1999),
Claessens, Glaessner and Klingebiel (2000) and Sato and Hawkins (2001). 

2 Market microstructure literature studies the processes/outcomes of exchanging assets
under explicit trading rules – O’Hara (1995) provides a theoretical review; see also the
recent survey by Madhavan (2000b).

3 Financial systems are integral to the funding of capital accumulation, one of the
fundamental drivers of economic growth. Greater efficiency in infrastructure
mechanisms such as trading systems can reduce frictions in financial systems, helping
to bring savers and investors together more efficiently, thus aiding growth. Links
between the functioning of financial systems and growth are explored in Levine (1997)
and more recently, for example, in Leahy et al. (2001) with empirical analysis.

4 The last three out of the four stages characterized are similar to that of the traditional
‘structure/conduct/performance’ framework from industrial organization literature –
see, for example, the textbook by Carlton and Perloff (1999). The process indicated in
the flowchart and Box A may well be iterative, as welfare improvements stimulate
further innovation, and so on.

5 While these particular examples have been chosen to illustrate patterns of
developments, to a lesser or greater extent all financial markets have been influenced
by electronic trading developments. For example, Tsang (1999) reviews automation in
futures trading, where electronic trading has been well-established for some time.
Banks (2001, Chapter 4) describes electronic trading in a range of markets, with
particular focus on the role of the Internet.

6 The regulatory trigger was the SEC’s order-handling rules, implemented in January
1997. McAndrews and Stefanadis (2000) set out the regulatory and technological
developments that have affected the ECNs. Separately, a range of other electronic
trading systems offer a considerable variety of market architecture. For a further
discussion of the US experience, see Davis and Steil (2001, Chapter 8) and Domowitz
and Steil (2001b).
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7 See, for example, Cavaglia, Brightman and Aked (2000).
8 See, for example, The Economist (2001a, 2001b). A list of automated exchange

mergers and alliances over 1997–2000 is presented in Davis and Steil (2001, Table 7.2).
See also the discussion of stock exchange alliances in Gaa et al. (2001, p. 54).

9 In a typical telephone dealer market (e.g. that for UK government securities), customers
telephone orders to dealers who either are obliged to quote prices or do so on a ‘best
efforts’ basis. The dealers manage their inventory in an inter-dealer market, sometimes
intermediated by inter-dealer brokers and sometimes dealing directly with other
dealers.

10 The comparison of the UK equity and gilt markets found in Annex A of DMO (2000)
suggests that the average gilt market trade was approximately thirty times that in the
equity market. Differences between the characteristics of government bond and equity
markets are detailed in Gravelle (2002).

11 Claessens, Glaessner and Klingebiel (2001) give examples of platforms for trading in
bonds from a number of emerging economies, including Asian bonds, Latin American
bonds and Brady bonds. Bank of Japan (2001) notes that since mid-2000 a number of
bond trading systems have been established in Japan, but trading volumes are still low.

12 Fixed income markets are much less studied than are equity markets: Goodhart and
O’Hara (1997) noted that ‘the absence of much market microstructure analysis in
(government) bond markets is particularly surprising’, a comment echoed by Lyons
(1998) and Gravelle (2002). One recent study is Study Group on Fixed Income Markets
(2001).

13 Across the whole trade processing infrastructure, there are wider consolidation issues.
Notably, there is considerable scope for consolidation in clearing and settlement
procedures, progress on which may be related to exchange consolidation – see, e.g.,
Gaa et al. (2001).

14 Current pressures affecting consolidation in the financial sector as a whole, including
its patterns, causes and policy implications, are examined in the report by the Group of
Ten (2001), and in emerging economies by Hawkins and Mihaljek (2001). The effect of
technology and the Internet on fragmentation and consolidation in US equity markets
is explored in Madhavan (2000a).

15 Longer opening hours may also seem to be cheaper and more feasible – but in practice
longer (even 24-hour) trading sessions do not seem valued in wholesale markets.
Reasons may include a preference for a distinct end-of-day closing for risk
management procedures and, more fundamentally, lack of demand from customers and
the problems of thin markets.

16 Moreover, moving to different or additional systems is far from friction-free. For
example, at the most practical level it may involve extra screens, linkages and staff
training. While it is likely that such costs will progressively lessen, the point at which
they can be virtually ignored seems distant.

17 This section focuses on transparency in terms of the ability of market participants to
observe information about the trading process. As discussed in O’Hara (1995), there
are multiple dimensions to transparency. Consideration of it can be split into pre-trade
information on order sizes and quotes, and post-trade information on prices and
quantities of executed trades. Other considerations include the timeliness of the
information made available, which (a subset of) participants can observe certain
aspects, and pre- and post-trade anonymity (whether identities are revealed).

18 Madhavan (2000b) surveys results regarding transparency from theoretical, empirical
and experimental literature. Much of the work uses underlying models based on
asymmetric information – these consist of two classes of market participants, informed
traders with private information on future asset values and uninformed (liquidity
motivated) traders, and explore how these groups trade under different conditions. Such
models are mostly applicable to equity markets in which private information on assets
plays an important role. There is also a range of models based around inventory
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adjustment, consisting of dealers who attempt to restore their inventories to some
desired level by adjusting their quotes and trading behaviour. As discussed in Gravelle
(2002), these also fit closer with the structures typically seen in fixed income and
foreign exchange markets.

19 Such systems are a response to the above point, that in a transparent environment,
wholesale traders may well disguise these orders in some way to avoid giving away
information on their strategy which may lead to the market moving against them. The
pre-trade opaque class of systems in contrast actually allow traders to input their true
order preferences to the system with complete accuracy since the information is only
‘seen’ by the computer system. These systems aim to meet a demand for trading
without losing informational advantage.

20 Considering transparency more widely, other forms of information dissemination also
become more feasible as technology is integrated. For example, information on the
characteristics of numerous securities can be made available (as seen in the systems
implemented in several government bond markets) while transparency of processes,
such as order routing information, can also be offered. However, questions have been
raised (see D’Avolio, Gildor and Schleifer, 2001 and Ferguson, 2001) about the extent
to which the increased quantity of information enabled by technology is accompanied
by an increase in its quality.

21 Trading cost studies typically measure costs conditional on execution. There are also
costs arising from non-execution, which particularly affect the placement of limit
orders. There are also opportunity costs associated with any trading decision.

22 See, for example, the articles listed by Domowitz and Steil (2001a). Domowitz (2002)
claims ‘all things equal, average trading costs are lower by thirty-three to forty-six basis
points in markets which are largely automated’. Jiang, Tang and Law (2002) show that
the introduction of electronic trading in the Hong Kong futures market lowered bid–ask
spreads, even after allowing for changes in price volatility and trading volume.

23 In electronic systems, price is usually the first criterion, priority being accorded to the
highest bids and lowest offers. The most common secondary criterion is time, with
orders transacting on a ‘first come, first served’ basis. Other systems spread a new
matching bid pro rata over all the offers at that price. In some systems, market orders
may be given priority over limit orders, large orders over small orders, openly disclosed
orders over anonymous orders, or those from designated market-makers over those of
other traders. Another possibility would be for a system to trade off automatically price
versus credit risk in accepting bids. Domowitz (1993) provides a taxonomy of these
algorithms and describes those used by systems in the early 1990s.

24 For examples of market comments about electronic trading possibly degrading the
quality of prices, see Morris (2001) and McNee (2000).

25 There are other instances – not necessarily associated with electronic trading – where
prices in one market are largely determined by prices in another, possibly more liquid,
market. Examples include off-the-run bonds, whose price movements largely reflect
those of on-the-run bonds. In Japan, yields in the government bond market are largely
driven by developments in the more liquid futures market. Between the polar cases of
pure price making and price taking there are also systems that set the price within limits
of prices from a central market.

26 Conrad, Johnson and Wahil’s (2001) study of the US equity market finds that for
crossing networks average implicit cost is 0.23 per cent and explicit cost 0.07 per cent
compared with 0.54 per cent and 0.27 per cent respectively for full service brokers.

27 Characteristics of liquidity in markets are discussed in the policy context in BIS (2001)
and from a theoretical perspective in O’Hara (1995). There is discussion of the impact
of the Internet on equity market liquidity in Madhavan (2000a). Some evidence on
electronic trading and market resilience is discussed in CGFS (2001a,b).

28 Analogies can be made with other areas of e-finance, such as the difficulties and/or
high costs of Internet-only banks attracting funds; see de Young (2001).
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29 Clearly the enhanced possibilities for market access offered by electronic trading
themselves can garner liquidity. Electronic trading’s other effects on liquidity can come
via influence on fragmentation and consolidation and, connected to this, its influence in
allowing trades to be executed away from main markets, for example by internalization
of order flow. Lower trading costs in themselves also attract more trading.

30 For example, US SEC (1998); proposals by the Canadian Securities Administrators
(2000) concerning alternative trading systems – discussed in Boisvert and Gaa (2001);
discussions in the United Kingdom – see Financial Services Authority (2000) and
Wisbey (2000). This section highlights some key, underlying issues. Details about the
debates and the complexity of considerations can be found in the documents
referenced.

31 Three main categories of network bias are described by Bar (2001), as follows.
Information asymmetries are where the market is structured so some players have
better/earlier market-relevant information. Matching asymmetries are where market
clearing algorithms are programmed to favour some participants. Access asymmetries
are where different players have differential access to the telecommunications
infrastructure.

32 Several official speeches elaborate on these points, for example Crockett (2001) and
Greenspan (2000). 
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13 Monetary policy in a cashless society*

Cláudia Costa Storti and Paul De Grauwe

1 Introduction

Innovations in information technologies have improved the prospects for the advent
of a cashless society. Although it remains unclear whether the new information
technologies will drive out cash completely from the payments system in the fore-
seeable future, the prospects for such an outcome cannot be excluded either.1

In this paper we study the implications of a cashless society for the conduct of
monetary policies. We define a cashless society to have the following characteris-
tics. One is that there are no notes and coins in circulation issued by a central bank.
All the money used is issued by private financial institutions (banks and possibly
other firms). It is conceivable that the central bank continues to operate like other
banks issuing its own deposits that could be used as money in the same way as
other bank deposits are. However, in that case the central bank has no monopoly in
the issue of money. We will continue to assume that in a cashless society the unit of
account (e.g. one dollar, one euro) remains a national affair and is provided by the
state. Thus banks in the same country issue deposits, or other means of payments,
in the same national unit of account.2 As we will argue, this will require the state to
exert some prudential supervision over the institutions that issue money.

We will analyse monetary policies in a cashless society in two steps. In a first
step we study the following problem: is it possible that the private issue of money
will lead to an unstable price level? In other words will there be a mechanism that
ties down the price level and prevents systematic inflation? This problem has been
called the price indeterminacy problem. We analyse it in Section 2. 

In the second step we study what the role will be of the central bank (if any) in
a cashless society. In particular, we will analyse whether and how the central bank
can be transformed so that it can maintain price stability in a cashless society.

2 The problem of price indeterminacy

The problem of price indeterminacy has been analysed extensively by econo-
mists. One of the earliest writers on this issue was Irvin Fisher (1896). Later
Patinkin (1965) and Fama (1980) added important insights. 

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



The classical view of the indeterminacy of the price level can be formulated in
a simplified way as follows.3 We start from the demand and the supply of money. 

The demand for money can be specified as 

P L(Y,r) (1)

where P is the price level, L is the real demand for money, which itself is a func-
tion of output, Y, and the nominal interest rate, r. Note that we assume that the
demand for money is homogeneous of degree one. This also implies that agents
are free of money illusion. 

The supply of money is M. The mechanism by which the supply of money is
generated will turn out to be of crucial importance. 

Money market equilibrium is achieved when the demand equals the supply, i.e.

M = P L(Y,r) (2)

or

= L(Y,r) (3)

This very simple equation describing monetary equilibrium can be used to illus-
trate the potential for price indeterminacy. The right-hand side of the equation
represents the real demand for money. It is the result of what happens in the ‘real’
economy, i.e. transactions in the markets for goods and services lead to a demand
for money balances. Note the importance of the absence of money illusion: agents
do not care whether additional money desires are realized by increases in the
money stock or declines in the price level. 

The left-hand side of (3) is the real supply of money. We can immediately
establish the following basic result: for any given real demand for money there are
infinitely many combinations of money stock and price levels that will do the job
of bringing about money market equilibrium. 

The root of the indeterminacy problem can also be formulated more generally.4

Private agents that do not suffer money illusion, care only about relative prices.
They do not care about nominal variables such as the price level, or the nominal
money stock. If there is nobody else in the system who cares about nominal vari-
ables, the latter will not be determinate. They can take any value. It is important,
therefore, that some institution exists that will take the responsibility to fix nomi-
nal variables. In a cash society this responsibility is assumed by the central bank.
We analyse how modern central banks do this in the next section.

2.1 The money supply in a cash society

In present-day economies money consists of both currency and bank deposits.
There is a consensus today that central banks have the capacity to control the
price level in two ways.5 One approach consists in controlling the money supply.
This approach has been advocated by the monetarist school and has led a number

M
P

242 Cláudia Costa Storti and Paul De Grauwe



of central banks to implement money supply targeting procedures. The best
known example was the German Bundesbank.6 This approach has encountered a
number of practical problems, however, that have led some central banks to drop
it (e.g. the US Federal Reserve, the Bank of England). Today few central banks
rely on this. The only noteworthy exception is the ECB (although it does not like
to use the term ‘money supply targeting’). 

A second approach has found increasing reliance among central bankers. This
consists in following a Taylor-type rule whereby the central bank adjusts the
short-term interest rate in response to movements in expected inflation and the
state of economic activity (most often measured by the output gap). This rule typ-
ically implies that when expected inflation increases, the central bank raises the
nominal interest rate sufficiently to generate an increase in the real interest rate.
This in turn helps to reduce inflationary pressures. There is now increasing evi-
dence that this is what most central banks do in one way or the other (see Taylor,
1993 and Clarida, Gali and Gertler, 1997).7 The empirical evidence also indicates
that most central banks following this procedure have been quite successful in
keeping inflation low. 

From the preceding discussion one can conclude the following. Central
banks in a cash society have the tools to solve the price indeterminacy problem.
They can either control the money stock, which will then tie down the price
level, or they can try to control the rate of change of the price level, thereby
avoiding the indeterminacy problem. In a cash society there is a ‘guardian’ who
cares about nominal variables and who has the tools to control these nominal
variables. 

2.2 The money supply in a pure cashless economy

We now analyse the issue of whether in a cashless society there exists a similar
mechanism that makes it possible to fix the price level. As will be remembered,
we define a cashless society to be a regime in which currency issued by the cen-
tral bank has ceased to exist. All the money is private money issued by banks in
the form of deposits, or some fancier e-money issued by institutions that are not
necessarily banks. We call the cashless regime pure because we will assume here
that the central bank does not impose reserve requirements. In such a pure cash-
less society, banks and other institutions issuing money do not hold reserves at the
central bank. (We will come back to this issue and ask the question what differ-
ence it makes when the central bank would impose minimum reserve
requirements on issuers.)

The problem of the indeterminacy of the price level was analysed by classical
economists. They analysed the issue of whether a monetary regime based on pri-
vate bank money (deposits) would be capable of stabilizing the price level. The
consensus view was that this was not the case.8

Let us analyse the situation of a country where the only form of money is demand
deposits issued by private banks. Currency has disappeared from circulation and
there is no central bank issuing money. In order to analyse such a monetary
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regime it is useful to start from the banks’ balance sheet:

A
t

= M
t

(4)

where A
t

is the value of the portfolio of financial assets held by the banks in
period t and M

t
is the value of the deposits issued by the banks in period t. It is

assumed that deposits are the only means of payments in the economy. This bal-
ance sheet makes very clear that the process by which money is created is linked
to the process by which credit is created. We can now develop the fundamental
theorem of indeterminacy of the price level in a cashless economy. First divide (4)
by the price level P

t
and combine with (3):

= = L(Y
t
,r

t
) (5)

It follows that the price indeterminacy can be eliminated if A
t
, the portfolio of

assets, can be pinned down. But can it? The answer is that in a cashless economy
it cannot. In order to see this, let us take the easy case first, i.e. the banks’ portfo-
lio of assets consists of shares:

A
t
= S

t
Q

t
(6)

where Q
t
is the number of shares held in the banks’ portfolio at time t and S

t
is the

market price of shares at time t. We now can use the standard theory about how
the price of shares is determined. This theory says that the price of a share today
is equal to the present value of the future dividend stream, i.e.

S
t

= ( )i
E

t
d

t+i
(7)

where E
t
is the expected value operator and d

t+i
is the dividend in period t+i. 

These future dividends are influenced by many variables. One prominent vari-
able is the money stock. The higher the money stock the higher will be the value of
these future dividends. The reason is that with a higher money stock nominal val-
ues (prices) increase, including the nominal value of dividends. Thus we can write:

d
t
= f(M

t
) (8)

i.e. the nominal value of dividends is a (positive) function of the money stock.
When the money stock increases, the nominal value of dividends also increases.
Substituting (8) into (7) and (7) into (6) yields:

A
t
= � ( )i

E
t

f(M
t+i

) �Q
t

(9)

We conclude that the value of the banks’ assets depends on the expected future
deposits (money stock). Since the bank balance sheet constraint implies A

t
= M

t
,

we have that 

1
1 + r

∞

�
i = 1

1
1 + r

∞

�
i = 1

M
t

P
t

A
t

P
t
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M
t

= � ( )i
E

t
f(M

t+i
) �Q

t
(10)

It follows that the stock of deposits (money) today depends on the expected future
stock of deposits (money). Any expectation about the future level of deposits
(money) is validated. 

The mechanism underlying this self-fulfilling expectations process can be
described as follows. If agents expect higher dividends in the future, this raises
share prices today and thus the value of the banks’ assets today. This in turn
increases the value of the banks’ deposits. Since deposits perform the role of
money, the higher money stock validates a higher future dividend stream. The
money stock can take on any value depending on the agents’ expectations about
future dividend streams. Nothing will tie down the money stock in this system.
Using equation (5) we can also conclude that the price level is indeterminate. 

This feature of the banking system creates a potential for inflation both in
share prices and in the general price level. Because of their self-fulfilling charac-
ter, expectations can also lead to speculative bubbles in the stock prices. This is
also the reason why in many countries banks have been forbidden to hold shares
in their portfolio. 

Restricting the types of assets that banks can hold in their portfolio to fixed
interest securities (e.g. bonds, mortgages) eliminates an important source of price
indeterminacy. Assume that banks would only hold bonds in their portfolio. We
now redefine S

t
in equation (6) to be the price of bonds and Q

t
the quantity of

bonds held by the banks. The price of bonds to be repaid in period T can be writ-
ten as 

S
t

= ( )i
+ (11)

where c is the fixed coupon of the bond and K is the face value of the bond. Since
c and K are fixed numbers the only uncertainty arises from changes in the interest
rate used in computing the present value and the default risk. In contrast to the
pricing of stocks, there is no expectations mechanism that can lead to self-fulfilling
behaviour of the price of bonds. Instead there is a strong mean reversion process
underlying the bond prices, i.e. as we come closer to time T when the bond
matures, the bond price must return to its face value. Thus in this case, S

t
is tied

down, and so is A
t
. Does this mean that the price indeterminacy problem can be

eliminated by imposing a condition that banks can only hold fixed interest secu-
rities in their portfolio? The answer is negative. To see why we also have to
analyse the link between the money stock and Q

t
(the number of securities in the

banks’ portfolio).
There are other mechanisms linking the money stock to the banks’ assets.

One such mechanism goes from money to Q
t
, the amount of bank assets (loans).

It can be described as follows. When the money stock increases this stimulates
economic activity. As a result firms will want to borrow more and issue more

K
(1 + r)T

c
1 + r

T

�
i = 1

1
1 + r

∞

�
i = 1
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bonds (or other fixed return securities). There will also be a higher (transactions)
demand for money. It follows that the balance sheet of the banks will increase,
i.e. banks will accumulate more bonds and issue more deposits. Q

t
increases. 

A second mechanism recognizes that bank loans are often extended based
on adequate collateral. The example is mortgage loans. This provides a link
between the money stock and the value of the collateral, in this case the value
of real estate. When the money stock increases this will lead to higher asset
prices, including higher real estate prices. These higher real estate prices then
increase the value of the collateral, which in turn increases the value of new
loans. Again a higher money stock leads to an increase in the value of the
banks’ assets. 

We conclude that although the prices of fixed interest securities (including
mortgage loans) are tied down there exist other mechanisms that lead to an inde-
terminacy of the value of the banks’ assets and thus of the price level. This
mechanism is especially relevant with respect to mortgage loans. Time and again,
banks have been willing to increase their portfolio of mortgage loans in response
to higher real estate prices. These higher real estate prices, however, have often
been caused by excessive money creation. This has often led to bank crises and
collapses. In the absence of a central bank this feature of private banking could go
on unchecked. 

2.3 Conclusion

We have shown that in a monetary system where all money is provided by private
institutions there is a potential for price indeterminacy and inflation. In other
words a monetary system without an outside ‘guardian’ who cares about nominal
variables will find it difficult to avoid the problem of price indeterminacy. The
question, therefore, becomes the following. Can the central bank in a future cash-
less society (assuming that central banks will continue to exist) assume its present
role of stabilizing the price level? And if so, how?

We analyse these questions in the next sections. In Section 3 we assume that
the central bank does not impose legal reserve requirements. As will be remem-
bered, we call such a system a pure cashless society. In Section 4, we allow for the
possibility that the central bank would impose legal reserve requirements on pri-
vate banks issuing deposits, and on all other institutions that provide new forms of
money (e-money, Internet money, etc.). Many central banks do this today,
although for reasons that are not always related to monetary control.9 It is con-
ceivable, even probable, that central banks will want to continue to use reserve
requirements. 

A final point should be stressed here. We mentioned earlier that in a cashless
society the central bank or another official institution is likely to exert powers of
supervision on those institutions that issue private money. In Section 4 we will
also study the issue of how this supervisory function can be strengthened so as to
maintain monetary and price stability in a cashless society. 
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3 The central bank in a pure cashless society

In the previous section we came to the conclusion that a private system of money
supply faces the problem that the price level cannot easily be controlled. This
raises the issue of how the price level and the rate of inflation can be controlled in
a cashless society. In order to analyse this question we study the role of the central
bank in such a system. 

From the outset it should be stressed that in a cashless society the central bank
will have lost the largest part of its seigniorage revenue because it has lost its
monopoly position in the creation of cash, including settlement balances (i.e.
bank deposits held with the central bank to be used for the settlement of pay-
ments).10 Boeschoten and Hebbink (1996) have calculated that the effect of this
loss on central bank balance sheets is likely to be large, depending upon the
capacity of e-money to substitute for traditional money. 

According to these authors, seigniorage revenues largely exceed central bank
operating expenses, being an important source of profit for central banks (see
Table 13.1). Considering only that prepaid cards would eliminate all banknote
denominations up to US$25, seigniorage revenue would diminish between 0.05
per cent and 0.16 per cent of GDP, in different G-10 countries. If all segniorage
revenue would be abolished, as we are assuming here, an important source of rev-
enue would disappear and central banks would certainly have to find alternative
financing sources.
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Table 13.1 Comparison of seigniorage and central bank expenses (1994) (% of GDP)

Country Seigniorage* Central bank Seigniorage reduction
operating (Eliminate all banknote
expenses denominations up to US$25†)

Belgium 0.44 0.17 0.05

Canada 0.31 0.03 0.15

France 0.28 0.13 0.08

Germany 0.52 0.07 0.06

Italy 0.65 0.06 0.05

Japan 0.42 0.06 0.01

Netherlands 0.46 0.06 0.06

Sweden 0.48 0.04 0.10

Switzerland 0.45 0.05 0.05

UK 0.28 0.03 0.14

United States 0.43 0.03 0.14

Source: Boeschoten, W.C. and Hebbink, G.E. (May 1996).
Notes:
* Seigniorage is roughly estimated by multiplying notes and coin outstanding by the long-term rate

of interest on government securities.
† Or the equivalent amount in domestic currency.



This immediately raises the issue what the relation of the central bank will be with
the government. In a first step we will assume that the central bank is completely
independent from the government and will not be subsidized by that government.
This also implies that the central bank, like any other bank, cannot make losses in
a sustained way. In this context we analyse whether the central bank can use its
traditional instruments of monetary policy in a cashless society. We will first
study the question of whether the central bank can use open market policies
(Section 3.1). In the following section we analyse the issue of whether the central
bank can control the short-term interest rate in a cashless society (Section 3.2). 

In a second step we will analyse the question of whether the central bank can
maintain its status of political independence once it has lost its seigniorage. We
will study the new relations between the central bank and the Treasury in a cash-
less society that arises from this loss of seigniorage. As will be seen, the need to
redefine the relation between the central bank and the government in a cashless
society follows not only because of the loss of seigniorage but also because the
central bank cannot use its traditional instruments of monetary policy without
some government support. We will analyse the nature of this support. 

3.1 Can the central bank use traditional monetary policy instruments in a
cashless society without government support?

The control over the short-term interest rate is crucial in the monetary policies of
modern central banks. Even if the latter aims at targeting the money stock, the
operational way to achieve the target consists in changing the interest rate that is
applied in open market operations and in bank advances. The central bank can
also be guided by the new approach to monetary policy, which stresses that the
central bank should aim at the inflation rate directly (e.g. in the context of a
Taylor-type rule). In this approach the central bank uses the short-term interest
rate in response to increases (decreases) in expected inflation rates. Thus, what-
ever the approach taken by the central bank, the capacity to control the short-term
interest rate is of overriding importance. The question then is whether the central
bank will be able to control the nominal interest rate in a cashless society. In this
section we analyse how the central bank can influence the short-term interest rate
using the system of standing facilities and open market operations. 

The system of standing facilities is used by many central banks, including the
Eurosystem. We first analyse its working in the present cash system, and then go into
the question of whether this system can continue to function in a cashless society. 

The basic functioning of a system of standing facilities is represented in Figure
13.1. This shows the demand (D) and supply (S) of liquid funds (overnight funds)
by commercial banks. The central bank sets its deposit rate at DR and its lending
rate at LR. These official rates work as floors and ceilings within which the
overnight rate (OR) will be located. A shift in the demand curve, say to D', forces
the central bank to intervene and to supply liquidity. The supply curve becomes
perfectly elastic when the overnight rate reaches LR. At that point the central bank
is willing to supply unlimited amounts of overnight funds. 
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To make this point clearer, consider the mechanics of borrowing at the central
bank. When today a bank borrows at the central bank at the announced rate LR,
the central bank has no limit in the amount it can lend, for the simple reason that
it creates bank reserves ‘by a stroke of the pen’. That is, the ultimate means of
payments are the liabilities of the central bank. As a result, there is in principle no
constraint on the amount the central bank can provide in a lending operation.11

Surely, when the central bank lends to commercial banks, it will demand collat-
eral, but all this means is that the constraint is on the borrowing institution. The
central banker, however, can face any demand of liquidity originating from the
banking sector. 

The central bank can raise (or lower) LR and DR. This shifts the band upwards
(or downwards) forcing the overnight rate to increase. In principle, very little
actual intervention in the market will be necessary, because market participants
know the commitment and the unlimited capacity of the central bank to intervene
at the margin. As a result, when the central bank shifts the band the overnight rate
will typically settle within the new band, without the need to intervene in the mar-
ket.12 Can this system continue to function in a cashless society? In order to
answer this question we continue to assume that the central bank in the future
cashless society is independent from the government and that it cannot draw on
the state’s resources. 
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Figure 13.1 The market for overnight balances.



Two things that are important for the operation of the standing facility will
have changed in a cashless society. First, as stressed earlier, the central bank’s lia-
bilities will not be used as cash and as settlement balances any more. Second, the
relative size of the central bank balance sheet in a cashless society will have
shrunk considerably. Let us develop this last point further. When we will have
moved to the point where currency and bank reserves have disappeared, the size
of the central bank’s balance sheet in comparison with the size of the balance
sheets of commercial banks will have declined sharply. To give some perspective,
Table 13.2 presents the size of the balance sheet of the Eurosystem (ECB +
national central banks in Euroland) and compares this with the size of the balance
sheets of the financial institutions (MFIs). It can be seen that today (May 2000)
the balance sheet of the Eurosystem represents 8.9 per cent of the consolidated
balance sheets of the banking sector in Euroland. This is still a respectable size.
When compared to the balance sheet of individual MFIs, the central bank is in
most countries still the largest player in the market. 

However, it is to be expected that the relative size of the Eurosystem will con-
tinue to decline as the use of currency and bank reserves declines. Today these
two items represent more than 70 per cent of the total balance sheet of the
Eurosystem. There is thus a huge potential for further shrinking of the
Eurosystem as a result of the gradual decline in the use of currency and bank
reserves. At the same time the financial sector is likely to continue its strong
expansion. The last few years it has expanded at rates close to 10 per cent a year.
Thus, when we reach the cashless society, the central bank is likely to be much
smaller than today. It could become significantly smaller than the big players in
the financial markets. 

The small size of the central bank in a future cashless society together with the
loss of its monopoly position in the supply of cash and of settlement balances has
important implications for the operation of standing facilities in a cashless soci-
ety. Consider again a borrowing operation by a commercial bank. The central
bank will not be able then to provide the demanded liquidity by ‘a stroke of the
pen’, because its liabilities will not be the ultimate means of payments anymore
(cash and settlement balances). Instead, the central bank will have to go to the
market and borrow liquid funds itself, which it will then lend out to the commer-
cial bank. This also implies that the central bank will have to provide collateral. If
the borrowing banks are large relative to the central bank, the latter will not have
sufficient collateral to make the operation possible. Instead of being an institution
that does not face a constraint on its capacity to create liquidity, the central bank
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Table 13.2 Consolidated balance sheets of the Eurosystem and of the MFIs in Euroland
(May 2000) in billion euros

Eurosystem MFIs Eurosystem/MFIs

1,082.2 12,135.1 8.9%

Source: ECB, Monthly Bulletin, July 2000.



in a cashless society will face the rigours of the market. As a small player in that
market it will have great difficulties lending the amount of liquidity that big play-
ers will occasionally demand. Thus, the loss of monopoly power in the provision
of liquidity combined with the small size will make it hard for the central bank to
control the short-term interest rates. 

The previous analysis can be made more precise by referring to Figure 13.1.
The horizontal lines (floors and ceilings) can be interpreted as infinitely elastic
supplies of deposits and loans by the central bank. Take the perfectly elastic sup-
ply of loans (the ceiling). This perfect elasticity arises from the fact that the
central bank today can supply the loans at the given loan rate LR in unlimited
amounts because its liabilities are the ultimate means of payments. In a cashless
society where the central bank will have ‘to go to the market’ in order to raise the
liquidity it wants to lend, the supply of loans curve will not be horizontal any-
more. We show this in Figure 13.2. 

Suppose as before that there is a shift in the demand for liquid funds. As a
result at the rate LR there is excess demand equal to AB. The central bank wish-
ing to prevent the short-term interest rate from exceeding LR would have to
borrow at market conditions (given by LE, the equilibrium rate, corresponding to
the intersection of the D'- and S-lines) and lend the funds to the commercial banks
at the rate LR. This would lead to losses for the central bank and profits for the
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Figure 13.2 The market for overnight balances in a cashless society.
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commercial banks. In addition, and more importantly, it would create arbitrage
opportunities for the commercial banks that would have a strong incentive to bor-
row cheaply from the central bank and to lend the funds back to the same central
bank. This would lead to unsustainable large losses for the central bank. Without
an external support the central bank cannot credibly set up a standing facility in a
cashless society. This conclusion is reinforced by the fact that the central bank
will have relatively small size. It will, therefore, be impossible for the central bank
to keep the short-term interest rate between a horizontal band as in Figure 13.1.
All this leads to the conclusion that in a cashless society where the central bank’s
liabilities are not the ultimate means of payment any more, the central bank will
have lost its capacity to regulate the short-term interest rate. Since agents know
this the commitment of the central bank to intervene in the overnight market and
to be the residual supplier and demander at fixed rates will have no credibility.13

The previous analysis about standing facilities can easily be extended to open
market operations. The latter will be ineffective in controlling the interest rate for
the same reason as in the case of standing facilities. Consider an open market pur-
chase by the central bank. This means that the latter offers to buy Treasury
securities held by commercial banks at a price above the market price, so that
these are willing to sell the securities to the central bank. As argued earlier, in a
cashless society the central bank deposits acquired by the commercial banks are
just regular bank deposits. The commercial banks are unlikely to be willing to
hold the full amount of these deposits in their asset portfolio. The largest part will
be presented for conversion at the central bank, through the private payments sys-
tem. The central bank will have to liquidate an equivalent amount of assets
(Treasury securities). As a result, the initial increase in the assets and liabilities of
the central bank is eliminated. The central bank cannot expand the amount of liq-
uidity in the system, except to the extent that other banks are willing to hold the
liabilities of the central bank. 

It is worth noting that the situation of the central bank in a cashless society is
very much comparable to the situation of a central bank of a small country on a
fixed exchange rate and perfect capital mobility. Any attempt by this central bank
to independently raise the domestic money stock by open market operations
would lead to an outflow of reserves, which forces the central bank to bring the
money base back to its initial level. 

3.2 The central bank and the Treasury in a cashless society

In the previous sections we argued that the central bank in a cashless society will
have few instruments available to fulfil its mandate of maintaining price stability.
In deriving this conclusion we assumed that the central bank stands alone and
cannot draw on the resources of the government. In this section we relax this
assumption. We ask the question of how the relationship between the central bank
and the Treasury will have to be redefined to allow the central bank to fulfil its
mandate for price stability. 

Let us consider the case in which the central bank can draw on the resources of
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the state in a cashless society, i.e. the losses that the central bank incurs are borne
by the Treasury. Will this be sufficient to allow the central bank to regain its con-
trol over the short-term interest rate? In recent contributions, Goodhart (2000)
and Woodford (2000) have claimed that this would be the case. 

Goodhart (2000) has made the point that the central bank will maintain its
capacity to control the short-term interest rate because it is not a profit maximiz-
ing institution, and it is capable of drawing on the resources of the state. As a
result it can set the interest rate at a different level from the market rate, knowing
that the ensuing losses it incurs will be covered by the Treasury. This gives the
central bank the power to move the interest rate in the market. 

This reasoning can be criticized on the following grounds. In a society where
central banks do not impose minimum reserve requirements, as we are assuming
here,14 deposits held at the central bank for operational reasons tend to be resid-
ual.15 In a cashless society where central banks do not have any specific role in the
monetary process any more, there is no apparent reason for banks to hold reserves
at the central bank. 

Thus, when the central bank sets the loan rate LR (as in Figure 13.2), this
means that it will have to borrow the funds itself in the market at the rate LE in
order to lend them back at the lower ceiling rate LR. As argued earlier, this will
set in motion profitable arbitrage by banks whereby the latter borrow cheaply
from the central bank and lend the same funds dearly in the market. The counter-
part of this arbitrage are the losses of the central bank. The fact that the central
bank now has at its disposal the resources of the state will only make the size of
these arbitrage activities larger, without creating added liquidity. As a result, the
equilibrium rate remains in LE.16 If the willingness of the Treasury to bear the
losses of the central bank is unlimited, so will the profits of the banks be unlim-
ited. This is clearly unsustainable. We conclude that the willingness of the
Treasury to bear the losses of the central bank does not increase infinitely the
power of the central bank to set the interest rate. The crucial reason is that the cen-
tral bank has lost its seigniorage and the power to create the ultimate means of
payments (cash and settlement balances). As a result, it cannot affect the amount
of liquidity in the system.

A similar conclusion holds as far as the use of open market operations is con-
cerned. Consider again an open market purchase by the central bank in a cashless
society. In order to convince commercial banks to sell their Treasury bills the cen-
tral bank must offer favourable terms, i.e. a premium above the market price. This
will be a source of losses for the central bank.17 The government, however, will
foot the bill, but this will not help the central bank to control the stock of liquidity
in the system. As argued earlier, the commercial banks that, after the open market
operation, have acquired a deposit issued by the central bank will mostly not want
to keep these in their books. As a result, these deposits will be presented to the
central bank for conversion forcing the latter to liquidate its stock of earning
assets, i.e. the Treasury securities it has bought in the first place. The fact that the
central bank does not face a profit constraint is irrelevant. What is relevant here is
that in a cashless society, the central bank faces the same constraints as the other
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banks, i.e. it cannot overextend its loans. If it does, it faces deposit withdrawals
forcing it to liquidate assets. 

In order for the central bank in a cashless society to be able to control the inter-
est rate and the amount of liquidity, one needs more than a commitment by the
Treasury to cover the losses of the central bank. In addition, the Treasury must be
willing to supply potentially large amounts of risk-free securities (bonds) to the
central bank. There are two reasons why this is necessary. First, large holdings of
Treasury securities by the central bank would make the central bank a big player
in the financial markets. Put differently, the shrinking balance sheet of the central
bank on the road to a cashless society would be ‘blown up’ by Treasury securities. 

Second, and most importantly, the capacity of the central bank to obtain
Treasury securities is essential to allow it to use its traditional instruments of
monetary control in a cashless society. Take the standing facilities. We have seen
that in a cashless society the central bank must borrow funds in the market when
it faces a demand for loans at the loan rate LR. In order to do so, it has to provide
collateral. This collateral can only come from Treasury securities it is holding, or
that it can obtain from the Treasury. In addition, by supplying new Treasury secu-
rities in the market, the central bank is increasing the amount of liquidity in the
system, thereby affecting the interest rate. 

In a similar way, the central banks will have to be able to draw on a pool of
Treasury securities to sustain an open market purchase. This allows the central
bank to confront withdrawals after an open market purchase. Thus, in a sense, in a
cashless society, Treasury securities become the ultimate means of payments. By
being able to draw on an automatic credit line with the Treasury, the central bank
can effectively control the total amount of liquidity. 

There is a danger associated with this required transformation of the role of the
central bank in a cashless society. The danger is that the central bank becomes an
agent of the Treasury (i.e. the government), so that it loses its independence. We
have learned from the monetary history of the last centuries that central banks that
are dependent on political institutions often fail in stabilizing the price level. As a
result, many countries in the world have transformed their central banks into institu-
tions that are independent from the politicians. There is a large consensus today that
this transformation is beneficial and that it is necessary to maintain price stability. 

The paradox therefore is that the movement towards a cashless society may in
fact increase the power of the state on monetary affairs again. Thus, the challenge
becomes how to devise institutions that will give the means to the central bank to
play its role in stabilizing the price level, without increasing the intrusion of
politicians.18 Certainly such institutional changes are possible. They will require
some creative thinking, however. 

4 A new role for the central bank in a cashless society

In the previous section we argued that the central bank will lose both its tradi-
tional instruments of monetary policy and the largest part of its revenues in a
cashless society. It therefore risks becoming very much dependent on the
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Treasury, both as a means to strengthen the use of its traditional instruments of
policy and as a means of obtaining revenue. 

There is, however, another avenue for the central bank (or more broadly the
monetary authorities). This consists in strengthening the supervisory role of the
monetary authorities. (Note that we abstract here from the fact that in some coun-
tries supervision is done by an institution other than the central bank. In the
present context we will assume that the central bank is also the supervisor.)

At the core of the central banks’ responsibility in a cashless society will be
supervision of the money-issuing institutions. By supervision we mean the con-
trol of any activity which might interfere with monetary variables or with the
sound functioning of the monetary system. In a cashless society this supervision
should be strengthened in two directions. 

First, the central bank will have to expand its supervisory control of any money
issuance, independently of its type or origin. It will then be possible to implement
a system where the central bank certifies the quality of the issue of private money.
This will apply to both traditional private money (such as bank deposits) to new
forms of money such as e-money. In such a system, if a firm has enough assets,
which allow for money issuing, the central bank will ‘print’ its ‘logo’ on this
money, assuring the underlying quality of the asset. The central bank will there-
fore perform a rating activity, which will give legal tender characteristics to
private money, including e-money. 

Second, the central bank as a supervisor should not only use microeconomic
criteria to certify the quality of the money-issuing institution. In a cashless society
it should also use macroeconomic criteria to guarantee the quality of the money
issue, including e-money. The use of macroeconomic criteria will be crucial pre-
cisely because the central bank will have lost most of its traditional instruments to
influence macroeconomic variables such as the money stock and the interest rate.
Using macroeconomic criteria in the supervision will then substitute for the lack
of direct control over macroeconomic conditions in a cashless society. 

Let us give an example to make this point clear. Consider the quality of mort-
gage loans. In a traditional microeconomic approach to supervision, the central
bank (or the institution responsible for supervision) evaluates the quality of the
banks’ loan portfolio by analysing the structure of the bank’s balance sheet, the
amount of equity issued, the value of the collateral, etc. The macroeconomic envi-
ronment in which these loans are issued usually does not play an important role.19

The use of macroeconomic indicators to evaluate the quality of the loan portfolio
would include an analysis of the degree of asset inflation in the housing market,
the risk associated with interest rate movements, the state of the business cycle.
When these macroeconomic indicators point towards overheating, and thus to a
risk of asset inflation, the supervisor could strengthen the criteria for providing its
positive rating. For example, during a boom in economic activity, the supervisor
could raise the capital adequacy ratio, or alternatively it could increase the collat-
eral banks are required to use in extending loans. During a recession the
supervisor could then lower the capital adequacy ratio and/or lower the required
collateral for extending bank loans. Used in such a way, supervision could in fact
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become an instrument to affect macroeconomic conditions in a counter-cyclical
way. Such a counter-cyclical supervision would give the monetary authority an
instrument to stabilize the price level in an environment where it has lost many of
its traditional monetary policy instruments. 

In this expanded role for supervision the use of legal reserve requirements will
be of great importance. It will have to be applied to non-traditional types of
money, such as e-money. In practice this means that a certain percentage of ‘high
quality’ e-money should be deposited at the central bank. This would not neces-
sarily make supervised firms less competitive. It would depend upon the
remuneration rate attached to these deposits. By remunerating deposits with an
interest rate below but close to the market rate, the central banks can make sure
that the losses of competitiveness of the money-issuing institutions are limited.
The price these institutions would have to pay in the form of a somewhat lower
return on short-term assets than the market return could be considered to be the
price to pay for a permanent and updated rating service.

Legal reserve requirements can also be used as an instrument of control of the
supply of money, including e-money. One should be aware, however, that as an
instrument of monetary control, legal reserve requirements have such a large
impact, that they have to be used very carefully. Consequently, their flexibility is
quite limited, especially in the absence of the other traditional instruments of
monetary control. 

It is useful to look at the present-day use of legal reserve requirements. Table
13.3 shows the recent use of reserve requirements in a number of industrial coun-
tries and in Euroland. It can be seen that reserves are very small. 

In Germany, it used to be more important, but since the start of EMU, the
importance of reserve requirements in that country has declined. In 1997, the
Dutch Central Bank used reserve requirements primarily for liquidity manage-
ment functions. In order to maximize the flexibility of the requirements,
authorities flexibly adjusted the level of the ratio and the length of the mainte-
nance period in order to meet the changing profile of the autonomous creation of
liquidity. However, subsequently, this policy was slowly substituted by more market-
oriented instruments.20

In the Eurosystem, the reserve base includes ‘deposits’, ‘debt securities issued’
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Table 13.3 Reserve deposits held at the central banks as a share of total bank liabilities
(year average of end-month observations, in percentages)

1980 1985 1988 1991

United States 1.6 0.8 1.0 0.6

Japan 1.6 1.1 1.0 1.0

Switzerland 4.0 3.1 1.7 0.7

UK 0.3 0.1 0.1 0.1

Germany 7.2 5.5 5.5 0.1

Source: Kasman, B. (1992) ‘A comparison of monetary policy operating procedures in six industrial
countries’, Federal Reserve of New York, vol. 17, no. 2, Summer



and ‘money market paper with maturities inferior to two years’. The minimum
reserve requirement ratio is only 2 per cent of reserve base. Thus, the use of legal
reserve requirement today is very limited. In order for reserve requirements to
become an effective instrument of monetary control, they would have to be
expanded significantly, so that they could be used both as an instrument of mone-
tary contraction and of monetary expansion. With reserve requirements of 1 to 2 per
cent of the reserve base, significant relaxation of monetary policies are impossible. 

It is quite unlikely that in a cashless society, which will also be characterized by
fierce competition and internationalization of the financial markets, the monetary
authorities of individual countries can significantly increases legal reserve require-
ments. As a result, their use as an instrument of monetary control will remain limited.

5 Conclusion

In this paper we have analysed how monetary policies will be affected in a cash-
less society. Our main conclusions are that the central bank will lose its traditional
instruments of monetary policy. Standing facilities and open market operations
will become ineffective as instruments to control the interest rate and the money
stock. This is problematic because in a cashless society where all the money is
privately supplied, there is no clear and reliable mechanism that ties down the
price level. 

We also argued that this leads to two possible avenues for the future role of the
central bank. In the first one the central bank becomes very dependent on the
Treasury, both as a means of obtaining revenues and as a way of maintaining
some effectiveness for its traditional instruments of monetary policies. This road
is not without dangers because it would imply a return to a system of political
dependence of the central banks.

Another avenue consists in redefining the role of the central bank. This consists
in strengthening the supervisory role of the monetary authority. This strengthening
would include the use of macroeconomic indicators in the control of the quality of
the loan portfolios of the money-issuing institutions. It would lead the central bank
(supervisor) to design its supervision in a counter-cyclical way. It also implies that
the supervision should be expanded to the issuers of e-money. 

Notes

1 Recently, strong doubts about the speedy disappearance of cash have been formulated
by Goodhart (2000) and Woodford (2000). In this paper we do not go into this
problem. We take the view that since the advent of a cashless society in the foreseeable
future cannot be excluded it is interesting to analyse its implications for monetary
policies.

2 This definition makes our cashless society very different from the free banking system
that has been analysed by, among others, Hayek (1978) and Klein (1974). In the free
banking system each bank issues its own currency and/or deposits with different units
of account. In such a system there is a free floating exchange rate between the different
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moneys even within the same country. It is conceivable that e-money would be of the
same kind, i.e. each issuer uses a different unit of account. We do not go into this
analysis here. 

3 For a more rigorous treatment see Patinkin, (1965). 
4 See Patinkin (1965) for a generalization. Patinkin’s generalization is based on

dichotomizing the economy. In equilibrium, demand and supply in the real sector of the
economy depend on relative prices only. This equilibrium is unaffected by the aggregate
price level and the money stock. The latter only matter for the equilibrium in the money
market. 

5 The fact that they have the capacity to do so does not mean that they always do. The
twentieth century is replete with histories of spectacular failures that have led to
hyperinflation. 

6 For an analysis see von Hagen (1999) and Neumann (1999). 
7 The latter authors find that this is what the Bundesbank was doing de facto. See also

Bernanke and Mihov (1997) and Clarida and Gertler (1996).
8 There are dissenting views, however. The most notorious one was formulated by Hayek

(1978). See also Klein (1974). These authors analysed the problem in the context of free
banking, i.e. a system in which each deposit-issuing institution creates its own unit of
account. Here we consider a system in which the unit of account is a collective good
supplied by the state.

9 The ECB’s minimum reserve system has as two main functions: ‘] … [ stabilization of
money market interest rates] … [’ and ‘] … [creation or enlargement of a structural
liquidity shortage] … [’, according to ‘The Single Monetary Policy in Stage Three –
General Documentation on ESCB Monetary Policy Instruments and Procedures’, ECB,
September 1998.

10 This does not preclude that the central bank issues its own deposits that are used as
money. The central bank could then make money like any other private bank.

11 This is also the basis of the capacity of the central bank to be a lender of last resort. 
12 See Guthrie and Wright (2000), who analyse a model in which the announcement of a

particular target rate is sufficient to stabilise the interest rate without any need for
intervention. The key for this result is the knowledge that the central bank has the
capacity for unlimited intervention. 

13 The reader will recognize that the problem of the central bank in a cashless society is
comparable with the problem of the central bank pegging a fixed exchange rate. In the
absence of sufficient reserves this commitment has low credibility and will be fragile.
It will often lead to speculative crises. We came to the same conclusion when we
discussed the use of open market operations in a cashless society. 

14 We drop this assumption in Section 4. 
15 According to Borio (1997), in countries such as the UK, where the reserve ratio was

very small (below 0.5 per cent), deposits tend to be very small (below 0.5 per cent of
the GDP), showing that even in a traditional money supply environment banks do not
hold deposits with operational goals, namely if they are not remunerated. 

16 Note that this is where the cashless society differs from the present monetary regime.
In the latter the lending by the central bank adds liquidity, and thereby affects the
equilibrium in the market. 

17 Note that this is also the case today in a cash society. The central bank must also offer
favourable terms. The losses it makes on open market operations are more than offset by
the large profits resulting from the fact that most of the liabilities of the central banks do
not pay interest (the seigniorage gain). The latter is absent in a cashless society.

18 The prediction made by Goodhart (2000) that the central bank would be the same
institution as today, but instead of making monopoly profits, would make (potentially)
large losses that would be covered by the state, is not very comforting. It is difficult to
see how an institution that year in year out must be subsidized by the government would
remain independent from the latter. 
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19 We do not want to imply that present-day supervisors do not use macroeconomic
analysis. Some undoubtedly do. We argue that in a cashless society this will have to be
done more systematically. 

20 See Borio (1997).
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All the major developed countries have created very different retail payment sys-
tems. These differences continue to exist, even though all countries have had
access to the same payment technologies during the past thirty years.

This paper argues that this is due to the presence of network externalities. The
resulting excess inertia may or may not be overcome, depending on the market
structure. A model is introduced to analyse the role of expected share of payment
technologies and of international or inter-regional linkages.

Application of the model suggests that the differences in payment systems will
persist. Given the current market structure, even new technologies, like mobile
payments, are likely to be implemented in different and incompatible ways by dif-
ferent countries. 

1 Significant and persisting differences between countries

The days when cash was the dominant way to settle transactions are long gone.
Non-cash instruments such as cheques, giro transfers and cards are widely used
alternatives. However, there are significant differences in the instrument mix
across countries. Figure 14.1 gives an overview of the mix of payment instru-
ments for eight major countries.

Three major differences stand out. First, the number of non-cash transactions
per person per year is very high in the USA (360) and very low in Italy (40), with
the other six countries at an intermediate level of around 150 to 175. Second, the
‘Anglo-Saxon countries’ and France rely on cheques, where the Benelux and
Germany use ACH/giro transfers; here Automated Clearing House (ACH) and
Giro represent technologies where a customer instructs his own bank to transfer
money, instead of giving a cheque to another person. Third, the Anglo-Saxon
countries use credit cards extensively, while France and the Benelux rely almost
exclusively on debit cards; Canada uses both, and Italy and Germany use neither.

In addition, there seems to be little convergence between countries. In the
USA rumours of the death of cheques are greatly exaggerated: the use of
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cheques keeps rising, and new electronic payment instruments may even
enhance their use – ‘more cheques are written to pay credit card bills, than are
replaced at the point of sale’ according to one estimate.2 Similarly, in continental
Europe credit card usage shows no intention of growing to Anglo-Saxon levels. 

In summary, there are large persisting differences in the usage of various pay-
ment instruments across countries. This paper aims to address the following two
questions: 

1 What causes these differences?
2 Are these differences likely to persist or disappear in the near to medium

future?

The answers to these questions are relevant for several reasons, which are listed
below.

1 Significant cost differences: In general, electronic instruments are estimated
to be 55 to 70 per cent cheaper than paper-based instruments. For example, the
social cost of a US cheque is estimated at $2.90 compared to $1.30 for an
ACH/Giro payment.3 According to one estimate, the USA would save $91 bil-
lion per year, or 1.25 per cent of GDP, if it would switch from cheques to
ACH/giro transfers.4 Even for countries that do not rely on cheques, the sav-
ings could be substantial: Norway could save 0.6 per cent of GDP if it were to
go from paper to electronic payments.5 Similarly, there are indications that the
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social costs of a credit card transaction are almost twice those of a debit card
payment: $0.88 and $0.47 respectively.6

2 Implications for competitive environment: While this paper examines the
potential impact of industry structure (essentially concentration) on the
choice of payment infrastructure, the reverse relationship is also relevant. For
example, credit cards can be (and are) easily issued by specialist players
(MBNA, Citi); debit cards, by contrast, have to be issued by the institution
that holds the basic salary account.7 Also, it has been argued that the giro sys-
tem, with its standing orders and direct debits, increases consumer switching
costs.8 Thus, taken together, the reliance on debit cards and giro systems (as
observed in many European countries) may well increase the grip of tradi-
tional banks on their customers. 

3 Likelihood of a single euro payment infrastructure: In just a few months,
much of Europe will switch to a single physical currency. This is not the same
as one payment infrastructure. Indeed, if the current differences persist,
cross-border payments will probably remain much more expensive than local
payments. 

4 Insight into standardization process: Finally, understanding the mechanism
of standardization in a multicountry context may lead to insights about the
likely adoption of future payment technologies. 

The remainder of this paper is structured as follows: Section 2 gives an overview
of the existing literature on usage of payment instruments. Section 3 introduces
the basic frameworks from the ‘network literature’. Section 4 describes a model to
apply these frameworks, while Sections 5 and 6 apply this model to resolve each
of the two question raised above. Finally Section 7 summarizes the findings and
implications. 

2 Traditional payment literature offers only partial explanation

There is of course a rich literature on the trade-off between holding cash and non-
cash money, starting with Baumol’s inventory model, where a consumer makes a
trade-off between the cost of a trip to the bank to get cash and foregone interest
revenue on cash.9

However, there are relatively few theoretical models that explain the choice of
various non-cash instruments. Given the many variables involved in these choices
they tend to focus on one aspect, such as cheque float, or the difference in process-
ing cost between credit cards and stored-value (smart) cards.10 However, these
models cannot be readily used to analyse or explain cross-country differences,
because they relate the choice of payment instrument to factors like transaction size,
inherent characteristics of the instrument, i.e. factors that are not obviously different
across countries. This is an important gap: any model that wants to explain differ-
ences across countries will have to look at country-specific factors, like regulation,
industry structure or just seemingly random events in a country’s development. This
paper aims to fill that gap. As such it tries to build on the work of the few authors

The dynamics of payment networks 263



that have sought to trace payment differences to country-specific factors. The most
relevant findings of these authors are discussed below. 

The comprehensive empirical survey of cross-country differences by
Humphrey, Pulley and Vesala (1996) concludes that country idiosyncrasies seem
to play a bigger role than factors like per capita income and crime rates. The
study analyses data on five instruments (cheques, credit cards, debit cards, paper
giro and electronic giro) over seven years and across ten countries.11

In their 2000 article, the same authors analyse ‘America’s love affair with
cheques’. In the best romantic tradition, this love affair appears to be both irra-
tional (i.e. socially costly) and persistent. Several explanation are offered: 

1 Perverse pricing: The writer of a cheque gets the benefits (primarily float),
while the recipient bears the cost. This argument is elaborated in Humphrey
and Berger (1991) and disputed by Wells (1996), who argues that the average
float has declined significantly, from $1.04 per cheque in 1987 to $0.09 in
1993, and is anyway insignificant for the average consumer cheque.12 A second
pricing perversity is the fact that few banks charge consumers per cheque.
However, research finds the impact of prices on consumer cheque use to be
limited.13 Finally Shy (2001) blames the subsidy of cheque clearing by the Fed.
Since the Fed only performs a very small part of cheque clearing, representing
in the order of $0.05 per cheque, this argument too remains unconvincing.14

2 Sunk investments in processing cheques: Two findings suggest that this
effect may be smaller than some authors assume. First, scale economies in
cheque processing are exhausted at fairly low volumes. Second, over the last
decade, studies have not found evidence of significant technological
change.15 Both findings suggest there has been little economic need to invest
in large-scale infrastructure for processing cheques.

3 Fragmentation and strong anti-trust regulation: Any individual bank has lit-
tle incentive to move to electronic transfers, while anti-trust regulation
complicates coordination among banks. This is a very likely explanation (it is
essentially the ‘network effect’ examined in the next section).

4 Convenience: As Alan Greenspan recently put it: ‘currency and to a large
degree cheques are currently perceived to offer significant advantages in pri-
vacy over electronic payment systems, (…). Perhaps an even more important
dimension influencing our behavior regarding money and payments is conve-
nience’.16 Several studies have confirmed that non-cash instruments are more
convenient for consumers for larger expenditures, while cash is more conve-
nient for small purchases.17 Again, these are very plausible and powerful
explanations, but by themselves they do not explain the differences. Why do
Americans find it more convenient to use cheques compared to consumers in
other countries?

To summarize, in spite of several interesting approaches, the significant differ-
ences can only be partially explained. It is quite plausible that regulation and
industry structure play an important role, but the specific relationship remains to
be explored.
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3 Network economics are very relevant in payment systems

Many payment systems exhibit what is popularly called ‘chicken and egg prob-
lems’. For example, consumers will only use a credit card if it is widely accepted,
and merchants will only accept the instrument if many consumers carry a card. In
economic literature this effect is called a network externality.18

Over the past fifteen years a wide body of literature has analysed these
effects.19 According to a 1996 survey: ‘the economics of compatibility have now
evolved into a well-recognized subfield of industrial organization. (…) The mech-
anisms which can lead to excess or insufficient standardization through product
design and/or adoption decisions are well-known’.20

In general it is found that network externalities can lead to strong increasing
returns, popularly known as ‘winner takes all’: once a standard reaches critical
mass, increased usage will increase its value, which further increases it market
share at the expense of competing standards. This in turn may cause ‘path
dependence’ and ‘excess inertia’. Path dependence means that equilibrium out-
come can be influenced by minor coincidences in the past instead of being
pre-determined by fundamental forces.21 Excess inertia refers to the fact that
society may adopt inferior standards, or networks that are smaller than the
social optimum. 

Network effects have been empirically analysed in areas like fax machines,
DVDs, ATMs and VCRs.22 And several authors have described examples where
inferior solutions did prevail in nuclear technology and typewriter keyboard lay-
out (QWERTY).23

Quite a few authors have argued that network effects are relevant in the choice
of payment method. Perhaps most fundamentally, it has been argued that fiat
money itself is a network good, deriving its value from the fact that a critical mass
of participants in an economy accepts it as payment.24

In addition, a wide variety of theoretical models have been developed. In a
payment system context, two issues in particular have been explored: 

1 Compatibility decisions: Should a bank or a consortium link its network
(ATM, debit card etc.) to that of other players, and should it be allowed to do
so from an anti-trust perspective? and 

2 Fixing of interchange fees: Should banks or consortia be allowed to set fixed
interbank prices for the use of these networks?25

However, most models assume infinitely small or equal-sized players operating in
a single economy. As a result, the impact of player size and the interaction
between semi-connected regions or countries have received little attention. There
are, however, strong indications that both factors are very relevant. For example,
it is known that technological development can be quite local. The few models
that explore such spatial differences in technology development indicate that
increasing returns may enhance initial differences between countries, leading to
technological divergence.26
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4 A simple model

Assume a number of banks that each face the decision on whether to adopt a pay-
ment technology g, which is different from their current technology f. They each
have a set of customers that make payment transactions using either f or g.

All banks start from a situation where they are using technology f. Without loss
of generality I normalize the cost and benefits of technology f to zero. I also nor-
malize the number of transactions per customer to one. 

The use of g will cost a bank a fixed cost per customer, denoted c.27 Let b be
the benefits per transaction for the bank. These could, for example, be lower costs
per transaction as a result of using g instead of f.28 However these benefits are
only realized if the banks of both customers involved in the transaction support
technology g (this could be the same bank). If not, the old technology f has to be
used. 

Assume that customers initiate their transactions randomly with other customers,
i.e. they don’t have a preference for transactions with customers of their own bank.29

If bank i, with market share s
i
, is the only one using g, then it can use that technol-

ogy for a fraction s
i
of its transactions. If the share of other banks that have adopted

g is s
g
, then bank i can use g for a fraction (s

i
+ s

g
) of all its transactions. Assume b >

c, i.e. the new technology g is profitable if all banks would adopt it. 
I also assume that: (1) c and b accrue to the bank of payor (the customer that

initiates the transaction), (2) the volume of the transactions made by consumer is
exogenous.30 Finally I assume that banks will keep the benefits for themselves
and not pass them on to the market through lower prices.31 This implies that mar-
ket shares are not affected by the adoption of g. While this seems a strong
assumption, it is supported by analysis that indicates that this is indeed generally
the best policy for banks; it can be shown that in a ‘hotelling’ duopoly any action
by banks to use the benefits of g to gain market share through lower prices will
lower profits for both banks.32

I will now use the concept of Nash-equilibrium to define possible outcomes
of decision making by banks. A Nash-equilibrium is a situation where no player
can increase his utility through unilateral action. In particular I am interested in
situations where multiple Nash-equilibriums may occur, with at least one such
equilibrium being suboptimal from a total welfare point of view.33 I will call
such a situation lock-in: the joint welfare of all players increases if they move to
another equilibrium, but no player has sufficient individual incentive to do so.
As the following proposition states, this is more likely to occur in a fragmented
market. 

Proposition 1. ‘Fragmentation increases the risk of lock-in’: a welfare subop-
timal Nash-equilibrium exists if and only if the market share of the largest
player is lower than the cost/benefit ratio of the new technology g.

The formal proof of this and all subsequent propositions is given in Appendix
14A, but the crux of Proposition 1 is that lock-in can occur only if no individual
player gains sufficiently from unilaterally switching to g. The largest player
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(whose share is noted as s
1
) has most to gain, and he will not switch if s

1
b – c < 0,

which is the same as s
1
< c/b. On the other hand, if the market leader has sufficient

share and switches, then all other players will follow suit, because each player can
now use the new technology g for a share of its transactions equal to s

1
, plus its

own share.
Figure 14.2 illustrates where lock-in may occur. The horizontal axis is s

1
the

market share of the largest bank, while the vertical axis depicts the cost/benefit
ratio of g. Lock-in can occur only in the upper-left triangle. For example, if g has
a cost/benefit ratio of 50 per cent, the necessary critical mass is 50 per cent. So
even in this case where the potential economics are quite favorable (benefits are
double the costs if everybody adopts g), a bank will only unilaterally adopt g if it
controls more than half the market. This is an illustration of the excess inertia
mentioned earlier. 

Now of course this analysis suffers from the general critique of Nash-
equilibriums: players can coordinate their actions to overcome lock-in. However,
several things can prevent this from happening in practice; for example, different
benefits and costs for different players, uncertainty with regard to benefits and
costs, ‘gaming’ where a coalition with critical market share keeps other players out.

4.1 Effect of upgrading an old technology 

This excess inertia can be further enhanced by the existence of an upgrade F to
the existing technology f. The effect of such upgrading is to raise the level of par-
ticipation that is needed for the adoption of g. 

Proposition 2. ‘Upgrades increase lock-in’: The availability of upgrades
increases the number of situations where welfare suboptimal equilibriums
occur.

The crux here is that F is compatible with f, so it can be used for all transactions,
where g can only be used if both parties have adopted g. So even small players
will adopt F unilaterally. At the same time adoption of F reduces the benefits of g

The dynamics of payment networks 267

1

1
0

0

C
/B

 Lock-in may occur

 All players always adopt g

S1 market share of largest player

Figure 14.2 Critical mass needed to adopt g.



over f, thereby increasing the market share needed to unilaterally adopt g: as b
decreases, c/b goes up, and so does the critical market share needed for a unilat-
eral switch. 

Thus a country (or region) can get ‘locked in’ to an old technology f. Perhaps
the most famous example of such ‘extended play’ of an old technology is the clip-
per sailing ship of the late nineteenth century, where innovations like steel hulls
and extra masts (some of the later clippers had seven masts) extended the life of
sailing technology by as much as thirty years.34

4.2 Autarkic transaction patterns 

So far I have assumed that customers initiate their transactions randomly with
other customers, i.e. they don’t have a preference for transactions with customers
of their own bank. Thus for each bank i, the share of transactions within the bank
is equal to its market share s

i
, and the share of transactions with customers of

other banks, or interbank transactions, is equal to 1 – s
i
. 

I now assume instead that for each bank i, the share of interbank transactions is
proportionally lower. Let q

i
denote the share of interbank transactions for bank i,

then q
i
= δ(1– s

i
). Here δ = 0 corresponds to complete ‘autarky’ (no interbank traffic)

and δ = 1 corresponds to random traffic across banks (the assumption used earlier). 
In practice, within a country this preference for transactions with customers of

the same bank appears to be limited; for example in The Netherlands, δ is close to 1.
However, the effect is quite significant across countries. Here the basic unit is not
banks but countries. In that case s

i
is the share of each country in the total, and q

i
is

the share of international transactions for country i. There is a very strong tendency
for people to transact with people in their own country. As will be shown in Section
5, for traffic across (European) countries δ is 0.02. Since for a small country δ ≈ q

i
,

this means that only 2 per cent of all transactions of a small country are cross-bor-
der, while for larger players it will be even less.

As the two next propositions assert, semi-autarky is a double-edged sword: it
promotes innovation, but also fosters the adoption of different versions of the new
technology that may be incompatible with each other. 

Proposition 3. ‘Autarky promotes innovation’: A low δ will decrease the
occurrence of lock-in into an inferior technology.

Intuitively, autarky increases the share of ‘in-house’ transactions, making it more
attractive to unilaterally adopt g. 

4.3 Incompatible versions of a network technology 

With many new technologies, there is no natural or common standard at the out-
set. Instead, many different, often incompatible, versions are available.
Sometimes a common standard emerges (as in VHS vs. Betamax and V2000
video formats), but often multiple standards persist (as in metric vs. US and UK
measurements, or lefthand vs. righthand driving).
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As the next proposition states, the occurrence of such multiple incompatible
standards is related to the degree of autarky. 

Proposition 4. ‘Autarky breeds diversity’: (a) Multiple incompatible versions
of a network technology g can form a Nash-equilibrium if and only if δ < 1
and there are positive costs to switching between versions of g; (b) the prob-
ability of the adoption of incompatible versions increases as δ decreases; (c)
if autarkic players (δ < 1) adopt incompatible versions, and δ subsequently
rises to 1, the players will always pass through a phase where no individual
player will migrate to a common technology, while a switch to the standard of
the largest player would enhance overall welfare. 

The intuition here is that autarky reduces the amount of interbank transactions,
and thus the benefits of adopting a common standard. If there are positive costs to
switching to a common version, then these switching costs may outweigh the
extra benefits of being able to use g also for interbank transactions. 

Propositions 3 and 4 have important implications. In many cases banks (or
regions or countries) start out as more or less autarkic. For most of the twentieth
century banks were generally local, and so were transaction patterns; national
banks and national companies did not emerge until the latter part of the century.
As will be shown in Section 5, the internationalization of transaction patters (and
banking) has only barely begun. This initial autarky fosters the quick adoption of
new network technologies. However, due to this quick adoption, the technologies
are often in an early stage, without a clear standard. Because of the autarky the
welfare loss of incompatible versions is small, so players may prefer speed over
compatibility. But if δ subsequently rises (i.e. the banks or countries become more
interlinked) the welfare loss may become significant. Even then, it may not be
beneficial to migrate to a common standard from an overall welfare point of view,
given the migration costs. As δ continues to rise, a point is reached where lack of
coordination may become a problem: no individual bank moves, but overall wel-
fare would increase if everybody adopted a common standard, even after allowing
for migration costs.

Propositions 3 and 4 assume semi-autarkic players; these could be either banks
or whole countries. Since it is assumed that each player acts as a unit, the model
can only be applied to whole countries, if all banks in a country jointly take pay-
ment technology decisions. The more complex case of individual banks taking
separate decisions within semi-autarkic countries is treated in Appendix 14B. It
broadly leads to the same conclusions as formulated in Propositions 3 and 4, but
adds industry concentration within countries as a factor: if such concentration is
high, a country will move faster from f to g, but it is more likely to adopt a version
of g that is incompatible with other countries.

4.4 Model summary 

The above model assumes that the returns to an individual player of adopting a
new payment technology depend on the market share of the players that use it.
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The model leads to the following implications:

1 Without cooperation, a market consisting of several smaller players may fail
to adopt a new payment technology that would be welfare enhancing if
adopted by everyone.

2 The availability of upgrades to the old technology may raise the level of
cooperation that is required to adopt a new technology, leading to ‘lock-in’
into a certain technology path.

3 In a context of somewhat autarkic banks (or countries), the level of interac-
tion (or interconnection) is key. A low level of interaction makes it easier for
any bank to adopt the new technology on its own. On the other hand, such
low interaction may lead to a diversity of technologies being adopted by var-
ious banks (or countries). 

4 Finally, if each of the countries in turn comprises individual players, the local
industry structure becomes relevant: concentration will foster the adoption of
g, but it also increases the likelihood of incompatible versions. 

5 Application to cheques versus ACH/giro

Can this model explain why some countries have adopted giro clearing mecha-
nisms while others continue to rely on cheques? 

5.1 How giro was introduced

In most Western economies giro clearing was introduced in some form during the
period 1890–1920.35 Generally this was done through public initiative, either by
the state (setting up postal giro systems, using the post offices for access to
accounts), or by large cities in the form of municipal giro systems. This system
required participants (mostly businesses and public institutions) to maintain giro-
accounts. It was only during the expansion of banking into the mass customer
segment in the late 1950s and 1960s that banks in most European countries either
joined these giro systems or established their own giro-transfer systems to facili-
tate transfers between bank accounts. 

For example in The Netherlands, the Postgiro was established in 1918. This
public institution made transfers between customers who had to maintain an
account for that purpose. In addition each major Dutch bank had developed its
own internal payment transfer system for transfers between customers. However
each bank had its own forms and account numbering system, and transfers
between customers of different banks were cumbersome. 

In 1967 the commercial and agricultural banks decided to establish their own
joint giro clearing exchange, in addition to the existing Postgiro.36 At the time
the commercial banks jointly held 33 per cent of the market while the agricul-
tural banks had another 28 per cent; the two largest commercial banks, ABN
and AMRO, each had 10 per cent.37 As part of this move to joint giro clearing
exchange, all the participating banks adopted common transfer forms and a
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common account numbering system. Even though the commercial banking sec-
tor was well organized, it took several years of agonizing discussions before a
decision was made. It then took the joint savings banks (who held 15 per cent of
the market) another two years before they decided to join this system.
Fortunately, the banks started their clearing system before the bulk of growth in
retail customers took place. Had they waited longer, the per customer costs
would have been significantly higher, as they would have had to switch large
amounts of existing customers (and personnel) to the new system. Finally, the
existence of a Postgiro system helped by putting competitive pressure on the
banks and providing a close to home example of how a giro system could work. 

Thus, public action established the first giro system (in the early twentieth cen-
tury), and a concerted effort by players representing more than half the market
established a competing bank giro system the 1960s. 

5.2 The economics of giro systems 

Exact data on the giro systems are hard to obtain, since the majority of the costs are
made by banks, where they tend to be mixed up with other costs. I therefore use
data on the Dutch Postgiro from the 1920s, and 1950/60s. This has a double advan-
tage: it provides data on a player whose only business was maintaining accounts
for giro clearing, and these data cover the period when the relevant choices were
made. Figure 14.3 shows the cost of a giro transfer during these years.

Some interesting observations can be made. There were significant economies
of scale in the early years: costs per transaction declined rapidly as volume grew.
After a failed attempt to switch to Hollerith technology in 1923, the system
remained essentially manual, until 1962.38 This manual system was surprisingly
cheap: in the period 1928–34 it performed on average 52 million transactions per
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year, at an average cost of A26 million per year (converted to current value), or
A0.50 per transaction, much less than the A0.92 that a mail giro cost in 1994 in
Norway (data from Flatraaker and Robinson, 1995, converted to A year 2000
prices).39 Remarkably, the large-scale automation (1962–4) did not lower per
transaction costs; it did however stop the increase caused by the rise in real wages
after the war. 

Regression analysis using these data suggests fixed costs of running the sys-
tem of A3–4 million per year, and a per account cost of A110 per year per account.
The costs do not appear to significantly depend on the number of transactions.40

This last observation is important, since this is exactly the cost structure assumed
by the model in previous sections of this paper. The model does not assume fixed
costs; however the fixed costs in the Dutch giro system were relatively small –
they represented about 10 per cent of the total costs in 1936, when the giro had
almost 300,000 accounts. Of course as the number of accounts grew, the relative
importance of fixed costs declined even further. 

5.3 Applying the model

Using these data, let’s now examine the decision by Dutch banks to establish their
own clearing house in 1967.41 In particular I try to apply Proposition 1 of the pre-
vious section, which stated that a group of banks will only unilaterally adopt a
new network technology if s > c/b, where s is the joint share of these banks, c is
the fixed per customer cost of allowing him to use the new transaction technology
and b is the benefit to the bank if a customer uses the new technology for all his
transactions. Using 1966 data from The Netherlands I estimate c and b to derive
the minimum share that is needed to profitably adopt the technology. 

In 1966 (the year the decision for a bank giro system was made) total costs of
the Postgiro were A254 million, for which they performed 393 million transactions
on 1.3 million accounts (these and subsequent figures have all been converted to
2000 price levels). This implies 309 transactions per account and an integral cost
of A195 per account. Based on the earlier regression results, I assume that all costs
are driven by the number of accounts and not by the number of transactions. Also,
given the earlier modest estimates of fixed costs (A3.5 million, or 10 per cent of
1936 cost, and 1.5 per cent of 1966 costs) I assume these fixed costs to be negligi-
ble for the purpose of this exercise. Finally I assume that the total costs of the
Postgiro system reflect additional cost on top of a cheque system.

Thus I get c = A195, where c is the fixed cost per customer per year of the new
technology. I now also need an estimate for the extra benefit per transaction of
using the new technology, parameter b of the model. To get the value of b, I put the
cost of a cheque in 1966 at A1.42.42 Now b = (1.42 – 0) × 309 = 439 (multiplication
with the number of transactions per year is necessary since the model normalized
the transactions per person to one). Using Proposition 1 of the previous section, the
critical share is then equal to c/b = 195/439 = 44 per cent. Thus one or more play-
ers need a joint market share of at least 44 per cent to be able to unilaterally and
profitably adopt the new giro technology. 
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The most critical assumption underlying these estimates is of course the cost
structure, and in particular the fact that all giro costs are driven by number of
accounts, while none of the cheque costs are. To test for the robustness of the esti-
mates against changes in these assumptions, Table 14.1 gives the results for two
alternative sets of assumptions. If only 50 per cent of all giro costs are driven by
number of accounts (and the remainder of giro costs is transaction related) the
critical share decreases to 29 per cent. If only 75 per cent of all cheque costs are
transaction driven, the critical market share increases to 59 per cent (if combined,
the two alternative assumptions cancel out: the critical share is then 43 per cent).

Comparing these numbers to the market shares of the Dutch banks at the time
of the decision to adopt a common giro clearing, we can conclude that the com-
mercial banks (who had only 33 per cent of the market in 1966) did indeed need
all of their members and the cooperation of the agricultural banks (28 per cent)
to make the economics work. No individual bank had a market share even close
to what was needed to go it alone.43 Finally the hesitancy of the savings banks in
joining the initiative (for a while they negotiated to join the Postgiro instead)
shows that in the real world other players need not automatically follow, even if a
bank or group of banks has decided to adopt a new technology.

In summary, the model appears to do a plausible job of explaining the emer-
gence of giro clearing in The Netherlands. More generally, most countries that
adopted giro systems in the early years of the twentieth century are now ACH/giro
– rather than cheque countries. Where giro systems did not exist (USA, Canada
and UK) banks stuck with the cheque system; the one exception to the rule is
France, which had an active giro system in the 1950s and 1960s, but currently still
uses cheques on a large scale. Of course, closer analysis of these other countries is
needed before we can apply the ‘Dutch explanation’ elsewhere.

Rather than offer a deterministic explanation for country differences, I would
like to make a more general point: analysis of the Dutch events demonstrates that
the adoption of payment systems can indeed be characterized by the two proper-
ties of network externalities: path-dependence and excess inertia. 
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Table 14.1 Critical mass for giro adoption in The Netherlands: alternative assumptions

100% of giro Alternative 1: Alternative 2: 
costs and 0% of 50% of giro 25% of cheque 
cheque costs are costs are costs are 
account driven account driven account driven

Fixed cost per account (A) 195 98 195

Cost per girotransaction (A) 0 0.32 0.00

Cost per cheque (A) 1.42 1.42 1.07

Transactions per person 
per year 309 309 309

parameter c 195 98 195

parameter b 439 340 330

Critical share: c/b 44% 29% 59%



6 Application to payment harmonization

Let’s now turn to the second question raised in Section 1: are differences likely to
persist? In this section we split this question in two: (1) are the four cheque coun-
tries, and in particular the USA, likely to move from a cheque system to a giro
system, and (2) are the European giro countries likely to adopt a common seam-
less system? 

In terms of our model, the first question asks whether a particular country will
move from the old technology f, to the new technology g. The second question asks
whether a set of countries that have already adopted less than fully compatible ver-
sions of g are likely to adopt a common version. According to the model described
in Section 4 the answers will to a large extent depend on the level of autarky of the
countries involved, and on the industry structure within these countries. Below I
try to quantify both, and then use the results to answer the two questions.

Autarky. In a world where all consumers transact randomly with each other, for
each country i, the share of international payments q

i
(as a percentage of all pay-

ment transactions in that country) would be equal to 1– s
i
, where s

i
is the share of

that country in the world. Thus if Germany represents a fifth of Europe then for-
eign payments would be 80 per cent of all German payments.44 As Table 14.2
shows, the share of foreign payments is in reality much lower. Note that in line
with our model, the share is higher for small countries, and lower for larger coun-
tries. Also, the share is much higher for card payments than it is for transfers.
Using the formula q

i
= δ(1 – s

i
), where q

i
is the share of foreign payments, I get an

average δ of 1.6 per cent for the EU (for cards δ is 3.2 per cent, while for transfers
alone it is 0.6 per cent). Since δ = 1 corresponds to no autarky and δ = 0 repre-
sents total autarky, the results imply that the payments world is still very much a
national (or even regional) affair. I lack figures on foreign card payments for
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Table 14.2 Share of international transactions for selected EU countries

Cards Transfers Overall

Belgium 6.5% 0.8% 2.7%

Denmark 2.5% 2.0% 2.4%

Gemany 1.8% 0.2% 0.9%

Spain 1.3% 0.6% 1.1%

France 1.9% 0.1% 0.7%

Ireland 8.6% 0.2% 2.3%

Italy 4.1% 0.4% 1.2%

Netherlands 3.8% 0.5% 2.2%

Austria 5.1% 0.6% 2.2%

Sweden 6.6% 0.5% 2.1%

UK 2.3% 0.2% 1.2%

Average 2.4% 0.3% 1.2%

Source: BIS, EFIMA.45



Canada and the US, however for transfers the share of foreign transactions is 0.05
per cent (USA) and 0.2 per cent (Canada) suggesting similar or even larger
autarky for these countries.

Industry structure. In most continental European countries banks tend to coop-
erate in matters of payment networks (this may in part reflect continental Europe’s
greater tolerance for industry cooperation). Therefore the relevant shares are not
those of individual banks, but of all banks cooperating in a network. Within a
country, banks typically run one or two networks for ATMs and or debit cards (see
Table 14B.2 in Appendix 14B for an overview). Hence for practical purposes I
assume that the share of the largest player is in the range 50 to 100 per cent for all
countries except the USA, where it is much lower. 

Now let’s return to the two questions. As was deducted in Section 5, adoption
of a giro system requires cooperation of about half the market (44 per cent).
Given the low level of international transactions, international considerations are
not likely to play a role in the decision to adopt a new technology.46 This leaves the
hurdle at a necessary share of 40–50 per cent. This seems like a high hurdle for
the USA, but double for the other three cheque countries, that each have banks
organized into one or two payment networks. Accordingly, I would expect US
cheques to be around for quite a while.47

Turning now to the second question: will Europe adopt a single compatible
giro and card system? At present these systems are only partially compatible. In
the case of transfers each country has its own system of account numbers, transfer
forms, timelines, etc. Similar differences exist in (debit) cards: PIN- vs. signature-
based systems, different fee structures, disparate data on the magnetic strip, etc. 
If we assume that in each of the European countries banks decide jointly whether
or not to switch to a common standard, we can use the model of Section 4.48 The
players are now countries instead of banks, each with their own ‘market share’ in
the total population. In that case we can apply Proposition 4b, which says that a
low δ will create a high probability of lock-in. 

In essence countries face a trade-off between costly conversion of international
transactions and the cost of switching to a completely uniform system.49 The joint
banks in a country will move to a common system if the per customer costs of
adopting this common system are lower than converting all of a customer’s inter-
national transactions between semi-compatible systems. Below we estimate the
current per customer cost of international transactions to get an idea how low the
cost of adopting a common system would have to be. 

Cost of international transfers. The cost of converting an international transac-
tion between country systems is substantial. Prices for retail cross-border
transfers in the Euro zone currently start at A5–7, and banks have indicated that
they are willing to go as low as A3. This, as well as anecdotal evidence, suggests
that the true costs per retail transaction are indeed in the A5 range. It would cost
banks about A3 per customer per year to convert all foreign transfers, even if they
would not be able to charge for it.50

Cost of international card payments. For card payments there are no detailed
data, but Dutch banks have introduced a charge for cross-border ATM usage of
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A2–3; again, anecdotal evidence suggests that this is not very different from the
transaction costs.51 It would cost banks A2 per customer per year to convert all
foreign card payments.52

While these figures represent real money, they may be much smaller than the
cost of migrating to a common system (harmonization of account numbers,
standardized forms, etc.), even if these costs are spread out over a number of
years. 

In summary, because the share of international transactions is so low, and con-
version costs are relatively modest, the model would predict technological
divergence, even if this means conversion of international transactions between
incompatible (or semi-compatible) domestic systems. This has indeed been the
case for technologies such as cards (where France adopted their chip-based Carte
Bleue, the UK went with their own credit card scheme called Access, etc.), elec-
tronic purse and mobile payments. 

7 Conclusions

Two questions were posed in the introduction of this paper: what causes the dif-
ferences in payment systems and are they likely to persist? 

Based on the previous analysis, I would argue that these differences are based
on historical coincidences such as the emergence of giro systems in the 1920s.
The network nature of many payment systems has caused these differences to per-
sist and at times increase over the past century. Looking forward, these differences
are likely to persist rather than disappear in the short or even medium term. 

Overall these findings have some important implications:

1 Cooperation between players may prevent lock-in into inferior technologies.
Consequently, a certain tolerance for such cooperation may be asked from the
regulator. 

2 A pan-European payment network may be further off than most people think.
Instead, a continuing patchwork using converters is more likely. This means
that cross-border payments will likely continue to cost (much) more than
national payments. 

3 If banks or regulators really want pan-European solutions, they will need
strong European cooperation platforms to offset the existing national pay-
ment organizations.

4 Outside players that want to enter the European payments arena (credit card
issuers, Internet-payment players like Paypal) may be well advised to take a
country-by-country approach. In spite of a common European currency, for
the time being ‘one size will not fit all’. 

As a concluding remark, this paper offers only the beginning of an explanation of
the differences in payment technology. Interesting questions remain to be
answered by future work, for example with regard to card technologies: why did
most of the cheque countries adopt credit cards (including the USA, in spite of –

276 Gottfried Leibbrandt



or thanks to? – a fragmented payment system), where continental Europe adopted
debit cards? Will these technologies converge, will all countries adopt a mix of
debit and credit cards, or will even the USA move from credit to debit cards? 

Appendix 14A: Proof of Propositions 1–4

Proposition 1. ‘Fragmentation increases the risk of lock-in’: A welfare sub-
optimal Nash-equilibrium exists if and only if the market share of the largest
player is lower than the cost/benefit ratio of the new technology g.

Proof: Each bank i faces the decision whether or not to adopt technology g, by
maximizing its utility. Since the amount of customers per bank is fixed, this is
equivalent to maximizing its utility per customer: Ui (s

i
, s

g
, t

i
). This utility is a

function of three parameters: (1) the market share of bank i, denoted s
i
; (2) the

combined share s
g

of other banks using g; and (3) t
i
, which represents the technol-

ogy used by bank i, where t = g if the bank adopts g and t = f otherwise. Now: 

U
i
(s

i
, s

g
, f) = 0 if the bank does not adopt g

U
i
(s

i
, s

g
, g) = (s

i
+ s

g
)b – c if it does adopt g.

Since by definition b > c, s
g

= 1 (all banks adopt g) is always a Nash-equilibrium:
unilateral deviation (dropping or not adopting g) from this equilibrium will lower a
bank’s utility from a positive number to zero. Now let s

1
be the market share of the

largest bank. Then there is a second equilibrium where s
g
= 0 (no bank adopts g) if:

s
1
b – c < 0 ⇔ s

1
< c/b (1)

This is a Nash-equilibrium because if (1) holds for the largest player it automati-
cally holds for all other players. This equilibrium is welfare suboptimal: if all
banks adopt g, they all have positive per customer benefits of b – c > 0; if no bank
adopts g, each bank has per customer benefits of zero. Finally, s

g
= 0 and s

g
= 1

represent the only Nash-equilibriums. To see this, consider the situation where
0 < s

g
< 1, i.e. some but not all banks have adopted g. Then if s

g
< c/b the benefits

to each bank that uses g are s
g
b – c < 0, so each one of these banks would be bet-

ter off by dropping g. However if s
g
≥ c/b then each bank i that does not use g would

have adoption benefits of (s
g
+ s

i
)b – c > s

g
b – c ≥ 0, because s

g
≥ c/b. Thus 0 < s

g
< 1

cannot be a Nash-equilibrium. 

Proposition 2. ‘Upgrades increase lock-in’: The availability of upgrades
increases the number of situations where welfare suboptimal equilibriums occur.

Proof: Let F be an upgraded version of f. A bank can switch its customers to
technology F at a fixed cost per customer c

F
and can then get benefits per

transaction of b
F
. Assume c

F
< c and b

F
– c

F
< b – c (and therefore b

F
< b): F

can be obtained at a lower cost, but the ultimate benefit is lower than the potential
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benefit of g. However a crucial difference is that F is compatible with f, so it
can be used for all transactions, where g can only be used if both parties have
adopted g. 

When upgrading is an option, the per customer utility for bank i becomes:

U
i
(s

i
, s

g
, f) = 0 if it adopts neither F nor g

U
i
(s

i
, s

g
, F) = b

F
– c

F
if it adopts F

U
i
(s

i
, s

g
, g) = (s

i
+ s

g
)b – c if it adopts g

U
i
(s

i
, s

g
, Fg) = b

F
+ (s

i
+ s

g
) (b – b

F
) – c – c

F
if it adopts both F and g.

Note that U
i
(s

i
, s

g
, F) > U

i
(s

i
, s

g
, f ) so that any bank will always prefer upgrading to

F over sticking with f. Also note that U
i
(s

i
, s

g
, F) < U

i
(s

i
, 1, g) so the situation where

all banks upgrade is a welfare suboptimal. However, all banks upgrading to F is a
(suboptimal) equilibrium if U

i
(s

i
, 0, F) ≥ U

i
(s

i
, 0, g) and U

i
(s

i
, 0, F) ≥ U

i
(s

i
, 0, Fg)

for all i. Or: 

b
F

– c
F

≥ s
i
b – c, for all i ⇔ s

1
≤ c/b + (b

F
– c

F
)/b (2)

and:

b
F

– c
F

≥ b
F

+ s
i
(b – b

F
) – (c

F
+ c), for all i ⇔ s

1
≤ c/(b – b

F
) (3)

where s
1

is the share of the largest bank. Now the right-hand side of both (2) and
(3) is larger than that of (1), so there is now a larger area where a suboptimal equi-
librium occurs.

Figure 14A.1 illustrates how upgrading can increase the area where lock-in
occurs.53 The horizontal axis is s

1
the market share of the largest bank, while the

vertical axis depicts the cost/benefit ratio of g. Without upgrades lock-in can
occur only in the upper-left triangle. The availability of upgrades enlarges this
area with the flat triangle below the diagonal.

Proposition 3. ‘Autarky promotes innovation’: A low δ will decrease the
occurrence of lock-in into an inferior technology.

Proof: If the total share of other banks that use g is s
g
, then any bank i adopting g

can use it for a fraction of its transactions equal to:

(1– q
i
) + q

i
s

g
/(1 – s

i
) 

The first term represents the inhouse transactions, the second the interbank
transactions. After substituting q

i
= δ(1 – s

i
) and taking s

g
= 0 we get the utility of

adopting g for the largest player if nobody else uses g: 
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U
1

(s
1
, 0, g) =[1 – δ(1– s

1
)] b – c (4)

Now lock-in requires that U
1
(s

1
, 0, g) < 0, or 1 – δ(1 – s

1
) < c/b. But 1 – δ(1 – s

1
) > s

1

because 1 – δ(1 – s
1
) = s

1
+ (1 – δ)(1 – s

1
). Thus a lower δ decreases the area where

non-adoption is a Nash-equilibrium.54

Proposition 4. ‘Autarky breeds diversity’: (a) Multiple incompatible versions
of a network technology g can form a Nash-equilibrium if and only if δ < 1
and there are positive costs to switching between versions of g; (b) the prob-
ability of the adoption of incompatible versions increases as δ decreases; (c)
if autarkic players (δ < 1) adopt incompatible versions, and δ subsequently
rises to 1, the players will always pass through a phase where no individual
player will migrate to a common technology, while a switch to the standard of
the largest player would enhance overall welfare. 

Proof: Assume the new technology comes in several incompatible versions:
g

1
, g

2
, …, g

n
, all with similar costs and benefits. Also assume that once a bank has

adopted version g
i
, it can switch to another version g

j
at an extra cost per customer

of c
m
. Assume c

m
≤ c.55 If two banks have incompatible versions of g, they have to

revert back to the old technology f for these transactions. For each player the util-
ity function now becomes:

U
i
(s

i
, s

g
, f ) = 0 it sticks with f

U
i
(s

i
, s

g
, g

j
) = [1– q

i
+ q

i
s
g
/ (1– s

i
)]b – c it adopts any version g

j

U
i
(s

i
, s

g
, g

j
) = [1– q

i
+ q

i
s
g
/ (1– s

i
)]b – c – c

m
it switches to another 
version g

j

We again look for the occurrence of suboptimal Nash-equilibriums. Obviously,
the optimal Nash-equilibrium is s

g
= 1 and t

i
= g for any specific version of g: all

players adopt the same version of g. Following Proposition 3, t
i
= f for all i (all
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banks stick with f ) is a (suboptimal) equilibrium if c/b > 1 – δ(1 – s
1
), where s

1
is

the share of the largest bank. However, now there may also be equilibriums where
banks adopt different versions of g. For example each bank i adopting and main-
taining its own version g

i
is an equilibrium if: 

(1 – q
i
)b – c > [(1 – q

i
) + q

i
s

1
/(1 – s

i
)]b – c – c

m
for all i ≠ 1 (5)

and:

(1 – q
i
)b – c > 0 for all i (6)

(5) requires that for each player i maintaining its own version g
i
is more attractive

than switching to g
1

(the standard of the largest player); (6) requires that for each
bank adoption of its own version, g

i
is more attractive than sticking with f.

Substituting q
i
= δ(1 – s

i
) and rearranging terms we get:

δs
1

< c
m
/b and 1 – δ(1 – s

i
) > c/b (7)

Note that if δ = 1, (7) becomes s
1

< c
m
/b and s

i
> c/b, which has no solution since

c ≥ c
m

and s
1

≥ s
i
. Thus incompatible versions can only occur if players are to

some extent autarkic. However if δ < 1, there always exist parameter combina-
tions that meet (7). For example if δ = 0.1 any combination of player sizes
enables an equilibrium where each player has its own standard, as long as
0.1 < c

m
/b ≤ c/b < 0.9. This proves part (a) of the proposition. 

According to (7) a lower δ will decrease the lower bound for c
m
/b and increase

the upper bound for c/b. This proves part (b) of Proposition 4.
Turning now to part (c), the welfare effects. If all players stick to their own ver-

sion g
i
, overall per customer utility across all banks is equal to the difference

between these expressions:

∑
i
s

i
U

i
(s

i
, s

i
, g

i
) = ∑ s

i
(1–q

i
) b – c = [1– δ (1 – H)]b – c

H = ∑
i
s

i
2 is the Herfindahl index. If on the other hand all players adopt the ver-

sion of the largest player, overall utility is equal to 

∑ s
i
U

i
(s

i
,1, g

1
) = b – c – (1 – s

1
) c

m

Thus the net welfare gain of switching to g
1

is equal to:

δ (1 – H) b – (1 – s
1
) c

m
. 

This is positive if:

c
m
/b < δ (1 – H)/(1 – s

1
) (8)
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Now if s
1

is the share of the largest player, H can have values from s
1
2 to

s
1
2 + (1 – s

1
)2, depending on the industry structure. So the lowest value of the

right-hand side of (8) is 2δs
1
; this is obtained by replacing H in (8) with its upper

boundary: s
1
2 + (1 – s

1
)2. From (7) we know that different versions is an equilib-

rium if c
m
/b > δs

1
. Thus there is always a positive lock-in region δs

1
< c

m
/b < 2δs

1

where nobody switches, but overall welfare would enhance if all would adopt the
standard of the largest player. 

Appendix 14B: Multiple players in semi-connected countries

In this section I explore the situation where there are multiple countries subject to
some autarky (δ < 1 across countries), and several banks within each country. I
assume that δ = 1 within countries. 

As mentioned earlier, different versions of g within a country cannot be an
equilibrium if δ = 1. I therefore look for the occurrence of two other non-optimal
equilibriums: (1) all banks in all countries stick to f, and (2) countries adopt dif-
ferent versions of g (but all banks in a given country adopt the same version of g). 

Propositions 5 and 6 confirm that the essence of Propositions 3 and 4 holds in
this more complex environment, with an added role for the industry structure
within each country.

Proposition 5. ‘Organizing banks into a set of somewhat autarkic regions
makes the adoption of a new network technology more likely’: The number of
situations where lock-in into f is an equilibrium, decreases with: a lower δ,
higher concentration of countries and higher concentration of banks within
countries. 

Proof: Let there be M countries, with share s
i
, i = 1 … M, and within each coun-

try N banks with national share t
ij
, j = 1 … N, where ∑

j
t
ij

= 1 for all i, and
∑

ij
s
i
t
ij

= 1. Now non-adoption of g is an equilibrium if for all i, j:

(1 – q
i
)t

ij
b – c < 0 ⇔ c/b > [1 – δ(1 – s

i
)]t

ij
(9)

Note that the right-hand side of the second inequality increases with s
i
(country

concentration) and t
ij

(industry concentration in a country) and decreases with d. 
If these same players would exist without a country superstructure being

imposed, that is δ = 1, bank ij would have an overall market share s
i
t
ij

and non-
adoption would be an equilibrium if for all i, j:

s
i
t
ij
b – c < 0 ⇔ c/b > s

i
t
ij

(10)

Now the last term in (10) is smaller than the last term in (9) if
s

i
t
ij

< [1 – δ(1 – s
i
)]t

ij
, which is always the case if δ < 1 and s

i
< 1. This means

that there are values of c/b for which banks in a country structure would adopt
g, while without such a structure banks may be locked in to f. The difference
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between the two expressions gives an indication of the magnitude of the influ-
ence of a country superstructure:

[1 – δ(1 – s
i
)]t

ij
– s

i
t
ij

= (1 – δ)(1 – s
i
)t

ij

Even for modest parameter values this influence can be large. For example sup-
pose δ = 0.2, s

i
= 0.1 and t

ij
= 0.5 (ten countries each with two players of equal

size); the difference is then equal to 0.36: a cost–benefit ratio of 0.41 is sufficient
to move the countries to g, while a ratio of 0.05 would be needed to get the banks
to adopt g in the absence of a country structure. 

These same factors also foster the adoption of incompatible versions of g. 

Proposition 6. The number of situations where lock-in into incompatible ver-
sions of g is an equilibrium, increases with: a lower δ, higher concentration
of banks within countries and smaller difference in size between the largest
and the smallest country.

Proof: Assume the share of the market leader in each country is t
1
. We are look-

ing for a situation where the leader in at least one market adopts some version of
g, thus by proposition 5, expression (9): 

c/b < [1 – δ(1 – s
i
)]t

1
for at least one i (11)

Without loss of generality let this be the largest country, with share s
1
. In addition

we want no (market leading) bank to have an incentive to switch to the standard of
the leading country, so by rewriting (5):

(1 – q
i
) b – c ≥ [(1 – q

i
) t

1
+ q

i
s
1
/(1 – s

i
)] b – c – c

m
⇔

c
m
/b > δ s

1
– (1 – t

1
) [1 – δ(1 – s

i
)] for all i ≠ 1, j (12)

By combining (11) and (12), we get the following sufficient condition for the
existence of such lock-in:

[1 – δ(1 – s
1
)] t

1
> c/b ≥ c

m
/b > δs

1
– (1 – t

1
) [1 – δ(1 – s

i
)] for all i ≠ 1,j (13)

So as long as the left-most term in this expression is smaller than the right-most
term, values of c/b ≥ c

m
/b exist for which lock-in can occur. After some manipula-

tion (13) can be written as:

(1 – t
1
)(s

1
– s

i
) < 1/δ – 1 (14)

As country 1 is the largest country, s
1

– s
i
< 1. Thus, a sufficient condition for (14)

to hold is t
1

> 2 – 1/δ. The values of number of c
m
/b for which lock-in can occur
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increases as the two sides of (14) grow further apart, that is the occurrence of
lock-in increases with: t

1
(industry concentration in each country), and with

(s
1

– s
i
): if all countries are of equal size lock-in is more likely. Finally, as before,

lock-in becomes more likely if δ is low. 
The intuition behind these last two proposals is fairly straightforward, given

Propositions 3 and 4. The role of country concentration (measured by s
1
) merits

some comment. For the move from f to g (Proposition 5), what counts are absolute
shares of the countries. What counts for the move to a common standard however
(Proposition 6), is the difference between the largest and the smallest player; a
single large country provides a natural standard for others, while an oligopoly of
equal sized countries can result in deadlock.
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Tables on giro systems and number of networks

Table 14A.1 Giro systems in Europe

Country Year of Giro transactions Transactions per
introduction (millions, 1958) capita (1958)

Austria 1883 131 18

Belgium 1913 47 5

Denmark 1920 76 17

Finland 1940 33 7

France 1918 706 14

Germany 1908 1,027 14

Netherlands 1918 295 25

Italy 1918 n/a n/a

Luxembourg 1911 n/a n/a

Norway 1942 37 10

Sweden 1925 218 29

Switzerland 1906 253 45

Total 2,823 16

Source: Thompson (1964)
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Notes

1 I have corrected the BIS data for Germany to reflect the fact that about half the German
debit card transactions are recorded as direct debits by BIS.

2 According to the most recent BIS estimates the number of cheques per capita in the
USA went from 244 in 1998 to 245 in 1999 (BIS, 2001). See Murphy (1991) for the
quote on cheques used to pay credit card bills.

3 Figures from Wells (1996). Flatraaker and Robinson (1995) report average costs (at the
bank level) for Norway: A1.75 per cheque vs. A0.81 for a giro transfer. 

4 Humphrey, Pulley and Vesala (2000).
5 Humphrey, Kim and Vale (2000).
6 Humphrey and Berger (1990).
7 Evans and Schmalensee (1999).
8 For example, the Dutch competition authority (NMa) recently argued that banks should

offer their customers the ability to take their account number with them to another bank
(NEI, 2000). 

9 Baumol (1952). For a comprehensive survey, see Boeschoten (1992). More recent
contributions include Santomero and Seater (1996), and Attanasio, Guiso and Japelli
(1998).

10 See for example McAndrews and Roberds (1999), who conclude that cheque float acts
as a distorting tax, if it is not reflected in merchant prices. Shy and Tarkka (1998) model
the trade-off between credit cards and smart cards.

11 The authors regress annual per capita transactions for each instrument on explanatory
variables like the price of the various instruments, per capita income, number of ATMs
and debit card terminals, currency holdings per person, crime rate and bank-sector
concentration. While they find significant relationships with variables like number of
ATMs and debit card terminals, they acknowledge that these explanatory variables are
largely endogenous. On the other hand the explanatory value of truly exogenous
variables like crime rate and income is quite modest.

12 Real dollar terms: figures are corrected for inflation. The decline is due to lower
interest rates and quicker processing.

13 Murphy (1991) estimates the impact of per item charges on cheque usage and finds it
minimal: correcting for factors like age, income, etc., per item charges reduce cheque
usage by 10 per cent. This suggests that perverse pricing can at best explain a small part
of cheque usage. Humphrey, Kim and Vale (2000) find a strong correlation between

Table 14A.2 Number of payment networks56

1988 1999

Belgium 4 2

Canada 4 n/a

France 1 1

Germany 4 4

Italy 1 1

Netherlands 2 1

UK 3 1

EU Average n/a 2

US 37 23

Source: BIS, ECB.



cheque decline and strong price incentives to use cards. However, since other European
countries showed the same decline in cheques over that period without Norwegian price
differences, the causality may be weaker than the authors conclude. 

14 Figure from Bauer and Ferrier (1996).
15 See Bauer and Ferrier (1996) for both findings.
16 Speech held at the National Automated Clearing House Association (NACHA) 2000

annual meeting. 
17 Boeschoten and Fase (1989), Mot, Cramer and van der Gulik (1989). In terms of number

of transactions, ‘cash is (still) king’: the average person makes over 1,000 payments a
year, of which over 90 per cent have a value below A5 (Boeschoten, 1992).

18 If a consumer adopts a standard, he increases the value of the standard for all other
users. If the user is not financially compensated for this, it creates a positive externality.
This effect is analogous to the better known negative externalities such as road
congestion, air pollution, etc.

19 The seminal papers are Katz and Shapiro (1985), Farrell and Saloner (1986) and Arthur
(1989). They all analyse goods with consumer benefits of the form a + b(n), with a
being the stand-alone value of the good and b(n) the benefit of the network, depending
of the number of other users of that same (or compatible) good.

20 Quote from Matutes and Regibeau (1996), who give a comprehensive overview. 
21 While obvious to most non-economists, the relevance of this phenomenon is disputed

within the profession. Opponents argue that path dependence is either much less
pervasive than proponents suggest, or irrelevant because it does not help understand
and analyse economic reality, essentially converting economics into the study of
economic history (see for example Liebowitz and Margolis, 1994).

22 See Economides and Himmeberg (1995) for the US fax market, Dranove and Gandal
(1999) for DVDs, Park (2000) for VCRs, and Saloner and Shepard (1995) for ATMs.
The ATM application analyses the adoption of ATMs by banks, and finds that US banks
with a larger branch network (i.e. more than five branches!) have adopted ATMs faster,
supposedly because they could install a larger ATM network (one in each branch)
giving a higher benefit to their customers.

23 Cowan (1990) analyses nuclear technology, and finds that due to historical
coincidences (use of nuclear reactors on submarines) the US settled on what is now
considered an inferior technology. See David (1985) for the QWERTY case, and
Liebowitz and Margolis (1994) for a rebuttal.

24 Fase (1999) and Shy (2001).
25 The interchange fee is charged between banks that participate in a network

transaction. For example in credit cards, the bank of the card-accepting merchant has
to pay 1 to 2 per cent of the transaction value to the bank of the customer that used
his card. See Matutes and Padilla (1994) for a model that analyses the decision of
banks to link their ATM networks. A similar approach is explored for other channels
by Bouckaert and Degryse (1995) for phone banking and Vesala (2000) for remote
channels in general.

26 Bassanini and Dosi (1998) and Cowan and Cowan (1998).
27 I normalize these costs to reflect the fixed cost per customer per unit of time during

which the average customer makes one transaction.
28 Alternatively they could represent increased customer fees made possible because of

the higher customer value of the new technology g. 
29 Numbers from the Dutch banking system confirm that this assumption holds for the

Dutch market.
30 Assumption 1 is introduced purely for simplicity; it is not required to derive the results.

Assumption 2 is in line with the assumption of constant hedonic prices (see next note). 
31 Alternatively, assume that any increase/decrease in customer benefits due to the new

technology is compensated through an increase/decrease in price (constant hedonic
prices).
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32 More precisely, they can at best re-establish the ‘pre-g’ profit level by both adopting
compatible versions of g (which implies that all the net benefits are passed onto the
consumer). The only exception is if the network effect b is so large compared to the
‘distance’ (differences in product offering or switching cost) between firms that one
bank can use g to drive the other out of business (which is not observed in practice).
The underlying model and proof is available from the author upon request.

33 Throughout the remainder of this section, I will define welfare as the joint welfare of
all banks. The model takes consumer welfare to be unaffected by the choice of
technology, by assuming that any impact on consumer welfare is compensated by the
price charged to the consumer. And since this price is in turn reflected in b, changes in
consumer welfare are ‘absorbed’ by banks.

34 See C.K. Harley (1970) for the sailing ship effect. In the payment system practice the
lock-in effect is further enhanced by the fact that two systems have to be maintained for
f and g, each with their own fixed costs; for simplicity our model assumes these fixed
costs (other than the fixed cost per customer for g) to be negligible. To the extent that
they are non-negligible they will enhance the lock-in effect. 

35 The notable exceptions are the UK and its former colonies (US and the commonwealth).
See Table 14A.1 in Appendix 14B for an overview based on Thompson (1964).

36 The two systems remained separate until the (late) 1990s, when following increasing
pressure from the Dutch National Bank they were finally made fully compatible. In
1966 the Postgiro system had a share of about 23 per cent (this includes PCGD, GGA
and RPS). 

37 Figures reflect share of commercial and agricultural banks of non-interbank deposits as
of December 1966 (figures from De Nederlandsche Bank). In 1964 two mega-mergers
of four players with each about 5 per cent share created ABN and AMRO who then had
about 10 per cent each. This merger did likely facilitate the decision to make a major
move into the mass market and set up an interbank giro clearing system.

38 The story of this failed switch is quite colourful. The failure was so complete, that the
Postgiro had to shut down operations for a full year to sort out the mess. It even had to
ask customers to provide proof of their account balances, because the internal
administration could no longer be relied upon. An official inquiry found many causes,
among them an overly optimistic external consultant, who had a contract entitling him
to a quarter of all labour savings during the first year (Tak and Dubois, 1924). 

39 The Postgiro transaction figures include cash withdrawals, deposits and a few cheques,
but the majority of transactions were giro transfers. Several explanations can be offered
for this seemingly paradoxical result. First real labour costs more than quadrupled in
the period 1928–94. Second, the functionality of a 1994 giro payment was much richer
than in 1928: printed statements, added information, etc. 

40 Regressing data on total (real) costs (COST) on the number of accounts (ACC) and
transactions (TX) for the period 1918–1928 for the Dutch giro bank, yields:
COST = 3.5 million + 110 ACC + 0.034 TX Adj. R2 = 96% , DW = 1.24 

(t = 2.6) (t = 3.0) (t = 0.3)
41 Table 14A.1 in the appendix confirms that The Netherlands is a good representative of

the more successful giro countries.
42 I get this figure by applying a multiple of 2.2 (based on both the Norwegian and the US

experience) on the integral cost of a giro transfer. Using the 1966 giro data I get an
integral cost of A0.64 per giro transaction (by assuming that the variable cost is zero).
Note that I implicitly assume that all the costs of a cheque are transaction rather than
account related. 

43 In 1918 the Postgiro was established with a much lower share. However, first this was
a public initiative, and second it may be argued that this institution was to a large extent
autarkic, which significantly reduces the necessary critical market share.

44 Germany represents 22 per cent of EU population. Of course the calculation in the text
only holds if Europe would form a closed system.
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45 The data on cross-border transfers are based on BIS data for domestic transactions and
category 1 Swift messages. Each international transfer is assumed to generate two
such messages. Data for international card payments based on EFIMA estimates for
1997. Portugal, Finland, Luxembourg and Greece were omitted because of data
problems. 

46 Theoretically, this number is influenced by the systems used by other countries: if all
countries use the new technology, less than 44 per cent would be needed: 43.8 per cent
to be exact if δ = 0.6 per cent and the share of the country is 1/3 (see Appendix B for
the detailed mechanics).

47 Checks may receive an additional ‘life-extension’ through upgrades. The impact of
upgrades has so far been limited, as evidenced by the analysis of technology change in
cheque processing that was mentioned in Section 2. However a major upgrade may
currently be presenting itself: now that most banks retain computer images of cheques,
and congress is expected to pass legislation confirming the legal status of a cheque
image, it becomes feasible to transfer images rather than paper between banks. This is
expected to substantially reduce the cost of cheque processing.

48 If banks do not act jointly, we need to use the more complicated model of Appendix B.
However, for the case at hand, this does not lead to different conclusions. 

49 Of course the fact that the customer bears the conversion costs, while the banks would
have to swallow most of the cost of switching to a common system makes this trade-off
quite simple. But even if we assume the banks would have to bear the full cost of
converting international transactions, adopting a common system would have to be
quite cheap, before the banks would do it.

50 Based on an average of 95 transfers, direct debits and cheques per person per year
(current EU average), of which 0.3 per cent are cross border, at a cost of A5–7 each.

51 The prices mentioned are for retail transactions in the euro zone where the banks no
longer make a Foreign Exchange conversion margin. Traditionally the FX margin on
(wholesale) transactions was the major source of income on cross-border transactions.

52 Based on an average of 25 card transactions per person per year (current EU average),
of which 5.7 per cent are cross-border, at a cost of A2–3 each.

53 For the sake of the graph it is assumed that both the benefits of the upgrade are half
those of g.

54 Note that like before there is no Nash-equilibrium where some but not all players adopt
g. Since the right-hand side of (4) is increasing in s

g
, if (4) holds for one player, it will

automatically lead to a positive U
i
(s

i
, s

i
+s

g
, g) for all other players.

55 This last condition says that migrating to another version of g can never be more
expensive than adopting g in the first place, which seems reasonable.

56 The figures in the table are for each country the minimum number of ATM networks
and debit card (EFTPOS) networks.
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15 Electronic payments and scale
properties in the banking industry*

Kjersti-Gro Lindquist

Abstract

As a result of new technology, payment services in banking have shifted dramati-
cally from paper-based giro and cheque payments to electronic giro and debit card
payments. This paper analyses the importance of new electronic payment systems
for the development in banks’ scale properties and input demand in their produc-
tion of loans and deposits. A four-factor translog cost function and the
corresponding cost-share equations are estimated. Labour, physical capital, mate-
rials and funding are treated as variable inputs. The results show that the increase
in electronic payments has increased the elasticity of scale and decreased average
variable costs in banking. The move towards electronic payment systems has
affected input demand asymmetric, i.e. non-neutral, and the input ratio between
labour and both physical capital and materials have decreased. 

1 Introduction

Over the last couple of decades, banks in Norway, as in most OECD countries, have
gone through important changes. Market deregulation, increased competition, tech-
nological innovations and financial crises have spurred mergers and acquisitions –
both domestic and across borders, investments in new technologies and probably
also changed banks’ strategic behaviour. While several of these issues have been
analysed and discussed in the literature, little has been done on the importance of
new electronic payment systems, which clearly represent new technology.

As a result of this new technology, payment services have shifted dramatically
from paper-based giro and cheque payments to electronic giro and debit card pay-
ments. While only 10 per cent of non-cash payments in Norway were in electronic
form in 1987, by 1999 this had risen to 60 per cent. This change was – at least
partly – spurred by banks’ pricing policy; see Humphrey et al. (2001). Banks’
motivation to offer electronic payment systems may be due to both cost saving and
competition: once the necessary investment is made, for the same type of transac-
tion, electronic payments cost banks much less to produce than paper-based
payments; see Flatraaker and Robinson (1995) and Wells (1996). If customers find

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



electronic payment systems more convenient than paper-based systems, and hence
prefer the first, electronic payment systems may be viewed as a strategic variable
in the competition for customers.

This paper focuses on the importance of new technologies, i.e. new electronic
payment systems, for the development in banks’ scale properties and input demand
in the production of loans and deposits. As in general in analyses of bank behaviour,
the definition of bank output is a major challenge, and one may argue that payment
services, including both electronic, paper-based and cash payment services, should
be treated as an output. However, payment services contribute marginally to banks’
income, and our view is that these services have the character of being inputs in the
production of loans and deposits, because banks must offer these services to attract
depositors in particular. Payment services are either ‘intermediate’ inputs produced
within banks by the primary inputs labour, physical capital and materials, or banks
use a clearing house and settlement bank to execute the transactions. The latter is
particularly important with respect to giro payments, card payments and ATM trans-
actions. The banks are charged for their share of the costs in these systems, and
these costs are included in our measure of materials input.

We estimate a system consisting of a cost function in four (primary) variable
inputs, i.e. labour, physical capital, materials and funding, and the corresponding
cost-share equations. We treat loans and deposits as banks’ output within a single-
output approach, i.e. loans and deposits are aggregated. Rather than representing
technical change by a deterministic trend variable, we include the development in
electronic payments relative to total non-cash payments in volume terms, i.e.
number of transactions, to represent the implementation of this new technology in
the payment systems. We specify a rather general model in this variable, and in
addition to testing for an effect on banks’ scale elasticity, we also test if new pay-
ment systems have affected input demand asymmetric, i.e. non-neutral. These are
the two issues that we focus on.

We have access to annual bank-specific data for most of the variables in our
system over the period 1987–98. With respect to electronic payments, we only
have the number of transactions at the industry level, however, while we ideally
should have had the number of transactions at the bank level. On the other hand,
we expect the share of electronic payments in total non-cash payments measured
in number of transactions to be rather common across banks. Because banks par-
ticipate in a jointly owned system for clearing, and the necessary infrastructure is
in general available to all banks, banks can rather easily offer their customers
electronic payment services. For example, the first Norwegian bank to offer e-
banking was a small rural savings bank.

Section 2 presents the econometric model, and the empirical results are pre-
sented in Section 3. The main conclusions are summarized in Section 4.

2 The cost-share equation system

Banks’ technology is represented by a translog cost function with variable returns
to scale as put forward by Christensen et al. (1971, 1973). With this functional
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form, the impact of technical progress, as represented by the introduction of new
electronic payment systems, can be specified in a general way. The translog cost
function is flexible and can be interpreted as a quadratic approximation to a gen-
eral continuous twice-differentiable cost function in logs that satisfies linear
homogeneity in prices.

While Hunter et al. (1990) and Lawrence (1989) find that the standard translog
specification provides an adequate fit of bank cost data, Shaffer (1998) shows that
the translog cost function disfavours large banks, since economies of scale are
exhausted already for relatively small banks. In principle, however, the general
translog cost function captures situations with ever increasing scale elasticity with
respect to bank size. The conclusion with respect to this will depend on the sign
and size of estimated coefficients in combination with data. One may therefore
argue that this is an empirical question, and if increasing or non-decreasing scale
elasticity with respect to bank size is an important feature of the data, we should
be able to identify this by using the translog functional form.

Our most general translog cost function, with labour (L), physical capital (K),
materials including energy (M) and funding (F) as inputs, is given in equation (1).
Subscript f denotes bank. The cost function includes fixed effects, which is
assumed to capture permanent variation in cost efficiency across banks. All slope
coefficients are treated as constant across banks. The symbol Σ
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implies the sum
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where C
f
is total variable costs of bank f; P

if
is the bank-specific price of input i;

X
f

is the output, i.e. the sum of loans and deposits, in bank f; EP is the share of
electronic payments in total non-cash payments in the banking industry; u
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is an

added disturbance; V
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is the quantity of input i used by bank f. 
Application of Shephard’s lemma gives the cost-share (S
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) equations in (3).
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where u
if
, i = L, K, M, F, are disturbances. Because the cost shares always sum to

unity, that is Σ
i
S

if
= 1, any cost-share equation can be expressed in terms of the

other equations by using the adding up restrictions (listed below). This also
implies a singular error-covariance matrix, but estimation may proceed with the
arbitrary deletion of one cost-share equation.
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Theory requires the cost function to be homogeneous of degree one in input
prices and cross-price effects to be symmetric. These theoretical restrictions, in addi-
tion to the adding up conditions, are imposed on the general model that we estimate:

Adding up conditions: Σ
i
α

i
= 1; Σ

i
β

ij
= 0 for all j; 

Σ
i
γ

ik
= 0 for k = X, E

Price homogeneity and symmetry: Σ
j
β

ij
= 0 for all i;

β
ij

= β
ji

for all i and j where i ≠ j.

We make the following assumptions about the disturbances in the reduced system
that we estimate (we exclude the cost-share equation for materials): 

[u
Cf

, u
Lf

, u
Kf

, u
Ff

]/ ~ IIN [0, Ω], for all f

where IIN signifies independently, identically, normally distributed. Beyond sym-
metry, there are no restrictions imposed on the covariance matrix, Ω. The genuine
errors are assumed to be homoskedastic across industries and not autocorrelated
within industries. We assume that all prices and the share of electronic payments
in total non-cash payments are weakly exogenous. We check the validity of treat-
ing output as an exogenous variable by using an instrumental variable approach.

The own- and cross-price elasticities of factor demand are given in (4) and (5).
These elasticities are defined as the Slutsky analogues, i.e. as output-constrained
price elasticities of input quantities. The price elasticities depend on data as well
as estimated coefficients, and will in general vary both over time and across
banks.
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Grant (1993) shows that the elasticities of substitution in the translog function
case may be evaluated at any expansion point, including points of sample means,
as long as the theory restrictions of price homogeneity and Slutsky symmetry
hold. The cross-price elasticities are in general not symmetric. The translog cost
function has been criticized because the area where the regularity conditions are
met can be narrow. Particularly, own-price elasticities have attained focus,
because positive values – even within sample – have been revealed. We check the
within sample properties, however. 

The elasticity of scale, which equals the inverse elasticity of costs with respect
to output, and the elasticity of costs with respect to electronic payments, are
defined in (6) and (7) respectively. As with the price elasticities, these elasticities
depend on both data and estimated coefficients.
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As already explained, the translog cost function is criticized because it disfavours
large banks with respect to scale elasticities. However, the formula for the scale
elasticity above shows that this is only true if γ

XX
> 0. If γ

XX
< 0 or γ

XX
= 0, the scale

elasticity will increase with, or be independent of, bank size respectively. We
expect ε

E
to be negative, i.e. that the increase in the share of electronic payments

in total non-cash payments has decreased average costs.
There are a number of hypotheses concerning the properties of the production

function that can be tested on the general model. We are, however, particularly
interested in (i) the effect on the scale elasticity from the increased use of elec-
tronic payments, and (ii) if new technology, as represented by new electronic
payment systems, has affected input demand asymmetric, i.e. non-neutral. With
respect to the first issue, if the coefficient γ

XE
is zero, which means that no inter-

action term between output and electronic payments enters the cost function, we
conclude that the increase in electronic payments has not affected the scale elas-
ticity in the banking industry. It would also imply that the effect of electronic
payments on variable costs is independent of the level of output. If, on the other
hand, γ

XE
is found to be negative (positive), this implies an increase (decrease) in

the elasticity of scale as the share of electronic payments increases.
The issue of neutrality can be analysed by testing restrictions on the coeffi-

cients γ
iE

, i = L, K, M, F. If, for all i, γ
iE

= 0, we conclude that the increased use of
electronic payments has affected input demand neutrally, i.e. input ratios are not
affected by this change in technology, although the input volumes may of course
change. If γ

iE
≠ 0, the conclusion is more complicated. Let’s assume, however, that

the elasticity of costs with respect to electronic payments, ε
E
, has the expected

negative sign. This implies that an increase in the share of electronic payments has
a negative effect on average variable costs and hence an overall negative effect on
the volume of variable inputs. If γ

iE
< 0, we can conclude that the volume of input

i decreases as the share of electronic payments increases, when all prices and the
output level remain constant. If, on the other hand, γ

iE
> 0, then we have two oppo-

site effects on the demand for input i from an increase in electronic payments. The
net effect depends on whether this latter positive effect on the cost share of input i
dominates the negative effect on variable costs from ε

E
.

Within the chosen approach, we can calculate the effect from increased use of
electronic payments on input ratios by using equation (8). ∆IR

ij
denotes the

change in the input ratio between input i and j.

∆IR
ij

= ∂(S
if

/S
jf

)/∂lnEP = (γ
iE

S
jf

– γ
iE

S
if
)/(S

jf
)2 (8)

If ∆IR
j
is positive (negative) we conclude that the input ratio between input i and j

increases (decreases) as the share of electronic payments increases. Since elec-
tronic payment services are assumed to replace more expensive labour-intensive
payment services, we are particularly interested in checking the impact of elec-
tronic payments on the input ratios between labour and physical capital and
between labour and materials. Electronic payments are – to some degree – contin-
gent on investments in new machines. Furthermore, usage of the banks’ jointly
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owned system for clearing and liquidity information, which clearly is important
with respect to electronic payments, is included in materials input.

If all cost shares are independent of the output level, i.e. γ
iX

= 0, we conclude
that the production technology is homothetic, and factor ratios remain constant
when the level of output changes. Homotheticity in addition to the absence of price
effects in the cost-share equations, i.e. β

ij
= 0 for all i, j, imply a Cobb–Douglas

production technology. As in Jorgenson (1986), we define a positive (negative)
effect of output growth on a cost share as a positive (negative) scale bias.

3 Empirical results

We now present the results from estimating the cost function in (1) and the cost-
share equations in (3). We exclude the cost-share equation of materials for reasons
explained earlier. We use bank-level panel data from Norwegian banks combined
with industry-level information from national accounts. A more detailed presen-
tation of the data and empirical variables is given in Appendix 15A. Our panel
includes 1873 annual observations of 211 banks over the period 1978–98. Our
panel is unbalanced, but 141 banks are observed in the maximum 12 years, which
is 90 per cent of the observations. Three banks are observed in one year only. We
use the three-stage least squares procedure in STATA Release 7.0 (StataCorp.,
2001) to estimate the simultaneous system with cross-equation restrictions.

As in general in cost function analyses, we may face an endogeneity problem
with respect to the explanatory variables. Wages vary across banks, which may
suggest that banks are not price takers in the labour market. However, this varia-
tion may reflect differences in seniority and level of education, and one can argue
that due to a centralized wage formation system and relatively high degree of
unionization in Norway, it is plausible to assume that wages are weakly exoge-
nous. Because we only have access to the industry-level price on materials input
(including energy), any possible endogeneity problem with respect to this price is
reduced. The price of funding is a weighted average of interest rates on deposit
accounts and a money market interest rate. The latter interest rate is clearly exoge-
nous to the banks. We assume that the money market is the ‘true’ marginal source
of funding for the banks. Although it can be argued that the implementation of
new technology in banks in general should be treated as an endogenous process,
two arguments can be put forward that defend the weak exogeneity assumption on
the share of electronic payments in total non-cash payments. First, we have only
access to the industry-level share, which is exogenous to each bank, and second,
the change in this share is determined not only by the banks but also largely by the
bank customers.

To take into account a possible endogeneity problem with respect to output, we
use a four-stage least squares (4SLS) approach. In this case, we first regress out-
put on all the exogenous variables in our general system in addition to the
volumes of the variable inputs. The predicted values of output from this regres-
sion are used as instruments when estimating the system of interest by the
three-stage least squares (3SLS) procedure in STATA.
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Table 15.1 gives the results from estimating our general model by 3SLS and
4SLS.

Table 15.1 The estimated cost function and cost-share equations a

Three-stage least squares Four-stage least squares b

Coefficient Estimate Std. error Estimate Std. error

α
L

.240 .019 .339 .020

α
K

.004 .009 –.002 .010

α
F

.676 .026 .692 .027

β
LL

.010 .003 –.009 .003

β
LK

–.005 .001 –.005 .001

β
L

–.012 .003 –.008 .003

β
KK

–.003 .001 –.003 .001

β
KF

.032 .001 .036 .001

β
FF

–.115 .005 –.146 .005

γ
X

–.376 .156 –.171 .143

γ
XX

.074 .010 .077 .010

γ
LX

–.005 .001 –.005 .001

γ
KX

.001 .0003 .001 .0003

γ
FX

.009 .002 .010 .002

γ
E

–.068 .085 –.342 .078

γ
EE

–.662 .028 –.825 .025

γ
LE

.057 .003 .063 .004

γ
KE

.022 .002 .025 .002

γ
FE

–.219 .007 –.244 .006

γ
XE

–.021 .005 –.018 .005

Three-stage least squares Four-stage least squares

RMSE R2 RMSE R2

Cost function .1406 .9914 .1212 .9936

Labour c .0426 .4463 .0434 .4252

Physical .0214 –.2547 .0220 –.3236
capital c

Founding c .0986 .1407 .1052 .0230

Notes:
a The cost-share equation of materials (incl. energy) is excluded. Fixed effects are included in the

regressions but not reported in the table.
b In a first step, output is regressed on all the explanatory variables in the cost function in addition

to the level of all the inputs. For this single equation: RMSE = 0.0910 and R2 = 0.9967. Predicted
values on output are used as regressors in the three-stage lest squares procedure.

c The cost-share equation of the input stated.
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A comparison of the 3SLS and 4SLS regressions in Table 15.1 shows that the
estimated coefficients are, in general, relatively robust whether we treat output as
an endogenous variable or not, but there are some differences. The two alternative
regressions are robust with respect to the two hypotheses of particular interest,
however. 

First, the coefficient γ
XE

is found to be significantly negative, which, as already
explained, implies that the elasticity of scale increases as the share of electronic
payments increases. Second, neutrality is rejected, i.e. the coefficients γ

iE
≠ 0,

i = L, K, M, F. We conclude that the move towards electronic payment systems has
caused the cost-shares of both labour, physical capital and materials to increase,
while the cost-share of funding has decreased. According to Table 15.3, the elas-
ticity of costs with respect to electronic payments, ε

E
, is negative, and hence we

can conclude that the isolated effect on the demand for funding from the increase
in electronic payments is negative. We also find that ∆IR

LK
< 0 and ∆IR

LM
< 0,

which imply that the input ratio between labour and both physical capital and
materials (including energy) decreases as the share of electronic payments
increases. This is consistent with our a priori beliefs; new electronic payment sys-
tems have particularly substituted out paper-based and labour-intensive methods,
cf. Vesela (2000). The results do not support homotheticity, and we find a negative
scale bias for both labour and materials (including energy). The scale bias for
physical capital is positive.

In Table 15.2 we present the own-price and cross-price elasticities predicted by
the model in Table 15.1. The elasticities are calculated at the overall empirical
sample means for the cost shares.

Table 15.2 Own- and cross-price elasticities calculated at the overall empirical mean of the
cost shares

Own-price Estimate Cross-price Estimate
elasticities elasticities

3SLS 4SLS 3SLS 4SLS

ε
LL

–0.778 –0.912 ε
LK

0.005 0.008

ε
KK

–1.018 –1.025 ε
LM

0.165 0.269

ε
MM

–1.614 –1.939 ε
LF

0.607 0.635

ε
FF

–0.477 –0.523 ε
KL

0.025 0.032

ε
KM

–0.436 –0.524

ε
KF

1.430 1.517

ε
ML

0.217 0.354

ε
MK

–0.180 –0.216

ε
MF

1.577 1.801

ε
FL

0.133 0.139

ε
FK

0.091 0.096

ε
FM

0.253 0.288
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All own-price elasticities evaluated at sample means have the correct sign. With
the exception of one value of ε

LL
in the 3SLS case, this is true for all sample points in

our data. Hence, the results satisfy in general the ‘concavity in prices’ condition. On
average, the demand for materials (including energy) is elastic, while the demand for
labour and particularly funding are inelastic. The own-price elasticity for physical
capital is close to minus one. On average, most inputs are substitutes in demand. The
exception is physical capital and materials, which on average are complements.

Table 15.3 gives the elasticity of scale, cf. equation (6), and the elasticity of
costs with respect to the share of electronic payments in total non-cash payments,
cf. equation (7). We find a scale elasticity close to one on average; above one
when using 3SLS and just below one when using 4SLS. The results also show that
an increase in the share of electronic payments in non-cash payments decreases
costs by about 0.5 per cent, i.e. over time, the elasticity of scale in banks’ produc-
tion of loans and deposits has increased due to the implementation of new
technology in the payment systems.

Table 15.3 The elasticity of scale and elasticity of costs with respect to electronic payments 

4 Conclusions

This paper analyses the importance of new technologies, i.e. new electronic pay-
ment systems, for the development in banks’ scale properties and input demand in
the production of loans and deposits. A four-factor translog cost function and the
corresponding cost-share equations are estimated simultaneously using unbal-
anced bank-level panel data for the period 1987–98. The inputs are labour,
physical capital, materials including electricity and funding. We treat the sum of
loans and deposits as an aggregate output. Fixed effects are introduced to capture
systematic bank heterogeneity in costs. Output is instrumented using predicted
values from a single equation regression.

To represent the implementation of new technology in the payment systems in
the Norwegian banking industry, we include the development in the share of elec-
tronic payments in total non-cash payments measured in number of transactions.
A rather general model is specified in this variable. 

The results show that the elasticity of scale has increased as the share of elec-
tronic payments has increased. Average variable costs have decreased. The move
towards electronic payment systems has affected input demand asymmetric, i.e.
non-neutral, causing the cost-shares of both labour, physical capital and materi-
als to increase, while the cost-share of funding decreases. Calculations on the
estimated models show that the input ratios between labour and both physical

3SLS 4SLS

ε
X

1.196 0.918

ε
E

–0.414 –0.557

Note: Calculated at the overall empirical means of the cost-shares.



capital and materials (including energy) decrease as the share of electronic pay-
ments increases. This is consistent with our a priori beliefs; new electronic
payment systems have particularly substituted out paper-based and labour-inten-
sive methods.

Appendix 15A: The data and definition of variables

Primarily we use annual bank-level data which banks are obliged to report to the
central bank. This is combined with bank-level information on employment from
Statistics Norway. In addition, we apply some price indices at the industry level
from Statistics Norway, i.e. we use data for industry 63: Bank and insurance. Our
panel includes 1,873 annual observations of 211 banks over the period 1987–98.
Our panel is unbalanced, but 141 banks are observed in the maximum 12 years,
which is 90 per cent of the observations. Three banks are observed in one year
only.

C
f

Total variable costs in bank f, 1000 NOK
P

Lf
Price of labour in bank f, NOK per man-hour

P
Kf

User cost of physical capital in bank f, NOK
P

Mf
Price of materials incl. energy in bank f, NOK 1997 = 1

P
Ff

Interest rate on funding in bank f
X

f
Total output in bank f measured as the sum of deposits and loans, 1000
1997–NOK

EP Share of electronic payments in total non-cash payments in the
Norwegian banking industry.

Total variable costs are calculated as the sum of reported labour costs, input of
physical capital, materials input and funding costs.

We calculate data on two physical capital stock components, i.e. machinery,
fixtures and transport equipment, and buildings. The two components are aggre-
gated to total physical capital stock. Data in value terms are the sum of deflated
book values multiplied by a calculated user cost. We include rented capital in our
measure. The user cost of physical capital is a weigted average of the user cost of
each component. Each user cost is a function of the corresponding industry level
investment price from the Norwegian national account, the one period ahead rate
of change in this price, the ten years Norwegian government bond rate, and a
depreciation rate. The latter is based on information on the service life from
Norwegian national accounts and geometric depreciation. The service life is nine
years for machinery etc. and sixty years for buildings. The user cost is common
across banks.

The price of materials including energy is a weighted average of the industry level
price of materials, electricity and fuels from Norwegian national accounts. This price
is common across banks. Funding costs equal banks’ interest payments on deposits
and money market funding. The price of funding is – for each bank – calculated as
the weighted average of the bank’s interest rate on deposits and a money market rate,
using ordinary deposits and loans in the money market as weights.
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Loans and deposits in volume terms are calculated by deflating observed data
in value terms by the consumer price index (CPI). With respect to business loans,
one may argue that the GDP-price index is a more appropriate deflator, but the
GDP-price index and CPI follow a common trend. With respect to electronic pay-
ments, we only have the number of transactions at the industry level, however,
while we ideally should have had the number of transactions at the bank level.
Table 15A.1 gives summary statistics for the variables used in the regressions.
According to the empirical means, the input share of funding is well above the
other variable inputs.

Table 15A.1 Summary statistics for the endogenous and explanatory variables in the
analysis

Mean St. Dev. Min. Max.

Total costs, mill. NOK 466 1,655 869 22,700

Cost share of labour 0.154 0.057 0.005 0.581

Cost share of physical capital 0.038 0.019 0.0002 0.193

Cost share of materials including 0.137 0.054 0.009 0.745
energy

Cost share of funding 0.671 0.106 0.002 0.963

Price of labour, NOK per 209 505 5 19,054
man-hour

User costs of physical capital 0.164 0.076 0.049 0.336

Price of materials including 0.899 0.060 0.798 1.027
energy1

Interest rate on funding 8.835 16.555 0.978 561.662

Output, mill. 1997–NOK 7,192 27,200 17 292,000

Share of electronic payments2 0.431 0.192 0.156 0.741

Notes:
1 Annual national account data, 1997 = 1. Equal for all banks.
2 The share of electronic payments in total non-cash payments in the banking industry. Equal for all

banks.
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16 Market structure, innovation and the
development of digital money*

Peter D. Spencer

1 Introduction

Like many others attending this colloquium, I am very interested in the implica-
tions of electronic money for financial stability and monetary policy. However
such analysis begs the question of whether the development and diffusion of elec-
tronic money is actually likely. This paper looks at the prospects for the successful
diffusion of e-money systems. I look at the obstacles that have to be surmounted
and discuss ways in which the competition and prudential authorities could
encourage or impede this development.

We have of course had electronic money for decades. Electronic Funds
Transfer (EFT) has been used for settling large banking and commercial transac-
tions since the middle of the nineteenth century, based, like many commercial
procurement operations, on the telegraph and telex (Standage, 1998). Closer to
home, online credit and debit card systems are also electronic. Credit cards are
extensively used on the Internet as well as in the real world, and the debit payment
system is expanding rapidly in all developed countries. 

However, these transactions are conducted through closed commercial net-
works. The dedicated nature of these systems means that they have high overhead
costs with high intrinsic security. In contrast, the Internet is an open system.
Internet-based systems like Digicash and PayPal have a lower overhead cost but
potentially lower security. Electronic purses like Mondex, Geltcarte and Proton
avoid system overheads by operating offline, but again are potentially less secure.
Like notes and coin in the real world, electronic money is bearer rather than
account-based money, subject to the same security risk for the holder. 

In this paper I define electronic money (or e-money) as an open or offline dig-
ital prepayment system that can be used for settling transactions on the Internet or
in the real world or both. This is the electronic equivalent of cash, which also
intermediates transactions in a decentralized (or offline) way and must be
acquired in advance. The challenge is to develop offline electronic systems that
are relatively secure, convenient and cost-effective over a range of micro to macro
transactions. As will become clear, this is a challenge to regulators as much as

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



digital scientists. Indeed, I will argue that most of the technical problems have
already been surmounted. 

It is possible that despite the large overheads, the falling cost of dedicated
online electronic services could soon make them as cost-effective as offline e-
money media. Indeed, special pricing and security arrangements already allow
these systems to be used for high-volume/low-value purchases like metro tickets.
This would frustrate the development of offline systems, removing their cost
advantage in these areas. However, in this case, online systems would secure many
of the resource savings that would otherwise be expected from the offline systems. 

So far, the offline electronic systems have utterly failed to penetrate the pay-
ments market. This paper looks at the reasons for this failure and asks whether the
new systems currently being deployed are likely to fare any better. I argue that the
obstacles to the success of these systems are due to market structures rather than
technological or psychological barriers. These obstacles stem from the essential
characteristics of money as (a) a network and (b) a convenience good. In combi-
nation, these features of the payments market raise important public policy issues,
meaning that we have to look carefully at the role of the competition and pruden-
tial regulators. Ultimately there may be a role for the state in the provision of
electronic money, just as there is in the provision of its ancient counterpart. 

This paper is set out in the following way. The next two sections look at the
network and convenience features of money. Section 4 looks at some of its other
attributes and identifies reasons why the first-generation systems (like Digicash
and Mondex) performed poorly. It argues that the second-generation systems have
remedied most of the technical problems. Subsequent sections suggest that the
anti-competitive features of the payments market are nevertheless likely to
impede the development of e-money and other new payment systems. The role of
the competition authorities and prudential regulator is discussed at this point. The
final section offers a conclusion.

2 Money as a network good

Money is a prime example of a ‘network good’. These goods are monetary, lan-
guage and other communications devices that depend for their effectiveness upon
the number of other people using them. As the textbooks say, money has to be
‘generally acceptable in settlement of transactions’. The more widely acceptable
the better. 

Because network goods enjoy a positive consumption externality, they are
likely to be under-provided by the market. In this sense network goods are akin to
public goods like broadcasting, where consumption by one person does not
reduce the amount of the goods available for others. Indeed, network goods are
‘super-public goods’ because consumption by one person increases the usefulness
of the goods to other users. The argument for public subsidy (and perhaps provi-
sion) holds a fortiori. Malinvaud (1980) provides some basic theory.

This consumption externality leads to a chicken and egg problem: people are
reluctant to buy network goods unless their associates have them and they are
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affordable. This means that promoters must invest huge sums of money in subsi-
dizing appliances and other costs of joining the network before they reach
commercial viability. This was the case, for example, with BankameriCard: the
first credit card. The Bank of America sent out millions of unsolicited cards in an
attempt to reach critical mass, knowing that it would be hit by huge fraud and
other costs as a consequence. Similarly, in the UK, it took Barclaycard a decade to
turn in its first profit. Katz and Shapiro (1985) provided the first microeconomic
model of a network market, showing a market could be established under rational
expectations, when consumers and producers look through the short-run inertial
costs to the long-run equilibrium. 

To set against this, the promoter is likely to enjoy a first mover advantage or
incumbency effect once the system is established. This is most likely if it is
expensive or inconvenient to switch provider. A notorious example in the technol-
ogy industries is offered by Microsoft. Ausubel (1991) shows that the credit card
market also generates super-normal profits. Having made a large investment in
plastic, the credit card companies and the banks have been reluctant to develop a
rival payments system. Indeed, Visa and MasterCard are now in court to answer
the US Justice Department’s allegation that they suppressed competition by aban-
doning plans for new technologies like smart cards and Internet payment systems. 
Ginguly and Milne (2001) note that the clearing house at the centre of any pay-
ments system is usually organized as a mutual organization by its member banks.
This clearly raises competition concerns. Indeed, Cruikshank (2000), a former
telecoms regulator, has argued that a payment system is a natural monopoly like a
public utility. It is hard for newcomers to enter the market, because it involves a
great deal of duplication. It is also difficult to get customers to switch providers.
The economics of markets with switching costs are analysed by Klemperer
(1995).

It is no coincidence that the intermediary structure of the payments market
closely resembles that of telecoms. Indeed, securities dealers and Internet Service
Providers (ISPs) have a similar intermediary function. These markets allow one
agent or end user (say agent A) to transact or converse with another (B). However,
unless A and B have the same intermediary (i.e. bank/phone company/dealer/ISP)
they have a five-party structure. In each case agent A transacts through his inter-
mediary (say IA) which settles through a clearing house, network or exchange
with B’s intermediary (IB) and hence indirectly with B. 

The multilateral geometry of this market structure makes it very rich. Take, for
example, the payment arrangements: who pays? In the case of debit card systems
it is the receiver. But in the case of telecoms it is the caller. In the case of securi-
ties and ISPs, both of the ultimate parties pay. 

Credit card systems are slightly different, having a rectangular or four-party
structure. In this case agent A (the purchaser) settles with the card-issuing bank or
‘provider’ and agent B (the merchant) with the ‘acquirer’. There is no network for
different cards, so A and B must be on the same system. Bearer or offline e-
money systems are slightly different again, having a triangular or three-party
structure. This is because the same firm deals with both end users. Charge cards
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like American Express operate in the same way. However, questions like the one
of ‘who pays?’ also arise in these systems. 

3 Money as a convenience good

These markets have another common feature. The product is a ‘convenience good’:
wanted not for its own sake but as a way to access other goods and services. Money
is the archetypal convenience good. This has several implications. First, it means
that money acts like a joint good with the item being purchased. This immediately
tells us that the price elasticity of demand is low. If the cost of transactions goes up
we can try to switch provider, but this may not be possible (monopoly) or practica-
ble (switching costs). We are not going to change our lifestyle, demand for goods
and services or even the level of transactions that we make.1 This point is particu-
larly worrying when set alongside the monopolistic features of the payments
market identified in the previous section. A natural monopoly with a low elasticity
of demand clearly raises important public policy issues.

Second, because it is a convenience good, money should be convenient and mul-
tifunctional. However, the first-generation digital systems relied upon a lot of
expensive and cumbersome hardware. Moreover, they were unifunctional. For
example, the first Mondex device was designed for settling small transactions in the
real world and Digicash’s Ecash product was exclusively for Internet use. The pro-
liferation of different e-money systems and standards was also a handicap, as was
the cumbersome and expensive hardware. These systems met with stiff resistance
from consumers who were happy with their credit cards, knowing that the provider
would guarantee the transaction and pay the cost of misuse, at least in the UK.

4 The prospects for e-money

This all helps to explain the failure of the first-generation e-money systems. They
were cumbersome, expensive and unifunctional. Business consultants also tend to
emphasize security and psychological factors like consumer caution about distance
selling and settlement, fraud and confidentiality. However, from the monetary per-
spective the real problem is that money is a network good and needs a big
investment by the promoter to overcome inertia, just as the credit card did. This
investment was simply not forthcoming. Indeed the credit card companies and the
banks resisted innovation in this area, in order to protect their investment in the
incumbent system. The credit and debit card systems are the dominant forms of
payment on the Internet as elsewhere and are likely to remain so for some time. 

However, there are reasons why the second-generation systems (like the
Visacash e-purse and the PayPal digital transfer or cheque system) are more likely
to succeed. First, some big potential drivers are evident. The most obvious is the
growth of small-scale repeat business over the web: providing digital products
like music and entertainment, hire, gambling and game-plays. The AOL/Time-
Warner and Seagram/Vivendi mergers underline the commercial potential for
such ‘content’ provision over the Internet. 
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The convergence of Internet, television and telephone systems means that
there is a huge digital market to be exploited. These industries will require a suit-
able medium for flexible, small-scale payments. If the plastic card incumbents fail
to provide a more effective system for such electronic micro-transactions, this
will encourage the development of digital devices. Indeed, the content providers
may promote their own payment mechanisms. Mobile phone and satellite broad-
casting companies already have a lot of expertise in electronic accounting and
billing systems, and these can easily be expanded into vending and other areas
using current technology. In Finland you can already use vending machines with
your mobile phone, paying at the end of the month through your mobile account. 

The irony is that the credit card companies have recognized the potential of
this market and the threat of competition from mobile telephone companies just
as the US Department of Justice has brought its case against Visa and
MasterCard. Visa and Nokia are now market-testing chip cards that combine a
credit card (Visa) with an e-purse (VisaCash) for small offline payments and an
electronic wallet (containing personal details that facilitate the purchase of goods
over the Internet). MasterCard is collaborating with the Finnish telecoms group
Sonera on similar mobile systems. 

These developments suggest that e-purse systems that require a smart-chip
may be able to reside on a person’s credit or identity card, effectively piggy-
backing off current systems. This would reduce cost and increase convenience.
They would be useful for offline use as well as micro-transactions. The British
government is considering the introduction of chip-based identity cards for asylum
seekers, and social-security systems in many countries are looking at the possibil-
ity of issuing chip-cards to their clients. These welfare systems could easily be
combined with e-purse facilities.

The adoption of pre-pay mobile phones suggests another way in which debit-
based systems might achieve take-off. Inter alia, these have proved very attractive to
those who do not have access to the credit system. This reduces the danger of social
exclusion and allows a large expansion of the network, reinforcing the membership
externality. E-money systems may also be attractive because they carry limited lia-
bility – the maximum loss is restricted to the amount programmed into the card.

Another characteristic of e-purse and other bearer e-money systems that could
help in their promotion is that it is much easier to pay interest on these balances
than on conventional bearer money units like notes and coin. This is true of any
notational money system. E-banks are increasingly relying on the payment of
interest as a marketing tool in the deposit market. 

These second-generation systems are generally multifunctional, combining
systems that can be used in both the real and electronic worlds. Security is
enhanced by encryption. The hardware is highly portable, designed for use in
future mobile-phone-based commerce. Its price is falling rapidly, to the point at
which the credit card providers are offering free smart-card readers to their cus-
tomers, ideal for use on the Internet. In my view most of the technological
problems that beset the first-generation systems have been overcome. But the
problem of market structure remains formidable.
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5 Market contestability and customer switching costs

Markets should only be regulated when they fail. This can happen if there are
agents with market power or externalities; or if there is asymmetric information.
Market power is a problem in this context because payment systems are like nat-
ural monopolies: duplication is inefficient. The banks that operate these systems
are vertically integrated, enjoying classic economies of scale and scope in a wide
range of money, credit and other banking markets. The network externality means
that we also have to consider the second type of imperfection. In principle, asym-
metric information should be less relevant in the settlement of transactions than in
long-term financial relationships. 

Competition issues have come to the fore in this area recently, largely as a
result of bank mergers. Naturally these competition inquiries have focused upon
the shares of different banking markets that the merging banks would enjoy. They
have also considered the constestability of these markets – the ease with which
outside organizations can move in or out of them without incurring irreversible
entry or exit costs. On the consumer side, the main question concerns switching
costs – the ease with which depositors can switch between banks. Finally, some
inquiries, notably the UK’s Cruikshank Committee (Cruikshank, 2000), have
looked at the operation of the payment system and the clearing house. Many
European regulators are conducting Cruikshank-style inquiries at the moment.

Entry, exit and switching costs are naturally very high in the case of a pay-
ments system. This means that an external regulator is arguably necessary to
simulate a competitive environment. In the absence of such regulation, these sys-
tems exhibit classic signs of oligopolistic inefficiency: low rates of innovation
and inefficient pricing structures.

As Ginguly and Milne (2001) note, retail payment systems are characterized
by a slow adoption of new technology. This paper offers several reasons for this,
including the scale of investments in computer systems and the expense of
retraining staff. This is the essential basis of the case that the US Department of
Justice is bringing against Visa and MasterCard. 

It is remarkable that although similar considerations should apply in the case
of mobile telephony, they have not held back investment and innovation in that
area. The introduction of the new second- and third-generation systems must
surely devalue the investment made in the existing systems, even if the rapid
expansion of the industry means that some additional capacity is needed.
However, incumbents and new entrants alike rushed to bid for the new UMTS
licences. These companies clearly believed that the fashionable nature of new
mobile devices would ensure a successful take-up. 

Entry, exit and switching costs are also significant in the mobile telephone
industry, frustrating contestability. Nevertheless, the spectacular success of new
entrants against the incumbents at the first-generation stage suggests that an open
market can spur on technical adoption, even if such costs are significant. This
suggests that in the case of digital payment systems, it will be important for the
regulator to ensure open entry to companies with digital security and settlement
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experience migrating from technology, communication and entertainment (TCE)
industries. This should spur innovation and combat the inertial tendencies seen to
characterize this sector. Ultimately it may be necessary for a regulator to specify
investment levels directly, as in the case of a public utility.

6 The regulation of product and pricing structures for conventional
payments media

The second point concerns product and pricing structures. Oligopolistic product
ranges normally exhibit bundling or cross-selling features. Their pricing struc-
tures usually incorporate cross-subsidies. In combination, these structures can
have the effect of stifling competition in products and processes that would other-
wise be contestable (like the production and rental of telephone and other
appliances that were historically bundled together with the service). 

This is another telltale sign of market power abuse. That is because in a fully
contestable equilibrium without consumer switching costs, the benchmark cost
structure is reflected in the charging structure. If costs and charges are not
aligned, new entrants are able to pick off the clientele that finds the benchmark
structure more attractive. This leaves the incumbents exposed to a simple form of
adverse selection, unravelling the disequilibrium. This is the argument used, for
example, by Rothschild and Stiglitz (1970) to analyse a contestable insurance
market with asymmetric information. 

Payment systems differ from TCE industries because they involve at least three
parties (merchant, customer and intermediaries), not just two parties (broadcaster
and viewer). Their promoters initially established the credit and debit card sys-
tems by subsidizing the merchant equipment and charging merchants a turnover
fee. At the same time, they subsidized consumer interest payments. However, this
initial structure became fossilized. It is remarkable that the relatively low cost of
online credit and debit card transfer is not passed on to the merchant via a reduced
fee, as it would be in a contestable system. Indeed, it is now passed to the cus-
tomer through loyalty points. Having become used to this system, the merchants
are arguing that the providers should pay for the cost of the new equipment
needed for processing the new chip-cards. 

Bank account charges have also adhered to a pattern that is out of line with the
cost structure. In equilibrium, we would expect to see banks offering a market rate
of interest on their deposits and levying account fees related to the cost of transac-
tions. However in practice we tend to observe zero-interest transactions accounts,
with low or negligible transactions charges.2 Historically, banks have used the
‘endowment effect’ of zero-interest balances to subsidize money transmission. 

In the absence of entry, exit and switching costs, this market would be pene-
trated by new entrants offering high-interest low-transactions accounts, aligning
charges with costs. This would allow them to cherry-pick cash-rich customers
with relatively low transactions needs, unravelling the disequilibrium. However,
in practice entry, exit or (more likely) consumer switching costs clearly frustrate
this outcome. This is why Cruikshank and others have argued that regulators need
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to pay particular attention to switching costs. He suggested, for example, that
bank account numbers, like mobile telephone numbers, should be portable, the
property of the user rather than the system operator. 

The secular fall in interest rates has given this story another twist. Very few
banks are now making a profit on their joint money transmission and deposit
banking services. However, they stay in this business because it is the core of their
business, the basis for profitable loan, insurance and other cross-selling activities.
These profits, rather than the endowment effect, now have to subsidize money
transmission. 

This situation would also unravel in a contestable market, but there seems little
chance of this happening within the current market structure. Nevertheless, there
is one way that new entrants could exploit this kind of synergy. If low-cost digital
money services were used as a platform for e-banking, insurance and other digital
services, this might allow new entrants to make inroads into these other markets,
hitting the incumbents on their blind side. Technological and market convergence
within the TCE industries and their drive to generate profits from existing billing
and other overhead facilities by cross-selling might just make this a reality.
Although the payment of interest on e-money balances is now a less effective
marketing tool, it may still have some role to play.

These considerations largely concern the regulatory framework that is appro-
priate for long-run industry equilibrium. However, they are pertinent to the
discussion of financial innovation, because there are reasons to think that the cur-
rent misalignment of cost and charging structures for payment media is retarding
the development of new media. The consumer, on convenience or cost considera-
tions, dictates the uptake of new technology products, but it is hard to see how the
transactions cost advantage of digital money can assert itself as long as con-
sumers are artificially shielded from the costs of conventional media. 

The implication of this line of argument is that the regulator must pay careful
attention to the pricing of existing transactions media. Credit card charges would
seem to require particular scrutiny. New digital media have found it difficult to
displace this product given its current pricing structure, which effectively forces
the vendor to give interest-free credit, security and even loyalty points to the pur-
chaser. Another way to help the market to work would be to allow vendors to offer
discriminatory prices that reflect this subsidy, but in most countries card providers
and competition authorities rule against this. 

7 The regulation of networks

I now turn to the second reason for market breakdown: consumption externalities.
I have argued that network goods are ‘super-public goods’ because one person’s
participation encourages others. This externality could be used to make a case for
public subsidy or provision, but this has not been necessary in the case of tele-
coms and other TCE networks. In these markets, the providers have been quite
prepared to look to the long-term equilibrium and invest accordingly. The pay-
ments market has been the exception rather than the rule.
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The regulatory issues normally emerge once the network is up and running.
First, there is the question of technical standards. Many commentators have noted
that these are a public good. Sometimes, an open system is developed (Linux soft-
ware), requiring little regulation. Usually, a closed system wins out, requiring
other producers to pay a patent or licence fee at least initially (VHS video,
Microsoft’s DOS-Windows software). 

Collaborative ventures represent a halfway house (e.g. Symbian, the partner-
ship developing the UMTS phone operating system). In this case, the primary role
of the regulator is to prevent abuse of market power by incumbents and to ensure
reasonable access to new entrants. Ginguly and Milne (2001) suggest that clear-
ing house payment systems are essentially of this type. These are typically
not-for-profit organizations run on behalf of their members. Credit card systems
are similar. In many countries, these institutions are largely self-regulating.
Oversight is provided by the central bank, mainly as a safeguard against systemic
risk rather than abuse of market power. But until recently, the competition author-
ities have steered clear of this area.

8 The regulation of product and price structures for new
electronic media

TCE and payments industries all face heavy upfront investment costs. Regular
update costs also occur for security and technological reasons. In the case of a pub-
lic good proper like broadcasting and entertainment, the marginal cost of provision
to new subscribers is negligible. In the case of super-public goods like phone sys-
tems, negative capacity externality effects are balanced by the positive network
externality. This is also a feature of electronic and other security dealing platforms.3

These industries combat the inertia effect by reducing the consumer’s partici-
pation cost. They do this by providing consumer equipment like games consoles,
digital television decoders and mobile phones well below cost. They then try to
recoup these costs via subscriptions, rentals and high user costs.4 Like the banks,
they also try to extract value by cross-selling.

As I have suggested, security considerations in electronic payment markets
seem to favour a debit-based payment system, since this offers limited liability to
the holder. It also extends the system to those who are not deemed to be credit-
worthy. This means putting up cash in advance, typically in a zero-interest
balance. This still has a significant opportunity cost. Allowing providers to offer
interest on positive balances may help to overcome this problem. 

9 The EU electronic money directive

This discussion leads me to suggest that subject to basic considerations of sol-
vency, newcomers should be allowed a high degree of freedom in their product
and pricing strategies. Attempts to constrain their marketing strategies by restrict-
ing cross-selling and cross-subsidization or imposing interest-rate ceilings could
well frustrate development. In this respect I am concerned about the European

310 Peter D. Spencer



Union directive on electronic money. While the US Fed has adopted a laissez-
faire approach, the European Commission wants a rigid form of regulation. If this
directive is adopted by member states, the risk is that digital money providers will
simply migrate to an unregulated US environment. 

There is one aspect of the directive that is particularly worrying from a compe-
tition angle. It suggests that interest payments on credit balances should not be
allowed. Such a rule would clearly prevent promoters exploiting a key advantage
of e-cash over physical cash. 

Article 3 of the directive requires e-money providers to take and refund deposits
in national currency. Many commentators have argued that this is very restrictive
and would prevent the development of a private monetary standard. However I am
not too concerned about this. The economic theory of networks tells us that unless
they are potentially dominant, new entrants to a network have a strong incentive to
make their systems inter-operable with the incumbent system (Katz and Shapiro,
1985). In terms of money, this means that new entrants would naturally offer con-
vertibility into government money. Indeed, all of the e-money systems under
development at the moment are specified in terms of national currencies. 

The need for inter-operability has other important consequences. It gives
providers a strong incentive to wait until a common standard is agreed before
developing and deploying new systems. If they go it alone, and they fail to set the
standard, then they will find themselves at a disadvantage to latecomers who
agree a common standard. 

This effect operates at the national level too. The monetary authorities in
Finland and other Scandinavian countries have taken a lead in promoting innova-
tion in their payments markets. They have, for example, persuaded the banks and
the public that bank cheques should be replaced by more efficient giro transfer
systems, many of which are electronic. They are seriously concerned about the
resource costs of operating the present hybrid system and have considered mov-
ing to an all-electronic payments system. However, a major factor that has held
them back is the lack of a common digital monetary standard in Europe. They do
not want to risk investing in a system that would not be inter-operable with those
of their neighbours. 

It is interesting that the Monetary Authority of Singapore (MAS) has also
looked at these issues, but has come to a different decision. It was surprised at the
scale of the operational costs suggested by its investigations, which of course fall
upon the private as well as the public sector. Whatever the reason for this, the MAS
decided to move to an all-electronic payments system. This plan is now advancing
and if it is actually implemented on schedule, notes and coin will be withdrawn and
replaced by e-purse and other systems in Singapore by the year 2008.

10 Conclusion

The prospects for the development and deployment of e-money systems now look
increasingly favourable. The new systems and business models are more effective
than previous ones. The payments market has attracted the attention of technology
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companies and operators from the TCE industries and some of these have already
formed alliances with the credit card companies and the banks.

Nevertheless there remain two formidable economic obstacles to the success-
ful development of e-money. The first is the network effect. This means that the
promoter faces a large up-front investment cost. It also makes it risky for
providers and even individual countries to ‘go it alone’. This is seen as a major
obstacle in countries like Finland that are in a good position to adopt an all-elec-
tronic system, but has not held back Singapore, perhaps reflecting its different
geography. 

The second obstacle is the oligopolistic nature of the payments industry. This
is generally self-regulating, although the prudential authorities provide oversight
in order to safeguard stability. In recent years, many commentators (notably
Cruikshank, 2000) have called for the regulation of payment systems by the com-
petition authorities. I have argued that the payments market exhibits some very
worrying features, resembling a natural monopoly with a low elasticity of
demand. The lack of innovation is particularly noteworthy. 

This paper suggests several ways in which the regulator could foster the devel-
opment of digital money. There is a clear need to ensure open markets; minimize
the effect of switching costs; and police the pricing structures of both new and old
transaction media. There may be a trade-off here with financial stability, but in my
view, this is a risk we have to take in order to encourage innovation. 

The Scandinavian countries have shown that the regulator can do much to pro-
mote innovation in the payments market. However, in view of the obstacles
presented by the industrial structure, this may not be enough to spur the develop-
ment of digital money. It may take a grand policy initiative to get a new payment
system off the ground. Ultimately, money is a public good and if the market fails
to do this, the state may have to provide digital money in the same way as it does
its ancient relative.

Notes

1 Payment services seem to differ from telecommunications, Internet and share-dealing
services in this respect. Although I can find no formal studies of price elasticity, this
does appear to be lower in the case of payments services than in these other areas. 

2 The interest-bearing current (i.e. transactions) account was invented in Scotland during
the free banking regime of the nineteenth century but only began to make inroads into
the UK market when interest payments and bank charges were deregulated in 1971.
Uptake was encouraged by high interest rates during the 1970s and 1980s. However
even in the UK, current (transactions) accounts normally offer a zero or negligible
interest rate, while transaction charges are waived provided that the account remains in
credit.

3 These are arguably different from payment and TCE systems because the initial
investment costs are relatively small. Consumer resistance and security concerns have
proved less of a problem than in the case of payment systems. 

4 Although, theoretically, this is a disequilibrium phenomenon, consumer resistance to
membership costs means that it tends to prevail for a long time.
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Part V 

Contributions on technology
and productivity





1 Introduction

The term ‘new economy’ has been in fashion over the past few years and – at the
same time – has been widely (mis)used. It has reached almost the same degree
and scope of use as the term ‘globalization’, naming many different phenomena.
From a macroeconomic perspective the term ‘new economy’ suggests a perma-
nent increase in productivity growth and a reduction in structural unemployment
with low inflation. At the same time, greater stability of output growth was often
cited with respect to the macroeconomic growth ‘miracle’ in the USA in the
1990s (European Commission, 2000: 19). However, the recent sharp correction in
US growth casts some doubts on the hypothesis that higher trend growth goes
hand in hand with dampened cyclical movements.

At the same time there is considerable debate over the question whether the
increasing diffusion of information and communication technologies (ICT)1 is a
driving force of higher labour productivity.2 Often, the USA experience during the
1990s, which is characterized by a positive correlation between ICT spending and
productivity growth, is taken as proof. However, several empirical studies reveal
that most of the productivity effect can be traced to the information technology
(IT) producing sector. A rise in total factor productivity (TFP), by contrast, is
fairly limited. This puzzle is solved to some extent when the Internet is under-
stood as a general purpose technology (GPT). In that case a large-scale
productivity-enhancing effect can be observed only after a time lag when the
structural change at company and sectoral level (caused by the increasing use of
information technology, i.e. computers, the Internet, wireless technologies)
results in higher TFP growth. While the evidence of the ‘new economy phenome-
non’ for the USA is fairly thin so far, it is even more limited for Europe. This
article provides evidence of the ‘new economy phenomenon’ in Europe. Before
analysing the macroeconomic development, the article focuses briefly on the
findings for the US and the concept of a GPT.

17 New economy in Europe – reality or
mirage?*

Antje Stobbe
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2 The findings for the USA

When asking what Europe’s position with respect to the new economy phenome-
non is, it is helpful to analyse the ‘benchmark’, namely the USA. In an analysis
of productivity growth the relevant measures are labour productivity3 and total
factor productivity (TFP).4 Labour productivity growth is – ceteris paribus –
determined by changes in the capital stock (capital deepening) and changes in
total factor productivity, representing an increase in overall economic efficiency
(technical progress). Thus we can denote the growth rate of labour productivity
(y – l) as follows,

y – l = (k – l) × wk + tfp

where y is the growth rate of output, l is the growth rate of labour input, k is the
growth rate of capital stock, tfp is the growth rate of TFP and wk is the weight of
capital in production. 

Among the studies analysing the development of productivity in the USA, the
work of Oliner and Sichel (2000) on the one hand and Gordon (2000a) on the
other are the ones most frequently cited. According to Gordon’s empirical esti-
mates the increase in (trend) labour productivity in the USA of 0.81 pp in 1995–9
(compared with 1972–95) is mainly attributable to capital accumulation (0.33 pp)
and less so to a rise in TFP (0.29 pp). Moreover, in an estimate for the subsectors
of the manufacturing sector, the rise in TFP is concentrated in the durable goods
sector, suggesting that the production of ICT goods has become more efficient. 

By contrast, Oliner and Sichel – and more recently Nordhaus (2001) – show
that a larger share of the productivity rise can be attributed to an increase in total
factor productivity in the non-farm business sector. Oliner and Sichel estimate
that labour productivity increased by 1.05 pp in the period from 1996 to 1999 over
the period from 1990 to 1995. This increase is attributable to capital deepening
(0.49 pp), but also to a considerable rise in total factor productivity (0.68 pp)
which is observed both in the ICT sector and in the rest of the non-farm business
sector.

Evidence for a substantial spillover effect from ICT usage to other sectors of
the economy, i.e. efficiency-improving effects, are consequently fairly limited. By
contrast, most evidence is in favour of the hypothesis that ICT production under-
goes substantial productivity-enhancing effects itself.

3 The Internet: a new general-purpose technology?

As shown above, capital deepening has been an important determinant of rising
productivity growth even in the USA. The effect of higher ICT investment on total
factor productivity remains uncertain, however (ECB, 2001: 39). Nevertheless, this
puzzle can be solved to a certain extent when assuming the Internet to be a new
general-purpose technology which has the property of resulting in a fundamental
restructuring of the economy in general, and production in particular (Speyer,
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2000). Under this assumption, the rising usage of the Internet does increase pro-
ductivity, but only after a time lag.

General-purpose technologies constitute a radical innovation.5 Whether this is
the case for the Internet is still under debate. Recent articles in the Financial
Times reveal that even among academics there is no common understanding con-
cerning this issue. In a reply to an article by Professor Robert Shiller which had
classified the Internet as ‘Just another superhighway’ (Shiller, 2001) Professor
Ian Mackintosh (Mackintosh, 2001) argues that

the road system was merely an extension and improvement of existing means
of physical communication and is, by definition, of limited scope. The
Internet, on the other hand, has presented us with a radically new means of
electronic communication and is essentially infinite in its economic impact.

While it is certainly debatable whether the impact of the Internet is really ‘infi-
nite’, the statement reflects the diverging assessment of the two scholars with
respect to the Internet being a GPT.

Such an assessment can only be made with certainty in retrospect. However,
there are several characteristics of the Internet which let us conclude that it can be
classified as a new GPT. First, the Internet certainly has a wide range of applica-
tions. Being more than simply a (interactive or one-dimensional) communication
medium the web displays information, serves as a platform for trade or collabora-
tion and as a distribution channel. Second, it can be used in many different
industries, be they financial services, retail, automotives, the chemical industry or
part of the public sector. Third, the Internet not only itself undergoes rapid tech-
nological change, but it is also an important driver in the development of
complementary technologies, be they hardware, software or infrastructure.
Fourth, business processes undergo substantial reorganization when the Internet
is made applicable to them. Virtual marketplaces with a focus on procurement, for
example, require companies to computerize every step of their supply chain in
order to reap the benefits of online inventory management and ordering. From
this example it becomes clear that the Internet is not a technology to be used in
itself but is an ‘enabling technology’ – one important characteristic of a GPT.

Having thus classified the Internet as a GPT it becomes quite evident that the
full productivity-enhancing effects will be felt only with a significant time lag.
This is evident from historical examples. But it also makes sense when consider-
ing the reorganization efforts which companies have to undergo when employing
the Internet, the uncertainty under which they act when assessing the potential
benefits of using the net and the replacement costs of existing technologies. Such
a delayed effect would also be consistent with the empirical fact that some
increase in total factor productivity growth has already taken place in the USA –
which is significantly ahead of Europe with respect to ICT spending and Internet
diffusion – but not yet on a large scale in Europe.
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4 The microeconomic changes in Europe

According to the empirical findings of the studies on the USA, investment in as well
as the employment of ICT have the potential of positively affecting labour produc-
tivity growth. ICT can influence labour productivity growth through different
channels. One is of course capital deepening, i.e. the relative accumulation of ICT
capital versus labour. Production becomes more capital intensive and labour pro-
ductivity rises. A second channel is through spillover effects from the increased
diffusion of ICT in the economy. This would result in higher TFP growth. ICT can
be employed in various forms: the Internet, mobile services and the use of commu-
nication technologies to name a few. The networking of businesses and the leaner
allocation of resources in business processes with the help of the Internet should –
after a time – positively influence total factor productivity growth. This will be the
case if companies are able to reorganize and streamline their production process,
e.g. by employing supply-chain management tools, or to optimize customer rela-
tionship management (CRM). Moreover, economy-wide network externalities as
ICT spreads could contribute to stronger productivity growth. The third channel
refers to the rapid technical progress in the production of IT goods themselves
which should be reflected in TFP growth. To sum up, both the employment of ICT
within, and between, companies and the technical progress in the production of ICT
should be driving forces of an increase in the efficiency of the economic process
(TFP growth).

While capital deepening is fairly easy to measure by comparing ICT spending
across European countries, the increase in TFP is, by definition, not directly mea-
surable. A case could be made, though, that efficiency rises when a certain
threshold (tipping point) in the diffusion of IT technology within an economy is
crossed. Only then are positive network effects likely to occur: ‘… information
technologies, such as Internet-ready computers, may create network effects that
spur the dissemination of information, resulting in disembodied technical change’
(Gust and Marquez, 2000: 678). The diffusion of ICT can be measured by the pen-
etration of Internet connections, PCs or mobile subscriptions.6 However, the
available data refer to households and thus do not reflect the employment of ICT
technologies on a business level where the efficiency-improving effects should be
felt primarily. Because of the lack of cross-country data on the business level we use
household data to give a basic idea about the degree to which diffusion of ICT tech-
nology varies from country to country within Europe. Moreover, as Internet
penetration of households is in some cases complementary to that of businesses –
e.g. in the financial services industry where online banking requires households to
be online – the following analysis might have more than an illustrative justification.

In an analysis of ICT spending in Europe (capital deepening) it is apparent that
there are substantial differences from country to country. Generally, IT spending –
less so ICT spending – correlates positively with GDP per capita (Figure 17.1). As
Figure 17.2 shows, the USA and Switzerland are clearly the leaders when measur-
ing ICT spending per capita. Several Nordic countries (Sweden, Denmark,
Norway) are next in line, while Italy, Portugal, Spain and Greece bring up the rear.
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Figure 17.1 IT expenditure and GDP per capita (1999). 
Source: OECD, EITO, 2001.

Figure 17.2 ICT spending per capita (EUR). 
Source: EITO, 2001.

In terms of ICT investment as a percentage of GDP (Figure 17.3), however, the UK
also ranks among the most advanced nations. Some of the big European countries
like France and Germany are close to the EU average (also Finland). 



It is important to note that a number of those countries that belonged to the lag-
gards in terms of ICT spending in 1997 stepped up their efforts substantially in
recent years. This is especially true for Greece, Portugal and Spain with respect
to ICT expenditure as a percentage of GDP. However, hand in hand with these
countries’ comparatively low per capita income, ICT spending per capita is
still significantly trailing that of the leading countries. Also, as calculations by
Daveri show (Gros, 2001: 15),7 even if one assumes the EU average growth rate
of ICT spending as a percentage of GDP over the last decade (in Daveri’s exam-
ple, 12 per cent) to persist, it would take almost thirty years for the EU to reach
the level of US ICT spending, assuming that the US share of ICT spending in
GDP does not increase further. Thus, it becomes clear that the lagging coun-
tries have to step up their efforts even more to reach (at least) the US level
soon.

The regional gap between the Nordic countries on the one hand and the south-
ern European region on the other also becomes apparent when looking at PC and
Internet penetration and the quality of the infrastructure from country to country.
With respect to PC penetration (Figure 17.4) the Scandinavian countries are
almost as well equipped as the USA, where 60 per cent of the population own a
PC. By contrast, in southern Europe roughly 10 per cent of the population own a
PC; only in Italy does the ratio come to 20 per cent.
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Figure 17.3 ICT spending (% GDP). 
Source: EITO, 2001.
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Although Europeans do not use the Internet as extensively on average as
Americans the number of users is growing quite uniformly and very fast across all
European regions (Figure 17.5). Sweden and Norway even surpassed the USA’s
penetration rate in 2000 at around 45 per cent of the population. By contrast, in Italy
and Spain only about 10–15 per cent of the population were online that year.
Germany, Switzerland as well as the UK were at midfield, with a share of around 30
per cent. The same picture holds true for the number of Internet hosts: northern
European countries have on average 10 hosts per 100 inhabitants, versus fewer than
1.5 in the southern European countries and 2.5–3 in Germany or the UK.

Europe as a whole is evidently trailing the USA with respect to the structural
change induced by the Internet on the micro-level. Moreover, there is a divide
within Europe with respect to the penetration and use of ICT. The Nordic countries
appear to be best equipped and have reached or even exceeded the USA level,
whereas the southern European countries lag behind. Although it can be noted that
some of these countries have increased ICT investment substantially, it will take
years until they have reached the penetration level of the top group. The macroeco-
nomic new economy effects in Europe should as a consequence not only diverge
substantially from those in the USA, but productivity-enhancing effects should
also be different within Europe depending on the level and diffusion of ICT invest-
ment. Thus, micro- and macro-analysis of new-economy phenomena on an
aggregated European level are misleading. Regional data should be used instead.
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5 Macroeconomic new economy effects: now or later?

This section presents some findings of recent studies on productivity growth in
Europe. We set investigations into aggregated data – which find very limited
influence of ICT spending on labour productivity or total factor productivity –
against findings for single countries.

The European Commission (European Commission, 2000) estimates that
labour productivity growth has actually slowed to 1.5 per cent per annum in the
period 1995–9 compared with 2 per cent in 1991–5 (Table 17.1). The main factor
of influence for this slow down is the rise in employment in the European coun-
tries in the second half of the 1990s which resulted in a substantial substitution of
labour for capital. Another important factor is a reduction in the contribution of
non-IT capital (from 0.3–0.4 to 0.1–0.3 pp). The contribution of IT capital to
labour productivity (capital deepening), by contrast, increased slightly. At the
same time total factor productivity growth in the IT sectors – defined as the com-
puter and semiconductor industries – increased only marginally in the second half
of the 1990s (from 0.1 per cent to 0.2 per cent). However, overall TFP growth
stagnated as TFP growth in the other sectors of the economy actually decreased,
thus cancelling out the small rise in TFP growth in the ICT sector. Consequently,
the study by the Commission does not give any hard evidence for the existence of
a ‘new economy’ in Europe on an aggregated level.
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However, the Commission’s study suffers from several shortcomings. First, it
does not include software when analysing the effects of capital deepening – a
component which is of significant importance in the USA (Gros, 2001: 12).
Second, labour productivity is measured on the basis of individuals, not hours
worked.8 Against the backdrop of the shortening of the work week in numerous
European countries over the past years and the rising importance of part-time
work calculations on the basis of the number of employees lead to an underesti-
mation of labour productivity and thus TFP growth. 

A study by the European Central Bank (ECB, 2001: 37) eliminates the problem
described above by calculating euro area productivity growth on the basis of hours
worked. Taking into account that average hours worked per capita decreased 0.37
per cent in the period 1990–2000, the ECB study still calculates a slight downward
bias in productivity growth in Euroland as a whole over the past decade. However,
the decline in the labour productivity growth rate is much less pronounced than the
Commission’s analysis suggests. By contrast, taking only the four big EU countries
(France, Germany, Italy and The Netherlands) labour productivity growth (per
hour worked) decreased much faster (from 2.4 per cent in 1991–5 to 1.3 per cent in
1996–9) (Table 17.2). The determinants of this development are a decreasing con-
tribution of capital other than ICT to growth and a declining growth rate of total
factor productivity compared with the first half of the 1990s. By contrast, an
increase in the rate of ICT capital deepening is observable in the second half of the
1990s. Both software and hardware play a major role in capital deepening whereas
the contribution of communication equipment is negligible.

Although a more detailed analysis of the sectoral development of ICT spending
does not take account of the change in working hours and uses the simpler approach
on the basis of employees, it sheds some important light on the contributions to pro-
ductivity growth by ICT-producing and using sectors. The sector analysis is based
on aggregated figures for Germany, France, Italy and Finland (see Table 17.3). It is
apparent that – comparable to the development in the USA – the highest growth in
labour productivity is observable in the ICT-producing sectors (manufacturing).
Labour productivity grew 14.2 per cent in the period 1995–8 compared with 12.9
per cent in 1991–8. Growth in the second half of the 1990s was obviously more
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Table 17.1 Growth sources in the EU and contribution of ICT sector

1991–5 1995–9 Change

Labour productivity growth 2.0 1.5 –0.5

Capital deepening 1.0 0.5 –0.5
ICT capital 0.2–0.3 0.3–0.5 0.1–0.2
capital/labour substitution 0.4 –0.1 –0.5
other capital 0.3–0.4 0.1–0.3 –0.1– –0.2

TFP growth 1.0 1.0 0
ICT sector 0.1 0.2 0.1
other sectors 0.9 0.8 –0.1

Memo ICT share 0.3–0.4 0.5–0.7 0.2–0.3

Source: European Commission, 2000.



dynamic, thus also mirroring the US trend. In the USA the figures were 19.2 per
cent and 21.3 per cent, respectively (Table 17.4). In contrast to the US data, in the
four euro-area countries labour productivity growth was also highly dynamic in the
services-producing ICT sectors, picking up substantially in the second half of the
1990s. As for the ICT-using sectors, the results are ambiguous both for the USA and
the EU aggregate. The ECB thus concludes that ‘… the absence of stronger dynam-
ics in the ICT-using sectors than on average in the manufacturing and the business
services sectors suggests that, over the period examined, positive spillover effects
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Table 17.2 Decomposition of euro area labour productivity growth

1991–5 1996–9
Absolute contribution to growth (percentage points)

ICT capital deepening 0.26 0.39
information equipment 0.10 0.14
software 0.10 0.21
communications equipment 0.06 0.04

Other capital deepening 0.73 0.28

TFP 1.41 0.61

Annual average percentage growth

Labour productivity 2.4 1.3

Source: ECB, 2001.
Note: Euro area estimate based on France, Germany, Italy and The Netherlands, which together
account for around 77 per cent of euro area nominal gross value added.

Table 17.3 Sectoral developments in the euro area (%)

Share in Growth in real Growth in Growth in
nominal value added employment labour
value added productivity

1991 1998 ’91–8 ’95–8 ’91–8 ’95–8 ’91–8 ’95–8

ICT-producing sectors,
manufacturing 0.9 0.7 6.5 11.5 –5.6 –2.3 12.9 14.2

ICT-producing sectors,
services 3.6 4.2 5.5 8.1 –0.5 0.1 6.1 7.9

ICT-using sectors,
manufacturing 4.5 3.9 0.8 1.6 –3.0 –1.1 3.9 2.7

ICT-using sectors,
services 11.3 12.0 2.4 3.2 2.2 2.9 0.2 0.3

Manufacturing 21.0 18.6 0.7 1.5 –2.5 –0.6 3.3 2.1

Business services 47.9 51.8 2.2 2.7 1.0 1.8 1.2 0.9

Total economy 100 100 1.5 1.9 –0.3 0.4 1.8 1.4

Source: ECB, 2001.
Note: Euro area estimate based on Germany, France, Italy and Finland, which together account for
around 73 per cent of euro area nominal gross value added.



from the use of ICT have only been limited if present at all’ (ECB, 2001: 42).
However, the sector study by the ECB also suggests that spillover effects for the
USA were fairly limited and occurred, if at all, only in the ICT-using services sec-
tors which record an increase in labour productivity growth.

The aggregation of data for different EU countries is certainly justified to get an
adequate picture for the region as a whole when assessing ‘new economy’ effects.
This is of major importance for the reaction of monetary policy to a potentially
higher ‘speed limit’ on the growth of the euro-area economy. However the aggrega-
tion of figures might actually blur the results because of significantly different ICT
spending levels and productivity developments within Europe. The Commission
states that ‘the aggregate picture masks considerable differences across EU Member
States’ (EU Commission, 2000: 102).9 One could make the case that European
countries with a significantly higher share of ICT investment as a percentage of
GDP and higher penetration rates, e.g. of PCs and Internet, might actually be in a
better position to experience new economy effects similar to those in the USA.
While only some of the countries in question are euro-area participants – and the
results are thus of limited interest to the ECB – the results are nevertheless of impor-
tance to get a better understanding of the effects caused by higher ICT spending.

A detailed study of labour productivity in the OECD countries by the Federal
Reserve (Gust and Marquez, 2000) shows that next to the USA, Switzerland was
the only European country which experienced an acceleration in labour produc-
tivity growth in the second half of the 1990s compared with the first (Table 17.5).
In most larger European countries (Germany, France) labour productivity growth
clearly decelerated, while in some smaller countries with an average share of ICT
spending in GDP labour productivity growth rates remained on an elevated level
during the 1990s (Finland, Ireland). By contrast, Italy (a clear laggard with
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Table 17.4 Sectoral developments in the USA (%)

Share in Growth in real Growth in Growth in
nominal value added employment labour
value added productivity

1991 1998 ’91–8 ’95–8 ’91–8 ’95–8 ’91–8 ’95–8

ICT-producing sectors,
manufacturing 1.5 1.8 20.9 25.6 1.4 3.5 19.2 21.3

ICT-producing sectors,
services 4.0 4.8 6.3 7.8 3.9 5.3 2.3 2.4

ICT-using sectors,
manufacturing 3.4 3.0 2.4 2.9 –0.9 0.1 3.3 2.7

ICT-using sectors,
services 10.4 13.1 4.7 7.4 3.4 4.5 1.2 2.7

Manufacturing 17.4 16.4 4.5 4.1 0.3 0.6 4.2 3.5

Business services 48.3 52.7 4.8 6.6 2.6 2.9 2.2 3.7

Total economy 100 100 3.5 4.0 1.8 2.0 1.7 2.0

Source: ECB, 2001.
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Table 17.5 Productivity estimates 1981–99

Country and 1981–9 1990–8 1990–5 1996–8 1996–9
productivity estimate

France
Labour productivity 3.41 2.12 2.26 1.86 1.61

Capital deepening 1.10 1.09 1.35 0.57 0.50
TFP 2.26 1.03 0.89 1.31 1.12

Germany
Labour productivity n.a. 2.13 2.26 1.96 2.14

Capital deepening n.a. 1.09 1.22 0.91 1.06
TFP n.a. 1.03 1.02 1.04 1.07

Italy
Labour productivity 2.33 2.09 2.72 0.81 0.67

Capital deepening 0.87 1.18 1.36 0.82 0.82
TFP 1.45 0.88 1.32 –0.01 –0.14

United Kingdom
Labour productivity 3.37 1.72 1.78 1.60 1.47

Capital deepening 0.42 0.53 0.57 0.44 0.54
TFP 2.90 1.20 1.21 1.18 0.95

Belgium
Labour productivity 2.32 1.90 2.18 1.35 1.05

Capital deepening 0.82 1.06 1.28 0.63 0.60
TFP 1.51 0.83 0.87 0.73 0.46

Denmark
Labour productivity 2.53 2.67 3.69 0.62 0.86

Capital deepening n.a. 0.94 1.27 0.27 0.56
TFP n.a. 1.70 2.37 0.37 0.31

Finland
Labour productivity 3.85 3.82 3.91 3.66 3.10

Capital deepening n.a. n.a. n.a. –0.54 –0.53
TFP n.a. n.a. n.a. 4.28 3.70

Ireland
Labour productivity 5.14 4.01 4.10 3.81 3.96

Capital deepening n.a. –0.14 0.15 –0.71 –0.39
TFP n.a. 4.22 4.01 4.62 4.47

The Netherlands
Labour productivity 3.40 2.07 2.98 0.23 0.35

Capital deepening n.a. 0.49 0.90 –0.33 –0.21
TFP n.a. 1.51 1.99 0.54 0.55

Norway
Labour productivity 1.44 2.27 3.18 1.80 1.39

Capital deepening 0.92 0.48 0.66 0.12 0.29
TFP 0.50 2.23 2.48 1.73 1.13

Spain
Labour productivity 3.89 1.96 2.58 0.70 0.34

Capital deepening n.a. 1.48 2.01 0.40 0.26
TFP n.a. 0.45 0.52 0.31 0.08

continued



respect to ICT spending), but also The Netherlands and Spain, saw labour pro-
ductivity growth collapse.10

In all European countries a slowdown in the rate of capital deepening was
observable which was particularly pronounced in Spain and The Netherlands.11

However, changes in the rate of multifactor productivity growth were generally of
higher importance to changes in labour productivity than capital deepening. Gust
and Marquez conclude that ‘changes in multifactor productivity growth rates thus
appear to have played the pre-eminent role in accounting for divergences in the
movements of growth in US and foreign [European] labor productivity’ (Gust and
Marquez, 2000: 672). However, this observation does not imply that TFP growth
strongly correlates with countries’ per capita ICT spending. While such a case
could be made for Switzerland and Sweden (positive correlation) on the one hand
and for Italy and Spain (negative correlation) on the other, Norway saw a deceler-
ation in TFP growth even though it is among those countries recording the highest
ICT spending per capita in a European comparison. The same is true for
Denmark. However, one has to acknowledge that Norway, Sweden and Finland
report above-average TFP growth rates in Europe.

The results obtained by the European Commission sketch a similar picture. The
Commission finds that there are some countries in which TFP growth has risen sig-
nificantly in the 1990s compared with the 1980s, e.g. in Ireland, Finland and
Sweden. With the exception of Ireland, however, TFP growth slowed in the second
half of the 1990s, although these countries maintained far above-average TFP
growth. For most bigger European countries a slowdown can be observed – with the
exception of Belgium and France, where TFP growth improved on very low levels.

Summing up, most EU countries clearly experienced a decline in labour pro-
ductivity and total factor productivity growth during the second half of the 1990s
compared with the first half. New economy effects, i.e. spillover effects of increas-
ing ICT spending, can thus not be observed for the EU as a whole. However, the
analysis of country-specific data suggests a slightly different picture. Those coun-
tries with high ICT spending per capita in most cases also experience TFP growth
on a higher level, although it does not accelerate (with the exception of
Switzerland). While thus a case can be made for not using aggregate European
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Table 17.5 continued

Country and 1981–9 1990–8 1990–5 1996–8 1996–9
productivity estimate

Sweden
Labour productivity 1.52 2.06 2.11 1.96 1.73

Capital deepening 0.61 0.81 0.89 0.65 n.a.
TFP 0.92 1.23 1.19 1.32 n.a.

Switzerland
Labour productivity n.a. 1.31 0.66 2.38 1.90

Capital deepening n.a. 1.18 1.21 1.13 1.03
TFP n.a. 0.10 –0.57 1.20 0.84

Source: Gust and Marquez 2000.
Note: Data for 1996–9 use authors’ estimates for labour hours in 1999 for OECD data.



data when analysing so-called new economy effects as the inhomogenous develop-
ment of productivity within Europe might lead to misleading results, hard evidence
for spillover effects remains fairly weak. This is also the case because detailed data
on the contribution of ICT to TFP growth are not available.

Two broad sets of open questions remain. The first deals with the reasons for
decreasing labour productivity growth in Europe versus an acceleration in the
USA. In this context differences in how prices are measured12 (methodology) and
cyclical arguments13 are mentioned frequently. The second is actually a subset of
the first and deals with the determinants of TFP growth as the analysis of ICT
spending has remained insufficient. We concentrate on the latter.

6 What is determining TFP growth in Europe?

Changes in labour quality and spillover effects of a relatively large ICT-producing
sector – as observed in the USA – might be factors affecting TFP growth. The
first argument essentially captures the adverse effects labour-market policies in
Europe might have on TFP growth and explains differences on a country level
within Europe as well as differences versus the USA. 

The second argument seeks to make a case for TFP growth increasing on
account of innovation in the ICT sector itself, thus trying to explain the diverging
development of productivity growth versus the USA. Sketching TFP growth and
the share of ICT in production for various European countries (Figure 17.6), a
positive correlation is observed suggesting that countries with larger ICT sectors
indeed experience higher TFP growth. The share of the ICT-producing sector in
the USA and Finland was, at 1.8 per cent of nominal value added, more than twice
as high as in other European countries under consideration. This might actually
explain Finland’s extraordinary TFP performance against the backdrop of the
country’s close to average ICT spending. Regression results calculated by the EU
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Commission show that the share of ICT production does play a major role in
explaining TFP growth for Europe as a whole (European Commission, 2000: 106
and 129). This is not really surprising as it tallies with the results obtained for the
USA, that technical progress in ICT production actually plays a major role in the
growth of TFP. It also is in line with the results obtained by the ECB. 

However, detailed calculations of the contribution of the share of ICT produc-
tion to TFP growth are considerably flawed by the lack of data on TFP growth for
the subsectors of the economy (European Commission, 2000: 219f.). Also,
according to the above-cited regression results, the Commission finds that this
factor does not fully explain the extraordinary performance of the USA, Sweden
and Finland in terms of TFP growth. A dummy employed for these countries in
the regression – and thus a not fully explainable factor – actually has the largest
coefficient. The Commission concludes that the high significance of the dummy
‘is due more to sector specific developments in these countries, as evidenced by
the productivity acceleration in these countries’ high tech sector’.

The quality of human capital could also be a determinant for the differences in
productivity development in Europe versus the USA. An OECD study shows that in
the USA labour quality was relatively stable between 1981 and 1998 (Scarpetta et
al., 2000: 36ff.). However, changes in labour quality were of greater importance to
labour input in Europe. The EU Commission’s calculations show that the substitu-
tion of labour for capital affected labour productivity growth negatively in the EU in
the 1995–9 period (–0.1 pp). This is attributable to the substantial employment cre-
ation Europe experienced in the last couple of years. Employment growth in the
European Economic and Monetary Union, for example, increased from below one
per cent in 1995 to roughly two per cent at the end of 2000 (Figure 17.7). While the
reintegration of jobless persons in the labour market is certainly a positive develop-
ment in the struggle to combat widespread unemployment, overall labour quality
might actually have been negatively affected. 
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The OECD study finds that in some countries corrections for labour quality result
in rising total factor productivity growth in the second half of the 1990s compared
with the average of the 1990s, whereas without this correction TFP growth actually
decreases. This is the case because a deterioration in labour quality leads to an
underestimation of labour productivity and thus TFP growth. According to OECD
data a deterioration of labour quality can be observed especially in Italy and France
and, to a lesser extent, in Sweden. Presumably the rise in employment of less skilled
workers in these countries in the second half of the 1990s affected TFP growth neg-
atively.14 Unfortunately, no data are available for Spain, Portugal or Greece where
similar results could be expected. Evidence from labour market reform supports
this hypothesis. A number of governments have stepped up their efforts to improve
the employment situation in their respective countries, including France, Italy and
the UK where in recent years a high number of unskilled workers entered the job
market. As there is no consistent dataset for Europe with respect to labour quality
changes a general assessment can hardly be made. However, in some countries
decreasing labour quality certainly had adverse effects on TFP growth. 

7 Conclusions

So far the ‘new economy’ in Europe is more mirage than reality. Even in the USA
there are no clear signs of spillover effects from increased ICT investment on the
efficiency of the economic process. In the USA, rising labour productivity growth
was observed in the second half of the 1990s, whereas in Europe just the opposite
was the case. While for Europe as a whole most studies show capital deepening
with respect to ICT, evidence on TFP growth is rather disappointing. TFP growth
actually declined during the second half of the 1990s. On an aggregated level, it
becomes evident that – as in the USA – growth in labour productivity is most vig-
orous in the ICT-producing sectors, especially in manufacturing, and to a
somewhat less pronounced degree in services. Spillover effects are hardly visible.

Using aggregated data might lead to misleading results, however. Europe is
facing a north–south divide with respect to ICT penetration. Taking into account
that a certain tipping point has to be surpassed for ICT to generate productivity-
enhancing effects and that these will show up with a time lag only, it is justified to
assume that northern Europe is more likely to experience new economy effects
than southern Europe. However, labour productivity growth also decelerates on a
country level. Total factor productivity growth, by contrast, seems to be in most
cases higher, although not accelerating, for those countries which invest a large
share of GDP in ICT. Moreover, a large ICT-producing sector seems to trigger
strong TFP growth. Nevertheless, the observed slowdown in TFP growth for a
number of countries cannot fully be explained. A major determinant might be the
deterioration of labour quality due to the employment policies pursued in individ-
ual European countries over the past few years. 

Having classified the Internet as a GPT it is likely that the full productivity-
enhancing effects will be felt only with a significant time lag. The chances of
spillover effects occurring – measured as rising TFP growth – are probably higher
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for the Nordic countries, the USA and Switzerland. In Italy and France, and prob-
ably also in Spain and Portugal, deteriorating labour quality as well as low levels
of ICT penetration should prove counterproductive. New economy effects in
these countries are likely to emerge farther down the road, if at all. 

Notes
1 ICT is defined as information technology plus telecommunications equipment and

telecommunications services.
2 Moreover, the new economy phenomenon goes hand in hand with other important

changes in economic framework conditions, namely liberalization and deregulation,
increased competition and more flexible labour markets. Also, globalization is often
mentioned as an important driving force. 

3 Labour productivity is measured as output per employee or output per hour worked.
4 Total factor productivity describes the relation between output and a set of input factors

whereas partial productivity measures concentrate on the relation between one factor of
production and output.

5 They are thus to be distinguished from incremental technological change, where
progress is observable only in small steps.

6 It is clear, however, that ICT spending is a more suitable indicator to analyse the
economic impact of ICT than PC penetration or other quantitative indicators (Daveri,
2000: 6) and should be used in regression analysis. However, Internet and PC
penetration can serve as a valuable proxy for the quantitative diffusion of technology in
an economy and the incurred network externalities.

7 Gros refers to Daveri (2000) ‘La New Economy in Europa’, IGIER Bocconi, mimeo.
8 The EU Commission acknowledges that there is a sizeable difference between the two

concepts for the European Union whereas it is negligible for the USA (European
Commission, 2000: 100).

9 See also Daveri (2000) for results on four large EU countries.
10 These countries have employed extensive labour market policy tools in recent years.
11 Employment growth likely plays a role in this context as Gust and Marquez measure

labour productivity per employee.
12 This argument refers to hedonic price measures in the US as opposed to conventional

price measurement in most European countries. The hedonic method allows the
deflation of nominal variables by taking into account qualitative differences in goods.
These differences in measurement have a substantial effect on productivity in an
international comparison (Gräf, 2001).

13 A second aspect relates to a structural versus a cyclical improvement in productivity.
Both the US and Europe experienced an improvement in their cyclical position during
the 1990s. It could thus well be that the acceleration in productivity in the US is
predominantly a cyclical phenomenon which is more pronounced that the improvement
observed in Europe.

14 In the UK, deteriorating labour quality can be predominantly observed in the first half
of the 1990s whereas the correction is less significant for the second half. Nevertheless,
correcting for the effect in labour quality results in a significant pick-up in MFP growth
during the 1990s. See also Euroframe (2000) on labour market policies in different
European countries.
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Today, the meaning of the title ‘beyond the dot.coms’ is ambiguous. This was not
the case as recently as a few months ago. If we focus first and foremost on the
companies that use the Internet to provide their services – that is the dot.coms
themselves – it is not only the development of their share prices that would lead us
to assume we are dealing with a speculative bubble without any enduring effect
on the real economy. After the frenzy of the last few years, companies providing
services over the Internet are, in fact, facing a serious crisis. Just over a year ago,
all signs were still pointing unequivocally to a continued boom and the new start-
ups that were shooting up like mushrooms were finding it difficult to recruit staff.
In summer 2001, however, the situation has changed totally. Since January 2000,
at least 555 Internet companies have had to close down worldwide. Sixty per cent
of these closures took place in the first six months of 2001.1

The impact of the closures on the labour market has been equally dramatic. In
the USA alone, around 880 dot.coms have laid off more than 130,000 staff since
the beginning of 2000.2 This trend shows the enormous difficulties evidently
faced by Internet companies in creating and implementing a profitable business
model. But are we to conclude from this that the new economy does not exist?
Does ‘beyond the dot.coms’ mean ‘back to the old economy’? 

Some remarks on the controversy over the new economy 

This interpretation was naturally not intended, and it would, moreover, also be
wrong. There can be no going back to the era before the Internet. The facts tell us
that technology investments have plummeted over the last twelve months, first in
the USA and then in Europe. There are essentially two explanations for this devel-
opment. First, the impact of the specific laws of the net economy, such as the
first-mover advantage, may have been underestimated or may have taken effect
more quickly than anticipated. Second, expectations of the speed of the transition
to the new economy were obviously wildly exaggerated. Hermann-Josef
Lamberti, for example, a member of the board of Deutsche Bank, admitted that
the fact that companies must first establish a network with one another before
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B2B marketplaces can develop had been totally underestimated.3 Neither con-
sumers nor companies have changed their behaviour rapidly enough and for long
enough to build up the kind of customer base which was expected in the short
term and which is a prerequisite for profitability. The developments of the last
twelve months are consequently a process of adjustment after the exaggerated
expectations of the preceding years.

This has, without doubt, put a damper on the notion of consumers who do
everything online. But whether the companies which failed were simply ahead of
their time or whether they mistook the needs of a small group of consumers for
the needs of all consumers has little relevance for the future of the new economy.
It is the business models which failed, not the new economy itself. Neither the
present crisis facing the dot.coms nor the slowdown in technology investments is
going to reverse the process of global electronic networking. The issue of
whether, and how, the new information and communications technologies will
increase economic output and raise the standard of living therefore remains
firmly on the agenda. ‘Beyond the dot.coms’ asks who the actual winners of the
new economy are.

Up to now, whether or not you consider yourself one of the winners has
seemed to depend on how you define the new economy and where you live. If you
take a narrow definition, i.e. limited to the technology sector itself, and if you live
in the USA, the answer will be a clear ‘yes’. The narrow definition identifies the
new economy with the dramatic acceleration in productivity tied, to an important
degree, to innovations in information technology. Productivity refers to output per
hour, and it is perhaps the single most important determinant of economic well-
being, closely related to real income per capita.4 If, on the other hand, you see the
development of productivity in the economy as a whole as the key factor, or if you
live in Europe, the reply will be much more cautious or will deny that the new
economy has had any discernible effect.5

While the information and communications technologies themselves unques-
tionably made a significant contribution to economic growth during the 1990s,
opinions differ about whether this increase in productivity has had any spillover
effects onto the economy as a whole.

There are at least two competing explanations of the recent productivity data in
the USA, only one of which contradicts the new economy hypothesis:

1 The diffusion hypothesis: This hypothesis says that several years or even
decades have to pass before a new technology has diffused enough to signif-
icantly raise industrial productivity. But once the new technology has spread
and people have learned how to use it, things really take off. The diffusion
hypothesis supports the new economy hypothesis if interconnectivity has
been the vehicle through which diffusion finally takes place.6

2 The concentration hypothesis: This hypothesis argues that the entire accelera-
tion of total factor productivity growth – which Robert Gordon has estimated
to be about 0.6 per cent per year once measurement changes and cyclical
influences are accounted for – can be traced to the computer manufacturing
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industry. This one industry, while just a small piece of the overall economy,
has produced a genuine productivity miracle since about 1995. If Gordon is
correct, all the computer-using industries together, which comprise virtually
the entire US economy, have displayed no net productivity acceleration at all.
That appears to be bad news for the new economy hypothesis, which empha-
sizes the gains from using computers, not in manufacturing them.7

Are these findings enough to prove that the new economy hypothesis belongs in
the realm of fantasy? Have we witnessed nothing of economic significance except
for a temporary increase in productivity in a single industrial sector? Several
macroeconomists seem to wish to give this impression. But the findings that have
been put forward constitute the basis for a debate rather than put an end to it. This
paper is not intended to be a contribution to the literature on TFP.8 But the promi-
nent position that this concept currently occupies in the new economy debate
requires a few observations to be made on its suitability to reflect the changes
which are associated with the new economy.

‘Manna from heaven’ or ‘the measure of ignorance’ are phrases commonly used
to describe TFP. With a certain charm, they illustrate the central weakness of the
concept, which nevertheless continues to enjoy widespread popularity. There are two
aspects, in my view, that are significant in the context of the new economy debate.

First, there is the fact that US statistics use hedonic price indices to adjust for
changes in quality in the computer industry. The strong growth measured by these
indices is at the heart of the American productivity miracle. The direct conse-
quence is an increase in real investment in information technology in the rest of
the economy. Improvements in the quality of products and services outside the
computer industry are not captured with the help of hedonic price indices, how-
ever. Little is known as yet about the extent to which the selective change in
measuring improvements in quality leads to an understatement of the increase in
productivity in the economic sectors outside the computer industry. It would seem
reasonable, however, to assume that this is the case. The question therefore arises
to what extent the selective use of hedonic price indices can distort measurements
of productivity and growth.

A second objection concerns whether the neo-classical growth model which
lies behind TFP is a suitable instrument to shed light on an economic period char-
acterized not by improvements in familiar technologies, but by innovation, by
imbalances and structural breaks. Much of the welfare gain from innovation
comes from the production of better goods, and not just from the production of
more goods. This is what a shift in the production function means. Innovation that
results in better goods is not part of the TFP story.9

But the measurement problems in the definition of output which involve a qual-
ity dimension are not limited to product-oriented innovation. There are also
problems with the definition of output which involve a quality dimension without
reference to innovation. What are, exactly, the units of output in banking? How
would one measure these units and account for differences in the quality of service
that are characteristic of competition among banks? Unless the nature of the output
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can be defined precisely, it is impossible to determine its rate of growth or to
answer questions about the impact of quality-enhancing innovations like those of
communications technology.

Not to mention the fact that improvements in the banking system brought
about by the new information and communications technologies make a major
contribution to improving the allocation efficiency in the economy as a whole.

A large theoretical literature shows that banks can reduce the costs of acquir-
ing information about firms and managers and lower the costs of conducting
transactions. By providing more accurate information about production technolo-
gies and by exerting corporate control, better banks can enhance resource
allocation and accelerate growth. Similarly, by facilitating risk management,
improving the liquidity of assets available to savers, and reducing trading costs,
banks can encourage investment in higher-return activities.10

According to the neo-classical growth theory, this enhanced efficiency should
result in an increase in TFP. Does this mean the debate on assigning TFP growth to
individual sectors and on possible spillover effects is the result of measuring prob-
lems or inadequate econometric models? Be that as it may, the fact that neither the
statistics nor theoretical macroeconomic concepts are able to provide conclusive
evidence of the development of a new economy cannot, under these circumstances,
be taken as proof that the new economy does not exist. The findings merely illus-
trate the tremendous difficulties involved in accurately capturing not only
improvements in the quality of products, but also new products themselves.

The challenge of explaining the influence of the worldwide electronic net-
work on the global economic system is thus likely to lie well outside the
calculation of TFP. Beyond the dot.coms, a comprehensive structural transforma-
tion is taking place, which was triggered by the new technologies, is changing
the economic system at both national and global level, and, under certain condi-
tions, is also enhancing productivity. There are currently many indications to
suggest that despite the sketchy results provided by the research carried out so
far, the so-called old economy will be the main beneficiary of this transforma-
tion. This assumption is based on the expectation that the new technologies will
alter the size and structure of industries and companies, lead to massive shifts in
relative prices and thus bring about fundamental changes in the supply of goods
and services.

What makes the new economy so different?

Let us venture a comparison with radical economic changes in the past. Around
two hundred years ago, the invention of the steam engine heralded the start of the
industrial revolution. This new technology revolutionized the process of convert-
ing raw materials into products. At the same time, it triggered social and political
changes which influence our lives even now. Information and communications
technologies are today’s steam engine. They are revolutionizing every process
associated in the broadest possible sense with the exchange of information, ideas,
and goods and services.
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This makes information and the knowledge gleaned from this information the
key production factors of the new economy. In the world of economic models,
information is either complete or, if not, asymmetrically distributed. But it always
remains an exogenous parameter. In the real world, away from all equilibrium
models, the gaining of an information advantage and the erosion of this advantage
by competition ensure economic dynamics. To all intents and purposes, informa-
tion is the raw material for economic activity, so to speak. It is needed to discover
market opportunities, find trading partners, control production processes and the
exchange of goods, and monitor the quality of the supplied services. Information
is the raw material for economic activity within companies, between companies
and between companies and consumers.

The costs incurred in the exchange of goods and services by the search for
business partners, by bargaining and finally by monitoring performance largely
determine the structures of an economic system.11 This immediately becomes
apparent if we assume that these costs are virtually zero. Services which are now
performed by a company’s employees could then, in theory, also be handled by
self-employed individuals dispersed over a wide geographic area and connected
only by a communications network. 

This ‘atomized economic system’ is purely hypothetical in nature. Yet it gives
us some idea of the type of economic system which would evolve if, for example,
the costs of interaction outlined above dropped sharply within a short period of
time. The lines of demarcation between economic sectors would have to be
redrawn, as would the organization and size of companies. The structure of eco-
nomic sectors and of company organization would undergo radical
transformation. Numerous new market opportunities would be created. The ques-
tion of which services should be provided within a company and which via the
market would have to be totally reconsidered. It does not take much imagination
to realize that the global communications network which is currently evolving is
pushing things in just this direction. What is more, in some sectors, such as bank-
ing, for example, these changes have already begun to take effect.12

Which sectors will profit from the global network?

By reducing transaction costs 

How will these changes triggered by the Internet manifest themselves in individ-
ual sectors of the economy? The most important quality of the global electronic
network is also the most obvious. Information can be disseminated swiftly, conve-
niently and cheaply. It will be possible to carry out routine tasks, above all, at a
fraction of the present cost. Transaction cost savings will therefore be particularly
great in companies where output can easily be digitized and standardized. 

This certainly applies to a large number of services associated with the new
information and communications technologies. It also goes for financial ser-
vices providers, including banks. But there are also other important areas in
which global interconnectivity will not only reduce costs, but will doubtless

Beyond the dot.coms 339



give rise to further innovations too. The health service and public administration
will probably be among those to benefit most from the electronic network. Both
may be classified as data intensive. Enormous savings can be achieved by digi-
tizing this data and by using the Internet. Yet it will be difficult to measure
improvements in productivity in these sectors in the absence of market prices to
use as a yardstick.

In the health service, for example, considerable savings could be made by dig-
itizing doctors’ and clinics’ invoicing to the health insurance organizations. The
potential savings here are quite comparable with those in the banking industry
resulting from the transition to paperless payment transactions. If digitalization
and communication over the Internet were also exploited for creating, updating
and transferring patients’ files, we could expect not just further cost savings, but a
considerable improvement in the quality and efficiency of the health service as a
whole. This presupposes, however, that a satisfactory solution can be found to the
problem of data security and data protection, particularly from the patients’ point
of view.

The potential of the new economy at all levels of public administration has
been largely ignored up to now. Resources are constantly tied up, for example, to
answer queries about public services, entitlements to benefits and grants from
public funds, etc. The Internet is an excellent means of disseminating such infor-
mation among citizens at a fraction of present costs. The digital town hall, where
citizens no longer have to face long waits but can find the various services sup-
plied by individual government departments a mere mouse click away from one
another, is likely to become a reality when digital signatures are recognized in the
next few years. This does not only constitute a potential for greater productivity in
public administration in the form of enhanced efficiency and improved services.
Citizens and companies will also spend considerably less time travelling to and
waiting around in public offices. The effects of the electronic network are there-
fore perfectly comparable to those of deregulation.

The same is true of the tax office. It is already possible throughout Germany to
submit income tax returns via the Internet, though few people make use of this
opportunity. For some other types of tax, such as trade tax and VAT, a few federal
states also already accept digital tax returns.

In the financial services industry, the changes brought about by the Internet are
first and foremost affecting retail banking. The traditional relationship between
customer and bank, the result both of geographical proximity and the bank’s famil-
iarity with the needs of its customers, is now being challenged by the inexpensive
processing of standard banking services over the Internet. These include queries
about balances, domestic and cross-border remittances, buying and selling securi-
ties (direct brokerage), arranging, changing and cancelling standing orders.13

By more efficient management

The effects on the majority of sectors in the so-called old economy will be less
direct, though just as far-reaching. The importance of the Internet as a management
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instrument is likely to continue gaining ground. In large companies, this process is
already well underway. But it will also have an impact on small and medium-sized
companies and trigger significant restructuring in all sectors of the economy.

Many of the anticipated efficiency gains will result from making use of the
Internet for supply chain management. The Internet will enable just-in-time produc-
tion, which has long been an established trend anyway, to be even more finely
honed. In many companies, the anticipated efficiency gains and savings can already
be seen in the area of procurement. The Internet will also enable another trend
already familiar in the old economy to become even more firmly established – out-
sourcing. Strategic decisions by companies to concentrate on their core competences
may be observed in all sectors of the economy, including the financial sector.

The changes will probably be felt most profoundly in industry, however. The
meaning of the term manufacturing industry will undergo a radical transforma-
tion. In the coming years, we will see a sharp rise in the number of manufacturing
enterprises which outsource more and more sections of their production to other
companies while confining themselves increasingly to their core competence and
to using the Internet for the necessary coordination between their suppliers. Yet
focusing on entrepreneurial core competences is nothing more than an enhanced
utilization of entrepreneurial know-how. Productivity effects are not to be
expected in the sense of a movement on the production curve, but in the sense of
a shift of the production curve – an increase in TFP.

The possibility to use the Internet to connect the staff of a company, or of sev-
eral associated companies, with one another over large distances at little cost and
thus to optimize cooperation is likely to result in further increases in efficiency.
An example of this trend may be seen in the automobile industry, where enhanced
productivity has been achieved in this way in product development, in the supply
of components and in production. It would now be perfectly feasible for this
industry to implement the production model perfected by the computer manufac-
turers Dell: the customer would put together the car he wants on the Internet,
order it – and only then would it go into production. This would without doubt
have severe implications for existing distribution structures.

By keener competition

This brings us to another consequence of the Internet – more intense competition.
For both suppliers and customers, the Internet increases market transparency at a
stroke for goods and services which can be precisely defined. Buyers can explore
a large geographical area quickly and inexpensively to find the lowest price, while
sellers gain access to a far larger pool of potential customers. Thanks to the
Internet, actual market activity is moving closer towards the textbook model of
perfect competition. In practical terms, the consequences are lower profit mar-
gins, more efficient production and greater consumer satisfaction. Ultimately,
keener competition will also enhance price stability.

In the long term, the Internet will thus act as a great ‘leveller’ by helping to
lower worldwide the barriers to entering the market. For a company anywhere in
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the world which has developed a better product, this will improve its chances of
actually being able to sell the product, and thus force other companies to improve
their own products. The price transparency and the geographical expansion of the
market which can be achieved by the Internet will therefore act as a global stimu-
lus for continuously increasing efficiency.

The success of the new economy is not automatically assured 

At present, it is not possible to say which places in the economy will actually be
able to gain from the new economy, nor predict the size of these gains. The above
observations are intended to illustrate that the new technologies will influence the
productivity of the old economy in very diverse ways. One effect will certainly be
capital deepening. We can also anticipate enhanced efficiency, which will result
in a one-off rise in the level of prosperity. We will also see an increase in TFP.

But the comprehensive structural transformation should not lead us to make
the mistake of judging the success of the new economy by the yardstick of pro-
ductivity growth alone. Keener competition and falling profit margins are not
synonymous with an increase in productivity. In many cases, the drop in prices
will probably merely be passed on. Ultimately, the consumer alone will benefit.
This process, though on the whole desirable, does not mean an increase in pro-
ductivity. In many other sectors too, such as online trading, the most obvious
consequences of the new economy will be more choice, diversity and conve-
nience. It will be difficult to capture these qualitative improvements in a growth
of GDP.

The extent of the increase in prosperity will, however, also largely depend on
how quickly the use of the Internet spreads in companies and, above all, among
the population at large. There is still a clear discrepancy in the use of the new
technologies between companies and private households. In medium-sized and
large-scale enterprises, use of the new technologies has probably become the
norm. Small companies will have to follow suit to remain competitive. Private
households, on the other hand, still have considerable ground to make up.14

The statistics show quite clearly that use of the new technologies in private
households is still very much dependent on education and income. There is
already much talk in some circles of a ‘digital divide’, meaning that people on
a low income are excluded from using computers and the Internet. Political
steps can be taken to reverse this development by installing Internet connec-
tions in schools, for example. The steady and rapid fall in prices for Internet
and mobile phone use will also help to bridge this divide. All in all, this is
likely to ensure that every citizen will have the opportunity to reap the benefits
of the new economy.

Whether or not the new economy will succeed in developing its full potential
also depends on a number of other factors, however. One important issue is
whether the new technologies will really be used in the individual sectors of the
economy to the extent currently anticipated. And, above all, whether the associ-
ated changes in company practices and business models really take place. A look
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at investment in information technology in the past shows that the expected
increases in productivity often failed to materialize. These cannot be prevented in
the long run, because the companies whose IT investment proves successful will
gain a competitive edge. But management errors, or resistance and inertia in
existing organizational structures might slow down the process. We lack the
empirical values on which to base a reliable forecast of the timescale and extent of
these changes in productivity.

The success of the new economy can only be assured by economic
policy

All entrepreneurial endeavours to successfully exploit the new technologies’ poten-
tial to increase productivity are doomed to failure, however, if the structural changes
which are initiated are not supported by the general economic environment. An eco-
nomic policy geared towards conserving existing structures will tend to obstruct the
transition to the new economy and the anticipated acceleration in the rate of growth.
In this context too, the findings of the ECB survey hold no surprises.15

The turnaround in the US productivity trend and the transition to the new
economy should therefore not be viewed in isolation. Both can be interpreted as
the peak, for the time being, of a development whose origin is to be found in the
shift in paradigms of American economic policy in the early 1980s towards supply-
side policies. The development of the US economy since then suggests that this
change of course has been largely responsible for much of the success. The con-
tinuous improvement of conditions conducive to growth also explains much of the
success in realizing US growth potential in the 1990s. Perhaps the sustained pros-
perity phase was even the prerequisite for the development which is known today
as the new economy.

No changes in macroeconomic policy areas

Consequently, the new economy does not require a new economic policy. The tra-
ditional ‘old’ macroeconomic rules will continue to apply and form the basis of
economic policy in the ‘new’ era too. The goals of monetary policy and fiscal pol-
icy will remain essentially unchanged. A high level of monetary stability, along
with budgetary consolidation and low tax rates are still major prerequisites for
stable economic growth. However, the following questions must be asked in both
policy areas:

� Has the economy’s sustainable growth rate been raised? And might it go even
higher? 

� Has the lowest unemployment rate consistent with stable inflation – the so-
called NAIRU (Non-Accelerating Inflation Rate of Unemployment) – been
reduced? And if so, how far? 

The current debate shows that it is not always easy to recognize a change in the long-
term growth rate, and if it is recognized, then only after a considerable time lag.
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For years after the 1973 productivity slowdown, for example, economists, pol-
icymakers, business executives, and workers continued to base decisions on what
we now realize was an excessively optimistic estimate of the productivity trend.
As one concrete example of the large errors that can be made when perceptions
lag behind reality, it has been argued that the Federal Reserve pursued a highly
inflationary monetary policy in the 1970s largely because it overestimated the
productivity trend.

What might happen if the productivity growth trend falls, but neither labour
nor management recognizes that for a while? If wage agreements continue to be
based on an assumed productivity trend of, say, three per cent, but actual produc-
tivity growth falls to one per cent, then unit labour costs will rise two per cent
faster than either labour or management expected. The overestimate of productiv-
ity growth will lead first to excessive real wage agreements (relative to
productivity) and then to higher costs and inflation. Firms will react by reducing
employment and raising prices at the same time. This scenario helps explain the
stagflation of the 1970s.

Now turn the logic around. If productivity growth speeds up, but people do not
know it, wage agreements will come in too low (relative to productivity), thereby
lowering business costs. Employment should also expand since labour gets
cheaper (again, relative to productivity). This scenario may explain part of the
fabulous macroeconomic performance of the late 1990s: an unrecognized produc-
tivity acceleration led to both higher employment and lower inflation.

It is a bit harder to understand why improvements in information technology
should reduce the NAIRU permanently. Information technology might reduce the
frictions involved in matching workers to jobs. More generally, advances in infor-
mation technology make it possible to shift some economic activities to locations
where labour is more readily available. But it is hard to believe that such effects
could be quantitatively large on an economy-wide basis.

Consider, however, two believable scenarios that might produce a transitory
decline in the NAIRU. One is the misperception scenario just described. If actual
productivity grows faster than perceived productivity, the economy will experi-
ence a surprisingly favourable combination of stable inflation and low
unemployment. In the data, it will appear as if the NAIRU has declined. But as
perceptions adjust to the new, faster pace of productivity gains, the apparent
NAIRU should return to normal. 

This analysis points to the following tentative conclusions for monetary policy-
makers:

� The current revolution in information technology may indeed have acceler-
ated the nation’s productivity growth. If so, central banks should allow the
economy to grow faster than it would with a lower productivity trend. 

� An unrecognized acceleration of productivity may reduce the NAIRU, but
only temporarily. If so, the apparent NAIRU will return to a more normal
value as perceptions catch on to the new reality. 
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Yet whether or not the success of the new economy in the USA can be repeated in
Europe does not essentially depend on monetary and fiscal policy. There are no
longer any significant differences between Europe and the USA as far as the ori-
entation of their macroeconomic policy is concerned. Both have a stable
macroeconomic environment. But the difference in their economic development
shows that sound monetary and fiscal policies alone are evidently not enough to
generate the increase in the innovation potential which has made the USA a
benchmark for the new economy. The success of the new economy in Europe will
therefore be largely determined in policy areas which can influence the flexibility
and adaptability of market participants. In concluding that there are, as yet, no
signs of a new economy in Europe, the European Central Bank is implicitly high-
lighting the fact that there is still a need for economic policymakers to take action.
If a course is to be set for the new economy, a series of individual economic pol-
icy measures must be implemented, above all in areas where there have long been
calls for reform in Europe.

Confidence in market forces

Successful structural change and dynamic economic growth are closely connected
with the opportunities to allow entrepreneurial potential to develop freely. The
extent and intensity of entrepreneurial activity depend, in turn, on a number of pre-
conditions. These range from free market access and corporate financing
opportunities to the standing enjoyed by an entrepreneur in public opinion.
Significant differences may be observed between the economic policies of Europe
and the USA in the extent of their confidence in the efficiency of market forces.

The policy of deregulation, which made a major contribution to the US eco-
nomic upswing in the 1990s, serves as a good example. America began to
deregulate telecommunications in the early 1980s. The competition which this
unleashed resulted in the prices of telecommunications services dropping sharply.
This increased demand and created incentives for new, innovative services. The
concurrence of this development with the decisive technological progress in com-
munications technology provided the basis in the years that followed for the
above-average increase in productivity and high employment in the USA.

In Europe, on the other hand, the deregulation of the markets for telecommuni-
cations services lagged behind by a good ten years. For this reason, there was also
a considerable time-lag before we saw the beginnings of competition in products
and prices. In the meantime, market conditions in Europe and the USA have more
or less converged in the area of telecommunications. Nevertheless, existing obsta-
cles to competition still have to be dismantled in local networks to make it less
expensive for consumers and companies to use the Internet.

The example of the deregulation in telecommunications and the flourishing of
communications technology companies clearly illustrates that economic policy
can only be successful if it is farsighted enough to create entrepreneurial room to
manoeuvre and does not attempt to protect existing economic structures. The
experience of the past ten years has proved beyond a doubt that the jobs of the
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future will be created, above all, in companies which do not yet exist today, or
which have only existed for a short time. Whether, and if so how rapidly, struc-
tural change can gain momentum and create jobs depends not least on how
quickly these new companies can assert themselves in competition with the com-
panies already on the market. The staying power of ‘old’ companies and industries
often depends not only on their competitive market position, but also on their
ability to bring their interest in conserving existing market structures to bear in
the political arena.

In the past, the staying power of ‘old’ companies was evidently far greater in
Germany and the rest of Europe than in the USA. It is interesting to note that in
the last forty years, no business start-up has managed to work its way into the
league table of Germany’s largest enterprises. The twenty-five largest German
companies in 1999 were already in the top twenty-five in 1960. The situation is
totally different in the USA. One in three of today’s largest twenty-five companies
did not exist at all forty years ago. These ‘newcomers’ include a number of IT
companies with a commanding competitive position on the world market.

The general conditions facing business start-ups are also key to successful
structural change. The attraction of running one’s own business in the USA and
the availability of capital to finance new businesses without doubt contributed
greatly to the boom in new start-ups in the 1990s. In Germany and other
European countries, there has been some improvement in the last few years in the
conditions for setting up a business. There have been numerous start-ups in the
new growth industries of information and communications technologies, includ-
ing the associated service sectors, and in the area of biotechnology as well. This
trend gives cause for hope that entrepreneurship is about to be rediscovered in
Europe.

The labour market must become more flexible

Structural change – particularly in a form as radical as that currently underway –
always has a concrete impact on the labour market, since the declining number of
jobs in one sector very rarely coincides in time or place with the new employment
opportunities to emerge in another. The discrepancy in professional qualifications
is likely to be even more important, however. If the economic transformation is
not to lead to an – albeit temporary – increase in unemployment, a high degree of
flexibility is required on the labour market. Creating this flexibility must be
labour policy’s top priority in the new economy. 

But a flexible labour market is also necessary for another reason, and one
which is often overlooked. The new economy does not only require highly skilled
workers, it will also lead to different working conditions. Lifelong employment
with its associated social security benefits, which characterized the industrial
society, will gradually give way to a new trend towards temporary working con-
tracts, part-time employment and various forms of self-employment. Different
employment options will be exercised simultaneously or one after the other, per-
haps interspersed with phases without employment.
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The USA is without doubt closer to the ideal of a flexible labour market than
the countries of the EU. In the USA, there are no industry-wide wage negotiations
between employers and trade unions, which in Germany keep the cost of labour too
high, cement existing wage structures and are responsible for a collective shorten-
ing of the working week. In 1998, the pay agreements of only around ten per cent
of employees in the US private sector were negotiated collectively. In light of the
fact that wage negotiations are more or less unregulated, it is unsurprising that
unlike in Europe, US economic forecasts take little account of wages policies.

Another characteristic feature of the American labour market is the tradition-
ally wide wage spread. Furthermore, the USA has succeeded in structuring social
transfer payments in such a way that there is still an incentive to take on even low-
paid employment. The American labour market is thus well placed to absorb the
impact on employment of a macroeconomic structural change.

In contrast, regulation of the labour market in Europe is diverse and complex,
and badly placed to meet the challenges posed by the upcoming changes. The lack
of flexibility on wages and working hours, and the sometimes still extensive reg-
ulation of the labour market might jeopardize the general public’s acceptance of
these changes since they make it less likely that the new economy’s success in cre-
ating jobs in the USA can be repeated. A fundamental reform of the labour
market, which would allow greater flexibility on wages, working hours and types
of employment, is therefore one of the most pressing prerequisites in Europe for
the new economy.

There is as yet no evidence of progress in this direction, at least not in the
biggest economies of the euro zone. On the contrary, there have even been some
backward steps, such as the introduction of the 35-hour week in France. Nor can
the amendment of the Labour–Management Relations Act in Germany to prevent
the termination of collective pay agreements be regarded as progress in the sense
of a flexible labour market.

Social security in the new economy

The social security systems in almost all industrialized countries have been in
considerable need of reform for some time. This is closely linked with demo-
graphic developments in these countries and therefore arose quite independently
of the structural changes associated with the new economy. Pensions and the
health system are without doubt in most urgent need of reform. Progress differs
from one country to another. But it is clear that Europe will continue to build on
its socio-political tradition and that the US will therefore be unable serve as a
model in this area.

There is a consensus that the reforms of the social security systems must result
in long-term solutions which can guarantee citizens a secure and reliable income
in old age, and cover health risks and the risk of unemployment. But this can only
be achieved if social security reforms take due account of the massive changes
triggered by the new economy in economic processes and in employment.
Generally speaking, however, this has not been the case so far.

Beyond the dot.coms 347



In Germany, for example, the state pension insurance scheme has been based
up to now on the assumption that a person eligible for a pension will normally
have been in lifelong employment and paid regular social security contributions.
The pension reform which has now been adopted continues to be based on such a
scenario. The changes on the labour market which have been sparked by informa-
tion and communications technologies, however, mean that this form of
employment, which has its roots in the industrial age, will steadily decline in
importance in the coming years. If we persist with the usual pay-as-you-go system
based on this traditional form of employment, there will be rising numbers of
those without adequate cover, or without any cover at all, and the burden on the
remaining contributors to the system will become ever heavier. Thus if we ignore
the changes which the new economy has triggered in the labour market, we will
achieve the exact opposite of the original objective. A positive development, on
the other hand, is the fact that there is now broad realization that the state pension
scheme must be supplemented with private and occupational funded schemes. 

Conclusions

The availability of the new technologies and inexpensive access for broad sec-
tions of the population are not sufficient in themselves to ensure that their
enormous economic potential will be developed to the full. The new economy has
its own laws and requires more flexibility from market participants. It can there-
fore only flourish if general national and international conditions allow these
requirements to be fulfilled. For this reason, the new economy is more than the
reflection of a technological revolution. It highlights the responsibility of eco-
nomic policymakers to create a framework within which market forces may freely
interact and develop. Policies based on the concept of ‘Ordnungspolitik’, which
are often set aside on the grounds of ostensible macroeconomic necessities, are
likely, under these circumstances, to come back into their own. It is no easy
undertaking, however, to improve the general conditions for innovation and entre-
preneurship so that they can meet the challenges posed by the technological
transition to the information society. Resistance to such reforms is considerable,
especially in Europe.

Reforms are rendered even more difficult by the experience of the USA, which
shows that there are costs associated with the new economy as well as benefits.
An acceleration of economic growth, with the associated revolutionary changes
in the structure of the economy, does not take place without friction. Both existing
and newly created real and human capital will become obsolete more rapidly. This
increases the burden of adjustment both for companies and for each and every
individual. The new economy means more opportunities, but more risks too.

Nevertheless, there is no reason to be excessively pessimistic. In Europe, the
radical changes that may lead us beyond the dot.coms are already underway in
many areas. Yet there are still barriers holding us back from a fundamental break-
through. The dismantling of obstructive market regulations is prevented again and
again by forces which are still firmly clinging to the traditional system. This is
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slowing down competition and growth. The success of the new order is being
impeded. Europe’s new economy will only be able to develop its full potential
when harking back to the industrial society and the overemphasis on the risks
associated with change are replaced by more openness to the technical innova-
tions of entrepreneurial activity.
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19 International productivity differences
Explanations and policy implications*

Johan Van Gompel

Abstract

The trend in and the level of productivity in a country are subject to the influ-
ence of a complex set of interactive variables of all kinds. Attempts to isolate the
importance of the determinants are generally not easy because the relationship
with productivity is often not one-way or because productivity (especially in the
short term) is carried along on the waves of the economic cycle. In recent years,
the role of information and communications technology (ICT) in promoting the
strong productivity dynamics in the USA after 1995 has received particular
attention in economic literature. Although the scale of the impact of ICT is not
certain and there is also a great deal of discussion still about the spillover effects
for the economy as a whole, the majority of economists are now assuming that
ICT offers an (or at least some) explanation for international productivity differ-
ences. In this article, we discuss the extent to which the utilization of
technological progress in the production process is influenced by the struc-
tural–institutional characteristics of a country, and which policy measures the
government can take (or must avoid) to allow innovating economic activities to
develop to the full. The characteristics alluded to are varied and form the frame-
work in which people develop skills and companies innovate and invest. In
particular, it is a matter, for example, of the working of the labour market, costs
of adjustment with regard to the capital stock, regulation, efforts in the field of
research and development (R&D), education and training and the degree of
(international) competition.

1 Productivity: importance and determinants

Productivity reflects the extent to which companies succeed in deploying the
production factors used (mainly labour and capital) efficiently in the production
process. Economists usually measure it as the ratio between the added value of
the goods and services produced, mostly in constant prices, and the factors of
production used for this. The inclusion of several factors at once in the produc-
tivity standard allows substitution effects between the factors to be brought into
account and is therefore, from the theoretical point of view, the most suitable

* Paper presented at 23rd SUERF Colloquium, Brussels, 27 October 2001.



way of measuring the overall efficiency of the economic process. It is then a
question of the so-called ‘total or multi-factor productivity’. In practice, it is not
easy to measure, however (see Appendix 19A), and for this reason productivity is
usually approached from a single factor (so-called ‘partial productivity’). This is
usually labour, since, compared to capital productivity, labour productivity is
more easily measured. The capital input generally consists of highly diverse
goods (machinery, buildings, computers, etc.) and it is not always clear which
part the production process ‘uses up’ in a given period. Labour productivity can
be measured on the basis of the number of workers or via the number of hours
worked by the workers. The latter method of calculation is preferred, since it
takes account of overtime worked and the trend towards the shortening of work-
ing hours and part-time work.

The trend in productivity is of both social and purely economic importance.
On the one hand, positive growth in labour productivity is usually associated
with growing material prosperity of the population. The higher real production
which derives from a more complete and more optimal deployment of workers
allows higher real wages and consequently a broader spending pattern. The
importance of the productivity growth figure appears from the time needed to
double the production per unit of labour deployed. Where the annual increase in
labour productivity is 2 per cent, for example, the time needed is 35 years,
where growth is only 0.5 per cent it will take no less than 140 years. An increase
in labour productivity is only unequivocally positive for society as a whole if it
does not lead to exclusion of labour. If the proportion of employed persons in
the total population declines, labour productivity and real income per capita
move in opposite directions. Naturally, differences between the GDP per worker
and the GDP per capita also have to do with shifts in demographic factors, such
as the ageing of the population (see also Figure 19.1). In contrast to labour pro-
ductivity, capital productivity is of less importance for prosperity. A country
may have high capital productivity and yet be very poor. It is possible that
underdeveloped countries use the little capital at their disposal in such a way
that it has quite high productivity per unit invested. But that does not mean that
there is a high level of prosperity there. The labour productivity will be low
there and then a high capital productivity is of little avail. High capital produc-
tivity on the other hand makes investment attractive and the larger supply of
capital goods deriving from this in turn influences the labour productivity, as a
result of which there may nevertheless be an indirect effect on prosperity. In
addition to their importance for prosperity, international differences in produc-
tivity trend on the other hand also indicate whether a country is gaining or
losing competitiveness in relative terms, although the relative costs and prices
at which goods are manufactured and sold also play a role here. In any case,
important interrelationships exist between these nominal variables and produc-
tivity. For instance, productivity may rise sharply through an accelerated
substitution of labour for capital as a result of excessively high wage rises. In
the case of this so-called ‘perverse’ rise in labour productivity, the normal rela-
tionship between the trend in productivity and wages is reversed. For countries
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where a relatively strong increase in labour productivity is accompanied by a
sharp contraction in employment, the use of wage costs per unit of production is
consequently less suitable as an indicator of competitiveness. 

The trend in and level of productivity in a country are subject to the influ-
ence of a complex set of interactive variables of all kinds. Attempts to isolate
the importance of the determinants are generally not easy because the relation-
ship with productivity is often not one way or because productivity (especially
in the short term) is carried along on the waves of the economic cycle. Short-
term fluctuations in productivity are usually procyclical, which means that
productivity increases at times of economic boom and declines at times of eco-
nomic slump. This occurs because there are costs associated with the
recruitment, training or dismissal of workers and with the expansion or contrac-
tion of the supply of capital goods (costs relating to feasibility studies,
implementation, etc.), as a result of which companies do not carry out definitive
changes immediately. So long as companies are not certain that it is not merely
a chance or temporary surge or decline in economic activity, they will try to get
to grips with the changed situation flexibly. This is possible by deploying tem-
porarily superfluous workers in maintenance tasks or by adapting the working
hours of their workers and the capacity utilization rate of their machinery.
Research has shown that demand shocks related to the economic cycle, such as
changes in interest rates, money supply or government spending, can explain up
to about a quarter of the short-term fluctuations in productivity (see e.g. Evans,
1992). 

In the longer term, the economic trend can also generate permanent produc-
tivity gains by purging inefficient companies or dismissing less productive
workers during recessions (‘cleansing effect’), or by incorporating the latest
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techniques more rapidly into the capital stock during longer periods of sus-
tained high economic growth (see Atella and Quintieri, 1998). The rate of
technological progress is for that matter of a more fundamental nature for the
long-term trend in productivity. Here it is a matter of qualitative improvement
of the factors of production, as expressed in investments in new machinery or
production techniques and processes, in the better education of the workers or
in a more efficient company management and organization (as regards market-
ing, method of financing, commercial dynamism, etc.). Companies may
increase these so-called ‘deepening’ in physical and human capital both through
their own efforts in the field of research and development (‘performed R&D’)
and through the dissemination and imitation of innovations brought about else-
where (‘acquired R&D’). 

2 Productivity paradox

Compared to the post-war decades, the industrialized countries experienced a sig-
nificant slowdown in average annual growth of macroeconomic productivity in the
period after 1973 (see Figure 19.2). The average annual growth of total factor pro-
ductivity in the private sector fell in the OECD by 1.7 per cent in 1973–95,
compared to 1960–73 and that of labour productivity by as much as 3.3 per cent.
This decline came as a surprise, in view of the worldwide massive increase in
investment in the application of new technologies (mainly in the field of electronics,
computers, telecommunications and biotechnology) against a background of
greatly increased international interrelationships. This contradiction is known as the
‘Solow paradox’ for which a large number of explanations are now available in the
literature (see e.g. OECD, 1991). A first is that the reference period (i.e. the quarter
of a century after the Second World War) is not very representative. In this period,
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the industrial infrastructure in Europe and Japan had to be largely rebuilt, which
offered unique opportunities to incorporate modern technologies, mainly from the
USA, into the production machinery. As a result of these technology transfers, the
industrialized countries were able to make use of a considerable growth potential in
the post-war decades and as a result start to catch up with the USA.1 The decline in
the impact of technology on the development of productivity in these countries after
1973 is claimed then to reflect the process of diminishing returns from imitation, as
a result of the potential to catch up, drying up. 

Another explanation for the paradox is that, together with diminishing
returns in the technology-imitating countries, declining efficiency of technolog-
ical innovation occurred in the leading technology countries themselves. This
was apparently attributable, inter alia, to a growing tightening of production
structures as technologies were adjusted, which had a negative impact on the
possibility of introducing further important innovations. A ‘technology trap’ of
this kind lasts until a new set of basic innovations has sufficient power to make
a breakthrough and to bring about a fundamental change to the existing techno-
logical paradigm.2 This most probably partly explains why, in spite of the IT
boom, computers worldwide until about ten years ago all in all still only consti-
tuted a small fraction of the total stock of business assets. Just as with, for
example, the dynamo, the transistor and the electric motor, it took some time
before new computer technologies were fully disseminated, which can be
explained inter alia by sunk investment costs in the existing production infra-
structure, teething troubles, the lack of complementary technologies, such as
software, or by the time needed for training.3 Moreover, immediately after their
launch, new technologies usually led simply to user-friendliness, substitution
for existing products or to a redistribution of market shares in favour of more
efficient companies, and therefore was not always (entirely) expressed in the
measurement of macroeconomic productivity.

Still further explanations for the paradox are based on the finding that the
worldwide slowdown in productivity went hand in hand with major structural
changes and with changed government intervention. As regards structural
changes, it is a matter inter alia of the improvement of working conditions or the
increased participation of women on the labour market. The changes alluded to as
regards government policy relate to, for example, the decline in government
investment, higher tax rates, stricter environmental regulations, the development
of a social security system, etc. These changes, which it is claimed led to a more
unfavourable business climate, were also accompanied by successive shock
movements, such as the oil crises in the 1970s and the accompanying hefty wage
rises, the scale of the exchange rate volatility after the definitive end to the
Bretton-Woods system in 1973 and the advent of the emerging markets in Asia
and elsewhere. These were quite rapidly disseminated internationally through the
increased interrelationships between the industrialized countries and brought
weaknesses, such as lack of labour market flexibility, to the surface. 
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3 Importance of ICT

Although the paradox was more or less general, in the past thirty years substantial
international differences in productivity trend in the private sector remained. A
striking fact was the relative position of the USA in relation to the other industri-
alized countries. In a number of European core countries (Belgium, The
Netherlands, Germany, France and Italy), the slower growth in labour productiv-
ity continued even after the economically turbulent 1970s. In countries which
experienced little or no growth in labour productivity during the 1970s, such as
the UK and the USA among others, this growth picked up again after the oil
crises. The strong recovery in productivity in the USA after 1995 was especially
striking. The average annual growth in labour productivity there shot up to 3 per
cent, compared to only 1.2 per cent in the period 1973–95. In the EMU and Japan,
on the other hand, the annual increase in labour productivity in the second half of
the 1990s fell by around 1 per cent, compared with 1973–95 (see Figure 19.2).
Nevertheless, the accumulated growth in the American labour productivity over
the past thirty years remained 18 percentage points below that in the EMU and 27
percentage points lower than the Japanese. 

As a result of this relatively unfavourable trend in the USA up to 1995, a num-
ber of European countries (including Belgium, The Netherlands and Norway)
were nearly able to keep pace with the USA in terms of productivity level. Other
European countries too made a leap forwards, larger in some cases than in oth-
ers, but in 2000 still had labour productivity which was between 20 per cent to
even more than 50 per cent lower than the American level. The greatest move-
ment to catch up with the USA since 1960 was achieved by Ireland, whilst
Sweden, the UK and Germany improved only slightly compared to the American
level during this period (see Figure 19.3). The movement to catch up was greater
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in Japan than that of the EMU as a whole, but the Japanese productivity level in
2000 remained a good third below that of the USA, compared to about a quarter
for the EMU. The movement by the industrialized countries to catch up with the
USA was usually greater for productivity per hour worked than for that per
employee. This indicates a wider gap with regard to the annual average number
of hours worked per person. This figure has declined by 8 per cent in Europe and
15 per cent in Japan since the beginning of the 1980s, partly as a result of mea-
sures to reduce working hours, whilst it has increased by 5 per cent in the USA
(see Figure 19.4). 

To date, economists have not reached agreement about the origin of the rela-
tively rapid growth in productivity in the USA after 1995. One point of discussion
is whether the productivity improvement observed is largely a cyclical phenome-
non or is of a more lasting nature. According to proponents of the ‘New Economy’
paradigm, the productivity growth trend has come to lie definitively at a higher
level under the impact of new information and communications technologies
(ICT). In line with this, the calculations of the American Council of Economic
Advisers and of the Federal Reserve Board, inter alia, show that the cyclical com-
ponent of the higher productivity growth in the USA was negligible in recent years
(see Table 19.1). These authorities ascribe 50 per cent to 70 per cent of the increase
in productivity to the production and use of ICT (see Oliner and Sichel, 2000 or
Baily and Lawrence, 2001). On the basis of other calculation methods, the
American economist Gordon estimates, however, that nearly 40 per cent of the
American productivity growth after 1995, compared to the period 1973–95, is
explained by the economic cycle (see Gordon 2000). In other words, according to
these calculations, about a fifth of the average annual productivity rise after 1995
is of a cyclical nature. Moreover, although by far the majority of studies are now
assuming that ICT was a driving force behind the American productivity growth,
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the channels through which the impact runs remain uncertain. The importance of
ICT for the economy can be expressed in different ways, with a not always equally
clear impact on the long-term productivity growth rate.

ICT can increase the growth rate of GDP and of labour productivity directly
via the production of final consumer and investment goods in the ICT sectors
themselves. The ICT sectors include companies which manufacture computer
and telecommunications equipment or provide services relating to this equip-
ment, such as, for example, software, mobile telephony or information provision
via the Internet. The direct share of the ICT-producing sectors in the GDP
amounted in 1998 to only 6.6 per cent in the USA and 4.9 per cent in the EMU,
but according to calculations of the ECB in both areas they experienced the
strongest growth rate of labour productivity in the 1990s. In the second half of
the 1990s, the annual labour productivity growth in ICT-producing manufactur-
ing industry in the USA and the EMU was a good ten times higher than average
in the total economy. As regards the ICT-producing services, this was one and a
half and six times as great respectively. In view of the relatively small scale of
the ICT sectors in the economy as a whole, the effect on the overall productivity
trend remained limited, however, to about one fifth in the USA and one sixth in
the EMU. 

The growth in labour productivity can also benefit indirectly from ICT appli-
cations by using them as a capital factor in the production process. The growth in

Table 19.1 Acceleration in growth of labour productivity and contributions in the USA

Gordon Oliner and Sichel US Council of 
(2000) (2000) (Federal Economic

Reserve Board) Advisors (2001)

Period considered 1995–9 1995–9 1995–2000

Reference period 1973–95 1991–5 1989–95

Acceleration in productivity 1.33 1.16 1.63
growth attributable to:

Capital deepening 0.33 0.33 0.38
ICT-related – 0.50 0.62
Other – –0.17 –0.23

Total factor productivity 0.31 0.80 1.19
ICT production 0.29 0.31 0.18
Rest of economy 0.02 0.49 1.00

Other factors 0.69 0.04 0.04
Cyclical effects 0.50 – 0.04
Price effects 0.14 – –
Quality of labour 0.05 0.04 –

Sources:
Gordon, R.J. (2000) ‘Does the New Economy measure up to the great inventions of the past?’, The
Journal of Economic Perspectives 14: 49–74.
Oliner, S. and Sichel, D. (2000) ‘The resurgence of growth in the late 1990s: Is information technology
the story?’ The Journal of Economic Perspectives 14: 3–22.
US Council of Economic Advisers (2001) ‘Economic Report of the President’, Washington.
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productivity is then a consequence of a rise in the quantity of ICT capital per unit
of labour deployed (i.e. the so-called ‘capital deepening’). No large-scale domes-
tic ICT sector is necessary for this, since ICT goods are also available via
imports. The average annual increase in the computer-related capital investments
in the USA amounted to about 18 per cent in the period 1990–5 and subse-
quently almost twice as much, compared to only 2 per cent and 3 per cent
respectively for the other capital investments. This relative shift to ICT invest-
ments was boosted by the favourable price trend of ICT goods compared to that
of other capital goods (see Figure 19.5). Since 1990, the prices of computer cap-
ital goods worldwide have declined by a factor in excess of 20, compared to a
factor of only 1.5 for the prices of the other capital goods. Calculations by the
ECB show, however, that the productivity dynamics of ICT investments for both
the USA and the EMU have so far remained limited. The ECB approaches the
importance of ICT investments through the share of the ICT-using sectors in the
total economy. This share in 1998 was about three times as large in the EMU and
the USA as that of the ICT-manufacturing sectors, but the growth in labour pro-
ductivity there was considerably lower and after 1995 a fall was even recorded
(see ECB, 2001).

Advocates of a higher long-term productivity growth point mainly to the
great importance of the general dissemination of the use of new ICT. More
specifically, ICT would generate positive spillover or network effects, as a
result of which the overall efficiency of the entire economy (i.e. the total factor
productivity) comes out higher on a lasting basis. Investments to improve and
accelerate business communication (such as e-mail, e-commerce or information
dissemination via the Internet) can, for example, work out favourably for sev-
eral links in the production chain, because each time savings are made on
transaction costs. According to some, ICT would thereby counteract economic
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cycles, amongst other reasons because ICT-supporting logistics link up produc-
tion more closely to sales, as a result of which superfluous stocks are avoided
(the so-called ‘just-in- time’ stocks management). However, the hefty slowdown
in activity in the USA since the end of 2000 has shown that ICT in reality can at
the very most mitigate the cyclical volatility surrounding the growth trend. This
is mainly because by definition companies cannot see economic shocks coming
or at least cannot fully estimate their scale in advance. To date there is no con-
clusive empirical proof of the existence of substantial macroeconomic
carry-over effects as a result of ICT for either the EMU or the USA. Some econ-
omists conclude that up to a third of the American productivity rise is to be
attributed to sectors other than those related to ICT (see e.g. Nordhaus, 2001).
On the basis of a different methodological approach, the economist Gordon
mentioned above calculated, however, that spillover effects in the USA after
1995 only occurred within the consumer durables production sector, i.e. barely
12 per cent of the total American private economy. Outside this, the growth in
total factor productivity even underwent a substantial decline. Calculations by
the ECB too indicate that the positive carry-over effects of ICT-use in the EMU
in this period were very limited or non-existent. 

The fact that new ICT, compared to earlier major discoveries, such as for
example the electric motor, has less clout in the total economy is probably
largely attributable to a so-called ‘base effect’. Since economic activity, and con-
sequently the number of products and services, is significantly more extensive
today than at the time of the earlier major discoveries, more innovations now
have to be introduced per year to bring about the same growth in productivity.
Another possible explanation is that ICT applications have so far yielded rela-
tively few genuinely new products or services. For instance, in the case of
Internet applications, it is quite often a matter of substitution, duplication or
increasing the accessibility of already existing forms of relaxation or obtaining
information. In many cases, for the supplier of services this leads simply to a
sharper rise in costs than in income, or shifts take place in market shares without
the total sales increasing. Nevertheless, the doubts about the existence of posi-
tive spillover effects probably also partly boil down merely to measurement
errors, which obscure the picture of the productivity trend. In the past decade,
the gradually increasing introduction of ICT applications mainly had effects on
the services sector, where production and productivity are comparatively diffi-
cult to measure. As a result, productivity gains deriving from new technologies
in part remained outside statistical observation. This was further aggravated as
the economic weight of these services increased worldwide. Measurement prob-
lems also occurred because the retail price index did not always take due account
of the quality of goods and services, so that price rises which were attributable to
quality improvements were unjustly considered as inflation. In so far as this
index overestimated inflation, the productivity rise was at the same time under-
estimated. 
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4 The role of structural characteristics 

In addition to capital deepening and direct spillover effects, the use of new tech-
nologies may also bring about complementary or substitution effects on
productivity indirectly. A great deal depends here on the extent to which the
deployment of other factors of production changes at the same time and replace-
ment or expansion of labour and other capital goods occurs. In practice, the use of
technological progress in the production process and the way in which this influ-
ences the deployment of other factors of production is ultimately strongly
determined by the structural-economic characteristics of a country. A strong indi-
cation of this is that differences in labour productivity are usually greater between
countries than between sectors within countries, which indicates that explanations
of the level of productivity are largely cross-sector (see e.g. Pilat, 1996 or Carree
et al., 1999). The characteristics alluded to relate to institutions and policy mea-
sures which determine the economic environment in which people develop skills
and companies invest and produce. They are multifarious and are located inter
alia in the field of the public infrastructure and administration (less administra-
tive red tape, privatization of state-owned undertakings, etc.), industry
(development of industrial or technology zones, reduction of subsidies to flagging
industries, tax cuts, lifting of trade barriers, availability of venture capital for
innovative companies, etc.) or the labour market (education and training etc.).
Often they influence productivity through their impact on absolute and relative
factor prices as well. Higher factor prices have a negative impact on economic
activity via falling profitability of the undertakings, whilst relative price changes
of the factor inputs will change the relative factor mix for a given volume of pro-
duction.

In the past decade, many economists have upheld the view that macroeconomic
performances are closely connected with the smooth working of the market mech-
anism. Thus, a flexible labour market would benefit the power of the economy to
adjust and be accompanied by lower unemployment, but also by higher investment
including that in the new technologies. This flexibility is expressed inter alia in
flexible labour legislation, a harmonious relationship between workers and
employers, low non-wage costs (such as taxes, costs with regard to recruitment and
dismissals, etc.) and a strong degree of mobility of labour. Rigidities, on the other
hand, render the reorganization of production processes more difficult (for exam-
ple, the deployment of workers in new tasks or changing the structure of the
demand for labour as a result of the need for workers with higher skills and other
training) and would consequently impede firms in capitalizing rapidly on new
opportunities. In conjunction with sunk investment costs, they increase the inclina-
tion to get bogged down in old technologies, even if a more efficient technology
has become available in the meantime (see Saint-Gilles, 1996). Some studies com-
pare the strong productivity gains in the USA after 1995 in association with the
relatively flexible US labour market with those in Europe (see e.g. IMF, 2001). A
number of generally small European countries, such as Finland, Ireland, The
Netherlands and Portugal, nevertheless carried out important labour market
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reforms in the past decade and precisely these countries achieved productivity
increases which could stand comparison with the American. Nevertheless, the pos-
itive impact of smooth working of the labour market on productivity should not be
overestimated as there are also mechanisms which point more to a reverse effect.
Measures which, for example, aim for more flexible wage formation make it more
attractive for firms to produce labour-intensively, as a result of which the growth in
labour productivity slows down. However, this labour-saving effect is mainly rele-
vant for labour involving a low level of skills, which is more easily substituted by
capital. On the other hand, there is a growing prospect of greater skills with
advancing technological developments (so-called ‘skill-biased technological
change’), so that for this category a more flexible functioning of its labour market
probably causes productivity to rise.

The relatively strong, ICT-related investment boom in the USA, compared to
the EMU, was largely attributable to differences in costs of adjustment with
regard to the capital stock of companies. In the USA, these were significantly
lower, which offered American firms the advantage of applying new technologi-
cal developments more quickly and on a larger scale. With high costs of
adjustment, investments are adapted more slowly and are consequently less
volatile. For instance, the standard deviation of the cyclically corrected level of
investment (i.e. the ratio between investment and GDP) in the USA is 20 per cent
higher than in Europe. However, there is a great deal of discussion and conse-
quently uncertainty about the scale of such costs of adjustment. Estimates
indicate that in Europe they account for some 13 per cent of total investment
expenditures, i.e. nearly twice as much as in the USA. For investments in com-
puter equipment, they rise to 40 per cent, which is also twice those in the USA
(see Roeger, 1999). Apart from visible transaction, information or study costs,
there are however also costs to be attributed to government regulations, organiza-
tional aspects within the company itself (such as, for example, training or
recruitment of staff) or hindrances with regard to capital procurement through the
financial markets. In reality, the costs of adjustment are therefore significantly
higher, and according to the largest estimates even up to four times the expendi-
ture on ICT investments (see Kiley, 1999). The fact that in Europe it is generally
more difficult than in the USA to raise venture capital for new technologies,
appears inter alia from the share of the ICT sectors in venture capital investments.
In the USA, this share was over 50 per cent in 1998, compared to only just over 10
per cent in Europe. The number of days required to start up a new company as a
consequence of administrative procedures is only one or two weeks in the USA,
as against several months in some EMU countries (see also Figure 19.6).

Although a lot of competitive explanations of international productivity differ-
ences on the basis of differences in government policy have been put forward, there
is until this moment only little conclusive empirical confirmation of it. This is
largely attributable to the fact that, in addition to the existing policy situation, the
changes to it, which are hard to predict, usually also play a crucial role, such as for
example uncertainty about impending tax rises or new forms of government regu-
lation. As Figure 19.7 shows, a strict employment protection legislation often goes
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hand in hand with a rigid product market regulation, but it surely not always
involves countries with a relatively unfavourable productivity level of develop-
ment. Research on the subject focused mainly on investments in the public
infrastructure and on the tightening up of environmental regulations. According to
this, for the USA, a 1 per cent rise in the public capital stock would cause the total
factor productivity to rise by 0.4 per cent. In other countries for which a causal link
has been established (Germany, Canada, Belgium and Sweden), the impact admit-
tedly appeared (a lot) smaller. In addition, the causality behind the relationship is
questioned, since high growth in productivity may just as well be the driving force
behind the government investments (see Aschauer, 1989; Ford and Poret, 1991;
Munnell, 1993 and Everaert and Heylen, 1998). There is also lack of agreement
about the harmful impact of environmental requirements on productivity. Studies
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for the USA indicate that 10 per cent to 30 per cent of the slowdown in productiv-
ity growth in the 1970s and 1980s was attributable to this. Probably this finding is
greatly exaggerated. The environmental regulations in the USA were tightened up
still further in the 1990s, which did not prevent the growth in productivity acceler-
ating sharply then. Moreover, tightening up the environmental requirements may
also boost productivity because at the same time it forces companies to rethink
their systems of production (more rapidly) or because less pollution may promote
other activities, such as for example tourism. Finally, traditional measures of pro-
ductivity do not take account of environmental damage. Research for the USA has
shown that the damage avoided through the environmental regulations was five to
fifteen times greater than the costs associated with it (see Repetto et al., 1997).

Intuitively, one would expect high (public and private) spending on research
and development (R&D) to promote the production and use of new technologies
and in this way benefit productivity. Nevertheless, studies so far provide no answer
to the possible relationship between international productivity differences and
varying efforts in the field of R&D (see e.g. Frantzen, 1998). Apart from interna-
tional differences in the efficiency of domestic R&D, this can be explained by the
fact that technological know-how has increasingly obtained the character of a free
good in the past few decades. As a result, the industrialized countries were able to
copy one another’s efforts in the field of R&D or their own efforts were focused on
the commercial application of existing technologies. According to OECD calcula-
tions, the use of new technologies produced abroad in the majority of
industrialized countries explains half of the movement to catch up with the USA in
terms of labour productivity up to 1995 (see OECD, 1996; Lichtenberg, 1992; Coe
and Helpman, 1995 and Moez El Elj, 1999). Especially in small open countries,
which are relatively better served by the international dissemination of new tech-
nologies, innovations devised elsewhere have contributed significantly more to the
productivity increase than domestic R&D. Possibly this also explains why many of
these countries, including Belgium, in spite of considerable arrears in innovation in
relation to other major industrialized countries, were nevertheless able to reach a
decent productivity level in recent decades (Eurostat, 1999 and Verspagen and
Hollanders, 1998). For large blocs, such as the three economic superpowers, the
link between productivity and R&D is more visible (see Figure 19.8).

Research has shown that education and training are an important explanatory
factor of the level of productivity, but only play a marginal role in the long-term
productivity rise (see also Figure 19.8). One year’s difference in the average num-
ber of years of schooling of the population apparently gives rise to a difference in
the level of labour productivity of 5 per cent to 10 per cent. The effect of an addi-
tional year of schooling on the long-term productivity increase is apparently
limited to less than 0.1 per cent per year (see Englander and Gurney, 1994). On
the other hand, the link between the proportion of qualified people or those who
have received higher education in the total population and productivity is far less
clear. The explanation for this probably lies in the fact that such figures give no
insight into the quality of the education or into its tie-up with business life and
consequently also because labour productivity is also influenced by on-the-job

International productivity differences 363



364 Johan Van Gompel

training. According to the experience of foreign establishments of multinationals,
the same level of productivity can usually be obtained with local workers as that
of the parent company via on-the-job training (see Baily and Gersbach, 1995). In
addition, the return on investments in human capital is greater in countries which
are already relatively well-provided with this, which naturally has to do with the
wider possibilities to exchange ideas. Finally, it is precisely these countries which
often receive an influx of foreign scientists (‘brain drain’). 

International trade contributes to a favourable productivity trend via the dis-
semination of new technologies (so-called ‘spillovers’), a greater use of
economies of scale or the opening up of new exports markets. The international-
ization of goods markets and the accompanying increased competitive pressure
also require that an ever broader and better product range must be offered at the
lowest cost (see e.g. Nickell, 1996, and Lever and Nieuwenhuijsen, 1998). This in
turn stimulates the intensity of R&D and usually means that only the strongest
firms survive. A simple calculation shows that in the OECD countries with an
average annual growth in exports in the period 1980–2000 higher than the group
median, the annual growth in the total factor productivity was on average 0.5 per-
centage point higher than in countries with a low growth in exports. For labour
productivity, this was even nearly 1 percentage point higher. Hence the relatively
high level of productivity in a number of small open countries (with Belgium and
The Netherlands in the lead) was also probably partly attributable to the strong
competitive environment which forced them to undertake cost control and prod-
uct specialization (for example, the pharmaceuticals industry in Switzerland and
the car industry in Belgium). Especially in the UK and Japan, a lack of competi-
tion is in turn one of the main causes of the relatively low level of productivity.
Trade barriers, price controls, strict regulations (including over the use of land)
and small firms in many industries limited the pressure there on firms to close up
the productivity gap with the USA. The positive impact of international and
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domestic competition on productivity finally also emerges from studies on for
example the deregulation in the telecoms sector. On the other hand, the low pro-
ductivity in the German beer industry, for example, is in turn attributable to the
almost exclusively local operation (see Wagner and Van Ark, 1996 and Lovegrove
et al., 1998).

5 Policy implications

The objectives of government economic policy are varied and, in addition to
achieving a satisfactory percentage of economic growth, also include the opti-
mum utilization of the factors of production available in the economy. This is in
contrast to firms, which aim to deploy the factors of production used by them as
efficiently as possible. This means that a high utilization of labour (or ‘full
employment’) for the government is not only prompted by efficiency considera-
tions, but also by the concern to drive back poverty and social inequality.
Moreover, high unemployment implies substantial budget spending for the gov-
ernment in the form of benefits, and lower tax and parafiscal revenue. To the
extent that productivity gains therefore go hand in hand with massive redundan-
cies, they are not desirable from the point of view of society as a whole. In
practice, the boosting of labour-friendly productivity by the government is conse-
quently no easy matter, especially as the determinants of productivity are also
multifarious and often interlinked, and the causal link is sometimes unclear.

In view of these uncertainties, government policy must in the first instance
be confined to the elimination of institutional and legislative obstacles so that
innovative economic activities can develop to the full. The fact that the EMU
countries are lagging behind the USA in terms of dynamism and technological
innovation is often attributable to the still strong restriction and distortion of
competition in sectors such as energy, transport and communications, to admin-
istrative red tape when starting up new businesses or to interventionism, such as
the granting of special trading conditions or subsidies to traditional sectors
which prevent companies rapidly switching to new high-tech production tech-
niques or end products. In addition, the governments in the EMU must make
extra efforts as regards the support of commercially oriented R&D efforts. The
majority of innovations which are relevant to the growth in productivity are the
result of deliberate commercially oriented R&D efforts. Especially in compari-
son with the USA, the European countries are still falling short as regards
private investments in R&D and they apply for relatively few high-tech patents.
In the nineteenth century too, some creativity on the part of the government
ensured that new inventions were given a strong commercial boost and were
protected (for example, the introduction of the ‘patenting system’ and the idea
of ‘limited liability’). It is generally particularly crucial to carry out R&D in the
home country. The international dissemination and imitation of the results of
R&D, as took root in the past decades, carry with them the risk of piracy, as a
result of which the inclination of firms to engage in R&D themselves declines.
Moreover, in the absence of extensive domestic R&D, a ‘fished-out effect’
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rapidly occurs, as possibilities to imitate become exhausted. In part, these
aspects of behaviour offer an explanation for the perceptible decline in the
growth in investment in R&D in the OECD in the 1990s (to 1 per cent to 2 per
cent on average per year, compared to 5 per cent on average in the 1980s),
although the decline in public financing of R&D as a result of budgetary reform
and the further increase in importance of the services sector, where the R&D
spending is traditionally a bit lower, also played a role.

On the demand side of the economy too, the development of new technologies
and their impact on economic growth can have a hefty impact. Modern ICT appli-
cations are ‘knowledge products’ par excellence and it is obvious that a ‘learning’
society accepts such innovations more rapidly than a ‘conservative’ one. A policy
implication of this is that the government may not focus exclusively on promoting
innovation in firms, but must also pay attention to strengthening the ICT knowledge
and skills among the population. Traditionally, consumers only gain knowledge
after purchase of a physical product which incorporates this knowledge. The gov-
ernment can give a helping hand here and lower the knowledge threshold by
simplifying the access to new products or services, inter alia through education or
by boosting the use of the Internet. Indirectly, the use of new technologies by the
government itself in its administration and public services (e.g. PC use, Internet,
etc.) can also contribute to this. In turn, an increased interest on the part of citizens
will prompt companies to achieve commercially worthwhile innovations more
rapidly and on a larger scale.

Appendix 19A Measurement of total factor productivity

In literature, the so-called ‘Solow analysis’ is generally used as a basis for the cal-
culation of the total factor productivity. This allows the real growth of added value
in an economy (Y) to be shared between that which is attributable to labour (A), to
capital (K) and to the rest, the total factor productivity (TFP): 

= α. + (1–α). + 

where the weights α and 1–α can be calculated as the respective shares of wages
and profits in gross added value.4 In the equation, only the term TFP cannot be
observed. Reformulation allows the growth in total factor productivity to be
described as a weighted average of the growth in labour productivity (AP, i.e. the
production/labour ratio) and the growth in capital productivity (KP, i.e. the pro-
duction/capital ratio). The shares in income of the factors are used as weighting
coefficients:

= α. + (1–α). and TFP =

Changes in the total factor productivity then reflect fluctuations in the profitabil-
ity of the quantities of labour and capital deployed (α.AP and (1 – α).KP
respectively) as a result of changes in the productivity of labour and/or capital. In

1
(1/AP)α. (1/KP)1–α
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view of the relatively large share of wages in added value (65 per cent to 70 per
cent in the majority of industrialized countries), the total factor productivity often
runs parallel to the labour productivity. The difference between the two is deter-
mined by the capital intensity of the production, i.e. the quantity of capital goods
per unit of labour deployed (KI):

= + (1–α).

Considered in this way, the growth in labour productivity may be the consequence
of a rise in the quantity of available capital per unit of labour or of an increase in
the overall efficiency of the production process by an improvement of total factor
productivity. Ideally, TFP should reflect the dissemination of new technologies
throughout the economy. In practice, that is not always the case, since TFP is cal-
culated as a residual item and therefore also reflects distortions, for example as a
result of problems of measurement. 

Notes

1 This was accompanied by an accommodating government policy (a hefty increase in
government spending, usually low real interest rates), a stable international monetary
system (Bretton-Woods system of fixed exchange rates), a professionalization of
corporate policy, the expansion of multinationals and the liberalization of world trade
(GATT trade rounds, establishment of the EEC).

2 In the economic literature, documented examples relate to the cooling and control
system of nuclear power stations and combating plant diseases. See Cowan (1990) and
Cowan and Gunby (1996).

3 The share of computers in plant equipment (excluding buildings) in the industrialized
countries was estimated for the early 1990s at five per cent at the very most. See Oliner
and Sichel (1994).

4 For this purpose, it is required that the factors of production are remunerated at their
marginal productivity. The formula is based on a Cobb-Douglas production function
with constant scale returns.
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