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Preface

The energy consumption associated with the Internet has become a major concern
of the scientific and technological communities, the economic and political estab-
lishment as well as the media and the public at large. The vast increase in the
Internet usage, driven by a continuous introduction of new applications, integration
and reliance of public services and an increase in the number of users worldwide
brought upon a situation where the ability of modern society to supply the required
energy for the predicted consumption associated with future computing and com-
munication came into question. While several apocalyptic predictions published in
the early years of the third millennium will definitely not materialize, the problem is
real and requires a solutions to which the technological community must dedicate
itself.

Achieving an energy-efficient Internet requires a multi-facet solution that
addresses all aspects of the complex data network. An important part of the solution
will involve photonic devices and systems. The photonics technologies have tra-
ditionally not emphasized sufficiently energy issues but once it became clear that
efficiency is paramount, large efforts aiming at reducing the power required by
photonic devices, mainly lasers, have started. A new field called Green Photonics
has emerged and quickly became popular.

However, photonic devices are driven by and feed electronic circuits, which are
often energy inefficient and hence have to also be improved. Above and beyond
this, the energy consumption is affected by the complete computing and commu-
nication systems. It is obvious, therefore, that what is needed are not photonic
devices and systems that are Green but rather, the technological community should
seek to develop a Green Internet where each part is as energy efficient as possible.

The development of a Green Internet requires a dialog and collaborations
between experts of many fields including photonics, VLSI circuit design, computer
architecture, networks, switching and information sciences. An additional aspect
of the Green Internet is the use of renewable energy sources whenever possible.

The significance of holding this multidisciplinary dialog was recognized by the
directors of the Russell Berrie Nanotechnology Institute at Technion – Israel
Institute of Technology and the Center for Nano Photonics at the Technical
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University of Berlin who joined forces and established a series of three annual
Green Photonics symposia held alternatively in Haifa and Berlin between 2014 and
2016. These symposia which were funded by the Reinhart Frank Foundation
brought together world famous experts in all fields related to the Green Internet.
This book summarizes the three Green Photonics symposia highlighting the most
important topics that were covered.

Optoelectronic semiconductor devices are addressed extensively. Energy-
efficient VCSELs for the common 850 nm range as well as for 1550 nm are
covered in two separate Chaps. 1 and 2, respectively. The advantages of quantum
dots are highlighted in two chapters one, Chap. 3 dealing with optical amplifiers
and the second, Chap. 4 with mode-locked lasers. Low-energy fast switching is
described in Chap. 5 which addresses nonlinear photonic crystal waveguides. The
electronic aspects of a Green Internet is covered in a few chapters. Low-energy
logic design is presented in Chap. 6, while power management in the so-called
Network on Chip devices is presented in Chap. 7. The higher level system aspects
cover the topics of optimization of large interconnect networks is addressed in
Chap. 8. Finally, we include two chapters that deal with renewable energy sources;
Chap. 9 is an extensive survey of the global impact of photovoltaics and Chap. 10
deals with futuristic solar cells based on thin film organic semiconductors.

The diverse issues covered by the 10 chapters of the book highlight the need for
an extensive multidisciplinary dialog and for collaborations between experts from
different fields. This joint effort is needed to ensure a future Green Internet, which
will enable all the applications needed by the modern society at an energy cost that
is affordable.

Haifa, Israel Gadi Eisenstein
Berlin, Germany Dieter Bimberg
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Chapter 1
Energy-Efficient Vertical-Cavity
Surface-Emitting Lasers for Optical
Interconnects

Philip Moser, James A. Lott and Dieter Bimberg

Abstract General rules that describe how to achieve extremely energy-efficient data
transmission with oxide-confined VCSELs are derived, explained, and verified by data
transmission experiments. We demonstrate that VCSELs with smaller oxide-aperture
diameters are more energy-efficient than similar VCSELs with larger oxide-aperture
diameters and introduce a new method for analyzing the suitability of different
VCSELs for application in different optical interconnect configurations by introducing
the modulation factor M. Applying the derived rules for energy-efficient VCSEL
operation enables record energy-efficient data transmission with less than 100
femto-Joules per bit in a wide range of bit rates and multimode optical fiber lengths.

1.1 VCSEL Energy Efficiency

Energy-efficient operation with low dissipated and consumed energy per trans-
mitted bit is a prerequisite for future optical interconnects. Vertical-cavity
surface-emitting lasers (VCSELs) are a key component for optical computer
interconnects. Although additional performance requirements such as long trans-
mission distances across multimode optical fiber, high error-free bit rates, and
operation at elevated temperatures over a wide range of temperatures exist, all these
goals must be achieved at a simultaneously high energy efficiency.

In the fields of optical data transmission and semiconductor lasers the term
“energy efficiency” is not a firmly set term with one established definition. For a
complete optical interconnect the energy efficiency could for instance refer to the
complete consumed or dissipated energy to transfer one unit of information from
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the transmitter to the receiver and would then have the units of energy per bit. The
true energy efficiency depends on the overall performance of the entire
VCSEL-based optical communication system including for example the transmitter
(that is the VCSEL and the VCSEL driver circuit), the receiver, the characteristics
of the interconnecting optical medium, and the attributes of the particular modu-
lation scheme employed to encode the information. In this Chapter we focus on the
intrinsic energy efficiency of the VCSEL.

Large progress has been achieved in the past years in increasing the modulation
bandwidth of oxide-confined VCSELs resulting in modulation bandwidths
exceeding 25 GHz [1, 2]. Since the major concern of the past research was on
increasing the modulation bandwidth and the error-free bit rate, these record results
are achieved at large bias currents and large power dissipations and energy con-
sumptions that exceed the practical limits for commercial applications in future
novel optical interconnects. Even larger modulation bandwidths up to 37 GHz have
been demonstrated with coupled-cavity VCSELs [3, 4]. The largest bit rate
achieved with transversely coupled VCSELs is 25 Gb/s [5, 6], thus the large
modulation bandwidths of these coupled-cavity devices does not yet fully translate
into large bit rates. Thus at present, optically coupled VCSELs have not yet been
demonstrated that achieve bit rates superior to conventional directly
current-modulated VCSELs and the large modulation bandwidths therefore do not
lead to energy-efficient data transmission with low consumed energy per bit.

1.2 Energy Efficiency Figures of Merit

In order to compare the suitability of VCSEL designs for low energy consuming
optical interconnects we define the electrical energy-to-data ratioEDR (fJ/bit), and the
dissipated heat-to-bit rate ratio HBR (expressed in units of mW/Tbps or fJ/bit) as [7]:

EDR=
I ⋅V
BR

=
Pel

BR
=

I ⋅V
M ⋅ f3dB

ð1:1Þ

HBR=
I ⋅V −Popt

BR
=

Pel −Popt

BR
=

Pdiss

BR
=

I ⋅V −Popt

M ⋅ f3dB
ð1:2Þ

where V and I are the direct current (DC) operating voltage and bias current of the
VCSEL, IV − Popt is the dissipated power Pdiss, Popt is the optical output power of
the VCSEL, BR is the bit rate of error-free data transmission, and f3dB is the
modulation bandwidth. The modulation energy that in a typical laboratory test set
up is delivered from a bit pattern generator and that finally generates the bits is not
included in the EDR and HBR definitions given by 1.1 and 1.2. The term M in 1.1
and 1.2, where BR = M ⋅ f3dB is the modulation factor (M-factor) that relates the
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intrinsic f3dB to the error-free bit rate of a given optical interconnect technology [8].
We note that M simply replaces the term log2(1 + S/N) in the classic
Shannon-Hartley Theorem [9] in the field of Information Theory. The maximum
channel capacity C of a communication channel subject to additive white Gaussian
noise (i.e. white thermal noise) and with an “arbitrarily small frequency of errors”
(see [9], p. 43) is written as C = B ∙ log2(1 + S/N), where B is the bandwidth of the
channel (B = f3dB in our present case; written as W by Shannon [9]), S (written as
P by Shannon [9]) is the average signal power in Watts, and N is the average noise
power in Watts. The channel capacity C is equal to the bit rate for our purposes
since in our case the VCSELs are employed to transmit simple binary data using a
two-level nonreturn-to-zero (NRZ) coding scheme and thus C = BR is naturally
given in units of bit/s. The modulation factor M (in units of (bit/s)/Hz) is then
equivalent to the “spectral efficiency” given by η = M = C/B [10]. We also note
that η = log2(1 + M ∙ Eb/N0), where Eb is the energy (in Joules) to transfer a bit and
N0 is the noise spectral density (also in Joules) [10]. Thus we may relate the energy
efficiency to the spectral efficiency by writing N0/Eb = (2 M − 1)/M = SNR/M,
where the signal-to-noise ratio SNR = S/N. The calculated M-factor for a digital
communication system is plotted versus the signal-to-noise ratio in Fig. 1.1.

Assuming that a constant minimum average noise power exists in a given infor-
mation channel, then energy efficient data transmission, i.e. low energy consumption
per transmitted bit, corresponds to a small average signal power and thus a small
signal-to-noise ratio and consequently a small M-factor. Thus information can be
transported very energy efficiently for systems with small M-factors only [11].
Therefore, if the M-factor is small, according to 1.1 and 1.2, the VCSEL needs to
provide a large f3dB at simultaneously low consumed energy and low dissipated power.
In this Chapterwe demonstrate thatVCSELswith smaller oxide-aperture diameters and
therefore smaller optical mode volumes achieve larger f3dB at significantly lower
consumed energy and dissipated power than similar VCSELs of the same epitaxial

Fig. 1.1 Calculated
modulation factor M for a
digital communication system
versus the signal-to-noise
ratio S/N as determined from
the Shannon-Hartley theorem
[11]
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design but with larger oxide-aperture diameters. We present general rules applicable to
all oxide-confined VCSELs that describe how to operate such small oxide-aperture
diameter VCSELs in order to achieve record low EDR and HBR values.

1.3 Resonance Frequency and Modulation Bandwidth

The relaxation resonance frequency fr of a semiconductor laser increases with the
square-root of the current above the threshold current Ith [12]. The rate at which fr
increases is given by the D-factor. In order to achieve a large relaxation resonance
frequency fr and thus a potentially large modulation bandwidth f3dB at simultane-
ously low bias currents the D-factor is desired to be as large as possible.

fr =D
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I − Ithð Þ
p

ð1:3Þ

The D-factor of a semiconductor laser depends on the epitaxial design and the
geometrical design of the device and is given by 1.4:

D=
1
2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ηi Γ vg
qVa

∂g ̸∂n
χ

s

ð1:4Þ

where ηi (unitless) is the internal quantum efficiency, Γ (unitless) is the optical
confinement factor, vg (cm/s) is the group velocity of light, q is the elementary charge
(coulomb), Va (cm

3) is the active volume, ∂g/∂n (cm2) is the differential gain, and χ
(unitless) is the transport factor. For an oxide-confined VCSEL the active volume Va

is the product of the aperture area and the thickness of the active material, given for
example by the cumulative quantum well thickness. The main factors that determine
the D-factor are the differential gain and the active volume. While the differential
gain is determined by the active region design and therefore cannot be changed for a
given epitaxial design, the active volume Va can easily be varied by changing the
oxide-aperture diameter. The oxide-aperture restricts the area of the active material
that is electrically pumped and therefore the area that can provide positive optical
gain. In addition, the oxide-aperture may provide a lateral optical confinement due to
the lateral refractive index step, depending on the placement of the oxide layer
relative to the nodes and antinodes of the resonant optical field intensity for a given
optical mode, and on the thickness of the oxide layer. Figure 1.2 shows the
two-dimensional and one-dimensional optical field intensity distributions in an
example VCSEL with a double-mesa structure for the fundamental LP01 lasing
mode. The schematics show two oxide-aperture layers that simultaneously constrict
the charge carrier flow in the device and provide lateral optical confinement.

The D-factor increases with decreasing oxide-aperture diameter and therefore
VCSELs with smaller oxide-aperture diameters achieve larger relaxation resonance
frequencies at a given bias current compared to neighbor VCSELs from the same
area on the same wafer but with larger oxide-aperture diameters [13]. In order to
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estimate the potential for error-free operation at high bit rates we use the modulation
bandwidth f3dB rather than the relaxation resonance frequency, because f3dB is
directly related to the maximum possible bit rate that the VCSEL is able to support.

(a)

(b)

Fig. 1.2 Optical field intensity distribution in an example GaAs-based vertical-cavity
surface-emitting laser with a double mesa structure in two dimensions (a) and in one-dimension
(b) along a rotationally-symmetric center line where the top mesa radius r = 10 μm. Two
oxide-apertures in the top p-doped DBR confine the light laterally
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The modulation bandwidth f3dB is the bandwidth at which the small-signal mod-
ulation response is −3 dB. As with the relaxation resonance frequency fr, the
modulation bandwidth f3dB increases with the square-root of the current above the
threshold current, until thermal and other effects cause the modulation bandwidth to
saturate. The proportionality factor for f3dB that is equivalent to the D-factor is the
modulation-current efficiency-factor MCEF [14] as shown in 1.5:

f3dB =MCEF
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

I − Ithð Þ
p

ð1:5Þ

The MCEF cannot be analytically expressed by geometrical or epitaxial VCSEL
design parameters but must be determined experimentally by small-signal modu-
lation response measurements.

At bias currents smaller than the thermal rollover current where the relaxation
resonance frequency fr and the modulation bandwidth f3dB both follow the linear
theory given by 1.4 and 1.5, the modulation bandwidth is larger than the relaxation
resonance frequency and we have:

f3dB > fr ⇒MCEF >D⇒X =
MCEF

D
>1 ð1:6Þ

f3dB =X ⋅ fr ð1:7Þ

Since both the D-factor and the MCEF are constant values at lower forward bias
currents before the saturation of fr and f3dB occurs the ratio X of the MCEF and the
D-factor is a constant as well and can be used to calculate f3dB from fr. Therefore, a
large D-factor also leads to a large f3dB and thus to large bit rates at low bias currents
above the threshold current. The dependence of the D-factor and MCEF on the
oxide-aperture diameter is shown in Fig. 1.3 for neighbor VCSELs with

(a) (b)

Fig. 1.3 a D-factor and modulation-current efficiency factor (MCEF) versus the oxide-aperture
diameter. b Ratio X = MCEF/D versus the oxide-aperture diameter [11]
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oxide-aperture diameters ranging from 2.5 to 9.0 µm. For oxide-aperture diameters
larger than approximately 4 µm, e.g. for typical multimode VCSELs, X does not vary
with the diameter of the oxide-aperture. For smaller oxide-aperture diameters X slightly
decreases with the oxide-aperture diameter [11] but X still remains above 1.2.

1.4 Energy Efficiency Analysis

In order to compare the potential of VCSELs for application in energy-efficient
optical interconnects not only the absolute value of f3dB but the ratio of the mod-
ulation bandwidth to the electrical and dissipated power is important. At a given
bias current the electrical power increases with decreasing oxide-aperture diameter
dA because the differential resistance increases as dA decreases, roughly by a factor
of the inverse oxide-aperture radius squared (r−2). For commercial applications of
oxide-confined VCSELs the current density J is more important than the bias
current, because J is directly related to the reliability of the VCSEL [15]. For a
given current density the electrical power of a VCSEL decreases with decreasing
oxide-aperture diameter. The modulation bandwidth f3dB and the electrical power
Pel are plotted versus the current density for two VCSELs with oxide-aperture
diameters of 3 and 5 µm in Fig. 1.4. The VCSEL with the smaller oxide-aperture
diameter reaches the maximum modulation bandwidth at a smaller current density
and at a significantly smaller electrical power than the VCSEL of the same epitaxial
design but with a larger oxide-aperture diameter. At low current densities as
required for commercial data communication applications the modulation band-
width of the smaller oxide-aperture diameter VCSELs exceeds that of the VCSEL
with the larger oxide-aperture diameter. The VCSEL with the larger oxide-aperture

Fig. 1.4 Modulation
bandwidth and electrical
power versus the forward bias
current density for 3 and
5 µm-diameter oxide aperture
VCSELs [11, 16]
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diameter achieves a larger maximum modulation bandwidth, but at a larger current
density and at a significantly larger operating power as compared to the VCSEL
with the smaller oxide-aperture diameter [11, 16]. Since the energy-efficiency of the
VCSEL is at least as important as the modulation bandwidth, it is not a viable
strategy to make use of the larger modulation bandwidth of the larger
oxide-aperture diameter VCSEL. The 5 µm oxide-aperture diameter VCSEL of the
given example has a 5% larger modulation bandwidth, but at the cost of an almost 6
times larger operating power [11, 16]. At a current density of approximately 17 kA/
cm2 both VCSELs achieve about the same modulation bandwidth f3dB, but at a
power of 2.5 and 6.6 mW for the VCSELs with oxide-aperture diameters of 3 and
5 µm, respectively [11, 16].

For energy-efficient data transmission the ratio of the modulation bandwidth and
the driving electrical power is important. The bandwidth-to-electrical power ratio is
given by the modulation bandwidth of a VCSEL at a given bias current divided by
the electrical power. Figure 1.5 shows the bandwidth-to-electrical power ratio of
VCSELs with different oxide-aperture diameters versus the current density [11]. At a
given current density VCSELs with smaller oxide-aperture diameters have a larger
modulation bandwidth-to-electrical power ratio than VCSELs of the same epitaxial
design but with larger oxide-aperture diameters. The advantage of using VCSELs
with a small oxide-aperture diameter is especially significant at small current den-
sities (J values) as small J values are required for reliable commercial applications.

As already illustrated in Fig. 1.4, the modulation bandwidth of a VCSEL reaches a
maximum at a certain current density and a further increase in the bias current will
eventually even lead to a decrease of f3dB. The ratio of the modulation bandwidth to
the electrical power consumption f3dB/Pel decreases monotonically with increasing
bias current, whereas f3dB first increases, saturates and then decreases again with
increasing bias current. This dependence of f3dB limits the practical bias current range
for application of the particular VCSEL as an energy-efficient light source for optical

Fig. 1.5 Modulation
bandwidth-to-electrical-power
ratio versus the current
density for VCSELs with
oxide-aperture diameters of 3,
4, and 5 µm [11, 16]
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interconnects. Thus ideally VCSELs must be operated at bias currents before the
saturation of f3dB sets in, in order to be energy-efficient and achieve a high bit rate.

The ratio f3dB/Pel is plotted versus the modulation bandwidth f3dB of a VCSEL
with an oxide-aperture diameter of 3 µm in Fig. 1.6a. The electrical power Pel and
the modulation bandwidth f3dB both reflect purely intrinsic properties of the VCSEL
without any impact of the measurement setup or configuration. That is why we refer
to the bandwidth-to-electrical power ratio as the intrinsic dynamic energy-efficiency.
From these measured intrinsic values of f3dB and Pel we can calculate the bit rate
and the EDR of a VCSEL for any given M-factor, assuming 1.1 is valid. The EDR
is plotted in Fig. 1.6b versus the bit rate for M-factors of 1.7, 1.8, 1.9, and 2.0 (b/s)/
Hz, respectively, calculated from the f3dB/Pel ratio shown in Fig. 1.6a.

Given an M-factor that serves to characterize the performance of a complete
optical interconnect system and the measured f3dB and Pel characteristics for a given
experimental or commercial VCSEL technology, a maximum anticipated bit rate
(BRmax = M ⋅ f3dB) and a maximum anticipated energy efficiency (EDRmin = Pel/
BRmax) may be estimated. Both EDR and the bit rate are calculated from the
M-factor and therefore the maximum bit rates and EDR values at these bit rates
change with different interconnect system configurations represented by the
respective M-factors. In order to compare the potential of different VCSELs for use
in different energy-efficient optical interconnects, i.e. for systems with different
M-factors, the bit rates the VCSEL would achieve at a given EDR can be compared.
Plotting these bit rates at a given fixed EDR value versus the M-factor allows us to
compare the suitability of VCSELs for use in different optical interconnect systems
[8, 11].

In Fig. 1.7 [11] we plot the bit rate at a constant EDR of 100 fJ/bit versus the
M-factor for the two VCSELs with oxide-aperture diameters of 3 and 5 µm (i.e. for

Fig. 1.6 Modulation bandwidth to electrical power ratio a versus the modulation bandwidth and
the calculated energy-to-data ratio (EDR) versus the calculated bit rate b for M-factors of 1.7, 1.8,
1.9, and 2.0 (b/s)/Hz, respectively
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the same VCSELs as in Fig. 1.4). At an M-factor of 2.17 (bit/s)/Hz both VCSELs
achieve exactly the same bit rate at the same EDR, whereas at smaller M-factors the
3 µm oxide-aperture diameter VCSEL achieves larger bit rates than the VCSEL
with an oxide-aperture diameter of 5 µm. At M-factors larger than 2.17 (bit/s)/Hz
the VCSEL with the larger oxide-aperture diameter achieves larger bit rates than the
VCSEL with the smaller oxide-aperture diameter. For our large signal modulation
setups that we use to perform data transmission experiments with VCSELs, we
typically achieve M-factors between 1.4 and 2.0 (bit/s)/Hz. Typically, M-factors
larger than 2.0 (bit/s)/Hz are not achieved with simple standard binary coding
schemes, but with higher order modulation formats such as 4-PAM and 8-PAM
[17], which require more complex and more energy-consuming interconnect con-
figurations. Higher M-factors larger than 2.0 (bit/s)/Hz for the standard nonreturn-
to-zero modulation coding scheme have been enabled by the use of driver and
receiver circuits that employ equalization [18].

1.5 Energy Efficient Data Transmission Results

In order to verify the impact of the oxide-aperture diameter on the energy efficiency
of the large-signal modulation performance of VCSELs, we measure VCSELs with
an identical epitaxial design but with different oxide-aperture diameters using the
exact same large-signal modulation measurement system configuration for each
device [19]. Figure 1.8 shows bit error ratio (BER) curves versus the received
optical power for VCSELs with different oxide-aperture diameters of an estimated
3.5, 4.0, and 5.0 µm operated in a back-to-back testing configuration at 25 Gb/s.
The VCSELs are all measured with the same measurement setup configuration and
the same modulation peak-to-peak voltage. The VCSELs are operated at the lowest

Fig. 1.7 Bit rate versus the
M-factor at a calculated
energy-to-data ratio (EDR) of
100 fJ/bit for two VCSELs
with oxide-aperture diameters
of 3 and 5 µm, respectively
[11]
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possible bias currents that still allow error-free operation, leading to the maximum
energy efficiency, HBR, and EDR of these devices at this given bit rate and for this
given measurement setup configuration. A record-low 56 fJ of dissipated energy per
bit is demonstrated with the VCSEL having an oxide-aperture of 3.5 µm [19]. Both
the HBR and EDR increase with increasing oxide-aperture diameter [19] as does the
received optical power at error-free operation. The measured EDR and HBR values
at 25 Gb/s are shown versus the oxide-aperture diameter in Fig. 1.8b.

The smaller mode-volume of smaller oxide-aperture diameter VCSELs enables
error-free data transmission with lower operating power and lower dissipated
energy per bit. Because small oxide-aperture diameters also lead to small spectral
widths of the optical emissions, e.g. single-mode emission or only a few modes in
the optical spectrum, such VCSELs are also well-suited to transmit data across long
distances of multimode optical fiber at simultaneously high energy efficiency [20,
21]. At 25 Gb/s we have demonstrated energy-efficient error-free data transmission
across up to 1 km of multimode optical fiber with an HBR of 100 fJ/bit [22]. The
maximum possible fiber transmission distance decreases with increasing bit rate. It
is for example, 500 m at 30 Gb/s at an HBR of 85 fJ/bit [22]. Using VCSELs with
small oxide-aperture diameters it is also possible to achieve energy-efficient oper-
ation at relatively high bit rates such as at 40 Gb/s with an HBR of only 108 fJ/bit
[23]. The measured BER versus the received optical power and the accompanying
optical eye diagrams at error-free operation are shown in Fig. 1.9a and b,
respectively.

Small mode volumes as a result of small oxide-aperture diameters enable
extremely energy-efficient operation of VCSELs at low current densities, long
multimode fiber distances, and high bit rates. This is due to the higher D-factors

(a) (b)

Fig. 1.8 a Bit error ratio (BER) versus received optical power at 25 Gb/s in a back-to-back testing
configuration for VCSELs with oxide-aperture diameters of 3.5, 4.0, and 5.0 µm [17].
b Energy-to-data ratio (EDR) and heat-to-bit rate ratio (HBR) at error-free operation at 25 Gb/s
in a back-to-back testing configuration versus the oxide-aperture diameter [11]

1 Energy-Efficient Vertical-Cavity Surface-Emitting Lasers … 11



resulting in larger modulation bandwidths at simultaneously low consumed
energy and low operating power. For applications in future short-distance optical
computer interconnects that are placed close to the integrated circuit processors,
which are a main heat source inside a computer, the VCSELs need to perform best
at elevated temperatures of 55 to 85 °C or at even higher temperatures. For a
VCSEL that is optimized to operate at its highest bit rates at room temperature, the
D-factor typically decreases with increasing external temperature which results in a
significant decrease of the error-free bit rate and thus of the energy efficiency.

We have demonstrated that via a large detuning between the VCSEL’s peak
active region gain wavelength (estimated from the room temperature photolumi-
nescence measurements of epitaxially-grown calibration wafers) and the VCSEL’s
cavity etalon wavelength, the dynamic performance of the VCSEL can be optimized
for operation at elevated temperatures. For our 980-nm VCSELs with a large
detuning of −15 nm [24] the D-factor increases monotonically with increasing
ambient temperature [25]. The D-factor is plotted versus the ambient temperature in
Fig. 1.10a. Due to the −15 nm detuning, the threshold current reaches a minimum
value at a temperature of 60 °C. As a result, the energy efficiency of the VCSEL
increases for a given bit rate with temperature, i.e. the consumed energy and
the dissipated energy per bit both become smaller for elevated ambient temperatures
between approximately 55–85 °C. The EDR and HBR for error-free operation at
38 Gb/s are plotted for our detuned 980 nm VCSEL with an oxide-aperture diameter
of 5.5 µm versus the ambient temperature in Fig. 1.10b. In a wide temperature range
from 55 to 85 °C the HBR is only 177 fJ/bit and highly insensitive to a temperature
variation [26]. Thus the increasing D-factor as temperature increases successfully
compensates for increased VCSEL thermal losses at higher temperatures.

(a) (b)

Fig. 1.9 a Bit error ratio (BER) versus received optical power for data transmission up to 40 Gb/s
and across up to 1000 m of multimode optical fiber [11]. b Optical eye diagrams at the point of
error-free detection for the BER curves shown in (a) [11]
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1.6 Summary

We have demonstrated that VCSELs with smaller oxide-aperture diameters are
more energy efficient than similar VCSELs with larger oxide-aperture diameters.
The reason is the smaller VCSELs have a larger D-factor and simultaneously they
operate at a smaller energy consumption, a result of their smaller mode volume.
Especially at low current densities that are required for reliable commercial
applications, small oxide-aperture diameter VCSELs are superior to larger
oxide-aperture diameter VCSELs with respect to energy efficiency and bandwidth.
The small oxide-apertures also lead to a small spectral width of the optical emission
allowing the transmission of data across longer distances of up to at least 1000 m of
multimode optical fiber. Using VCSELs with small oxide-aperture diameters we
have demonstrated that it is possible to transmit error-free data at up to 40 Gb/s
across 50 m of multimode optical fiber and at up to 25 Gb/s across up to 1000 m of
multimode optical fiber while dissipating less than or close to 100 fJ of heat energy
per bit. The temperature dependence of the D-factor can be tuned via the photo-
luminescence peak wavelength-to-cavity resonance wavelength detuning. A large
detuning leads to an increase of the D-factor with temperature, resulting in a highly
temperature insensitive energy efficiency by compensating for increasing thermal
losses.

Fig. 1.10 aThe D-factor versus heat-sink temperature for a 980 nmVCSELwith an oxide-aperture
diameter of 5.5 µm and a room temperature peak photoluminescence wavelength-to-etalon
wavelength detuning of −15 nm. b Energy-to-data ratio (EDR) and heat-to-bit rate ratio (HBR) at
error-free operation at 38 Gb/s versus heat-sink temperature for a 980 nm VCSEL [26]
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Chapter 2
High-Speed InP-Based Long-Wavelength
VCSELs

Silvia Spiga and Markus C. Amann

Abstract The rapid growth of internet and cloud computing applications drives a
huge demand for bandwidth capacity in communication networks, while power
consumption, cost, and space density must scale down. This growth leads to an
increase in the size of data centers (longer optical links), and of the fibers’ channel
data rate, rooted in Moore’s Law. Until now, multi-mode fibers (MMF) have been
largely employed in datacom applications due to the large coupling tolerance.
However, the data-carrying capability of MMF decreases with the transmission
distance due to pulse broadening resulting from modal and chromatic dispersion. In
order to overcome those limits, transceivers based on single mode fiber (SMF) are
under development and the first systems are on the market. Vertical-cavity
surface-emitting lasers (VCSELs) are the transmitters of choice for short-reach
applications due to their low cost, energy efficiency, and small footprint. InP-based
VCSELs emitting at long wavelengths (i.e. 1.3 and 1.55 µm) have gained large
interest due to their intrinsic lower power consumption (lower band gap) and low
losses in silicon waveguides and silica-based optical fibers, which allows longer
transmission distances. While short-wavelength GaAs-based VCSELs have
achieved small-signal modulation bandwidths up to 30 GHz [1], InP-based
VCSELs show inferior modulation capabilities [2, 3]. Up to date, the highest
small-signal bandwidth demonstrated on InP-based devices is 22 GHz [3]. The
distributed Bragg reflectors (DBRs) commonly used for GaAs-based VCSELs are
made of binary and ternary semiconductor compounds, which offer several
advantages such as high refractive-index contrast between the layers, good elec-
trical conductivity and low thermal resistivity. The inferiority of semiconductor
DBRs lattice matched to InP challenges the modulation bandwidth enhancement of
InP-based devices which suffer of poor thermal conductivity, and high lateral
spreading resistance. A further challenge is the single-mode laser operation that has
motivated the transition from MMF to SMF in datacom systems. In this chapter, the
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challenges related to InP-based VCSELs are discussed with focus on active region
design, cavity engineering, and current and optical confinement. These arguments
apply to all InP-based VCSELs with emission wavelength between 1.3 and 2.0 µm.
Stationary and dynamic characteristics are presented for a 1.55 µm VCSEL.
Finally, datacom and telecom transmission experiments are presented.

2.1 InP-Based VCSELs

The absorption spectrum of silica-based optical fibers presents two main windows
for datacom and telecom with low absorption around 1.3 and 1.55 µm. GaAs-based
VCSELs shows excellent stationary and dynamic performances on the short
wavelength regime (i.e. 850 and 980 nm) and take full advantage of their
well-established technology. Wavelengths up to 1.3 µm have been achieved for
GaAs-based VCSELs by means of highly strained GaInAs quantum wells
(QWs) [4], GaInNAs QWs [5], and InAs-GaInAs quantum dots [6]. InP-based
VCSELs offer, on the other hand, the advantage of growing quantum wells con-
sisting of moderately (compressively) strained quaternary-materials such as
AlGaInAs and InGaAsP emitting at wavelengths between 1.3 and 2.0 µm fully
covering the optical fibers low-loss windows.

The key rules for designing a high-speed energy-efficient VCSEL are well
known. First, the laser active region has to be able of properly confining the carrier
and providing high differential gain. Second, the laser’s cavity has to be as short as
possible to reduce the photon lifetime boosting the laser relaxation resonance fre-
quency and decreasing the intrinsic damping. Finally, current and optical field have
to be properly confined. This allows electrical excitation of the optical mode that
contributes to carry the transmitted information, and in guiding the relative longi-
tudinal mode in the laser’s cavity such that optical losses are minimal.

The active region composition, the cavity design concepts as wells as electrical
and optical confinement to achieve high-speed energy-efficient InP-based VCSELs
will be discussed in this section.

2.1.1 Active Region

The design of the active region plays a crucial role for stationary and dynamic
performances of VCSELs. Different material systems have been proposed and
demonstrated. QWs are used in VCSELs to produce a 2-D density of state
(DOS) [7], and to allow high strain (ε) [8]. The step-like DOS of QWs enhances the
differential gain. The strain reduces the valence-band DOS enabling population
inversion to be reached with smaller carrier concentration, and has the effect of
decreasing linewidth, chirp and the threshold current, and increasing slope effi-
ciency, output power, and differential gain [9].
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QWs based on quaternary materials offer the advantage of freely designing the
emission wavelength and the strain. For the quaternary material system AlGaInAs,
Aluminum is used to increase the energy gap while Indium increases the com-
pressive strain in the active region or decreases the energy gap. Unfortunately, a
high Aluminum content leads to alloy scattering and lowers the carrier confinement
in the active region. On the other hand, an increasing Indium content requires a
reduction of the growth temperature and a higher V/III ratio. This means that only
wave lengths between 1.3 and 2.2 µm can be achieved with relative high gain and a
low photoluminescence linewidth [10].

The quaternary material system AlGaInAs lattice matched to InP for 1.5 µm
emission wavelength provides good electron confinement in the active region
thanks to its high ΔEc/ΔEg ratio, compared with the almost equivalent material
system GaInAsP. Furthermore, comprising only one group-V element, AlGaInAs
grown with solid source MBE enables sharp interfaces and gives the possibility of
implementing very high strain in the active region (up to 2%). The required
thickness of an 1.5-µm AlGaInAs QW with 7-nm thick Al0.274Ga0.203In0.523As
barrier is plotted in Fig. 2.1 versus the Aluminium mole fraction and for com-
pressive strain ranging from 1.2 to 2.0%, generated by increasing the Indium
content. Assuming an active region with 8 QWs to enhance the differential gain
[11], the lateral shaded area represents thickness-strain combinations which exceed
the dislocation-free critical thickness [12]. Under the same assumption, the upper
shaded area would lead to an active region thicker than one quarter of the emission
wavelength, which means a negligible increase of confinement factor at the cost of
high threshold current density. The thickness of the QWs can be optimized within
these boundaries.

2.1.2 Hybrid-Cavity Concepts

A common approach used to boost the small-signal modulation bandwidth of
semiconductor lasers is the reduction of the photon lifetime. On one hand, the

Fig. 2.1 Required QW
thickness versus Aluminium
mole fraction in the
AlxGayIn1−x−yAs material
system with 7-nm thick
Al0.274Ga0.203In0.523As
barriers in an active region
designed for 1.5 µm emission
at room temperature. The
shaded area is not accesible
for an active region with 8
QWs (see text)
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relaxation resonance frequency of VCSELs is inversely proportional to the square
root of the photon lifetime. On the other hand, the damping increases proportionally
to the square of the relaxation resonance frequency, and the slope of its growth is
proportional to the photon lifetime. The different approaches used to decrease the
photon lifetime are the increase of mirror losses [13, 14] or the reduction of the
effective cavity length [2, 15]. The last approach is the subject of this subsection.
A hybrid dielectric/semiconductor cavity is introduced where a semiconductor
cavity is combine with dielectric DBRs to achieve a strong confinement of the field
in the active region.

DBRs are quarter-wave stacks of layers with alternating refractive index, as
shown schematically in Fig. 2.2. The light is incident from a medium with
refractive index nI and penetrates in a DBR made of m layers with alternating low
and high refractive indexes nL and nH. The light is than outcoupled to a medium
with an index nO. The phase penetration depth is defined as the depth at which the
optical field appears to be reflected by a constant-phase mirror. It is common
practice to define the energy penetration depth as the depth at which the energy
density falls to 1 ̸e of its initial value. These definitions give similar results for a
large number of mirror pairs or for an outcoupling interface with high refractive
index ratio. The reflection delay time τm of a DBR with m ̸2 pairs at the Bragg
frequency fB is given from the exact relation [16]:

τm =
1
2fB

⋅
q

1− p
⋅

1− a2pm− 1ð Þ 1− pmð Þ
1− q2a2p2m− 2ð Þ ð2:1Þ

where

q=
nL
nI

, p=
nL
nH

, a=
nO
nH

. ð2:2Þ

The optical phase penetration depth Lτ is defined as nLτ = cτm ̸2 where n is
assumed, for simplicity, to be a common refractive index of the cavity. The optical
phase penetration depth is plotted in Fig. 2.3 as a function of the difference between
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Fig. 2.2 Schematic of a DBR
with quarter-wave stacks of
layers with pairwise varying
refractive index
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the refractive indexes of the two mirror’s materials and for different refractive
indexes nL. This plot refers to DBRs placed on top of InP and outcoupling to air,
and designed at the Bragg wavelength of 1.55 µm. It gives a nice overview of the
penetration depth linked to several DBR’ material systems. Properly chosen
dielectric DBRs, such as AlF3/Si, have optical penetration depths that are one order
of magnitude shorter than semiconductor ones, such as AlInAs/AlGaInAs.

The DBRs commonly used for GaAs-based VCSELs consist of binary and
ternary semiconductor compounds such as AlAs and AlGaAs alloys. They offer
several advantages such as high refractive-index contrast between the layers and
low thermal resistivity. Semiconductor DBRs for InP-based devices are instead
based on ternary and quaternary compounds such as AlInAs and AlGaInAs alloys,
which have low refractive-index contrast that is long propagation depth, and high
thermal resistivity. The latter is due to phonon-phonon interactions and phonon
scattering with lattice defects, and increases with the number of foreign atoms
added to a host lattice [10]. AlGaAsSb/AlAsSb DBRs latticed-matched to InP offer
a higher refractive-index contrast but have poor electrical and thermal conductiv-
ities [17]. Different approaches such as InP/air-gaps [18] or dielectric DBRs [2]
have been explored to shorten the propagation length of the field in the mirror, but
the low thermal conductivity of those DBRs challenges the VCSEL’s stationary and
dynamic performance. In order to overcome this limitation, wafer-fused AlGaAs/
GaAs DBRs have been demonstrated to combine high-refractive index contrast and
low thermal resistance [19].

An alternative to DBRs are high-contrast gratings (HCGs). A HCG is a
near-wavelength grating made of a high refractive-index material and surrounded

Fig. 2.3 Optical phase penetration depth in a DBR as a function of the difference between the
refractive indexes of the two mirror’s material for different nL and for fixed values nI =3.16 and
nO =1.00 at the Bragg wavelength of 1.55 µm for infinite number of layers (solid line), 20 pairs
(dash line) and 5 pairs (dash-dot line). Commonly used material’ pairs for DBRs are shown
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by a low-index material. 1.55-µm InP-based HCG VCSELs feature broadband and
high reflectivity for surface-normal incident light with field polarization that can be
designed to be either parallel or orthogonal to the elongated elements of the grating
[20].

2.1.3 Tunnel-Junction Laser

For energy-efficient and single-mode operation, current and optical field have to be
confined such that the fundamental optical mode is electrically excited, and optical
losses are minimized. Both current and optical confinement can be achieved in
VCSELs by means of current apertures realized by structured buried tunnel junc-
tions (BTJ).

For GaAs-based VCSELs, a current aperture is typically achieved through radial
selective oxidation of AlxGa1−xAs layers where x is near to 0.98 [21]. The oxidation
rate changes by more than two orders of magnitude by varying x from 0.8 to 1 [22].
The large lattice constant mismatch between AlGaAs alloy and InP prevents the
integration of this material system on InP-based long wavelength devices. The
related material system AlxIn1−xAs is lattice matched to InP for x = 0.5, leading to
a low oxidation rate. Furthermore, the AlInAs native oxide differs from that
reported for AlGaAs due to the composite structure of the oxide related to the low
Al content [23]. Another technique used to achieve current confinement in GaAs-
and InP-based devices is ion implantation, which produces highly resistive regions
in the semiconductor cavity. These VCSELs present the advantage of a planar
device geometry. However, the lack of inherent optical confinement can lead to
varying threshold and modulation limitations [24].

For InP-based VCSELs, tunnel junctions consisting of p+-AlGaInAs and
n+-GaInAs have been demonstrated [25]. Current and optical confinement are
achieved by etching the n+-layer of the tunnel junction in circular-shaped areas and
re-growing with n-InP to match the desired cavity length as shown in Fig. 2.4a. The
etched area acts as a reverse biased pn-junction enabling current confinement to the
not etched area. The band diagrams for the tunnel and blocking junctions are plotted
in Fig. 2.4b and c, respectively. This method offers the great advantage of defining
the aperture by simple optical lithography but raises the challenges related to
re-grow of the structured junction. Re-growing with solid source MBE will not
flatten the etched structure, which is reproduced at the upper mirror/semiconductor
interface. The effect will be an effective fiber-like waveguiding with refractive index
contrast Δneff depending on the height of the overgrown tunnel junction (ΔL):

Δneff
neff

=
ΔL
L

, ð2:3Þ

where L is the cavity length and neff is the effective refractive index [26]. Corre-
sponding to the diameter of the fiber’s core, the diameter of the tunnel junction will
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determine how many transverse modes can propagate in the cavity. Single mode
operation and high output power can be achieved by choosing this diameter suf-
ficiently small as will be shown in the next section.

One of the main advantages of a tunnel junction is the reduction of the series
resistance of VCSELs. The active region of long-wavelength VCSELs is typically
embedded between an n-InP and a p-AlInAs, which, due to their band offset, offer
effective carrier confinement to the active region. However, the poor electrical,
thermal and optical properties of AlInAs motivate the need for reducing its thick-
ness. This can be achieved by means of a low-resistive tunnel junction allowing to
reduce the thickness of the AlInAs layer to less than one quarter of the emission
wavelength, and to match the desired total cavity length using low-resistive n-InP
instead.

2.2 Single-Mode 1.55-µm Short-Cavity VCSELs

Short-reach communication links and networks can employ 850-nm or 980-nm
VCSELs, which emit typically in multiple transverse modes. However, signals
carried by fundamental transverse modes with narrow linewidths can be transmitted
over longer distances by limiting the chromatic dispersion of the fiber. For this
reason, access and metropolitan networks are established on single-mode fiber
motivating the need for single-mode 1.3- and 1.55-µm VCSELs.

The historical growth of the small-signal modulation bandwidth of short- and
long-wavelength VCSELs is shown in Fig. 2.5. While short-wavelength devices
have achieved bandwidths up to 30 GHz [1] by 2015, long-wavelength VCSELs
show inferior modulation capabilities. The technological issues related to the
bandwidth scaling of InP-based devices have been discussed in Sect. 2.1 and are
related to the lack of semiconductor DBRs with low thermal resistivity, high
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electrical conductivity and high refractive index contrast. The long-wavelength
VCSELs, which have shown the highest modulation capabilities, belong to the
family of devices using the hybrid dielectric-semiconductor cavities [3]. While they
have the great advantage of a reduced effective cavity length compared to their
semiconductor counterpart, they challenge the thermal and electrical management.

In this section, the stationary and dynamic characteristics of 1.55-µm VCSELs
with single-mode hybrid dielectric-semiconductor cavities are reviewed.

2.2.1 Hybrid Dielectric-Semiconductor VCSELs

A schematic image of an InP-based VCSEL with dielectric DBRs is shown in
Fig. 2.6a. This device has a cavity length which is three time the laser’s emission
wavelength (3-λ cavity) and it is encapsulated in an electrical passivation polymer.
The field intensity and refractive index profile along the same cavity is shown in
Fig. 2.6b.

The VCSEL’s active region consists of eight compressively strained AlGaInAs
quantum wells embedded between a n-doped InP layer and a p-doped AlInAs
cladding layer. Current confinement is achieved by a circularly shaped p+-AlGaI-
nAs/n+-GaInAs buried tunnel junction. The outcoupling mirror consists of a
dielectric AlF3/ZnS distributed Bragg reflector with 99.3% reflectivity, while the
bottom mirror consists of a hybrid metal-dielectric Au-AlF3/ZnS DBR with
reflectivity of 99.9%. Furthermore, passivation with benzocyclobutene (BCB) re-
duces both chip and contact pad parasitic.

Dielectric DBRs are poor electrical and thermal conductors. Therefore, the heat
generated in the VCSEL cavity flows radially across the overgrown InP, around the
DBR, and it is drained out by means of the Gold anode which works as an heat
sink. This three-dimensional problem can be simplified to a one-dimensional
problem by solving the Fourier law for cylindrical coordinates, which lead to a
thermal spreading resistance:
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Rth =
ρth

2πLth
ln

dmir

dBTJ

� �
ð2:4Þ

where ρth is the thermal resistivity, and Lth is the thickness of the heat spreading
layer, and the thermal resistance. Analogously, the electrical current has to flow
radially across the two DBRs to reach the tunnel junction and the active region
experiencing an electrical spreading resistance Rel. While small diameters of the
DBRs are beneficial for the electrical and thermal resistance of the VCSEL, a lower
bound to the diameter is given by the optical beam waist. In other words, the DBR
has to be large enough to provide the desired reflectivity to the guided mode.

2.2.2 Stationary Characteristics

Optical and electrical stationary characteristics of VCSELs are strongly determined
by the diameter of the tunnel junction. Large diameters lead to low serial resistances
but allow several transversal modes to propagate within the VCSEL.
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The output power versus the current for a 1.55-µm VCSEL is shown in Fig. 2.7a
for devices with 3-, 4- and 5-µm diameter of the tunnel junction. The effectively
pumped volume increases with the diameter of the current aperture leading to
higher optical output power. The voltage-current characteristics are shown in
Fig. 2.7b showing that the differential resistance decreases with increasing diameter
of the tunnel junction. This is due to the increasing serial and spreading resistances
which are proportional to 1 ̸d2BTJ and as ln ðdmir ̸dBTJÞ, respectively.

For a VCSEL with aperture diameter of 5 µm, the power-current characteristics
are plotted in Fig. 2.8a for different heat-sink temperatures ranging from 5 to 90 °C.
Figure 2.8b shows the voltage drop across the VCSEL in the same temperature
range displaying only weak temperature dependence with a slight decrease for high
temperatures. The threshold current of a semiconductor laser is related to its
high-speed performances. This is because the relaxation resonance frequency is
proportional to the square root of the current relative to threshold [27]. In other
words, lower thresholds are beneficial because they yield relaxation resonance
frequencies with a lower current, that is, lower internal temperature. Figure 2.8c
shows the threshold current as a function of the heat-sink temperature for three
devices with 3-, 4- and 5-µm aperture diameter. The mode-gain offset was chosen to
yield minimum threshold current at room temperature. For the same laser, the
differential quantum efficiency is plotted as a function of heat-sink temperature in
Fig. 2.8d. As can be seen, for smaller BTJs, the differential quantum efficiency
decreases. This is due to diffraction effects and to the week confinement of the
transversal modes propagating in the longitudinal direction [28].

(a) (b)

Fig. 2.7 a Emitted optical power versus bias current and b voltage versus applied current of a
1.55-µm VCSEL with diameter of the tunnel junction of 3, 4, and 5 µm at 20 °C
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Figure 2.9a shows the dissipated power and the wall-plug efficiency versus bias
current measured at different heat-sink temperatures. While the dissipated power
increases with the square of the applied current, the wall-plug efficiency has a
maximum of 39% at 5 mA and at 20 °C. Finally, the room temperature optical
spectrum of the same VCSEL is shown in Fig. 2.9b. This shows that, for diameters
up to 5 µm, single mode operation with side mode suppression ratios above 40 dB
can be achieved.

(a)

(c)

(b)

(d)

Fig. 2.8 a Emitted optical power and b voltage as a function of the bias current for a VCSEL with
tunnel junction diameter of 5 µm operated at heat sink temperatures between 5 and 90 °C.
c Threshold current and d differential quantum efficiency versus heat sink temperature for three
different VCSELs with diameter of the tunnel junction of 3, 4 and 5 µm
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2.2.3 Dynamic Characteristics

The VCSEL’s small-signal modulation response is determined by the combination
of intrinsic and parasitic effects [29]. The overall modulation frequency response is
given by a three-pole transfer function depending on the relaxation resonance
frequency νR, the intrinsic damping factor γ and the parasitic cut-off frequency νp.

The VCSEL’s small-signal modulation response was measured with a vector
network analyzer for different bias currents. For an aperture of 5 µm and a 3-λ long
semiconductor cavity length, a small-signal modulation bandwidth in excess of
17 GHz is achieved for a bias current of 10.4 mA and a DC electrical-power
consumption of 16 mW, respectively, as shown in Fig. 2.10a. The relaxation res-
onance frequency versus the square root of current relative to threshold is plotted in
Fig. 2.10b. The highest value achieved is 19 GHz. In Fig. 2.10c, γ is plotted versus
ν2R. In the region where self-heating is small, the curve has a linear behavior with a
slope K. The K-factor defines the maximum intrinsic capabilities of the laser and is
proportional to the photon life time [27].
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Fig. 2.9 a Dissipated power and wall-plug efficiency versus bias current for heat sink
temperatures ranging from 5 to 90 °C. b Room temperature optical spectrum of a VCSEL at
roll-over current with tunnel junction diameter of 5 µm
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2.3 VCSEL Arrays and Advanced Modulation Formats

Long-wavelength VCSELs find applications in datacom and telecom networks
thanks to the low optical attenuation of silica optical fibers. The small-signal
modulation bandwidth is a common measure to quantify the high-speed capability
of a semiconductor laser and the amount of data that can be transmitted depends on
transmission distance, and modulation techniques. Furthermore, forward error
correction (FEC) can also be used to boost the transmitted data.

In this section, we review data transmission experiments performed by using
1.5-µm 17-GHz VCSELs whose design and stationary performances are analogue
to the one presented in Sect. 2.2. An overview of the large-signal modulation data
rates and transmission lengths achieved with different transmission formats and
detection schemes is presented in Table 2.1, and it will be discussed in this section.

2.3.1 Data Communication

Optical interconnect for intra data center applications must cover distances of few
hundred meters and fulfill the need for low power, low cost and high density [36].
Long-wavelength VCSELs, thanks to the low losses in the SMF, are particularly
attractive in large datacenters where links longer than 200 m are required. The

Fig. 2.10 For a 1.55-µm VCSEL with dBTJ = 5 µm operated at room temperature: a small-signal
modulation response, b relaxation resonance frequency versus the square root of current relative to
threshold, and c intrinsic damping versus squared relaxation resonance frequency
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bit-error rate experiments described in this section refers to VCSELs with emission
in the C-band, small-signal bandwidth of approximately 17 GHz and the design
presented in Sect. 2.2.

In datacom networks, the need for low-latency and energy-effective links
motivates the use of non-return-to-zero (NRZ) modulation. The highest bandwidth
demonstrated with this modulation format in back-to-back (BTB) configuration is
56 Gb/s [34]. In this experiment, the electrical signal was generated by a 0.13-µm
BiCMOS driver with 2-tap feed-forward equalization (FFE) and neither FEC nor
digital-signal-processing (DSP) were used.

Using direct detection and advanced modulation formats such as 4-level
pulse-amplitude modulation (4-PAM), net bit rates in excess of 40 Gb/s are
transmitted over 1 km of single-mode fiber (SMF). These results were achieved by
means of a energy-efficient 0.13 µm SiGe BiCMOS driver with 2-tap FFE archi-
tecture [31].

In order to make full use of the bandwidth of the transmission link, discrete
multi-tone (DMT) and direct detection is a suitable candidate for short-reach
high-density optical links. With this modulation format, 96-Gb/s net bit rate have
been demonstrated in BTB configuration [35].

Table 2.1 Large-signal modulation net data rates and transmission lengths achieved with
different transmission formats and detection schemes using single 1.5-µm VCSELs with
small-signal bandwidth of approximately 17 GHz

VCSEL net bit
rate (Gb/s)

SMF
Length
(km)

Modulation
format

Transmitter Detection References

10 17.3 NRZ DAC Direct [30]
25 4.2 NRZ DAC Direct [2]
35 BTB NRZ DAC Direct [2]
40 1 4-PAM 0.13 µm SiGe

BiCMOS
Direct [31]

42 400 4-PAM DAC Choerent (20%
SD-FEC)

[32]

44 960a 3-PAM DAC Choerent (20%
HD-FEC)

[33]

50 2 NRZ 0.13 µm SiGe
BiCMOS

Direct [34]

56 BTB NRZ 0.13 µm SiGe
BiCMOS

Direct [34]

79 4 DMT 72 GS/s DAC Direct (20%
HD-FEC)

[35]

88 0.5 DMT 72 GS/s DAC Direct (20%
HD-FEC)

[35]

96 BTB DMT 72 GS/s DAC Direct (20%
HD-FEC)

[35]

aEDFA + DGEF
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With device’s data rate limited to a few tens of gigabits, terabit links are
achieved by means of aggregate bandwidth. A 3D photonic and electronic
silicon-on-insulator (SOI) transceiver based on long-wavelength VCSEL arrays and
capable of terabits connectivity is depicted in Fig. 2.11 [37]. In this approach, a
VCSEL array emitting at two different wavelengths is heterogeneously integrated to
a SOI platform. The emitted light is coupled into a planar silicon waveguide by
means of a grating coupler array. Pairs of signals with different wavelengths are
multiplexed (MUX) to a single SOI’s core and, later, coupled to the core of a multi
core fiber (MCF) by means of a glass interface. Optical signals coming to the
transceiver are demultiplexed (DEMUX) and read out by an array of photodiodes.

2.3.2 Telecommunication

Telecom access networks cover distances of several tens of kilometer. With the
introduction of technologies such as fiber-to-the-house (FTTH), long-wavelength
VCSELs have achieved increasing relevance in this area [38]. Metro and regional
networks require links of the order of several hundreds of kilometers. In addition to
the signal attenuation, metro fibers could have high polarization-mode dispersion
(PMD) and large variations of chromatic dispersion (CD) compared to the access
networks [39].

Single-mode 1.5-µm VCSELs have enabled 10 Gb/s transmission over 17 km
through SSMF and using direct detection [30]. Furthermore, digital coherent
detection at the receiver allows the recovery of the amplitude and phase of an
optical carrier and the compensation by using DSP of CD and PMD. The combi-
nation of digital coherent detection and 4-PAM and 3-PAM results in net bit rates in
excess of 40 Gb/s and transmission distances typical of metro networks (several
hundreds of kilometers). A digital to analog converter (DAC) is used to generate
these multi-level PAM signals. The longest distance achieved with this system is
960 km where a 4 × 80 km Erbium-doped-fiber amplifier (EDFA) recirculating

VCSEL Array

PD Array

DEMUX

MUX

3D glass
fanout

Grating
coupler

MCF
VCSEL driver

TIA array

Fig. 2.11 Schematic of a 3D photonic and electronic silicon-on-insulator transceiver based on
long-wavelength VCSELs arrays capable of terabits connectivity [37]
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loops are alternated with a dynamic gain equalization filter (DGEF) to block
amplified spontaneous emission, and with an EDFA [33].

In Fig. 2.12a, a microscope image of a 2 × 4 VCSEL array is shown [32]. The
array emits at four different wavelengths. The emission spectrum of the eight
VCSELs consists of four 100-GHz spaced channels carrying two externally per-
pendicularly polarized 4-PAM signals as shown in Fig. 2.12b. These signals are
detected with digital coherent detection, which enabled polarization DEMUX and
compensation of CD, PMD and other impairments using DSP in the electrical
domain. In Fig. 2.12c, the bit error rate (BER) versus transmission distance is
shown for each of the four channels. A net information bit rate of 333 Gb/s is
transmitted over 400-km SSMF assuming 20% overhead soft-decision
forward-error-correction (SD-FEC) [32].

2.4 Conclusion

In this chapter, InP-based VCSELs have been studied with focus on the active
region design, cavity length engineering, and current and optical confinement.
Despite those arguments apply to all InP-based VCSELs with emission wavelength
between 1.3 and 2.0 µm, stationary and dynamic characteristics are presented for a
1.55 µm VCSEL. Finally, datacom and telecom transmission experiments have
been presented.

Fig. 2.12 a Microscope image of a 2 × 4 VCSEL array. b Spectrum of eight VCSELs emitting
in four 100-GHz spaced channels transmitting two perpendicularly polarized signals. c BER versus
transmission distance for the four channels transmission two perpendicularly polarized signals
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Chapter 3
Quantum-Dot Semiconductor Optical
Amplifiers for Energy-Efficient Optical
Communication

Holger Schmeckebier and Dieter Bimberg

Abstract Quantum-dot (QD) based semiconductor optical amplifiers (SOAs) are
key components for a large number of different applications in particular for
all-optical communication networks. They are superior to classical semiconductor
amplifiers in many important respects. Multi-wavelength amplification and signal
processing at symbol rates larger than 40 GBd and operation in advanced modu-
lation formats is needed in these networks. An introduction into the basics of QD
SOAs as well as their key parameters is given at the beginning of this chapter.
A novel concept for direct phase modulated signal generation is presented, unique
for QD based SOAs. Error-free 25 GBd differential-phase shift keying (DPSK)
signal is demonstrated, based there upon. The unique QD properties, i.e. decoupled
gain dynamics of the various bound QD states, allows amplifying signals in
dual-communication-band configuration both for small and large wavelength
differences. Error- and distortion-free amplification of bidirectional 40 GBd on-off
keying (OOK) signals, exhibiting a spectral separation of more than 91 nm is
presented. Finally, all-optical wavelength conversion (AOWC) of phase-coded
signals using four-wave mixing is shown. A guideline for the optimization of the
conversion efficiency is given. Eventually error-free 40 GBd differential
(quadrature) phase-shift keying (D(Q)PSK) AOWC is demonstrated.

H. Schmeckebier (✉) ⋅ D. Bimberg
Department of Solid-State Physics, Technische Universität Berlin,
Hardenbergstr. 36, 10623 Berlin, Germany
e-mail: h.schmeckebier@tu-berlin.de

D. Bimberg
King Abdulaziz University Jeddah, Jeddah, Saudi Arabia
e-mail: bimberg@physik.tu-berlin.de

© Springer International Publishing AG 2017
G. Eisenstein and D. Bimberg (eds.), Green Photonics and Electronics,
NanoScience and Technology, DOI 10.1007/978-3-319-67002-7_3

37



3.1 Introduction

The global IP traffic has increased tremendously in the last two decades, amounting
presently to 60 EB per month in 2013 [1, 2]. A continuing annual increase of 23%
per year is predicted, which will result in 168 EB per month in 2019. Metropolitan
and wide area networks (MANs and WANs) presently carry each about 50% of the
total traffic. MAN traffic however, is forecast to grow significantly faster than
long-haul traffic [2]. Consequently, the number, diversity and complexity of pho-
tonic devices, presenting the physical layer of the networks will increase rapidly.
Innovative solutions are required to control power consumption and cost of the
networks.

Exclusively single-mode fibers (SMF) are used in the communication networks.
The C-band around 1.55 µm is currently the most commonly used wavelength
band, because here fibers show the lowest attenuation [3, 4]. The O-band around
1.3 µm exhibits a twice as large attenuation in the fiber, but features a zero crossing
of the dispersion. Hence, this band is particularly interesting for low-cost MANs
and access networks (ANs) as costly dispersion compensating techniques can be
avoided.

State-of-the-art ANs and MANs use up to 40 wavelength channels, each carrying
presently a data stream of typically 10 Gb/s, increasing to 40 Gb/s in the near future
[5–8]. Next-generation optical MANs and ANs must serve a significantly increased
number of customers and increased data rates per costumer. A larger number of
customers can be accommodated by combining the currently used time-division
multiplexing with wavelength-division multiplexing approaches [5, 7, 8]. Increased
data rates per customer can be realized by boosting the current widely used intensity
modulation, on-off keying (OOK), and by implementing advanced modulation for-
mats, encoding multiple bits per transmitted symbol. Next-generation optical net-
works, such as converged MANs and reach extended ANs, will cover longer
distances, and accommodate larger splitting ratios (number of customers) [5, 6, 9, 10].
Optical amplifiers are essential for both types of networks to compensate the addi-
tional losses caused by the extended reach and larger splitting ratios. Such amplifiers
have to support multiple modulation formats, particularly intensity- and phase-coded
formats, as well as multi-wavelength channel amplification with low channel cross-
talk. Low energy consumption and low cost will be equally decisive parameters as
maximum bit rate in the future, to keep not only investment down, but also end of life
cost and take care of environmental concerns.

Various approaches for optical amplifiers have been developed in the past for
optical communication networks, such as rare earth doped fiber amplifiers, Raman
amplifiers and semiconductor optical amplifiers (SOA). Fiber amplifiers are widely
used in WANs at 1.55 µm as they offer large gain and excellent noise performance.
Their spectral gain bandwidth is however strongly limited and the investment costs
are huge. The limited gain bandwidth can be overcome by a still more costly
combination of fiber and Raman-amplifiers [3]. SOAs are low-cost mass products,
showing reduced power consumption, smaller footprint, ease of integration in
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photonic integrated circuits, and broad gain spectra, but at the expense of a slightly
increased noise [11]. The decisive advantages of SOAs outweigh the poorer noise
performance in case of networks spanning medium distances like MANs and ANs.
Thus, SOAs are superior to fiber amplifiers widely used for linear amplification
applications [6, 9, 12–16]. In addition, increasing network integration and modu-
lation speed demand for optical signal processing, such as conversion of infor-
mation between individual wavelength channels (all-optical wavelength conversion
(AOWC)) [17].

The performance of any SOA depends on the nature of the gain material, and its
carrier dynamics. In contrast to bulk semiconductors, semiconductor nanostructures
exhibit a confinement of the charge carriers [18, 19]. The carrier confinement
strongly influences the optical, electronic and thermal properties of the gain med-
ium. In comparison to conventional bulk or quantum-well (QW) SOAs,
quantum-dot (QD)-based SOAs demonstrate a number of unique properties [20],
i.e. much fast carrier dynamics or decoupling of gain and phase dynamics.

The fast gain dynamics of QD SOAs has been demonstrated to enable single and
multi-channel amplification of intensity-coded signals with symbol rates up to
80 GBd [21–26]. Also nonlinear effects, like cross-gain modulation (XGM), cross-
phase modulation (XPM) and four-wave mixing (FWM), benefit from the fast QD
gain dynamics even beyond saturation input power levels. Subsequently, these
nonlinear effects have been used successfully to demonstrate single and
multi-channel all-optical wavelength conversion (AOWC) of intensity-coded sig-
nals with symbol rates up to 320 GBd [22, 24, 27–34]. Beyond the common on-off
keying (OOK) format, future networks will use advanced modulations formats,
which are mainly based on phase or phase and intensity modulation. Thus, not only
the gain dynamics but also the phase dynamics of QD SOA are decisive. XGM and
XPM, however, are inappropriate to convert the wavelength of phase-coded signals
in contrast to FWM.

This chapter summarizes the development of novel energy efficient QD SOA
concepts based on the unique properties of GaAs-based QDs as well as wavelength
conversion of high-bit rate phase-coded signals. Section 3.2 introduces the basic
parameters of optical amplifiers, particularly those of QD SOAs, and like their
dynamics. The design and static characteristics of such are presented. In Sect. 3.3 a
novel concept based on the decoupling of gain and phase dynamics in a saturated
QD SOA is discussed. Directly modulated phase-coded signal generation is intro-
duced and demonstrated. Section 3.4 presents a novel concept for a dual-band
optical amplifier. It exploits the individuality of QD energy states to amplify data
signals. Section 3.5 is dedicated to nonlinear wavelength conversion in QD SOA, in
particular the conversion of phase-coded signals. It starts with an introduction to
FWM und subsequently shows how to optimize the static FWM performance.
Finally, wavelength conversion of phase-coded signals is presented.

Parts of the results presented below were published in [34].
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3.2 Basics of Quantum-Dot Semiconductor Optical
Amplifiers

In this section basic parameters of optical amplifiers starting with their cw per-
formance are defined. Subsequently, the gain, phase and carrier dynamics of SOA
and the advantages of QD gain media are reviewed. Finally, cw characteristics of
actual QD SOAs are demonstrated, important for the subsequent chapters.

3.2.1 Parameters of SOAs

3.2.1.1 Gain

The gain G is measured as a function of a signal input [35] generated by a polarized
narrow bandwidth source with the optical power Pin. G is then defined as

G=
Pout −PASE

Pin
,

with Pout: signal output power, PASE: amplified spontaneous emission (ASE) output
power interpolated at the signal wavelength.

For fiber-coupled devices, the gain is commonly called fiber-to-fiber gain
measured from the in-fiber input and in-fiber output power. These are the gain
values of practical importance. The gain excluding fiber-coupling losses is called
chip gain. Chip gain is commonly used to compare different types of devices
excluding coupling losses If not stated differently, all gain and power levels given
in this chapter are fiber-to-fiber gain values, being important for system
applications.

3.2.1.2 Gain Saturation—Saturation Power

For small input power the gain is independent of its level. For a sufficiently large
input power, the gain starts to depend on the input signal, called gain saturation or
gain compression, defining the maximum extractable output power. Gain saturation
is defined as the input (output) power at which the unsaturated or linear gain is
reduced by 3 dB. The onset of gain saturation divides the amplifier operation into
two regimes. The linear or small-signal regime is used for single and multi-channel
amplification of data signals with low signal degradation and cross-talk between the
channels. In contrast, cross-talk between the channels appears in the nonlinear
regime, which can be utilized for signal processing. Typically, linear amplification
is used up to the 3 dB saturation power, whereas efficient signal processing is
usually employed for much larger input power levels.
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3.2.1.3 Gain Bandwidth

The linear spectral gain peak and gain bandwidth characterize the accessible
wavelength range for amplification of signals. The gain bandwidth is defined as the
spectral range in which the gain is reduced by less than 3 dB with respect to the
peak gain. Since the ASE represents the small-signal amplification of an internally
generated signal, both the spectral gain peak and gain bandwidth can be estimated
from the ASE spectra. The 3 dB ASE typically slightly underestimates the 3 dB
gain bandwidth [34].

3.2.1.4 Polarization Dependent Gain

Two properties define the polarization dependence of SOAs. First, the typically
asymmetric and tilted SOA waveguide structure supports TE polarized light [36].
Secondly, the gain media itself can exhibit a polarization dependent gain [36]. An
effective polarization dependence of the gain can be suppressed by opposing
polarization dependencies of both properties. The QD SOAs used here exhibit a
predominant TE polarized gain. In general QD gain material can be designed to be
polarization independent [22].

3.2.1.5 Noise Figure

The total output power of the SOA is given by the sum of the amplified input power
and the ASE power. Hence, the ASE represents a noise floor degrading the
amplified signal quality with respect to the input signal, reducing the optical
signal-to-noise ratio (OSNR) of a data signal. As a figure of merit, the noise figure
is defined as the OSNR of the input signal minus the OSNR of the output signal,
both in logarithmic units. The noise figure NF can be calculated from gain mea-
surements by [34, 37]:

NF= 10log
1
G

+
2PASE, p ⋅ λ

G ⋅ h ⋅ c ⋅B0, λ

� �
and PASE, p = PASE

1

1+ PASE, r

PASE, p

with PASE,p (PASE, r): power level of ASE co-(rectangular-)polarized to the signal,
h: Planck constant; c: vacuum speed of light, B0,λ: 3 dB filter bandwidth of the
spectrometer, λ: wavelength of the signal. The minimum achievable noise figure
within the linear gain regime (usually at large gain values) is NF = 3 dB.
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3.2.2 Dynamics of Conventional and QD SOAs

This section follows closely descriptions given e.g. in [38, 39]. In the linear gain
regime the output power is mainly limited by the number of the input photons
(constant gain), whereas Pout is mainly limited by the number of charge carriers in
the nonlinear regime. Thus, the carrier dynamics in the nonlinear gain regime
determines the dynamics of the amplification for modulated signals. The response
of a gain material to a modulated signal depends on the time scale of the modulated
signal and the carrier dynamics. If the carrier density is also time dependent e.g. by
modulation of the electrical pump current or by a strongly modulated optical input
signal, the gain becomes time dependent as well.

Assuming the carrier dynamics to be orders of magnitude slower than the
temporal amplitude changes of the optical input signal (slow amplifier), the gain
material cannot respond to the modulated signal in time. For the amplifier, the
modulated signal appears like an unmodulated signal with an averaged input power.
Consequently, the gain remains time independent but is reduced to a steady state
determined by a temporal average over the carrier depletion (during amplification)
and injection (pumping). Hence, slow amplifiers exhibit input power independent
pattern-effect-free amplification and multi-wavelength channel amplification with-
out a XGM induced crosstalk between the channels. But of course, the average gain
of each channel is influenced by the others.

Amplifiers exhibiting a much faster dynamics (fast amplifiers), at least of the
order of the signal changes, can respond to the signal changes and processing of the
signals becomes feasible. Patterning-free amplification and multi-wavelength
channel amplification are usually feasible, as long as the amplifiers is operated in
the linear gain regime. Commonly, SOAs belong to this amplifier type. The gain
remains time independent in the linear gain regime, but commonly is time
dependent in the nonlinear gain regime. Fast amplifiers are thus also suitability for
processing of optical data signals.

Inter-band processes as well as intra-band processes contribute to the carrier
dynamics and thus to the temporal gain dynamics. The different processes are
experimentally accessible by various techniques, pump-probe configurations being
the most common ones. A sufficiently short (usually a few hundred femtoseconds)
and intense (nonlinear gain regime) optical pump pulse depletes a specific part of
the density of states. Hence, the pulse pushes the gain medium out of the steady
state condition. The appearing gain and phase change as well as the recovery of the
system back to the steady state condition are probed using a sufficiently short and
weak (linear gain regime) probe pulse. This pulse is temporally delayed with
respect to the perturbing pump pulse [40].

A sketch of a pump-probe curve is shown in Fig. 3.1a and c for conventional
and QD SOAs, respectively. The corresponding changes of the carrier densities are
depicted in Fig. 3.1b and d.

In conventional SOAs, the amplification of the pump pulse injected at time t = 0
causes a gain compression. The carrier density is depleted in an energy interval
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determined by the photon energy of the optical pulse, called spectral hole burning
(SHB). The spectral hole closes on a time scale of about 100 fs due to intra-band
Auger scattering resulting in a partial recovery of the gain. The resulting carrier
distribution equals a Fermi-distribution with a temperature larger than the lattice
temperature and is thus called carrier heating (CH). The carrier distribution relaxes
by LO phonon scattering within a few picoseconds, called carrier cool down
(CCD). Finally, inter-band carrier injection (CI) refills the carrier density to its
origin on a nanosecond time scale. Gain recovery is thus controlled by three main
time constants and requires for conventional gain media up to 1 ns. This time can
be reduced to the tens picosecond range e.g. by increased carrier injection. The time
dependent gain and carrier density results also in a change of the refractive index
and accordingly into phase changes on a comparable time scale. In case of a
repeating optical signal, carrier depletion and CI are repeated resulting in a dynamic
equilibrium called carrier-density pulsation (CDP).

Gain recovery dynamics is advantageous in QD gain media. QDs exhibit dis-
crete bound states, a ground state (GS) and typically excited states (ES) [19, 41, 42].
The QD ensemble exhibits an inhomogeneously broadened optical emission
resulting in a large spectral gain bandwidth of up to 120 nm [43, 44]. The QD states

Fig. 3.1 Sketch of the pump-probe curve for a conventional and c QD gain media. The
corresponding change of the carrier density d/dE N(E) is sketched in (b) and (d). For the sake of
simplicity, only a joined electron-hole density for conduction and valance band is plotted. Reprint
of [34]

3 Quantum-Dot Semiconductor Optical Amplifiers … 43



supply the gain, but the carrier reservoir being at much larger energy in this separate
confinement heterostructure (SCH) control the index of refraction of the amplified
light in the waveguide in case of a highly populated reservoir.

Similar to conventional gain media, SHB occurs in the inhomogeneously
broadened QD GS carrier density due to amplification of the pump pulse. Refilling
of the QD GS is due to Auger scattering from the reservoir on a time scale down to
100 fs [45–47]. Subsequently, CCD of the reservoir carrier distribution takes place
on the time scale of a few picoseconds [45–47]. The QD GS gain recovery is
complete before CI refills the reservoir typically on a longer time scale. As long as
the carrier reservoir is strongly populated still after QD state depletion, the QD gain
recovery is only limited by the closure of the SHB as well as by the intra-dot
relaxation time for larger depletion and/or durations [48]. The gain of QDs emitting
at a different center wavelength as compared to the depleted QDs is not influenced
if the reservoir remains strongly populated. A perturbation between the QDs can be
mediated only via the carrier reservoir [49]. If the carrier reservoir is not strongly
populated, the QD gain recovery is controlled by the carrier density of the reservoir
and thus follows the reservoir dynamics limited by CDP, similar to conventional
gain media [39].

The phase dynamics is determined by the carrier density change within the
complete SCH (Kramers-Kronig relation). In principle each group of states, i.e.
QD GS, ESs and the reservoir exhibit carrier density changes and thus contribute to
the phase dynamics. The number of carriers in the reservoir is orders of magnitude
larger than that in the QDs and the gain recovery of the QDs states is fast. Therefore
only mid- and long-term phase dynamics are dominated by the reservoir carrier
dynamics. Hence, the separation of the energy states into gain providing QD states
and a carrier reservoir, controlling the index of refraction at much larger energy
results I for the case of a strongly populated reservoir in a decoupling of gain and
phase dynamics [50] and presumably a lower α-factor [23, 51, 52].

3.2.3 Design and Static Characteristics of QD SOAs

3.2.3.1 Design

Our QD SOAs based on AlGaAs/GaAs heterostructures are grown by molecular
beam epitaxy (MBE). The active region contains ten stacks of InGaAs/GaAs
self-organized QDs each overgrown by an InGaAs QW (DWELL). The emission
wavelength is at 1.31 µm, the center of the O-band. Suitable GaAs barrier layers
between the QD layers provide for strain relaxation. The optical mode is vertically
guided by a symmetric waveguide, which is formed by sandwiching the 420–
440 nm thick GaAs core region between 1.5 µm thick AlGaAs cladding layers.

The lateral confinement of the light as well as a current guiding is realized by
tailoring the SOA structure using a 4 µm thick ridge-waveguide structure.
Deeply-etched ridge waveguide structures are formed by etching through the active
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region, whereas shallow-etched ridge waveguide structures stop about 170 nm
above the active region. The complete structure is covered by silicon nitride for
electrical isolation. In addition, the deeply-etched structure is planarized using
Benzocyclobutene (BCB) reducing the parasitic capacitances being important for
direct modulation. Both structures receive a tops p-contract and backside n-contact.
The deeply-etched structure receive in addition a topside n-contact enabling the
electrically contact by a HF probe head. The shallow-etched ridges offer compar-
atively lower waveguide losses. The deeply-etched waveguides offer a stronger
confinement of the optical mode and the capability for high-speed current modu-
lation. The shallow (deeply)-etched ridges are tilted by 8° (6.8°) with respect to the
facet normal and the facets are anti-reflection coated to suppress the onset of lasing
even at high current densities.

The devices are glued on a copper-mounts and mounted on a temperature
controlled heat think (room temperature (20–25 °C)). Fiber-coupling is realized by
positioning tapered fibers using a feedback control system. The fiber-coupling
losses are typically 4–4.5 dB per side.

3.2.4 QD SOA Sample Series

Six different QD SOAs are used for the experiments presented in this chapter.
Results for the QD SOA No. 5 will be presented exemplary now in detail. The
waveguide of the 5 mm long QD SOA is shallow-edged. The diode exhibits a series
resistance of 0.53 Ω. The total in-fiber ASE intensity reaches 12 mW at a current of
1 A and is still not saturating. The QD GS ASE emission saturates at a current of
around 350 mA, whereas the ES ASE emission is still unsaturated at a current of
1 A. The GS ASE peak wavelength is 1306 nm. Increasing the current to 500 mA
reduces the peak by about 0.7 dB and shifts the wavelength to 1310 nm. For
currents up to 1 A, the QD GS ASE emission suffers from device heating, resulting
in a reduction of up to 5 dB and a wavelength red-shift to 1320 nm.

The device exhibits a linear fiber-to-fiber gain as large as 25.5 dB at a current of
400 mA and a wavelength of 1310 nm. The corresponding 3 dB saturation input
(output) power level is –11.5 dBm (11 dBm). The corresponding fiber-to-fiber
noise figure is about 10.5 dB (Fig. 3.2).

Table 3.1 provides an overview of the static characteristics of all six QD SOAs.
Increasing the length of the devices increases the gain up to 25.5 dB (34.5 dB chip
gain) at the expense of a spectral bandwidth decreasing from 34 to 21 nm. The
saturation input and output power are decreased and increased, respectively,
accordingly to the gain increase. All devices exhibit a polarization dependence.
Spectrally resolved measurements of the polarized ASE of QD SOA No. 3 showed
a TE-TM polarization ratio of up to 19 dB for QD GS emission and about 7 dB for
the ES emission [34].
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3.3 Phase Modulation of QD SOAs

3.3.1 Introduction of the Concept

Directly modulated emitters are extensively used in low cost optical networks. They
simplify their architecture, and reduce the overall investment and maintenance
costs. As the number of wavelength channels are rapidly increasing, especially in
fiber-to-the home (FTTH) systems, a more flexible network design is preferable to
further reduce the maintenance costs.

Realizing color-free up- and down-stream operation in passive optical networks
presents one option [5, 53–55]. The up-stream wavelength is defined here by the
central office instead of the customer. Different approaches based on lasers,
amplifiers and modulators have been demonstrated [53–56]. A simple approach is
based on directly modulated SOA demonstrated for OOK in [57, 58]. Phase-coded
signals, such as differential-phase-shift keying (DPSK), offer reduced optical
signal-to-noise ratio (OSNR) requirements in comparison to OOK signals.

Table 3.1 List of characteristics of the QD SOAs used for experiments in this chapter. QD SOA
No. 1 (marked with *) is deeply-etched, whereas all others are shallow-etched. J is current density
at which the maximum gain is obtained for an input wavelength λG. All gain G, noise figure NF,
3 dB saturation input power Pin

sat and output power Pout
sat values are fiber-to-fiber and in-fiber values,

respectively. The fiber coupling losses vary from device to device and with the current between 4
and 4.5 dB per facet. The chip gain, the chip noise figure and the chip saturation power levels can
be obtained by increasing the given in-fiber values by 8–9 dB, 4–4.5 dB, and 4–4.5 dB,
respectively

QD SOA ASE Amplification using QD GS
No. Length

(mm)
λpeak
(nm)

FWHM
(nm)

λG
(nm)

G
(dB)

NF
(dB)

Pin
sat

(dBm)
Pout
sat

(dBm)
J
(kA/cm2)

1* 2 1296 33.0 1296 8.4 11.8 4.1 9.5 1.9
2 3 1284 34.0 1290 14.6 9.4 3.3 14.9 3.4
3 3 1299 28.0 1305 13.5 8.6 1.0 11.5 3.3
4 4 1304 23.2 1310 22.1 9.5 −6.3 12.8 3.1
5 5 1307 21.0 1310 25.5 10.5 −11.5 11.0 2.9

Fig. 3.2 Characteristics of QD SOA No. 5. a Spectrally resolved in-fiber ASE in dependence of
the current. b Fiber-to-fiber gain and c noise figure as a function of the in-fiber output power, both
measured at a wavelength of 1310 nm for different currents ((b) and (c) share the same legend)
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Directly modulated generation of phase-coded signals has the potential to sim-
plify the network architecture, improve the reliability, reduce the cost and possibly
the energy consumption in comparison to alternative color-free configurations.
Amongst them are OOK-based directly modulated SOAs, or combinations of
standard Mach-Zehnder modulators or phase modulators with amplifiers, required
to overcome the modulator losses. DPSK generation up to 16 GBd has been
demonstrated using DFB-lasers [59, 60]. 10 GBd OOK generation has been
demonstrated for directly modulated SOAs [57, 58, 61].

QD based SOAs are ideal for realizing direct phase modulation [62] due to the
unique decoupling of phase and gain dynamics as discussed in Sect. 3.2.2. Large
drive currents lead to saturated QD emission and a strongly populated reservoir.
A modulation of the current will then result in a change of the reservoir carrier
density, and thus the index of refraction, but has no or negligible influence on the
occupation of the QD states, and thus the gain. The change of the refractive index
can be probed by an optical wave. Hence, the phase of an optical input signal can be
modulated by changing the carrier density without changing the amplitude.

3.3.2 Prove of the Concept

A cw external cavity laser (ECL) emitting at a wavelength of 1296 nm is injected
into the QD SOA with its polarization aligned to the TE axis. The QD SOA is
driven by a DC current of 125 mA, which is superimposed by an electrical
non-return-to zero (NRZ) pseudo-random-binary sequence 27 − 1. Hence, the
optical output of the QD SOA is either OOK or DPSK modulated or both,
depending on the operating conditions. The optical output signal is wavelength
filtered to prevent ASE loading of the receiver amplifiers.

The properties of the output are tested in a BtB configuration. The multi-format
receiver contains an optical pre-amplifier stage and subsequently two different
receiver types. An optical switch is used to detect the signal with one of two
receivers. A direct detection receiver is used to characterize the remaining ampli-
tude modulation by eye-pattern measurements. A differential receiver comprising a
delay interferometer (DI) and a photodiode is used to demodulate the
phase-modulated signal. The DI’s free-spectral range equals the symbol rate. The
signal quality is evaluated by bit-error ratio (BER) measurements as well as
eye-pattern measurements.

The device under test is the 2 mm long QD SOA No. 1 (see Table 3.1).
The ASE peak is observed at a DC current of close to 150 mA at a wavelength of
1296 nm. At this wavelength, the ASE varies by only 0.6 dB when changing the
current from 100 to 200 mA. This reduction is predominantly caused by device
heating induced shift of the ASE peak wavelength. The ASE variation is expected
to be even smaller for a fast modulation of the current, because the modulation
speed in optical communication systems is much faster than acoustic phonon
emission in semiconductors. At a current of 150 mA, the device shows a
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small-signal fiber-to-fiber gain of 8.5 dB as well as a 3 dB saturation input power of
4.1 dBm.

The optimum modulation point for the generation of phase-coded signals, i.e.
DC current and modulation amplitude, is given by a trade-off between different
effects:

• A low DC current results in unsaturated GS emission and consequently in
significant amplitude modulation. A large DC current causes device heating
induced gain reduction, and hence a lower signal quality at the receiver.

• A small modulation amplitude causes only a small variation of the carrier
density and thus a small phase shift. Large modulation amplitudes increase the
phase shift but can push the device out of the saturated regime resulting into
amplitude modulation of the optical output signal.

Suppressed amplitude modulation but significant phase modulation is expected
from the DC results for a current range of 100–200 mA.

Much below 100 mA and a modulation rate of 6 GBd, a disturbed OOK eye
diagram was measured. For currents above 100 mA no eye could be observed, but
still an amplitude modulation as depicted in Fig. 3.3c for a rate of 10 GBd. A DC
current of 125 mA and a peak-to-peak voltage of 3 V were identified to yield
optimum results, demonstrated by the open eye at the DI output port 1. No eye
could be observed simultaneously at the DI port 2. Changing the phase of DI by
180° inverts the observed behavior of the ports. Similar results were obtained for all
tested combinations of current, modulation amplitude and modulation rate.

A simple simulation of the DI was performed to analyze the observations. The
phase and amplitude of an electromagnetic wave is modulated by a data signal
without any bandwidth limitation. The modulated signal is either directly detected
using a square-law detector or interferes with its one symbol delayed copy and both
DI output ports are equipped with square-law detectors. The bandwidth of real
detectors is simulated by stepwise integration over a temporal interval (corre-
sponding to the symbol rate), which simply filters out the fast carrier oscillation.
The results are shown in Fig. 3.4.

Starting with no amplitude modulation (left part of the figure), the directly
detected signal shows no modulation whereas both DI output ports exhibit clear

Fig. 3.3 Eye diagrams of the 10 GBd directly modulated phase-coded signal generation recorded
at a DI port 1, b DI port 2 and c the direct detection pass. The receiver input power was set to the
BER threshold of 10−9. Reprint of [34]
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space and mark levels. The extinction ratio is given by the phase change and
reaches its maximum at 180°. Taking into account an additional amplitude mod-
ulation (right part of the figure), a different behavior of the DI output ports is
observed. Port 2 experiences only a reduction of the extinction ratio between mark
and space level, whereas port 1 experiences in addition a splitting of the mark level.

Comparing the eye diagrams for symbol rates of 10 and 25 GBd, depicted in
Figs. 3.3 and 3.5, the remaining amplitude modulation is damped with increasing
symbol rate as indicated by the reduced amplitude swing. In consequence, the
demodulated DI output shows a significantly improved eye diagram 25 GBd,
demonstrated by the reduced space level variation. The experimentally observed
behavior presumably results from a residual amplitude modulation of the QD SOA.
This could be reduced by decreasing the modulation amplitude which would also
reduce the phase change and thus decrease the extinction ratio. The differential
detection processes only phase changes occurring between two subsequent sym-
bols. According to Sect. 3.2.2, the effective time constant of the reservoir includes
all carrier relaxation processes. This effective time constant is slower than the time
constant of the current RF-signal induced adiabatic chirp in the reservoir. Conse-
quently, the differential detection processes only the fast contributions to the total

Fig. 3.4 Simulated detection of a DPSK signal using a direct detection receiver and a differential
detection receiver. The differential receiver is simulated in single-ended detection for DI port 1 and
port 2. The DPSK signal is simulated with a 120° and 180° phase change, both (left) without and
(right) with a simultaneous amplitude modulation. In the presence of an amplitude modulation, DI
port 1 exhibits two mark bit levels, whereas port 2 shows only one mark level. All figures share
the same legend. Reprint of [34]
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phase change within the reservoir. The remaining amplitude modulation especially
at lower symbol rates could cause problems even for large symbol rates, like
25 GBd, when using larger PRBS length.

BER measurements were performed for a fixed QD SOA optical input power of
−5 dBm and for symbol rates from 10 to 25 GBd. The BER curves are evaluated in
terms of receiver input power penalty at a BER of 10−9 (error-free) and 10−3 with
respect to the lowest symbol rate of 10 GBd. Doubling the symbol rate for an ideal
transmitter-receiver setup would result in a 3 dB receiver input power penalty as the
ideal receiver requires a constant received energy per symbol for comparable BERs.
The penalty for a real non-ideal transmitter-receiver system is usually larger due to
bandwidth limitations of the transmitter and/or receiver. The results are shown in
Fig. 3.6a.

Error-free generation of a phase-coded signal was observed by us up to 25 GBd,
presumably limited by a non-optimized RF design. The receiver input power
penalty is about 6.6 dB, thus 2.7 dB larger than the reference for a BER of 10−9 and
10−3, respectively. The penalty follows the reference up to a symbol rate between
15 GBd and 20 GBd, presumably corresponding to the small-signal modulation
bandwidth of the QD SOA.

Fig. 3.5 Eye diagrams of the 25 GBd directly modulated phase-coded signal generation recorded
at a DI port 1, b DI port 2 and c the direct detection pass. The receiver input power was set to the
BER threshold of 10−9. Reprint of [34]

Fig. 3.6 Receiver input power penalty versus a the bit rate and b the QD SOA optical input
power level. The optical input power was fixed to –5 dBm while scanning the symbol rate and the
symbol rate was fixed to 20 GBd while scanning the optical input power level. The QD SOA was
driven in all case with a current of 125 mA. The penalty was determined at a BER of 10−9 and
10−3 with respect to the curve marked with “Reference”. Reprint of [34]
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At a symbol rate of 20 GBd, the dependence on the input power level is
investigated by changing the input power levels within a range of −11 to 3 dBm.
The BER curves are evaluated in terms of receiver input power penalty with respect
to the optimal input power of −2 dBm. The results are shown in Fig. 3.6b.
A penalty below 1 dB can be observed for QD SOA input power levels from –8 to
3 dBm for both BER thresholds. A further reduction of the input power to –11 dBm
leads only to a slight increase of the penalty at a BER of 10−3 whereas the penalty is
larger than 5 dB for a BER of 10−9 caused by an error-floor. Hence, error-free
phase-coded signal generation is demonstrated for an input power range of more
than 14 dB and symbol rates of 25 GBd, demonstrating the suitability of directly
modulated QD SOAs for low-cost color-free networks.

3.4 Concept of Dual-Communication-Band Amplifiers

The data up and down stream in current MANs and ANs are typically realized in
two different optical communication bands to avoid cross-talk. Hence, these
approaches will require one SOA per band. A reach extender can be implemented
based on a wavelength splitter, separating and recombining the two bands with the
amplifiers in-between.

Using a dual-band amplifier instead will considerably simplify the network
architectures as filters are not required. The power budget will be increased since
the losses are reduced due to the lower number of inline components. In addition,
such amplifiers allow a reduction of the energy consumption. The power con-
sumption of a single device is presumable lower than that of two devices and only
one thermoelectric cooler is required.

Dual-band amplifiers have to provide the capability of simultaneously ampli-
fying counter-propagating up-stream and down-stream data signals from different
wavelength bands whereas each band carries multiple wavelength channels. This
section will present the concept of a dual-band bidirectional SOA based on QDs
[63].

3.4.1 Introduction of the Concept

The gain of QD ensembles is inhomogeneously broadened due to the size and
composition distribution of the QDs, which are non-interacting on a fast time scale.
The non-interacting nature of the bound charge carriers in zero-dimensional sys-
tems is in marked contrast to the carriers interacting on a fs time scale in any higher
dimensional system like quantum wells. Amplification via the GS of QDs was
found to be very advantageous for single- and multi-wavelength amplification and
for various modulation formats with symbol rates up to 80 GBd [21–25, 64–66].
The dual-band QD SOAs presented below use for the first time both, the QD GS
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and ES gain to amplify data signals representing now up and down stream and thus
the two bands. This concept can be extended such that the inhomogeneously
broadened GS and ES ensembles present the basis for multi-wavelength-channel
amplification within both communication bands.

In order to use both QD states simultaneously, details of the inter-state
cross-gain modulation (XGM) and the cross-phase modulation (XPM) will be of
primary importance for realizing this concept. The dynamics of QD gain media
depend on the charge-carrier dynamics of the different energy states and the
external optical field. The amplitude- and/or phase-modulated optical field induces
changes of the charge-carrier occupation of the different energy levels. Thermal
equilibrium population of the bound states can be reestablished in principle by
scattering down from the carrier reservoir or by transitions between bound QD
states.

Amplification experiments performed on the QD GS demonstrate a fast carrier
refilling of the GS and thus a low channel crosstalk even in the nonlinear gain
regime as long as the carrier reservoir is highly populated [24]. Based on
pump-probe experiments and simulations [67, 68], similar results are expected for
multi-channel ES amplification. The XGM between wavelength channels
addressing different groups of QD states is mediated only via the reservoir and can
be neglected as long as the reservoir remains strongly populated. XPM in QD SOAs
on the other hand is controlled only by the carrier reservoir but not by the QD
states. Hence, the XPM between the QD states is mediated via the reservoir and are
thus comparable to XPM in single- and multi-channel single-band configuration
[24]. The only remaining question discussed in the following is the importance of
XGM between the states of individual QDs.

3.4.2 Proof of Concept

Next we present the proof of concept of an ultra-broadband, bidirectional dual-band
QD SOA for OOK modulated signals using the 3 mm long QD SOA No. 3 (see
Table 3.1). This modulation format is expected to cause the largest possible
crosstalk similar to multi-wavelength channel single-band configurations. Two
40 GBd NRZ OOK (PRBS 27 − 1) signals with a wavelength spacing of 91.5 nm,
a GS signal wavelength at 1305 nm and an ES signal wavelength of 1213.5 nm,
represent the two bands. The signals are counter-propagating. The output signals
are easily separated by coarse-wavelength division multiplexing filters from the
counter propagating input signals. The BER and eye diagram of the GS is measured
using an optical pre-amplifier based receiver. BER and eye diagram measurements
of the ES use a direct detection receiver (details see [34, 63]).

Three different operating regimes have been investigated. The ES ASE is
unsaturated, close to saturation and saturated for currents of 400 mA, 700 mA and
1000 mA, respectively. In contrast, the GS ASE is saturated for all three currents.
Due to device heating, the GS ASE peak power decreases and is red shifted by
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0.035 nm/mA on average within this current range. In contrast, the ES ASE peak
power first increases with increasing current from 400 to 700 mA and decreases
similar to the GS ASE peak at larger currents. On average, the ES peak is red
shifted by about 0.026 nm/mA.

The gain characteristics of both signals in presence and/or absence of the
counter-propagating signal (called interfering signal) is shown in Figs. 3.7 and 3.8
for three different currents and for different input power levels. An ES signal
changes the linear GS gain by less than ±1.2 dB for all currents. Thus one essential
requirement for the simultaneous amplification of GS and ES signals is fulfilled.

The influence of the GS signal on the gain of the ES is more complex. For a
current of 400 mA the ES gain reduction caused by a GS signal exceeds 10 dB for
the largest input power. This effect is typical for an unsaturated amplifier and is
similar to multi-channel single-band configurations. The ES gain performance is
strongly improved for larger currents where the ES is saturated as well. At 700 mA
the linear gain reduction is small, with values below 1.5 dB for GS input power
levels up to 0 dBm. Only at a very large GS input power level of 5 dBm, again the
ES gain drops up to 7.5 dB. Finally, at a current of 1000 mA, the ES gain is nearly
independent of the GS input signal power. At these large currents the carrier
reservoir is highly populated, resulting in a very efficient simultaneous refilling of
both states, independent of the optical input power. But indeed, it is also supported
by the reduced GS gain. Taking into account XGM, saturation input power as well

Fig. 3.7 Gain of the GS signal versus input power for three different QD SOA currents (a–c). The
gain is shown for different QD SOA input power levels of the interfering ES signal listed in the
legend. The arrow in each graph shows the change of power according to the arrow in the legend

Fig. 3.8 Gain of the ES signal versus input power for three different QD SOA currents (a–c). The
gain is shown for different QD SOA input power levels of the interfering GS signal listed by the
legend. The arrow in each graph shows the change of power according to the arrow in the legend
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as the gain values, a current of about 700 mA is expected to be the optimum current
for the dual-band QD SOAs investigated here.

BER measurements have been performed in dependence on the receiver input
power level Prec without (BtB) and with the QD SOA. The BER curves are ana-
lyzed in terms of the Prec penalty at a BER of 10−9 with respect to the corresponding
BtB measurement.

Figure 3.9 shows the penalties of the GS signal as a function of the input power
of the ES signal. The penalty is nearly independent of the QD SOA current and the
GS input power in absence of an ES signal. A negligibly small penalty below 1 dB
is found for all tested input power levels, except for the lowest one of −15 dBm.
Here, the penalty is slightly increased to about 1.5 dB. The presence of an ES signal
leads at most to a minor increase of the penalty by 0.7 dB, despite a very large ES
input power of 0 dBm. 0 dBm is more than 5 dB above the 3 dB saturation input
power of the ES signal. Still, the GS penalty increase is small even for a small GS
input power of −15 dBm. Typical eye diagrams are depicted in Fig. 3.10, showing
only minor patterning effects for the largest tested GS input power of 0 dBm.
Comparing the eye diagrams in the absence and presence of the ES signal, no
additional signal degradation or patterning can be observed.

Hence, the GS penalty change in the presence of an ES signal is small, below
2 dB, compared to the BtB configuration for all tested currents. QD SOA based
distortion-free amplification of 40 GBd OOK GS signal nearly independent of ES
signals, currents and the GS input power levels is thus demonstrated.

Fig. 3.9 Reveiver input power Prec penalty of the 40 GBd OOK GS at a BER of 10−9 versus the
QD SOA interfering ES input power. The QD SOA currents are a 400 mA, b 700 mA and
c 1000 mA. The results in the absence of the interfering ES signal are plotted at a x-axis value
labeled with “off”

Fig. 3.10 Eye diagrams for the GS signal measured at a BER of 10−9 a, b in the absence and c,
d in the presence of an ES signal. The GS input power and ES power is given in each diagram.
The QD SOA current is set to 400 mA in all cases. Reprint of [34]
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Figure 3.11 shows the penalties of the ES signal as a function of the input power
of the GS signal. In the absence of the GS signal, the penalties are negligible at a
current of 400 mA and ES input power between −10 and 0 dBm. For even smaller
ES input power of −15 dBm no open eye was observed, caused probably by gain
and noise limitations of the QD SOA at this unsaturated current in combination with
the direct detection receiver, having a comparatively smaller sensitivity than the GS
receiver. This limitation disappears at larger currents like 1000 mA, where the
penalties are minuscule still for an input power of −15. ES input power levels of
−5 dBm and 0 dBm are much larger than the 3 dB saturation input power, resulting
in significant pattern effects at all currents present in the eye diagrams in Fig. 3.12c.

In the presence of a GS signal, the behavior becomes more complex. At a current
of 400 mA, the ES penalty depends on the input power of both signals. The penalty
for low GS input power levels of −15 and −10 dBm is comparable to the absence
of a GS signal. In contrast, the penalty is strongly increasing for input power levels
of −5 and −2 dBm due to the large XGM visible by the strong patterning in the eye
diagrams, see Fig. 3.12d. This finally results in no useful BER results for a GS
input power of 0 dBm. For increasing ES power the penalty increase is reduced,
caused by the increasing GS power. Hence, at 400 mA a simultaneous amplifica-
tion of both signals is only feasible for low GS input power levels up to −10 dBm

Fig. 3.12 Eye diagrams for the ES signal measured at a BER of 10−9 a–c in the absence and d in
the presence of an interfering GS signal. The ES input power and the interfering input power is
given in each diagram. The QD SOA current is set to a, b 1000 mA and c, d 400 mA

Fig. 3.11 Reveiver input power Prec penalty of the 40 GBd OOK ES at a BER of 10−9 versus the
QD SOA GS input power. The QD SOA currents are a 400 mA, b 700 mA and c 1000 mA. The
results in the absence of the GS signal are plotted at a x-axis value labeled with “off”.
Measurements showing closed eye diagram are plotted with penalties labeled by “>7”. The
connections to the measured penalties are dashed and the color is brighter to improve the
readability as well as to symbolize the limits
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as expected from the gain measurements. This limitation is resolved with increasing
current. At 700 mA, the ES penalty is nearly independent of the interfering GS
input power and a large ES input power of 0 dBm and completely independent at
1000 mA, even for different ES input power levels from −15 dBm up to 0 dBm.
The largest observed penalty change is found for the lowest ES input power of
−15 dBm in combination with the largest interfering GS input power of 0 dBm.
This combination represents the worst case scenario for the amplification, because
the XGM probed by the ES is the strongest. Still for this combination however, the
receiver power penalty is below 1.4 dB. The ES eye diagrams in the presence of a
GS input power of 0 dBm are comparable to the eye diagrams in the absence of the
GS signal at 1000 mA (Fig. 3.12a and b). Therefore, 40 GBd OOK ES signal
amplification is independent of the presence of a GS signal as long as the QD SOA
is driven at a current saturating the ES. Distortion-free amplification of the 40 GBd
OOK ES signal is ensured up to ES input power levels of −5 dBm, which is larger
than the 3 dB saturation input power.

Based on the above results a QD SOA current of around 700 mA is determined
here as optimum point of operation. Modeling of the experiments predicts still
larger ranges for the GS and ES input power and QD SOA currents, and discusses
carrier dynamics and cross-gain effects [34, 49, 63]. The experimentally found
optimum current of 700 mA could be verified by the model. In addition, input
power levels of up to −7 dBm and −13 dBm for the GS and ES signal, respec-
tively, are predicted as the optimum.

For the present optimal current of 700 mA, the fiber-to-fiber gain values of the
GS and ES signals are 10 dB and 26 dB, respectively. In particular the GS gain
could be increased by a longer device and by improved thermal managing. The
signal quality evaluation demonstrates for both signals a penalty well below 2 dB
for channel input power levels up to 0 dBm, independent of an interfering signal.
The functionality of an ultra-broadband bidirectional dual-band amplifier using
simultaneously QD GS and ES for amplification is thus demonstrated. Such an
amplifier has the potential to drastically simplify the network architecture and
reduce the power consumption also resulting in reduced investment and mainte-
nance costs also for reach extended ANs and converged MANs.

3.5 Signal Processing—Wavelength Conversion

Fast processing optical data, such as switching and wavelength conversion, present
the key for the implementation of all-optical AN and MAN networks. Signal
processing in the optical rather than in the electrical domain offers numerous
advantages like avoiding multiple optical-electrical conversions, enabling simpler
systems, enhanced bandwidth and transparency to modulation formats [34, 39]. The
most important requirements for nonlinear components performing these tasks are
low cost, low power consumption and small footprint [8].
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All-optical wavelength conversion (AOWC) describes the conversion of infor-
mation from one wavelength channel to another. Optical demultiplexing [69, 70]
and logical operations [71, 72] are based on AOWC. AOWC plays an equally
important role for large capacity, highly branched reach extended networks to avoid
signal blocking issues [73–75] in the course of the large density multi-wavelength
channel transmission.

Various schemes of AOWC have been developed and realized in the past dec-
ades, [73, 76–78]. The vast majority of them are based on the interaction of two or
more signals in a nonlinear device, such as highly nonlinear fibers, periodically
poled lithium niobate, silicon waveguides, lasers and SOAs [17, 76, 79, 80]. SOAs
combine the advantage of a small footprint, moderate to low optical input power
requirements, large conversion efficiencies due to the simultaneous availability of
gain, as well as the ease of integration with other components.

This section reviews [25, 32, 39, 81, 82] and starts with an introduction to
non-linear effects in QD SOAs, particular four-wave mixing (FWM). Subsequently,
roads to optimize the static performance of FWM in QD SOAs is presented. Finally,
wavelength conversion of phase-coded signals is demonstrated.

3.5.1 Non-linearities of SOA Gain Media

Three different nonlinear effects in semiconductor gain materials are commonly
employed for wavelength conversion: cross-gain modulation (XGM), cross-phase
modulation (XPM) and four-wave mixing (FWM).

XGM is based on gain saturation by an amplitude modulated pump signal and
the resulting gain compression. The resulting gain modulation can be probed by a
weak continuous wave probe signal whose wavelength differs from the pump
wavelength. The amplitude modulation of the pump signal is thus converted to the
probe signal with an inverted bit logic. Since a change of the carrier density in the
active material also changes the refractive index, XPM occurs simultaneously to
XGM and vice versa. Hence, XPM in SOAs can be used to transfer information
from the amplitude modulated pump signal to the probe signal using a phase
sensitive setup [73, 76, 83]. XGM and XPM thus transfer the information from one
input signal to a second input signal. In contrast FWM-based wavelength conver-
sion generates new frequency components. The beating of two optical input signals
in a gain medium generates a gain and index grating, which is modulated by the
difference frequency of the two input signals as shown in Fig. 3.13a. The amplitude
and/or phase modulation of the input signals is transferred to the new frequency
components via modulation of the gain and index grating.

XGM, XPM and FWM have been investigated and compared in detail for
various types of SOA gain materials in [39, 73]. XGM and XPM offer the
advantage of a large conversion range, and especially for XGM simple configu-
rations. XGM-based wavelength conversion has been demonstrated in SOAs for
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OOK modulated signals up to 320 Gbs [27, 30, 84]. However, the inability to
convert phase-coded signals and the limited extinction ratios are drawbacks.

FWM-based conversion offers a very large bandwidth, high extinction ratio,
amplitude and phase sensitivity, inversion of the spectral phase, as well as a large
conversion range, if a multiple-pump configuration is used [39, 73, 85]. The con-
version efficiency and optical signal-to-noise ratio (OSNR) are often mentioned to
be limited, but can be improved to positive conversion efficiencies and OSNRs
larger than 25 dB [85]. FWM in bulk, quantum-well QW and QD SOAs has been
demonstrated for various modulation formats and data rates up to 320 GBd [86–
91].

The subsequent sections focus on FWM-based wavelength conversion in QD
SOAs for phase-coded signals. An investigation of similar structures with OOK
signals has been presented in [25, 32, 39].

3.5.2 Four-Wave Mixing in QD SOAs

Beating of the pump and probe signal in again medium causes a modulation of the
carrier density with the beating frequency Δω. This modulation generates a
dynamic gain and index grating being responsible for the generation of new fre-
quency components. If the probe and/or pump signal carries an amplitude or phase
modulation, the grating is modulated similarly and consequently the beat signals. In
Sect. 3.2.2 we showed the carrier dynamics in semiconductor gain media being
mainly determined by SHB, CDP and CH. Partly degenerate FWM is thus con-
trolled mainly by these processes for detuning up to a few THz contributing
independently. The third-order susceptibility can be expressed as a sum of the
contributions of the individual processes [92, 93]. Other processes, like two photon
absorption and the Kerr effect are important for larger detuning [94].

FWM-based AOWC transfers the information from the probe signal to the target
idler at a different wavelength. Multiple idlers are generated by the nonlinear

Fig. 3.13 Typical input and output spectra measured for FWM a single-pump down-conversion
and b dual-pump up-conversion in a QD SOA. New frequency components are called “idler x”.
The main parameters of FWM are detuning Δλ, conversion efficiency η and signal-to-background
ratio (SBR)
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interaction of the corresponding signals, resulting among others in difference-
frequency components. FWM in general is based on the interaction of three fields
generating a fourth frequency component. For fully degenerate FWM, all three
frequency components are identical the fourth one. For partly degenerated FWM
described here, two frequencies are identical (the pump signal, larger intensity)
whereas the third frequency is different (the probe signal). The exemplary spectrum
in Fig. 3.13a shows four FWM idlers. Idler 1 and idler 2 are caused by mixing the
pump and probe signals. Idler 3 respectively idler 4 are caused by mixing pump and
probe in addition with idler 1 respectively idler 2. The output power of the idlers
depends among others on the power of the signals mixing with each other. Based on
the simple model described in [95], the idler 1 (idler 2) output power is proportional
to the cube of the gain, to the square of the pump (probe) input power and linear to the
probe (pump) input power, but decreases with the frequency detuning of pump and
probe signals [34]. Additionally, the sign of the α-factor (the linewidth enhancement
factor) of the individual processes determine how the corresponding third-order
susceptibilities contributions are adding up. In most common configurations, the
probe signal carries the information and exhibits a smaller amplitude than the pump
signal. Idler 1 is then more intense than idler 2 and thus typically used as the
wavelength converted signal.

Experimental and theoretical investigations demonstrated that conventional gain
materials, such as bulk and QW, exhibit a strongly asymmetric FWM characteristic
with respect to the sign of the frequency detuning [92, 96, 97]. For positive
detuning (Δω > 0) all three components of the third-order susceptibilities have the
same sign and add up. For negative detuning (Δω < 0), the third-order suscepti-
bilities of CDP and CH interfere destructively with the third-order susceptibilities of
SHB within the bandwidth of SHB. Consequently, the FWM products are weaker in
power for negative than for positive detuning.

Gain materials with small or zero α-factor, like QDs, allow a more symmetric
FWM conversion with respect to the sign of the detuning [41, 51]. Hence, the
existence of a huge carrier reservoir enables the fast carrier dynamics and therefore
a reduction of the influence of CDP. Additionally, QD gain materials exhibit a
spectrally broader and improved conversion efficiency due to the fast time constants
and broader gain spectra [41, 51]. FWM based conversion for detuning energies
larger than the homogenous linewidth of the QD states has to be mediated via the
carrier reservoir. The gain depletion of a specific QD sub-ensemble caused by the
input pump and probe signal recovers via Auger scattering from the reservoir to the
QD states. The reservoir CH is modulated with the detuning frequency Δω and thus
the carrier capture into all QD sub-ensembles is modulated.

3.5.2.1 Definition of Parameters

FWM in active materials is characterized by two main parameters, the FWM
conversion efficiency η and the signal-to-background ratio (SBR) [94]. Both are
depicted in Fig. 3.13a and depend on the frequency detuning of the input signals.
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The frequency detuning is defined as the difference between the frequency of the
pump and the probe signal Δω = ωpump − ωprobe. Idler 1 is than generated at a
frequency ωidler 1 = ωpump + Δω. A positive and negative frequency detuning
refers to a frequency up-conversion (towards larger frequency) and
down-conversion (towards smaller frequency), respectively. The wavelength
detuning is defined accordingly as Δλ = λPROBE − λPUMP. Hence, a positive
wavelength detuning refers similar to the positive frequency detuning to a fre-
quency up-conversion representing a wavelength down-conversion.

The FWM conversion efficiency η and the SBR of the FWM-converted idler are
defined as:

η dB½ �=10 log10
Pout, idler mW½ �
Pin, probe mW½ � , SBR dB½ �=10 log10

Pout, idler mW½ �
Pin, background mW½ � ,

with the Pout, background: power of the background noise measured at the wavelength
of the converted idler within a certain optical bandwidth [94].

3.5.2.2 Dual-Pump FWM

The spectral detuning range in which single-pump FWM-based wavelength con-
version exhibits a sufficient conversion efficiency is limited. Typically, the FWM
efficiency is reduced at least by 5–15 dB per 5 nm increase of the detuning. An
improvement of the conversion range can be achieved by using a second pump
signal [32, 85, 89, 98]. The beating of the first pump and probe signal generates a
gain and index grating modulated by Δω via the modulation of the carrier distri-
bution in the active material as described above. The additionally injected second
pump signal probes the phase and gain gratings. Hence, additional FWM idlers
(called idler 2.x) are generated around the second pump with a frequency spacing of
Δω to first order with respect to this second pump, see Fig. 3.13b. Similar to the
single-pump scheme, idler 2.1 is the strongest and will be considered here. The
weak group of peaks visible at both edges of the spectrum are generated by direct
mixing of pump 2 and pump 1 as well as the probe.

The spectral position of pump 2 can be changed independently of the
single-pump configuration as long as idler 2.1 is not overlapping with one of the
single-pump idlers. The spectral position of idler 2.1 relative to pump 2 depends on
the single-pump configuration. It will remain on the lower wavelength side of
pump 2 for a down-conversion configuration of the single-pump configuration,
independent of the down- or up-conversion configuration of pump 2 with respect to
pump 1. The minimum conversion span in the dual-pump scheme is therefore
typically slightly asymmetric per default for a given single-pump configuration.
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3.5.3 Optimization of Static Four-Wave Mixing in QD SOAs

The fiber-to-fiber FWM efficiency and SBR in QD SOAs as a function of the most
important parameters is discussed in what follows. In all configurations, the
polarization of the optical input signal is TE, to ensure maximum gain.

3.5.3.1 Detuning

FWM results for a single-pump configuration of the 3 mm long QD SOA No. 2
(see Table 3.1) are shown in Fig. 3.14. The continuous wave pump wavelength is
set close to the ASE peak, and the continuous wave probe wavelength is scanned.
The pump and probe input power levels are set to 11 dBm and 2 dBm, respectively.

The converted idler 1 exceeds the noise floor within a detuning range of more
than 50 nm for a current of 650 mA. The wavelength up-conversion (positive
detuning) is less than 5 dB more efficient, i.e. very symmetric. Increasing the
current beyond SOA gain saturation leads to disappearance of the asymmetry at
large detuning. In addition, larger current also increases the conversion efficiency.
The maximum efficiency is observed to be −9 dB for a detuning of +0.5 nm and a
current of 650 mA. This corresponds to a chip conversion efficiency of 0 dB.

The SBR shows a slight asymmetric behavior, similar to the efficiency. At a
large operating current, the asymmetry also disappears at large detuning. A maxi-
mum SBR of 32 dB is found for a detuning of +0.5 nm and an operating current of
650 mA. For this current, the SBR exceeds 20 dB within a detuning range of
13.5 nm from −4.5 to +9 nm. The conversion efficiency is larger than −26 dB
within this range. Hence, the conversion efficiency and SBR in QD SOAs are more
symmetric for both up and down conversion [39, 41, 99, 100], demonstrating an
important advantage of QD SOAs.

Fig. 3.14 FWM a efficiency and b SBR of FWM idler 1 as a function of the detuning for different
QD SOA currents. The wavelength and input power of pump and probe signal are given in the
figure. Both figures share the same legend. The arrow shows the change of current according to the
arrow in the legend. Reprint of [34]
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3.5.3.2 Input Power

FWM conversion efficiency and SBR are shown in Fig. 3.15 in dependence of
in-fiber pump and probe input power levels for a detuning of +1 nm and an
operating current of 650 mA (QD SOA No. 2).

Both, efficiency and SBR, follow the power increase first linearly and start to
saturate at a power of around 1 dBm. The efficiency is close to saturation and
reaches a value of about −8.5 dB at a pump power of 11 dBm. Increasing the probe
power by 10 dB results in an efficiency change of less than 1.5 dB. The probe
power has thus only a small influence on the conversion efficiency. In contrast, the
SBR is significantly increased by about 4.6 dB for a power increase by a factor of
5. Larger input power improves both, the conversion efficiency and SBR. For
moderate and large input probe power of −3 and 2 dBm, the SBR exceeds 20 dB
for pump input power larger than 3 dBm and 0 dBm, respectively. Under these
conditions the conversion efficiency is larger than −15 dB and −21 dB,
respectively.

3.5.3.3 Gain via QD SOA Length

The FWM conversion efficiency and SBR strongly depend on the QD SOA gain
and thus the length of the SOA. Linear gain values of 15.6 dB, 23.3 dB and
26.6 dB were obtained for the 3 mm, 4 mm and 5 mm long QD SOAs No. 3, 4 and
5, respectively, all driven at a current density of 1.67 kA/cm2. The improvements of
the FWM efficiency and SBR with increasing SOA length are shown in Fig. 3.16.
The pump wavelength is chosen for each SOA at its ASE peak. The in-fiber pump
and probe power levels are 2 and −8 dBm in all configurations. Hence, the SOAs
with larger lengths are driven in deeper gain saturation due to the reduced saturation
input power levels (compare Table 3.1).

The efficiency is increased at least by 2.2 and 3.5 dB within a 20 nm detuning
range, comparing the 3 mm long SOA with the 4 and 5 mm long one. The

Fig. 3.15 FWM down-conversion a conversion efficiency and SBR as a function of the optical
pump input power for three different probe power levels. The pump and probe wavelengths as well
as SOA current are shown in the figure. Both figures share the same legend. The arrows show the
change of probe power Reprint of [34]
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asymmetry of the up and down-conversion efficiency increases with increasing
SOA length. A peak efficiency improvement of 10.5 dB is obtained for the 5 mm
long SOA for a wavelength down-conversion of 2 nm (detuning +1 nm).

A slight increase of the SBR is observed for large detuning, probably due to the
gain bandwidth narrowing caused by ASE self-saturation of longer devices.
However, the 5 mm long SOA offers an SBR improvement of more than 3 dB
within a detuning range of 16.9 nm from −6.9 to +10 nm.

The FWM conversion efficiency and SBR significantly benefit from both, the
larger gain and deeper saturation with increasing SOA length and for given input
power levels. Hence, the 5 mm long SOA is most suitable for wavelength con-
version with high efficiency and SBR.

3.5.3.4 Detuning Dependence for Dual-Pump Configuration

The detuning range in which the SBR exceeds 20 dB using the single-pump
scheme is limited to about 15 nm (e.g. from −5 to +10 nm). Hence, the static
wavelength conversion is limited to less than −10 to +20 nm. A dual-pump scheme
provides an extension of this range.

Dual-pump FWM is investigated using 5 mm long QD SOA No. 5 (see
Table 3.1) driven by a current of 900 mA. The pump 1 and probe wavelengths are
set to 1311 and 1313 nm, which are on the short wavelength side of the ASE peak
observed at 1319 nm. The wavelength of pump 2 is scanned. The pump 1, pump 2
and probe input power levels are 15 dBm, 13 dBm and 10 dBm, respectively.
Idler 2.1 is generated with a 2 nm detuning on the short wavelength side of pump 2
and follows its wavelength scan. Meanwhile, idler 1 remains at a 4 nm
down-converted wavelength of 1309 nm since the wavelengths of pump 1 and
probe are fixed. The FWM efficiency, SBR and peak power of idler 2.1 and idler 1
are depicted in Fig. 3.17 in dependence of the wavelength of idler 2.1. The figure
exhibits in addition a detuning [34] Δλ=0.5 λprobe − λidler 2.1

� �
.

Fig. 3.16 FWM a efficiency and b SBR improvement for increasing SOA length in dependence
of the detuning. The wavelength and input power of pump and probe signal as well as the SOA
current density are given in the figure. Both figures share the same legend. Reprint of [34]
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The efficiency and SBR of idler 1 are nearly unaffected by the position of
pump 2. Only at very small positive detuning, both values show a slight decrease
possibly due to some cross-talk. This could be induced by direct interaction among
the two pumps or the large number of additional FWM products and hence the
reduced gain.

The idler 2.1 up and down-conversion efficiency is comparable for the smallest
tested detuning equivalent of 5 nm. Both, the up and down-conversion efficiency,
are reduced with increasing detuning, but the up-conversion remains at first more
efficient than the down-conversion. The larger gain on the up-conversion side for
smaller detuning indicated by the ASE peak can explain this result. Both conversion
efficiencies show only a difference of 2.5 dB for the largest tested detuning,
equivalent to ±15 nm. The dual-pump up and down conversion is thus much more
symmetric than in a single-pump configuration, but is not significantly improved for
down-conversion. In contrast, the idler 2.1 SBR is significantly improved for both,
up and down-conversion, and is in addition more symmetric than for the
single-pump case. The SBR of idler 2.1 exceeds 20 dB in the entire detuning
equivalent range of 30 nm (from −15 to +15 nm). The conversion efficiency
exceeds −30 dB in nearly the entire detuning equivalent range. The converted
idler 2.1 peak power exceeds −30 dBm (−24 dBm) required for an error-free
detection of differential (quadrature) phase-shift keying (D(Q)PSK) signals. Hence,
a dual-pump scheme enables conversion distances across the entire spectral gain
bandwidth, i.e. a wavelength range of up to 60 nm around pump 1.

3.5.4 FWM of D(Q)PSK Signals

Wavelength conversion of OOK signals at large symbol rates has been achieved
using FWM in QD SOAs [25, 39]. Future optical networks will require additionally

Fig. 3.17 FWM a peak power, b efficiency and c SBR of idler 1 and idler 2.1 in dependence of
the wavelength of idler 2.1. The fixed wavelength position of pump 1, probe and idler 1 are
marked with the vertical lines (dash-dot) in the center of each graph. A detuning equivalent given
by half the probe-idler 2.1 wavelength difference is plotted as the top x-axis in all three graphs to
simplify the comparison to the single-pump detuning dependence e.g. shown in Fig. 3.14 (Note the
axis direction is inverted). All figures share the same legend. Reprint of [34]
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modulation format transparent wavelength converters, since these networks will use
both, amplitude and phase-coded signals. FWM-based wavelength conversion of
phase-coded signals will require the generation of a sufficiently fast phase grating
similar to the fast gain grating used for OOK modulated signals. Conversion of up
to DPSK and QPSK modulated signals up to 40 GBd and 25 GBd, respectively,
using QD SOAs has been demonstrated in [90, 101, 102]. Here we demonstrate the
conversion of phase-coded signals at large symbol rates of 40 GBd for DPSK and
DQPSK for single- and dual-pump configurations.

The D(Q)PSK transmitter generates a 40 GBd D(Q)PSK probe signal with a
wavelength of 1313 nm using a modulator cascade. A dual-drive Mach-Zehnder
modulator generates first a DPSK signal and a subsequent phase modulator trans-
forms it into a D(Q)PSK signal. The modulators are driven with an electrical
40 Gbs PRBS 27 − 1 bit sequence, limited by the modulator characteristics. The
pump 1 is set to a wavelength of 1311 nm. Probe, pump 1 and pump 2 are com-
bined and injected to the QD SOA with their polarization aligned to the TE axis.
The power level of each of the three signals, as well as the wavelength of pump 2,
are adjustable. A filter following the SOA is used to separate the signal to be
measured from others (compare Fig. 3.13). The blocked signals are suppressed by
more than 30 dB with respect to the signal to be measured. The 40 GBd D(Q)PSK
signal is detected with a pre-amplified differential detection receiver based on a
delay interferometer and a balanced detector. The signal quality is evaluated by
BER measurements without offline processing and compared to the back-to-back
(BtB) configuration, provided by bypassing the device under test. For DQPSK, the
BER was measured twice, with a phase difference of 90° of the interferometer. The
retrieved errors are added up. Setup details can be found in [34].

The device under test is the 5 mm long QD SOA No. 5 (see Table 3.1).
The SOA is driven with a current of 900 mA and the ASE peak appears at a
wavelength of around 1319 nm. At a wavelength of 1310 nm, the linear gain as
well as a 3 dB saturation input are 21.5 dB and −3.6 dBm, respectively.

3.5.4.1 Single-Pump FWM

A 4 nm wavelength down-conversion to 1309 nm is considered here for a
single-pump configuration, i.e. in absence of the pump 2. The receiver power
required for a BER of 10−9 is −30.4 dBm (−21.6 dBm) for the D(Q)PSK modu-
lated signal.

At a BER threshold of 10−9, the wavelength converted DPSK signal shows a
slightly improved receiver power −30.6 dB presumably caused by a marginal
change of the receiver sensitivity upon the wavelength shift of 4 nm. Hence, the
QD SOA enables an error-free wavelength down-conversion of a 40 GBd DPSK
signal by 4 nm without any signal degradation.

The wavelength converted DQPSK signal shows a receiver power penalty below
1.6, i.e. a larger receiver input power is required for a BER threshold of 10−9, which
could be caused by the modulator cascade characteristics [34]. The 40 GBd D(Q)
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PSK signal is converted by 4 nm from 1313 to 1309 nm with a receiver power
penalty well below 2 dB.

3.5.4.2 Dual-Pump FWM

In contrast to single-pump FWM, dual-pump wavelength conversion is possible for
a huge spectral range up to 60 nm. In such experiments, the wavelength depen-
dence of the setup, of the transmitter and the receiver, must be taken into account.
BER measurements show only the wavelength dependence of the coupled
transmitter-receiver system, but not the dependence of the individual parts. The
latter would be required because the wavelength converter leads to different
wavelength of receiver and transmitter. Hence, one cannot distinguish between
penalty changes caused by the wavelength converter and the system. To get an idea
of the wavelength dependence of the system, two other BtB configurations are
recorded, by changing the probe wavelength to 1288 nm and 1323 nm, respec-
tively. The receiver input power levels required for BER thresholds of 10−9 and
10−3 are listed in Table 3.2. Figure 3.18 depicts the penalties for 40 GBd D(Q)PSK
wavelength conversion as a function of the wavelength of idler 2.1.

An error-free 40 GBd DPSK wavelength conversion is observed for a wave-
length range of 45 nm from 1283 to 1328 nm. A conversion up to 1343 nm, as
demonstrated for the static wavelength conversion is limited by the wavelength
dependent receiver sensitivity due to the gain bandwidth of the fiber amplifiers. The
penalties for the wavelength down-converted signal obtained at a BER of 10−9

range from −0.6 to +1.8 dB, using the 1313 nm BtB measurement as reference. In
contrast, the penalties for the wavelength up-converted signal ranges from +0.8 to
+6.1 dB. Using the references localized within the corresponding wavelength
range, the penalties increase by 1.2 dB and decrease by 1.6 dB for the down and
up-conversion, respectively. Hence, the wavelength dependence of the
transmitter-receiver system, particularly the sensitivity of the receiver at large
wavelengths, slightly limit the conversion range.

40 GBd DPSK wavelength conversion is achieved within a range of 40 nm
(1283–1323 nm) with a penalty below 3 dB for both BER thresholds. This range
can be extended to 45 nm for lower penalty requirements. The receiver sensitivity
limits the long wavelength side representing wavelength up-conversion. Based on
the static FWM properties, in particular the peak power and SBR, down-conversion

Table 3.2 List of modulation format dependent receiver input power of the differential detection
receiver measured in BtB configuration for different wavelengths

Modulation type BER threshold Receiver input power
1288 nm 1313 nm 1323 nm
dBm dBm dBm

DPSK 10−9 10−3) −31.6 (−37.7) −30.4 (−36.6) −28.8 (−34.4)
DQPSK 10−9 (10−3) −23.6 (−32.3) −21.6 (−30.4) −21.2 (−29.4)
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within the entire static conversion range of 60 nm seems to be feasible, using a
receiver with an improved spectral bandwidth. The large conversion range of at
least 30 nm would be symmetric for up and down conversion.

The detection of the converted 40 GBd DQPSK signal suffers from the low
receiver sensitivity described above for DPSK. Its impact on the DQPSK signal is
even worse, since the power budget is significantly smaller than DPSK. However,
an error-free BER of 10−9 can be reached for wavelength up and down-conversion
to 1319 nm and 1303 nm, respectively, only limited by the available receiver
power. The penalties are below 3 dB.

The 40 GBd DQPSK signal can be converted within a range of 35 nm for a BER
of 10−3. This range is again limited on the large wavelength side by the receiver
sensitivity. The observed penalties vary within a range of −1.2 to 3.3 dB and −0.4
to 2.2 dB, using the 1313 nm BtB and the localized BtB measurements as refer-
ences, respectively. The penalties of the converted DPSK and DQPSK show a
comparable performance at a BER of 10−3. The large spectral range observed for
DPSK signals is limited in case of the DQPSK by both, the receiver sensitivity and
the reduction of the output peak power of idler 2.1 with increasing conversion
distance.

Still DQPSK wavelength conversion is achieved at 40 GBd within a range of
16 nm (1319–1303 nm) and 35 nm (1288–1323 nm) with a penalty below 3 dB for
BER of 10−9 and 10−3. An improved receiver sensitivity could enable DQPSK
wavelength conversion across a wavelength range as large as that obtained for the
DPSK signal, since the static SBR should be sufficient.

The fast gain dynamics of QD SOAs even in deep saturation ensures a suffi-
ciently fast modulation of the gain and refractive index grating. Thus, wavelength
conversion of high symbol rate OOK signals is feasible [25, 39, 85]. We demon-
strated here sufficiently fast modulation of the phase grating enabling the conver-
sion of high symbol rate phase-coded signals, i.e. 40 GBd D(Q)PSK signals.

Fig. 3.18 Receiver power penalty versus the wavelength of the converted idler 2.1 for a the
40 GBd DPSK and b the 40 GBd DQPSK modulated signal. The penalty is evaluated with the
probe BtB measurement (wavelength at 1313 nm) as a reference across the entire converted
wavelength span at two different BER thresholds (closed symbols). In addition, the penalty is also
evaluated for the short and long wavelength region using the 1288 nm and 1313 nm BtB
measurement as a reference, respectively (open symbols). The fixed wavelength position of
pump 1, probe and idler 1 as well as the alternative BtB signals are marked by the vertical lines
(dash-dot). Reprint of [34]
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3.6 Summary

QD based SOAs are enabling devices for cost and energy efficient up and down
stream multiple wavelength division multiplexing in access and metropolitan area
networks. Slow interaction between carriers bound to separate ensembles of
quantum dots or in ground and excited states, together with fast gain recovery of
QDs by down scattering from carrier reservoirs at much higher energies are unique
for quantum dots. These unique properties enable multi-channel dual-band ampli-
fication free of cross talk.

Equally important for applications is the decoupling of the physical origin of
gain and phase in amplifiers. The gain is governed by the QD population, which
easily can be driven in inversion, whereas the phase is controlled by the carrier
reservoir. The ultrafast gain dynamics of QD SOAs even in deep saturation enables
fast modulation of the gain and refractive index. Thus the generation of phase coded
signals by direct modulation of QD SOAs is possible up to very large frequencies.

Much beyond that, nonlinear applications like fast conversion of large symbol
rate phase-coded signals, i.e. 40 GBd D(Q)PSK signals, are enabled by the specific
nature of QDs. The wavelength conversion ranges are presently only limited by the
wavelength dependent receiver sensitivity and can be increased to at least 60 nm
(35 nm) for D(Q)PSK signals. Hence, QD SOAs enable wavelength conversion of
40 GBd and more phase-coded signals.

QD SOAs will become game breaking devices for linear applications as well as
for energy efficient all optical wavelength conversion, required for signal processing
in modulation format transparent future ANs and MANs.
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Chapter 4
Quantum-Dot Mode-Locked Lasers:
Sources for Tunable Optical and Electrical
Pulse Combs

Dejan Arsenijević and Dieter Bimberg

Abstract In this chapter optical and electrical properties of quantum-dot
mode-locked semiconductor lasers as well as applications based on these devices
are discussed. Section 4.1 gives a short overview of different pulse generation and
mode-locking techniques, with the main focus on passive mode locking, as well as
details on the laser design and advanced features of quantum-dot devices.
Timing-jitter reduction and frequency-tuning techniques (hybrid mode locking,
optical injection and optical self-feedback) are compared in Sect. 4.2. Section 4.3 is
devoted to applications of mode-locked lasers in photonic terahertz signal gener-
ation and optical data communication systems.

4.1 Quantum-Dot Mode-Locked Lasers

Short optical pulses from semiconductor lasers can be generated in a variety of
ways. The simplest approaches are based on switching the gain (gain-switching) or
the resonator quality (Q-switching) of a laser, which is initially emitting in the
continuous-wave (CW) regime. Pulse widths down to single-digit picoseconds were
reported [1, 2]. Generation of much shorter pulses at frequencies far beyond the
intrinsic laser bandwidth is possible using mode-locking (ML). Here, the phases of
the longitudinal modes of the laser are locked. A pulse train at a repetition rate
corresponding to the inverse of the cavity round-trip time is emitted. Three ML
techniques exist for semiconductor lasers. Active ML is based on direct modulation
of the drive current at a frequency equal to the mode spacing or at their

D. Arsenijević (✉) ⋅ D. Bimberg
Department of Solid-State Physics, Technische Universität Berlin, Hardenbergstr. 36, 10623
Berlin, Germany
e-mail: dejan@arsenijevic.eu

D. Bimberg
e-mail: bimberg@physik.tu-berlin.de

D. Bimberg
King Abdulaziz University, Jeddah, Saudi Arabia

© Springer International Publishing AG 2017
G. Eisenstein and D. Bimberg (eds.), Green Photonics and Electronics,
NanoScience and Technology, DOI 10.1007/978-3-319-67002-7_4

75



sub-harmonics. For large frequencies, suitable external modulation sources do not
exist. Passively ML lasers (PMLLs) incorporate an additional element in the cavity,
a saturable absorber, which, as well as the gain section, is direct current (DC) bi-
ased. No external radio-frequency (RF) reference source is needed. PML presents
the basis of stable and compact devices generating ultra-short pulses of a few
hundreds of femtoseconds at several hundreds of GHz. Hybrid ML (HML), com-
bines active and PML. The reverse bias of the saturable absorber is additionally
modulated here by a RF signal. Strongly reduced timing jitter of the optical comb
and external synchronization to other devices result.

MLLs are strategic devices for a large variety of applications. For THz photonics
[3] and radio-over-fiber systems [4], MLL can simplify the source/transmitter
architecture. In high bit-rate optical communication networks [5], MLLs are utilized
as optical clocks and, in combination with modulators, as transmitters for optical
time-division multiplexing (OTDM) systems. Other applications in communica-
tions comprise multi-carrier generation [6] and all-optical sampling [7].

PML in a quantum-dot (QD) monolithic two-section MLL has been first reported
by Huang et al. [8]. Progress has been made since then focusing on narrow pulse
width and high fundamental repetition rates ranging from 5 to 80 GHz [9, 10]. QDs
as gain media for MLLs feature several decisive advantages [11] as compared to
quantum-well (QW) lasers. The inhomogeneous distribution of QD sizes and
shapes in the self-organized Stranski-Krastanov growth mode leads to inhomoge-
neously broadened gain spectra and thus, if all modes are locked, to very narrow
pulses. Transparency current densities as low as 6 A/cm2 per QD layer were
reported [12]. A low threshold current density and internal quantum efficiencies
exceeding 90% result in a low amount of dissipated heat. Most of the QD MLLs are
operating slightly above the threshold, thus less chirped pulses are present. Tem-
perature insensitive threshold currents were reported for p-doped devices [13] up to
80 °C. Saturable absorbers based on QDs exhibit fast recovery on the order of
700 fs under large reverse bias [14], enabling the generation of sub-picosecond
pulses at large frequencies. The timing jitter of MLLs is a result of random fluc-
tuations of the photon density, the gain and the effective refractive index caused by
amplified spontaneous emission (ASE). Compared to QWs, QD MLLs exhibit
lower levels of ASE [15], which directly reduces the jitter.

4.1.1 Device Structures

The experimental investigations presented in this chapter are carried out using
two-section AlGaAs/GaAs QD MLLs with a monolithically integrated saturable
absorber. The laser structure is grown by molecular beam epitaxy. In order to
ensure sufficient gain, the active region consists of 5–15 InAs QD layers. We focus
here on 10 QD layers. The emission wavelength of 1310 nm, the zero-dispersion
point of a standard single-mode fiber (SMF-28), is achieved by overgrowth of the
QDs with an InGaAs layer, referred to as dot-in-a-well structure. P-doping of GaAs
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spacers between QD layers prefills the hole states, speeds up the recovery of the
ground-state population and provides temperature insensitivity of the threshold
current [16]. Details on the growth and the laser structure can be found in [17, 18].
The wafers are processed into ridge-waveguide edge emitters with stripe widths of
typically 1–5 µm, here 4 µm. Strong index guiding of the optical mode and sup-
pression of current spreading is achieved by etching through the active region.
Combined with a narrow stripe width, transverse single-mode emission and high
coupling efficiencies into a fiber are provided. Polymer interlayers minimize par-
asitic capacitances such that the absorber section can be effectively modulated by an
external RF signal. The fundamental repetition frequency f of the MLL, given by
f = c/2nL, where c is the speed of light in vacuum and n the effective refractive
index, is equal to the spacing of the longitudinal modes, which in turn is defined by
the resonator length L. Thus, a cavity of 1 mm yields a repetition frequency of
∼40 GHz. The ridge width and particularly the length ratio of the gain to the
absorber section (typically ranging from 3:1 to 10:1) are crucial design parameters
of monolithic MLLs defining the optical and electrical properties of the pulse train
as well as the bias range where complete mode locking occurs [19]. The two
sections are formed by etching a ∼20 µm gap in the metallization and the upper
highly doped contact layer, ensuring electrical isolation of >10 kΩ. The MLL
chips, reported here, contain a 900 µm long gain section and a 100 µm saturable
absorber. The laser facet at the absorber side is coated for high reflectivity of 99%,
the gain-section facet is as cleaved (32%). Data transmission experiments (see
Sect. 4.3.2) require stable long-term operation of the transmitter. Therefore, the
MLL chips are packaged into modules including a thermo-electric cooler and a
lensed SMF-28 coupling [20]. In order to allow the modules to be operated in the
HML mode, a narrowband bias-tee is integrated as well as an impedance matching
network in the RF path to the absorber. Reflection coefficient levels of −20 dB at
the desired frequency is evidence of a strongly improved impedance matching to 50
Ω termination. Impedance matching enables the modules to operate in the HML
regime using moderate RF powers. Additionally, the RF extraction efficiency,
which is the most critical issue in generating THz signals by means of a MLL, is
decisively increased (see Sect. 4.3.1).

4.1.2 Passive Mode-Locking

PML in semiconductor lasers eliminates the need for an external modulation source.
The pulse generation is based on the nonlinear absorption characteristics of the
saturable absorber, leading from primary random to a defined phase relation
between the longitudinal modes. Both, absorption and gain dynamics influence the
pulse train. In steady state, unsaturated losses exceed the gain. However, once an
optical pulse enters the absorber, its leading edge is absorbed, i.e. the pulse is
shortened, and the absorber saturates. Loss saturation occurs faster than gain sat-
uration, which means that the absorber saturation energy is less than that of the gain
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medium. Both recover to the initial high net-loss state after a certain time, thereby
building a net-gain window which determines the pulse characteristics. Saturable
absorbers in semiconductor lasers are termed as slow [21]. The trailing edge of the
pulse might be only partially attenuated during its transit through the absorber
section. Beside other causes like spectral bandwidth limitations, waveguide dis-
persion, self-phase modulation or spontaneous emission noise, the pulse broadening
process is attributed for the main part to gain saturation in the gain section [22]. The
importance of saturation energies and absorber recovery times are evident. The ratio
of the gain to the absorber section saturation energies, i.e. the key pulse forming
parameter, increases for QWs [22] and even further for QDs [23] as compared to
bulk active material, due to the reduction in differential gain with increasing carrier
density owing to the step-like (QWs) and discrete (QDs) density-of-states function,
respectively. A fast recovery of the saturable absorber to the high net-loss level
before arrival of the subsequent pulse preventing noise, is mandatory for stable ML
operation, especially at large repetition frequencies. The recovery time can be
decisively reduced by applying a large reverse bias to the absorber, which enhances
the carrier sweep rate out of the active region, as long as the photon energy is still in
resonance to the band gap in these large electrical fields. Ultra-fast recovery times
of 700 fs under a bias voltage of −10 V are reported for 1.31 µm QD-based
absorbers, attributed to direct carrier tunneling out of the QD ground state [14].

The color-coded 2D map in Fig. 4.1 shows a typical optical pulse-width
dependence on bias conditions for a 40 GHz QD PMLL with a gain-to-absorber
length ratio of 9:1. The full-width at half-maximum (FWHM) of the deconvoluted
pulse width, derived from autocorrelation measurements assuming a Gaussian pulse
shape, ranges from 2 to 9 ps. Depending on the bias point, different operating
regimes are observed. In general, QD MLL exhibit complete ML across much
wider bias ranges as compared to QW devices [24]. Here, complete ML extends
over gain currents and absorber biases of 25–95 mA and −0.5 to −10 V, respec-
tively. Basically, ML is established at the onset of lasing. For relative short
absorbers and increasing current, after zero intensity, pure Q-switching and

Fig. 4.1 Pulse FWHM
dependence on gain current
and absorber voltage at room
temperature. The
deconvoluted pulse width is
derived from autocorrelation
measurements assuming a
Gaussian pulse shape
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Q-switched ML can occur prior to fundamental ML, incomplete ML (pulses with
CW background) and finally CW lasing at large currents [25]. The Q-switching
mode is restricted to a very narrow range of 1–2 mA. For longer absorbers,
Q-switching disappears completely. Moreover, wider ML regions, narrow sub-ps
pulses and larger optical powers are feasible, owing to increased saturable
absorption, reduced pulse-broadening in the gain section and larger gain saturation
energy, respectively [19, 23]. For a constant current value and increasing reverse
bias up to −8.5 V, the pulse width decreases exponentially, in agreement with the
exponential dependence of the absorber recovery time on the voltage [26]. At
absorber voltages exceeding −8.5 V, the pulse width increases again due to a
redshift of the absorption spectrum caused by the quantum-confined Stark effect
[27].

The product of the temporal and spectral FWHM is termed the time-bandwidth
product. A given spectral bandwidth enables the generation of pulses exhibiting a
certain minimum temporal width. The more modes are locked, the narrower the
resulting pulse is. However, the number of phase-locked longitudinal modes
depends on the MLL design and the carrier injection level. Fourier-limited optical
pulses from two-section QD MLLs have been reported at different repetition fre-
quencies: 10 ps at 18 GHz [28], 3 ps at 50 GHz and 0.78 ps [29] at 24 GHz [26].
A detailed analysis of the true pulse shape, its phase and chirp, basing upon
frequency-resolved optical-gating measurements, can be found in [30].

4.2 Jitter Reduction and Frequency Tuning

The properties of pulse sources are not sufficiently described by the pulse duration
and the pulse shape, but depend equally on their timing jitter and amplitude noise.
Pulse trains generated by PMLLs exhibit relatively large timing jitter, as well as a
large optical linewidth and thus do not meet requirements for high-speed systems or
optical sampling, making them initially ineffective for such applications. The
introduction of phase-noise reduction techniques is required.

The precision of the laser cavity definition is defined by the accuracy of the
cleavage technique. A standard method, diamond scribing followed by mechanical
break, depends on the experience of the operator and results in typical length
variations of minimum ±5 µm. For a monolithic 40 GHz MLL chip, the corre-
sponding frequency deviation is then ±200 MHz. Universal techniques allowing
the tuning of the device repetition rate thus become essential to match the MLL
frequency to the desired one.

Different approaches exist to control the frequency and improve at the same time
the timing jitter and the optical linewidth of MLLs. In this section, HML, optical
injection and optical self-feedback (OFB) are discussed.

Conventionally, the phase-noise characteristics of pulse sources are specified by
the timing jitter as the figure-of-merit. The optical output of a MLL, which is
detected using a large-bandwidth photodetector and an electrical spectrum analyzer,
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finally results in a frequency-dependent electrical current. RF spectra and
single-sideband (SSB) phase-noise traces can be measured. The integrated
root-mean-square (rms) timing jitter is calculated by integrating the SSB
phase-noise power spectral density, according to von der Linde’s method [31]:

σrmsi ðfl, fuÞ= 1
2πnfc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where L(fΔ) denotes the SSB phase-noise spectral density at the frequency offset fΔ
with respect to the carrier frequency fc, n is the number of harmonics at which the
phase noise is measured, while fl and fu are the lower and upper frequency
boundaries across which L(fΔ) is integrated. The integrated rms timing jitter is often
quoted as a single number, without giving the integration interval. Different inte-
gration widths and boundaries are used in reports, ranging from 100 Hz to 5 GHz,
which makes a comparison of different device reports difficult. According to the
ITU-T recommendation for telecom applications, the specified integration range for
40 GHz pulse sources is from 16 to 320 MHz [32]. In this chapter, the integrated
timing jitter is calculated using integration borders of 10 kHz to 1 GHz. Depending
on the particular device used in each subsection and its operating conditions, the
timing jitter values of the PMLLs differ, but are always in the range of 3.8–9 ps.

Von der Linde’s method is well suited for active or hybrid ML, where an
external reference source is used and the carrier is shaped as a narrow line on a
pedestal. However, the noise characteristics of PMLL differ fundamentally [33], as
PML is dominated by broadband spontaneous emission and operates without pre-
cise timing of the net-gain window. Consequently, broad RF linewidths and non-
stationary timing-jitter fluctuations [34] are present. For large fluctuations and
integrated-jitter values exceeding single-digit picoseconds, the measurement system
is not able to track the carrier frequency and amplitude, and thus the measurements
fail. Due to the absence of a restoring force in PMLLs, the timing of each pulse is
correlated to that of the previous one. The issue of timing-jitter fluctuations is
expressed by diffusion theories for Gaussian processes, leading to a model, where
the pulse-to-pulse rms timing jitter can be determined from the SSB phase-noise
spectral density [35]. In another approach [36], the RF linewidth of the first har-
monic is linked to the pulse-to-pulse rms timing jitter, which is calculated using:

σrmsp− p =T

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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2π
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where ΔυRF, N and T denote the FWHM of the Lorentzian fit of the carrier line in
the electrical spectrum, the number of periods between the two compared pulses
and the pulse repetition period, respectively. As only the RF linewidth is a
figure-of-merit, the pulse-to-pulse rms timing jitter of PMLL is obtained prefer-
entially using this method.
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An optical time-domain method to directly determine timing fluctuations and
jitter is based on cross correlations generated by means of a second-harmonic
generation in a nonlinear crystal [37]. The increase of the cross-correlation width as
compared to that of the autocorrelation is caused by the timing jitter. The advantage
of this method is its frequency scalability, whereas electrical spectrum analyzers
and telecommunication-bands photodetectors are limited to 67 GHz (higher fre-
quencies are only accessible using mixers) and 100 GHz, respectively. However, in
case of wide pulses exhibiting much smaller timing jitter, the measurement error of
the optical method strongly increases.

4.2.1 Hybrid Mode-Locking

A common technique to reduce the timing jitter and establish a frequency locking
range of a two-section MLL is HML. Since the first demonstration using a 10 GHz
QD MLL [38], a steady device improvement has led to decisive jitter reductions,
e.g. 190 fs for a 40 GHz laser [39]. However, the HML capabilities of monolithic
QD-based lasers, especially in terms of the locking range, still lag behind the one of
QW devices [23].

HML is based on electrical modulation of the absorber reverse bias and enables
reliable synchronization with other devices in a system and a precise matching of
desirable frequencies. The DC bias of the absorber section together with a super-
imposed low-noise sinusoidal RF signal defines precisely the timing of the net gain
window and suppresses background noise. Sidebands of each longitudinal mode are
generated with spacing equal to the MLL frequency resulting in strong reduction of
jitter. The external modulation of the reverse absorber voltage, which is provided by
a low-noise and large RF-power synthesizer or voltage-controlled oscillator, is
described by Ṽ [1 + A cos(Ωt)], where Ṽ, A and Ω are the DC component, the
amplitude and frequency of the absorber bias modulation, respectively. HML
allows tuning of the device repetition rate by changing Ω.

For various absorber and gain section bias parameters, the external frequency is
varied around the cavity repetition rate of the MLL in order to ascertain the locking
range. The criterion to consider operation as locked to the external signal is a
sideband-suppression ratio larger than 30 dB, which is determined from electrical
spectra. Figure 4.2a and b illustrate representative electrical spectra for a synthe-
sizer frequency of 40.93 and 40.96 GHz, namely a locked and an unlocked solu-
tion, respectively. If the MLL is synchronized to the external signal, a single and
narrow carrier line is present. Otherwise, multiple beat products of the external and
the PML frequency are observed. The transition from locked to unlocked regime is
rather sharp.

The frequency of the external RF signal is usually chosen to be close to the PML
frequency. The timing jitter and the locking range strongly depend on the bias point
of the MLL and the modulation voltage of the external signal. Within the locking
range at any bias point, the MLL follows the external RF signal, but exhibits
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different jitter values. Lowest integrated jitter values ranging from 190 fs to 2.2 ps
for various pairs of gain current and absorber bias are depicted as color-coded map
in Fig. 4.2c. The modulation voltage of the external RF signal is 2.67 Vp-p

(peak-to-peak voltage). Jitter values below 500 fs are observed in a wide range
above 50 mA and thus in regions where broader pulses are generated. HML enables
a decisive improvement of the timing jitter by reducing the electrical RF linewidth,
while the optical properties of the pulse train are unaffected, i.e. the width and shape
of the pulses as well as the optical spectra remain the same.

A maximum locking range of 32 MHz for a single operating point is measured at
low bias values. The absorber section of a MLL chip is an unmatched load and the
external modulation voltage is partially reflected from it. A more sufficient seeding
of the external RF signal is achieved by impedance matching, as described for the
MLL module in the first section, and the maximum locking range extends to
53 MHz even at a lower modulation voltage of 2.0 Vp-p (10 dBm). As expected, an
optimized impedance-matched electrical circuit translates to an efficient RF power
transfer to the laser chip and thus to improved HML characteristics. At the same
time, a lower RF power consumption is achieved. Only such devices have the
potential to reduce noticeably the operating cost and replace expensive RF syn-
thesizers with RF amplifiers by compact voltage-controlled oscillators. However,

Fig. 4.2 Electrical spectra at the 60 mA/−6 V bias point for an external RF of a 40.93 GHz
(locked case) and b 40.96 GHz (unlocked case). c Two-dimensional map of the minimum
integrated jitter as a function of gain-section current and absorber-section bias. d Integrated jitter
values as a function of the synthesizer RF within the respective locking range for two different
operating points (red 50 mA, −6 V and black 60 mA, −6 V)
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under HML, QW-based devices have still outperformed QD MLLs in terms of
timing jitter [40] and locking range [41]. This disadvantage is mainly attributed to
the smaller confinement factor and quantum-confined Stark shift of QD absorbers,
reducing the modulation efficiency [42, 43].

Figure 4.2d shows the dependence of the integrated jitter on the synthesizer fre-
quency measured at two different operating points, 50 mA/−6 V and 60 mA/−6 V,
for a constant RF voltage of 2.67 Vp-p. The jitter values range from 361 to 892 fs and
from 231 to 517 fs, respectively. For both operating points similar and sharply
bounded locking ranges of 15–16 MHz are observed. However, a non-negligible
jitter deviation for the first operating point (50 mA/−6 V) is found, whereas for the
second operating point the jitter remains relatively constant and increases signifi-
cantly only at the locking-range boarders. The jitter gradient within the locking range
obviously strongly depends on the bias point of the MLL. Generally, the locking
range decreases with increased absorber voltage and increases again for large reverse
biases (>8 V). The pulse width follows the same trend: shorter pulses with larger
peak power exhibit smaller locking ranges [44] as well as larger timing jitter
(Fig. 4.2c). This phenomenon is in agreement with simulations of the locking-range
dependence on the ratio of the saturation energies in the absorber and gain sections
[45], which is a key mode-locking parameter [46]. An increase of this ratio leads
usually to more stable mode locking and improved pulse quality [47]. A similar
decrease of the locking range is observed with the increase of the bandwidth of the
spectral filtering, which also yields narrower pulses [45].

Both values, the locking range and timing jitter depend on the modulation
voltage of the external RF signal. The locking range increases linearly with the
modulation amplitude for all operating parameters. The boundaries of the locking
range for modulation voltages from 0 V (PML case) to 2.89 Vp-p image a locking
cone (black curves in Fig. 4.3a) with a maximum width of 17.6 MHz, which is
almost symmetric to the PML frequency (grey line) at low voltages, but exhibit an
asymmetry to lower frequencies for increasing voltage. The operating point was

Fig. 4.3 a Modulation voltage dependence of the locking range cones and b minimum jitter
values of the ∼40 GHz HMLL under synthesizer RF around the native (black) and half of the
MLL frequency (blue). The operating point is 50 mA/−6 V
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50 mA/−6 V. Depending on the bias point of the MLL and the properties of its
surroundings, the strength of the asymmetry varies and is related to the nonlinear
pulse frequency dependence on the pulse amplitude, a nonlinear resonance phe-
nomenon [48].

For hybrid MLL at much larger frequencies than ∼40 GHz it is challenging to
provide an adequate synthesizer signal. However, hybrid mode locking can also be
initiated by applying an external RF at approximately half of the MLL frequency
(here around 20.465 GHz). This approach has led to a strongly red-shifted asym-
metry of the locking cone [49], typical of a sub-harmonic resonance [50], with a
maximum locking range of 6.6 MHz at 4.21 Vp-p (blue curves in Fig. 4.3a).
Modulation voltage dependence of timing jitter for native and sub-harmonic
modulation RF signals is illustrated in Fig. 4.3b showing minimum values of 326 fs
and 381 fs for native and sub-harmonic modulation RF signals, respectively. The
implementation of sub-harmonic RF signals enables HML at twice the synthesizer
frequency, still exhibiting sufficient jitter reduction at the expense of a larger
modulation voltage and a narrower locking range [51].

4.2.2 Optical Injection

Light injection of an external laser source, exhibiting narrow optical linewidth, into
a MLL is known to be an effective optical method for jitter reduction. Besides the
jitter improvement, optical injection is utilized to decisively narrow the optical
linewidth of the MLL. The optical linewidth of a single longitudinal MLL mode is
in the order of 10 MHz and thus too larger for emitters used in coherent systems
[52]. Single-tone CW injection into an actively mode-locked extended-ring-cavity
laser has led to a linewidth narrowing down to 20 kHz [53]. Phase locking of all
longitudinal modes to the external laser in QW devices has been demonstrated [54].
For QD-PMLLs oscillating in the ground state, phase- and amplitude-noise
reduction is achieved by pulse injection at its excited-state wavelength [55] as well
as by CW ground-state injection showing no instabilities at zero detuning frequency
[56]. In [57], single-tone injection at a cavity mode is shown to shift the emission
spectrum of the MLL. The optical spectrum, detuned by up to 15 nm, does not
overlap with the native one, thus enabling the MLL to operate on at least two
different wavelength channels. All these observations suggest that the noise and
tuning characteristics of HMLLs could be further improved by optical injection
seeding. However, the jitter and optical linewidth reduction and the wide frequency
tuning capability are usually accompanied by residual distortion of the pulse
emission due to fundamental changes of the emitted optical spectrum under
injection. Moreover, the stability and particularly the reproducibility of the injection
seeding techniques have to be judged carefully.

In case of CW single-tone injection, the light from a tunable laser source (master
laser), featuring a narrow optical linewidth of below 200 kHz and allow fine tuning
of the wavelength and power, is injected through the as-cleaved gain-section facet

84 D. Arsenijević and D. Bimberg



of the MLL (slave laser) via a fiber circulator. A polarization controller is necessary
to match the polarization of the injection seed and the slave. The MLL, operating in
the hybrid regime using a 14 dBm modulation swing, exhibits, for the chosen bias
conditions, a 620 fs timing jitter, a frequency tuning range of 10 MHz, a pulse
duration of 3.1 ps and a 10 nm optical spectrum width at −10 dB level (Fig. 4.4a).
When the slave laser is locked to the master, its optical spectrum narrows with the
majority of modes red shifted from the injection wavelength, here 1288.44 nm
(Fig. 4.4b). Optical spectrum narrowing causes pulse broadening, here an increase
from 3.1 to 4.8 ps. Although still well distinguished pulses are observed, the pulse
train is tainted with a significant CW background (40% of the pulse amplitude) due
to the large injection power, which becomes a critical parameter.

For a 770 µW injection power and a wavelength of 1288.44 nm, the optical
linewidth of the injection-locked HMLL is similar to the one for the master laser
(∼200 kHz), demonstrating complete optical linewidth reduction for the MLL. The
integrated jitter is reduced by factor of ∼3, down to 240 fs. By varying the
wavelength of the external-cavity laser on the sub-nm scale, the frequency of the
MLL can be changed. The frequency tuning range, benefiting from the narrower
spectral width of the injection-locked MLL, is strongly increased compared to the
free-running HMLL and reaches a maximum of 167 MHz. When the absorber
section of the MLL is modulated using a lower RF swing (9 dBm), while the
optical injection settings are kept constant, the locking range decreases down to
40 MHz and the integrated jitter increases to 365 fs. This result confirms the
interaction of the optical injection seeding and the electrical modulation and their
correlated influence on the laser emission. Although improved properties of the
HMLL under optical single-tone injection and, once the slave laser is locked,
long-term stability are provided, the system is accompanied by locking hysteresis
and is difficult to control.

Injection locking via two coherent lines has been demonstrated for both, lon-
gitudinal single-mode lasers [58] and MLLs [59], yielding improved control of the
slave laser parameters. For dual-tone injection, the light from the tunable laser

Fig. 4.4 Optical spectrum of a the HMLL and b injection-locked HMLL. The seed wavelength is
indicated by the arrow. The injection power and wavelength are 770 μW and 1288.44 nm,
respectively
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source is additionally modulated by means of a Mach-Zehnder modulator (MZM).
The modulator, which is biased at its transmission minimum, is driven using a
sinusoidal signal with a 2 × Vπ swing at half the repetition frequency of the MLL.
Consequently, two coherent sidebands with a distance corresponding to the MLL
repetition frequency are generated, while the optical carrier is suppressed. In con-
trast to signal-tone injection, the repetition rate tuning of the MLL is controlled by
varying the spacing between the sidebands, i.e. by changing the modulation fre-
quency applied to the modulator.

Similar to the CW injection seeding, dual-tone injection leads to optical spec-
trum narrowing and a red shift as well as pulse width broadening. Optical linewidth
measurements reveal a ∼135 kHz wide beat product, thus showing an all-modal
optical linewidth reduction. The injection power has a major influence on the slave
characteristics. Two representative points for strong (570 µW) and weak (240 µW)
dual-tone injection are presented in Fig. 4.5. In case of weak injection, a broad
optical spectrum and only a slight CW background in the autocorrelation trace are
observed. The pulse width is increased to moderate 3.6 ps. On the other hand,
injection at larger optical power clearly narrows the spectrum and thus yields a low
jitter of 121 fs and an ultra-wide frequency tuning range of 342 MHz, but at the
expense of 5.2 ps broad pulses and increased CW background.

Figure 4.6 shows the locking range (green dots) and timing jitter (black dots) of
the dual-tone injection-locked PMLL as a function of the injection power. At large
powers, the sideband injection seeding dominates and the MLL parameters do not
rely on HML, which is on the contrary to single-tone injection. However, at lower
powers (below 400 µW) the dual-tone injection is insufficient to tune the frequency
neither to essentially improve the jitter.

4.2.3 Optical Self-Feedback

Both techniques, hybrid HML and optical injection, present suitable solutions for
effective jitter reduction and frequency tuning of the emitted pulse train. Indeed,
very low timing jitter values and wide locking ranges were reported, but for HML a
low-phase-noise high-frequency electrical oscillator is required, accompanied by
large cost. The optical injection approach suffers from the same disadvantage
caused by the additional external light source. Optical self-feedback (OFB), where a
part of the master laser light is injected back into the device, has been demonstrated
several decades ago for distributed-feedback lasers [61] and has been revisited as an
effective way to reduce the phase noise of pulse trains [57, 62]. A reduction of the
RF linewidth in the electrical spectrum from 46 to 1.1 kHz is reported for a
5.25 GHz QD MLL [63]. For a 10 GHz single-section InP-based quantum-dash
laser, a reduction of the 3-dB linewidth from 30 kHz to 200 Hz was shown [64].
However, OFB is known to degrade the properties of MLL pulses [65]. In this
section the impact of three crucial OFB parameters on two-section PMLLs is dis-
cussed. Five fundamentally different regimes, including a decisive one leading to
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enormous improvements of the pulse properties, are reported. These results are not
restricted to the particular wavelength or frequency of the laser used here, but are of
a general nature.

Fig. 4.6 Locking range
(green dots) and integrated
jitter (black dots) of a MLL as
a function of the dual-tone
injection power

Fig. 4.5 a Optical spectrum and b autocorrelation trace of the MLL with dual-tone sideband
injection locking using 240 µm optical power. c MLL optical spectrum and corresponding
d autocorrelation trace for a 570 μW injection. The injection wavelengths are represented by the
arrows [60]

4 Quantum-Dot Mode-Locked Lasers … 87



A MLL, operating in the passive regime and at the bias point where the most
stable mode locking occurs (integrated timing jitter of 3.8 ps), exhibits fundamental
mode locking at a frequency of 38.616 GHz and an average optical power in fiber
of 2.8 mW. The OFB is realized by injecting a part of the laser light back to the
cavity through the facet at the gain section. The experimental SMF-28-based OFB
setup comprises an optical circulator and a 90:10 splitter, whereas following
components build the feedback loop: a variable attenuator, an optical delay line and
a polarization controller as shown in [66]. This fiber-based OFB is fully charac-
terized by three essential parameters. The length of the optical fiber defines the
round-trip time and the number of pulses inside the feedback loop. A fine
loop-length adjustment by means of the optical delay line, which is in the order of
the inverse MLL repetition rate, describes the relative position of the reinjected
pulses with respect to the emitted ones. The value of the feedback strength, which is
controlled by the variable attenuator, defines the overall attenuation inside the
feedback loop relative to the laser output power.

By varying these OFB parameters, changes in frequency and peak power in the
RF spectra, the integrated timing jitter and in the autocorrelation of the pulses are
observed, defining different feedback regimes. Figure 4.7a depicts the peak power
of RF spectra as a function of the delay and feedback attenuation for a constant fiber
length of 16.6 m. The effects of OFB are periodic with ∼26 ps pulse distance of the
MLL. Five different OFB regimes are determined, being similar to the regimes
reported for distributed feedback lasers [61]. Figure 4.7b shows representative
SSB-phase-noise measurements for each regime, corresponding RF spectra can be
found in [67]. Regime 1, located at feedback attenuations smaller than 20 dB, i.e.
strong feedback conditions, is characterized by low peak power of the carrier line in
the RF spectrum, whereas its width remains constant. These properties translate to a
phase-noise-density distribution up to carrier-offset frequencies of 5 MHz, being
similar to the one without OFB. However, the carrier line is surrounded by strong
sidebands in the RF spectrum across a frequency range of 1.5 GHz, which appear
as peaks in the phase-noise trace at frequencies of multiples of the inverse OFB
round-trip time (12.4 MHz). The autocorrelation measurements of the pulses
exhibit a strong CW background, thus confirming the distortion of mode locking in
regime 1 caused by OFB. In regime 2, the MLL exhibits chaotic behavior with
random changes of the RF spectrum. In regime 3, the sidebands in the RF spectrum
are weaker than in regime 1 but the width of the carrier line is enhanced, yielding a
larger phase noise at low carrier-offset frequencies. The CW-background in the
autocorrelation traces is not as large as in regime 1, but larger than without OFB. In
regime 3, the mode locking is deteriorated by the OFB as well. The presence of
sidebands stands for a strong amplitude jitter, provoked by photon density changes
as a consequence of the OFB. Moreover, simulations have revealed, that the
amplitude modulation is accompanied by an additional phase modulation, being
particularly responsible for the chaotic behavior in regime 2. The resonant OFB
observed in regime 4 shows a carrier-peak-power increase of 10 dB. The corner
frequency of the white-noise plateau in the phase-noise trace is shifted from 80 to
10 kHz and the thermal noise level is reached at a frequency offset of 1 MHz. The
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sidebands are 30 dB weaker than in regime 1 and 3. Thus, the SSB phase noise is
strongly suppressed compared to the free running case. At the same time, the pulses
are not effected by OFB. In regime 5 only slight influences of the OFB can be
noted. The pulses are unaffected, but the carrier linewidth in the RF spectrum
fluctuates between the one without OFB and larger widths causing instabilities of
the pulse emission.

The timing jitter of the MLL is only improved within the resonant regime. In this
case, an integer number of pulses propagate through the feedback loop [62]. The
loop round-trip time then equals an integer multiple of the MLL pulse distance. If
the feedback length is changed, the MLL frequency shifts in order to meet this
criterion (Fig. 4.7c). Within the resonant regime, the frequency is pulled by the
change in the delay and exhibits a definite delay dependence. If the OFB is oper-
ating in regimes 3 and 5, i.e. being out of resonance, such dependence is not
present, confirming a fundamental difference to regime 4. The frequency pulling
effect explains also the triangular shape of the resonant regime in Fig. 4.7a. For
feedback attenuations larger than 45 dB the influence of the OFB is too weak,
whereas stronger OFB leads to the onset of the pulling at a relative delay of 3.5 ps.

Fig. 4.7 a Color coded map of the peak power as a function of delay and feedback attenuation.
b The SSB-phase-noise traces in different OFB regimes. c The repetition rate of the MLL as a
function of the delay at a feedback attenuation of 34 dB. For all figures the feedback length is
16.6 m
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At this point, the MLL frequency differs only slightly from the one in the
free-running case (38.616 GHz). For larger delays the MLL frequency decreases.
Under stronger feedback the frequency can be pulled further and the frequency
range, which amounts to 8 MHz at 34 dB attenuation, is extended reaching its
maximum at a feedback attenuation of 30 dB just before crossing to regime 3.

Based on the frequency pulling phenomenon of a MLL induced by resonant
feedback from an external reflecting target, a simple displacement and vibration
sensing technique is demonstrated [68]. The measurement of the laser frequency
allows accurate determination of the relative position of the reflecting object. The
sensor theoretically exhibits sub-wavelength resolution, but is limited by the RF
linewidth of the laser and the resolution of the frequency measurements.

For all practical applications the MLL must operate in the resonant regime. In
order to maximize this region, the influence of the third parameter, i.e. overall fiber
loop length, is investigated. At 31.7 m, corresponding to ∼6000 pulses in the loop
cavity, the lowest timing jitter and the maximum extent of the resonant regime are
determined (Fig. 4.8a and b). The regime 3 vanishes and the resonant one extents to
a feedback attenuation of 27 dB and boarders directly with regime 2. At attenua-
tions larger than 31 dB, the delay dependence of regime 4 is similar to the one
known from the shorter loop length. At the border to regime 5 the jitter can exceed
7 ps (b/w pattern region in Fig. 4.8b). Between 27 and 31 dB the resonant feedback
regime stretches across the complete delay, which is favorable for practical appli-
cations since fluctuations of the loop length do not cause switching into other
regimes. Note that the delay values are always relative and do not imply the same
position for the two different fiber lengths. The integrated jitter is reduced from
3.8 ps for the free-running case to values lower than 1 ps.

The optimum OFB parameters are found to be a feedback length incorporating
∼6000 pulses, a 29 dB feedback attenuation and a delay of 19 ps. At this operating
point, the carrier peak power in the RF spectrum is −21.3 dBm, the carrier
signal-to-noise ratio (SNR) is 66.3 dB and the sidebands, located at multiples of
6.5 MHz from the carrier, are suppressed by at least 45.6 dB (Fig. 4.8c). Compared
to the free-running case, the 3 dB linewidth and the integrated timing jitter are
decisively suppressed from 187 kHz and 3.8 ps down to 1.9 kHz and 219 fs,
respectively, corresponding to a 94% and 99% reduction of the values, respectively.
For comparison, operating in the hybrid mode-locking locking regime under an
external 2.7 Vp-p RF modulation, this particular MLL exhibits an integrated timing
jitter of 250 fs. Due to the fact, that the operating point is surrounded by a large
resonant regime, disruptive external influences do not cause switching to other
regimes. OFB is therefore indeed an alternative technique for effective phase-noise
reduction of PMLLs and features the huge advantages of low cost and no additional
power consumption.
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4.3 Applications

4.3.1 Millimeter-Wave-Signal Generation

Photonic signal sources in the range of microwave up to terahertz frequencies are of
great interest for a variety of applications, e.g. medical and security imaging,
ultra-broadband wireless and satellite communications as well as radar systems
[69]. Compared to electronic circuit approaches, the photonic ones benefit from
lower cost and lower power dissipation as well as larger frequency tunability. The
O/E conversion is a key factor in terahertz-signal generation and requires
large-bandwidth and high saturation-current photodetectors. Waveguide-coupled
pin photodiodes used in high-speed optical communication exhibit −3 dB band-
widths exceeding 100 GHz. Travelling-wave metal–semiconductor–metal detectors
present an alternative interesting approach [70]. A specially designed detector type
for terahertz photonics is the uni-travelling carrier photodiode based on separate
absorber and depletion layers [71], for which a bandwidth of 310 GHz has already
been demonstrated [72]. Moreover, the generated electrical power is enhanced by
10–20 dB as compared to conventional pin photodiodes [73]. Integrated with
various types of antennas, a compact terahertz sources can be realized.

Fig. 4.8 A color-coded map of the RF peak power (a) and the integrated jitter (b) as a function of
delay and feedback attenuation at a feedback length of 31.7 m. (c) The RF-spectrum of the MLL
subject to optimum OFB
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Various optical techniques based on semiconductor lasers for generation of
electrical microwave to terahertz signals have been explored, e.g. optical hetero-
dyne generation, dual-tone lasing, optical injection or mode locking [69]. In case of
optical heterodyning, the light of two free-running single-mode lasers emitting at
different wavelengths is combined and converted to an electrical signal by a
detector. The photocurrent contains a beat signal at the frequency defined by to the
wavelength difference. This technique enables wide frequency tunability of the
electrical signal, in principle from sub-MHz to several THz, given by the wave-
length tunability of the laser sources and the bandwidth of the photodetector.
Dual-mode lasers, emitting simultaneously on two different longitudinal resonator
modes, provide directly a signal at a frequency equal to the wavelength difference
and simplify the approach. 485 GHz electrical signal generation using a two-color
Fabry-Pérot laser has been reported [74]. Compared to two free-running lasers, the
tunability is however limited and the steps are coarse. In both approaches, the two
tones are not precisely phase-locked and consequently the phase of the electrical
signal varies in time.

Semiconductor lasers under optical injection exhibit a number of interesting
nonlinear dynamic states. For moderate injection strengths and positive detuning
from the Hopf-bifurcation boundary, period-one oscillations of the slave laser cause
periodic intensity oscillation of the CW optical signal [75]. The modified and
undamped relaxation oscillation of the slave laser, that is injection-locked to the
frequency of the master laser, produces sidebands at frequency distances exceeding
the intrinsic relaxation resonance frequency. The laser enables the generation of
continuously tunable RF signals across a wide range [76]. However, the phase noise
of RF signals generated using the single-tone injection approach is relatively large.
By combining optical sideband injection locking and an optical phase-locked loop,
a strongly suppressed SSB phase-noise power spectral density of −92 dBc/Hz at
10 kHz offset is achieved for a 36 GHz millimeter-wave signal, while the locking
bandwidth amounts to 30 GHz [77].

MLLs represent another method for photonic micro- and millimeter-wave gen-
eration. As the locked longitudinal modes are equally spaced, a RF signal corre-
sponding to the frequency distance is generated upon O/E conversion. Additionally,
beat signals at higher harmonics are generated as well. The MLL-based approach
benefits from low-noise performance, compactness and low power consumption.
However, the main drawback is the low frequency tunability. By optical filtering of
two longitudinal modes of an actively MLL, a millimeter-wave signal has been
generated [78]. Selecting a higher harmonic of a low-frequency MLL, where modes
located between the selected ones are suppressed, yields a high-frequency RF
signal. At 37.1 GHz, a phase-noise power spectral density of −75 dBc/Hz at 5 kHz
offset is found [78]. However, the requirement of a high-power electrical reference
source counteracts the low-power consumption advantage of a single laser source.
No electrical sinusoidal signal is necessary for PML. By means of a high-speed
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photodetector, the optical pulse train of a PMLL is converted to an electrical signal
at the same frequency, which is the conventional way to generate RF signals.
A more convenient method is based on the direct extraction of the electrical signal
from the saturable absorber of a monolithic PMLL, thus decisively simplifying the
photonic RF-signal source. The absorber serves as an intra-waveguide photode-
tector enabling electrical signals to be generated with high conversion efficiencies,
simultaneously along with the optical pulse train. Electrical pulses were directly
extracted from the absorber of a three-section passively mode-locked
external-cavity laser at a repetition rate of 2.5 GHz [79]. Compared to the exter-
nal detection of the optical pulse train using a photodiode, the extracted pulses
exhibit much larger rise and even longer fall times. The latter is attributed to the
limited QW absorber dynamics. In order to overcome these limitations, QD MLLs
are utilized, as QD-based absorbers feature sub-picosecond recovery times [14]. For
a 10 GHz QD MLL with a gain-to-absorber section ratio of 5:1, a large differential
DC-to-photocurrent conversion efficiency of 33% as well as a 86% extraction
efficiency were demonstrated [80]. However, the extracted signals still suffer from
very large phase-noise levels. Moreover, at larger repetition rates, the RF-signal
generation is limited by electrical parasitics and requires shorter absorber lengths.
These challenges along with the simultaneous generation of optical pulse trains are
discussed in the following part on the basis of a ∼40 GHz QD MLL with a 9:1
gain-to-absorber length ratio. A millimeter-wave signal just below 40 GHz is
located in the IEEE Ka-band (27–40 GHz) [81] as well as in the ITU EHF-band
(30–300 GHz) [82], thus being of great interest for radar systems and wireless
communications.

For the electrical signal, the extraction losses of the experimental setup add up to
4.4 dB. For the present, the absorber impedance is not matched to 50 Ω, thus
additionally causing coupling losses to the measurement system. Regarding the
optical signal, the pulse train is detected using a 50 GHz photodetector, exhibiting a
responsivity of 0.57 A/W. The overall losses of the optical path amount to 6.1 dB.
A comparison of the RF spectra reveals a peak frequency of 38.61701 GHz and
38.61706 GHz for the directly extracted electrical signal and for the one generated
from the optical pulse train, respectively (Fig. 4.9a). The 50 kHz deviation lies well
within the carrier 3 dB linewidth of 187.3 kHz. Moreover, as no photodiode is
required, the direct extraction yields a noise level lower by 6.3 dB. On the other
hand, the peak power of the extracted signal amounts to −32.8 dBm, thus being
smaller by 9.8 dB as compared to the optical pulse train. Phase-noise power
spectral density traces of both signals show a very similar progression, except for
the thermal-noise segment (above 10 MHz carrier offset) (Fig. 4.9b). Nevertheless,
the properties of the directly extracted electrical signal from the absorber section
essentially conform to the ones obtained for the optical pulse train.

The photocurrent generated by the 110 µm long saturable absorber is 6.37 mA.
According to the definition of the differential DC-to-photocurrent conversion
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efficiency in [80], i.e. the ratio of the average absorber photocurrent to the
gain-section DC above threshold, the corresponding value is 16%. An extraction
efficiency of 40% is found, thus, as well as the differential DC-to-photocurrent
conversion efficiency, being half as large as compared to the values presented in
[80]. However, the device used here incorporates a seven times shorter absorber
section, which is the most critical design parameter of a MLL-based RF-signal
source. MLLs, that are designed exclusively for RF-signal generation, differ from
those optimized for emission of short optical pulses. A possibility to increase the
photocurrent is to vary the bias point of the MLL. Figure 4.9c depicts the average
absorber-photocurrent dependence on the gain current for two different absorber
biases (−5 and −10 V). An increasing optical power in the cavity, attributed to
increasing gain current, translates to a linearly ascending photocurrent, which is
further enhanced at larger reverse biases. However, this progression is not observed
for the RF peak power of the extracted signal. Increasing the gain current leads to
higher RF peak powers as long the optical pulse energy increases. At a certain point
(70 mA in case of −5 V absorber voltage), the pulse forming ability of the absorber

Fig. 4.9 Electrical spectra (a) and corresponding SSB phase-noise traces (b) of the directly
extracted electrical signal from the saturable absorber and the one generated from the optical pulse
train using a photodiode, respectively. c Absorber-photocurrent and RF-peak-power dependence
on gain current and reversed absorber bias. The MLL is operating in the PML regime
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saturates. From this point on, larger gain currents yield wider pulses accompanied
by rising CW background. Consequently, the RF peak power is reduced and the
carrier linewidth broadens resulting in less stable mode locking, although an
increased photocurrent is extracted. By means of a variation of the absorber length
from 100 to 250 µm, an up to 8 dB enhancement of the RF peak power of extracted
electrical signals is achieved. However, the narrow carrier line in the electrical
spectrum rises then from a wide-frequency pedestal, resulting in larger phase-noise
power-density values at low carrier offset frequencies. The peak-power benefit
vanishes.

Nevertheless, also for MLLs with the best suitable gain-to-absorber length ratio,
the still large timing jitter of PML translates to the electrical signal. Thus, OFB, which
is described in the previous section, is also introduced here. Figure 4.10a and b shows
the RF spectrum and the phase-noise trace for the extracted electrical signal,
respectively, while the MLL is operating under optimum OFB conditions. A narrow
carrier line with an increased peak power of −27.5 dBm and OFB typical sidebands
at 6.5 MHz distance are observed. The SNR and sideband-suppression-ratio (SBSR)
are 68.2 dB and 43.5 dB, respectively. Compared to the optical pulse train, a slightly
wider white-noise region with a corner frequency of 5 kHz (3 kHz for the optical
signal) is present. The 3-dB linewidth and the integrated timing jitter are 3.25 kHz
and 359 fs (1.92 kHz and 219 fs for the optical signal), respectively. Although the

Fig. 4.10 Electrical spectrum (a), SSB phase-noise trace and integrated timing jitter (b) of the
extracted electrical signal for the PMLL under optimal OFB. c The SSB phase-noise trace and
integrated timing jitter for the extracted signal that is amplified by 24 dB
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values are somewhat larger than those for the optical pulse train, a high-quality
millimeter-wave signal is obtained [83].

The potential of the QD MLL under OFB operating as a RF-signal source is
pointed out in Fig. 4.10c. The extracted electrical signal is amplified by means of a
24 dB broadband power amplifier. A corresponding integrated timing jitter of 90 fs
is determined, a reduction by factor of four. Hence, the minimal phase-noise power
spectral density of the extracted signal is not given by the MLL itself, but presently
limited by extraction capabilities.

4.3.2 Optical Communication

Fiber-based communication systems enable the internet based on broadband data
services. Large capacity, low cost and low energy consumption wavelength division
multiplexing (WDM) networks with high spectral efficiencies are of particular
importance. One of the key approaches for such networks are advanced modulation
formats [84]. By means of advanced modulation formats larger spectral efficiencies
or the ability to operate the system at a lower symbol rate for a desired data rate are
feasible.

Direct modulation and electro-absorption modulated lasers are compact and
simple to implement, but suffer from residual chirp and relatively low extinction
ratios. On the other hand, MZMs, which are bulky and require broadband RF driver
amplifiers, feature larger extinction ratios and the ability to modulate the intensity
and phase of the optical field. In a MZM, two voltage-controlled phase modulators
induce a relative phase difference to the two optical fields. Their constructive or
destructive interference translates to an intensity modulation. For a dual-drive
MZM, data and inverted data streams are used to generate chirp-free intensity
modulation. Additional phase modulation can be imprinted on the optical carrier, if
the two drive voltages differ [85].

A WDM transmitter usually incorporates transverse and longitudinal
single-mode CW lasers operating at different wavelengths. Owing to their broad
gain spectrum of several nanometers and phase-matched longitudinal modes with
free-spectral ranges of tens of gigahertz, quantum-dash or QD MLLs generate a
large number of carriers. Instead of multiple laser sources emitting at different
wavelengths, WDM transmission can be realized using a single MLL. After fil-
tering of individual carrier and multilevel modulation, aggregated data rates of
0.971 Tbit/s were achieved [52]. Capacities of 26 Tbit/s are feasible using
orthogonal frequency-division multiplexing (OFDM) [6].

In this section, on-off keying (OOK) and differential (quadrature) phase-shift
keying (D(Q)PSK) return-to-zero (RZ) transmissions based on QD MLL as light
sources are demonstrated. A RZ-data signal can be generated by imprinting an
electrical RZ waveform on the CW optical carrier using a single MZM and complex
electronics [86, 87] or by carving an optical non-return-to-zero (NRZ) signal by
means of an additional sinusoidally modulated MZM [88]. In contrast, a QD MLL
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is providing an optical pulse train, which, upon NRZ modulation, is translated to
RZ signaling without additional components or driver electronics. However,
mode-locked pulse emission requires several phase-matched longitudinal modes,
which is contrary to the WDM approach.

Different from the NRZ format, the optical intensity in case of the RZ format
returns to zero within each bit slot. By means of RZ signaling and the OTDM
technique, high bit-rate transmitters can be realized. Based on a 10 GHz MLL with
compressed 300 fs pulses, a serial data rate of 10.2 Tbit/s is achieved using
16-QAM and 128-fold OTDM per polarization [89]. RZ signals show generally
larger robustness to propagation distortions in optical fibers [84] as well as to
intersymbol interference, which leads to lower requirements in terms of optical
signal-to-noise ratio (OSNR) as compared to NRZ [90, 91].

For the simplest intensity modulation (OOK), the MZM is biased at the
quadrature point of the transfer function and modulated from its minimum to
maximum transmission using a swing of Vπ. Operating at the minimum transmis-
sion point and modulated by a 2 × Vπ swing, differential phase modulation
(DPSK) signals are generated. The binary signal is then encoded on the phase
change between consecutive bits. DPSK reduces the required OSNR for any
bit-error ratio (BER) by nominally 3 dB as compared to OOK [92]. DQPSK is
based on four phase shifts (0, +π/2, −π/2, π) [93]. For a given symbol rate, the bit
rate is doubled. A DQPSK signal is usually generated by means of two integrated
MZMs operating as phase modulator and producing two modulated optical fields
which are then combined with a π/2 shift [94]. The optical spectrum of DQPSK
exhibits the same shape like a DPSK spectrum, but it is compressed in frequency by
factor of two [94]. Moreover, only 2–3.1 dB larger OSNR is theoretically required
for a laser with optical linewidth of 10–30 MHz [95].

4.3.2.1 On-Off Keying

For the data transmission experiments, QD MLL modules like those presented
above are used as light sources. The modules are operating at the SONET/SDH
OC-768/STM-256 frequency of 39.813 GHz and in the hybrid regime under a
relatively low modulation voltage of 2.0 Vp-p. The large jitter in the PML regime is
thus reduced down to 338 fs. The pulse train is boosted by means of a QW
semiconductor optical amplifier (SOA) and then spectrally filtered using a 2.8 nm
wide optical filter. The SOA compensates for the losses induced by the optical filter
and the subsequent modulator. The resulting optical spectrum shows 13 longitu-
dinal modes centered around 1310 nm. From corresponding autocorrelation mea-
surements, a pulse FWHM of 2.1 ps is determined. The narrow optical spectrum
around 1310 nm is beneficial for data transmission across long fiber distances
without regeneration of the signal. The integrated jitter and the pulse width of
338 fs and 2.1 ps, respectively, fulfill the requirements for OTDM up to at least
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80 GBd. An amplified, delay-matched and 127-bits-long pseudo-random binary
sequence (PRBS7) is superimposed to the MLL pulse train using a single-drive
MZM, generating a 39.813 Gbit/s single-polarization RZ-OOK signal. By means of
an optical time-division multiplexer (OMUX), in which the data signal is divided
into two paths, appropriately delayed and combined, the bit rate is doubled to
79.626 Gbit/s with a true PRBS7. The receiver unit comprises a variable optical
attenuator and two praseodymium-doped fiber amplifiers (PDFA) ensuring
shot-noise limited operation of the 100 GHz photodetector. Eye diagrams are
detected with a 70 GHz sampling oscilloscope. As the maximum bit rate of the
error analyzer is below the signal bit rate, an electrical time-division-multiplexing
receiver with an integrated 1:2 demultiplexer (DEMUX) is installed to retrieve
BERs. The native 79.626 Gbit/s RZ-OOK data signal is then construed as two
39.813 Gbit/s NRZ-OOK output signals (Out 0P and Out 1P) of the DEMUX.

The 79.626 Gbit/s RZ-OOK eye diagram for the maximum received power in
back-to-back configuration, depicted in Fig. 4.11a, exhibits a signal-to-noise ratio
(SNR) of 11.8 and a root-mean-square (RMS) timing jitter of 452 fs. Some
smearing of the optically multiplexed data streams is observed, mainly caused by
the bandwidth limitation of the sampling oscilloscope. Slight differences in suc-
cessive eye crossings can be identified due to some interleaving non-precisions of
the two pulse trains in the OMUX. The 39.813 Gbit/s NRZ-DEMUX output eye
diagrams at the error-free threshold (BER of 10−9) are shown as inset in Fig. 4.11b.
BER curves of both signals demonstrate error-free performance without error floor
to below 10−10 (Fig. 4.11b). At a BER of 10−9 and around −22 dBm of received
power, a 0.6 dB penalty is found between the two streams, a consequence of
thermal instabilities of the OMUX unit [51].

Fig. 4.11 a Back-to-back eye diagram of the 80 Gbit/s RZ-OOK data signal for maximum
received optical power. b BER versus received power of DEMUX outputs 0P and 1P and
corresponding 40 Gbit/s eye diagrams at BER of 10−9 as inset
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4.3.2.2 Differential (Quadrature) Phase-Shift Keying

Single-polarization D(Q)PSK data transmission is tested using the same operating
conditions of the MLL module as for OOK. The 39.813 GBd DPSK signal is
generated by means of a dual-drive MZM biased at its minimum transmission point
and modulated with a swing of 2 × Vπ. DQPSK is usually generated using an
in-phase/quadrature (I/Q) modulator, which independently modulates both com-
ponents of the optical field, providing precise phase changes. Here, DQPSK is
realized by successively sequenced dual-drive MZMs and a phase modulator (PM),
where the latter generates 0 or π/2 phase shifts. The PM demands an exact drive
voltage to obtain precise π/2 phase modulation, which is hard to achieve. This
transmitter setup may cause additional power penalties and requires larger OSNRs
due to imperfect phase shifts.

The modulation of the phase of the electrical field cannot be directly decoded by
simple square-law photodiodes. Hence, the receiver is extended by a delay inter-
ferometer (DI) and a 40 GHz balanced photodetector. In the DI, a part of the data
signal is tapped, delayed by the free spectral range (FSR) and then merged with the
other signal path. Two DI outputs, the destructive and the constructive port, are
available. At the first one, the optical fields of two successive bits interfere
destructively in absence of a phase change and constructively in presence of a phase
change. At the constructive DI port, the logically inverted data signal is generated.
The deconstructive and constructive outputs are detected using a balanced detector,
consisting of two matched photodiodes, which yields the photocurrent difference of
the two DI ports. The 2.7 dB larger receiver sensitivity of DPSK as compared to
OOK is preserved using a balanced detector. In order to detect DQPSK signals, the
data stream is usually split into two equal paths, each equipped with a DI (with a
+π/4 and −π/4 phase differences in the arms of the DIs) and a balanced detector,
enabling simultaneous measurement of the in-phase and quadrature tributaries.
Here, the D(Q)PSK signals are encoded using a single receiver unit, by setting a
39.813 GHz FSR and a voltage-controlled, carrier-wavelength related phase dif-
ference between the two DI arms. The DPSK demodulation is obtained at a phase
difference of 0 and π. In case of DQPSK, the additional tributary is detected at π/2
and 3/2π. Consequently, DQPSK signaling is completely characterized by two
tributaries having a π/2 phase difference.

BER curves of the 39.813 GBd RZ-DPSK and DQPSK data transmission
experiments, obtained back-to-back (b-t-b) and across 45 km of SMF-28, are
depicted in Fig. 4.12a. For DPSK, the error-free threshold is reached at a received
optical power of −31.2 dBm. The DQPSK signals are processed by two tributaries,
termed Tr 1 and Tr 2, having a π/2 phase difference. Error-free operation of Tr 1
and Tr 2 require a received power of −25.8 dBm and −24.5 dBm, respectively.
The implementation of DQPSK using successively sequenced MZM and PM has
led to a 6 dB penalty in receiver sensitivity as compared to DPSK. The imper-
fection of the transmitter and receiver units become apparent, resulting in somewhat
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larger penalties than theoretically expected. The 39.813 GBd RZ-DQPSK eye
diagrams of Tr 1 and Tr 2, shown as inset of Fig. 4.12a, exhibit SNR of 8.5 and
8.1, respectively. The DPSK and DQPSK transmissions across 45 km of SMF-28,
performed without optical regeneration, does not induce any noticeably signal
distortion and thus no power penalty. Owing to the relatively narrow emission
spectrum of the QD MLL centered around 1310 nm, the transmission distance,
which is mainly limited by the fiber attenuation, may be largely extended by
insertion of PDFAs or SOAs.

For 79.626 GBd RZ DPSK and DQPSK, an OMUX is installed after the
modulators in order to double the bit rate, the same way as described for OOK
signaling. The FSR of the DI is now set to 79.626 GHz, equal to the symbol
duration. Back-to-back BER curves for DPSK DEMUX outputs 0P and 1P, as well
as for the DQPSK tributaries and corresponding DEMUX outputs are presented in
Fig. 4.12b, all complying with BERs below 2.5 × 10−10 without error floor. The
average power penalty upon OTDM is 7.3 dB. The 79.626 GBd RZ-DQPSK eye
diagrams of Tr 1 and Tr 2 at maximum received power, depicted as inset of
Fig. 4.12b, exhibit a SNR of 6.7 and 6.5, respectively. The eye opening margin
does not support error-free data transmission across 45 km of SMF-28. The com-
parison of the optically multiplexed RZ-DPSK and RZ-OOK signals reveal a
1.5 dB receiver sensitivity advantage of the phase modulation. Note that the
RZ-OOK transmission system benefits from the 100 GHz bandwidth of the pho-
todetector, being 2.5 times larger than the bandwidth of the balanced detector used
in case of RZ DPSK [96, 97].

Fig. 4.12 a BER versus received power of 40 GBd RZ-DPSK and DQPSK signals in the
back-to-back (b-t-b) configuration and across 45 km of SMF-28. The inset shows RZ-DQPSK eye
diagrams of Tr 1 and Tr 2 for back-to-back at the maximum received optical power. b 80 GBd RZ
DPSK and DQPSK in back-to-back configuration. DPSK: BER curves of DEMUX outputs 0P/1P.
DQPSK: BER versus received power of Tr 1 and Tr 2 and the DEMUX outputs 0P and 1P. Eye
diagrams of Tr 1 and Tr 2 are shown as inset, detected at the maximum received power in front of
the DEMUX
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4.4 Conclusion

1.31 µm QD MLLs operating in several configurations allowing repetition fre-
quency tuning and jitter reduction have been presented. HML using sub-harmonic
RF signals offers the possibility to generate low-jitter optical signals even at high
frequencies, at which it is challenging to provide an adequate electrical signal. CW
and dual-tone injection seeding have led to optical linewidth narrowing of all MLL
modes, strong jitter reduction and wide frequency tunability, but at the expense of
somewhat wider pulses. The influence of OFB on PMLLs has revealed five dif-
ferent regimes, including a resonant one being of practical interest and offering a
cost-effective way to stabilize the pulse emission. Moreover, this technique does not
consume additional power. Operating under OFB, a single MLL can provide
low-jitter optical and electrical pulse trains at the same time, thus radically sim-
plifying photonic sources for millimeter-wave signal generation. Up to 160 Gbit/s
data transmission based on advanced modulation format is demonstrated using a
HMLL module combined with modulators.
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Chapter 5
Nanophotonic Approach to Energy-Efficient
Ultra-Fast All-Optical Gates

Grégory Moille, Sylvain Combrié and Alfredo De Rossi

Abstract All-optical processing is based on fast nonlinear effects, such that light can

be used to control light. The development of a novel class of low-loss semiconductor

optical resonators, capable of field confinement close to the diffraction limit, has

decreased the power level required to trigger nonlinear effects by several orders of

magnitude. We review a decade of research on all-optical gates aiming both at fast

and energy-efficient operation, with the prospect of integration on a silicon photonics

platform.

5.1 Introduction: A Case for All-Optical Signal Processing

Data signals are ubiquitous in the everyday life and the resulting ever increasing

demand in bandwidth for communication and processing is raising concerns about

the alarming share of electric power they consume. This situation is producing a

paradigm change in information technologies where photonics is promised to play a

crucial role. The application domain of photonic technologies, originally centred on

long-distance communication, is now extending to short-range data links and optical

interconnects
1

as well as wireless and other microwave-related technologies [12, 44],

particularly radar systems [22].

In future optical interconnect and other photonic assisted data processing systems,

a large number of signals will be transferred into the optical domain and routed to

the appropriate destination. Here, the question of minimizing the number of signal

1
This topic is broadly covered elsewhere in this book.
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Fig. 5.1 Possible synergy between electronics and fast optical processing where all-optical routing

is used to avoid additional conversion in the electric domain

conversions from and to the electric domain becomes relevant. As an example, per-

forming any sort of “operation”, for instance detecting the header of a message or

extracting a subset of data from a high speed channel, requires the conversion into

the electric domain. Thus, these signals need to be detected, processed, and recon-

verted into the optical domain. Thus, wherever possible, it would be convenient to

have some of these operations to be performed in the optical domain. This situation

is represented in Fig. 5.1, where digital and analog data are converted in the opti-

cal domain for transmission and for a few critical operations such as pattern search.

Optical signals are also needed for synchronisation and precise analog to digital con-

version [22, 76].

Optical correlation techniques are in principle extremely effective for pattern

search, and could be used to reduce the amount of data to be processed by electronics

drastically [81]. This is shown in Fig. 5.2. Another example of all-optical processing

being implemented with fibre optics and bistable optical elements is the all-optical

header recognition and signal routing [19].

In this book chapter, a critical optical function named all-optical gating (AOG) is

considered. This consists in sampling an optical signal at an extremely well defined

time, which is controlled by another optical signal. A related application domain of

all-optical gates is Optical Time Domain Division (OTDM). OTDM is a convenient

alternative to more complex signal modulation formats when high-speed and sim-

plicity, but not spectral efficiency, matters, e.g. in dedicated communication links,

optical interconnects or other kinds of short-range but high-speed channels. Also,

high-speed signal measurement techniques are based on optical gating [79].
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Fig. 5.2 All-optical processing could be effective for fast information retrieval, as a front-end to

electronics. Top, optical techniques could be used to search for a specific information within a large

amount of data; bottom, scheme for all-optical routing. Adapted from [81]

5.2 Integrated All-Optical Gate

5.2.1 Technologies for Integrated On-Chip All-Optical
Processing

All-optical gates are based on fast nonlinear effects. One of the most popular imple-

mentation of this concept is the nonlinear optical loop mirror (NOLM), widely used

for ultra-fast all-optical manipulation of high-speed optical signals [51]. It exploits

the nonlinear index change (Kerr effect) in a Sagnac fibre interferometer [18]. The

NOLM is an extremely fast (sub-ps gating time), simple and robust device where the

intrinsically weak nonlinear response of silica is compensated by the large interac-

tion length (> 100 m) and very low losses, which makes operation with Watt-level

peak power pump possible.

The seek for an integrated equivalent of the nonlinear optical fibre started in the

late 80’s and considered semiconductors [68] because of their nonlinear response,

about 3 orders of magnitude larger than in Silica [62]. Semiconductor integrated

optics has taken off almost two decades later, however, with the fabrication of low-

loss and tightly confined waveguides [21, 65].

In parallel, the large and relatively fast optical nonlinearities in active semicon-

ductor devices, in particular semiconductor optical amplifiers SOA, have raised con-

siderable interest [26, 43] for high-speed all-optical signal processing. Recently,

SOAs have been operated as fast optical gates with close to 100 Gb/s data rate, based

on Cross-Phase-Modulation in a Quantum Dot active region [47]. Even faster opera-

tion have been achieved in similar devices by exploiting Four-Wave-Mixing [46]. The

underlying dynamics of free carriers here is characterized by a slow time constant
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(≈ 100 ps) requiring special care (e.g. differential mode architectures with two

SOAs) to avoid undesired patterning effects.

An original and conceptually elegant approach consists in inducing a change of

absorption and refractive index via an intersubband transition. This prevents any

slow dynamics related to the generation/recombination process to interfere with the

evolution of the distribution of free carriers in the conduction band, which is a much

faster process. The concept has been implemented using a double quantum well

structure with transition energy in the Telecom spectral range owing to Antimonide

alloy structure grown on Indium Phosphide [17]. Truly picosecond nonlinear switch-

ing with picojoule pump energies have been achieved and an integrated switch capa-

ble of demultiplexing a data stream at 160 Gb/s has been demonstrated [3]. A very

strong nonlinear response of Silicon nanocrystals has been reported recently [45].

An overview of the possible all-optical gating technology is shown in Fig. 5.3,

with particular emphasis on resonant devices, namely ring resonators or photonic

crystals. For comparison, non-resonant devices such as nonlinear waveguides and

interferometers are also represented.
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5.2.2 Energy-Efficient All-Optical Gates

The first attempt to build what at that time was described as the optical equiva-

lent of a transistor dates back to the 70’s. It was shown that an optical resonator (a

Fabry-Pérot interferometer) filled with a nonlinear material (Na vapour excited near

the D absorption lines) responds with a characteristic bistable input-output depen-

dence [24]. III–V semiconductors have quickly been considered as more suitable

materials for miniaturization and for improving speed and energy efficiency [23].

That leads to the concept of nonlinear semiconductor resonator as all-optical gates

meant to operate at reasonably low optical power levels.

Considerations about the benefits of scaling down the volume of the resonator

have motivated research on monolithic semiconductor resonators made of GaAs [33],

where it was shown that recovery time and the pulse energy required for optical con-

trol decrease with the size of the resonator. Fast recovery time (30 ps) and strong

all-optical modulation have been achieved with a pump pulse energy of about 600

fJ, in the smallest device.

Optical integrated circuits built around nonlinear resonators have been proposed

later [77] to perform some all-optical processing experiments, particularly wave-

length conversion, whereas a modulated signal at wavelength 𝜆1 is used to modulate

a CW carrier at 𝜆2. As for semiconductor waveguides, the recent improvement of

processing capabilities, enabling high-quality etching and, even more importantly,

sub-micron patterning, has enabled a radically new class of optical microresonators,

combining both small size and large quality factor.
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In order to appreciate how this point is important in the context of all-optical gates,

it is useful to consider two parameters characterizing their operation: the energy

required for switching (Esw) and the recovery time (𝜏r). In the specific case of non-

linear resonators, with quality factor Q and mode volume V , and in the continu-

ous wave limit, it is shown that the minimum power for observing bistable switch-

ing is Pmin ∝ n2VQ−2
[67], when assuming instantaneous (e.g. Kerr) index change

𝛥n = n2I. Based on scaling rules for n2 with the energy gap of the semiconductor,

it has been shown that the nonlinear response within a given spectral range can be

maximized with a suitable choice of the semiconductor compound alloy [63, 68].

Assuming the choice of the most suitable material has been made, which also

depends on other parameters such as manufacturability, cost, and other optical

properties, the same relation suggests a connection between the device bandwidth,

namely the recovery time,𝛥𝜔 = 1∕𝜏r ∝ Q−1
, and the operating power Pmin ≈ Esw∕𝜏r,

i.e.:
Esw𝜏r = const × n2V (5.1)

Therefore, increasing the Q factor will reduce the switching energy, but at the cost

of reducing the speed too. Instead, the reduction of the modal volume could, in

principle, improve energy efficiency without affecting speed. There is an interest-

ing similarity with microelectronics, where the decrease of energy consumption per
transistor has decreased drastically by mere geometrical scaling considerations.

The modal volume express the capacity of a resonator to store light within a

certain volume, and it is related to the spatial distribution of the field E⃗(r⃗) of a

particular normal mode. More precisely, V is the volume that an uniform field

E = max(E⃗(r⃗)) would need to store the same amount of energy as in the resonator,

namely: W = 1
2
∫ 𝜀0𝜀r|E⃗(r⃗)|2dr⃗ = V × 1

2
∫ 𝜀0𝜀r max(|E⃗|2), as illustrated in Fig. 5.5.

Extremely large Q-factors are possible in dielectric resonators [75], while, as the

equations above suggests, V is only loosely related to their physical footprint. The

important point here is that if the index contrast is large enough, the optical mode is

in general well confined inside the resonator and can approach the diffraction limit

( 𝜆

2n
)3.
Plasmon resonators can beat this limit [52], but at the cost of large optical losses,

because in this limit the magnetic energy of the resonant mode is vanishing and is

replaced by the kinetic energy of electrons in the metal, which is dissipated within

the short timescale of inelastic collisions (10–100 fs) [36], setting a limit to the Q

factor which is too severe for exploiting the resonant enhancement.

Dielectric resonators made of silicon (or other high index materials) such as

micro-rings or micro disks (Fig. 5.5), can achieve a much larger Q factor (> 106)

while the smallest ring resonator [58] with radius = 1.5µm features a mode with vol-

ume V ≈ 1µm
3

which is way smaller than macroscopic resonators or other dielec-

tric resonators with low refractive index contrast, but still nearly 2 orders of mag-

nitude larger than the diffraction limit, namely ( 𝜆

2n
)2 = 0.015µmm

3
in the telecom

C band. The measured intrinsic Q factor is 2 × 104, about a factor two below the

bending loss limit for this radius.
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Instead, Photonic Crystal (PhC) resonator can approach this limit much closer.

The design developed by Zhang and Qiu [88] results into a mode volume of 0.03µm
3
,

only twice as large the diffraction limit. Thus, semiconductor PhC resonators are

extremely suited for maximizing speed and energy efficiency.

5.2.3 III–V Photonic Crystals Resonators

Photonic Crystals are optical structures whose properties are modulated periodi-

cally at the scale of the wavelength. They can viewed as a generalisation of the

Bragg reflector, where the scattered waves add coherently to produce a reflection

with strength growing with the number of periods of the reflector. Consequently, a

perfectly ordered and infinite structure, periodically modulated along any direction,

forbids the propagation of light within a given spectral range. The existence of a

forbidden gap for photons implies fundamental properties in the control of the light-

matter interaction [82]. In analogy to semiconductors and crystals, a “defect” in a

otherwise perfectly periodic structure results into resonant localized states [34].

The fabrication of such structures has been attempted with ad hoc techniques

(e.g. holography) but is still extremely challenging because of the tight tolerances

required. In contrast, the planar semiconductor patterning and etching processes,

derived from microelectronics, can meet such tolerances. Crucial milestones have
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been the demonstration of a complete photonic band gap along the plane of such

structures [39] and the first laser [56]. These two-dimensional structures needed to be

optically isolated from the substrate, in order to avoid off-plane radiation losses [35].

This was achieved through the removal by chemical etching of the “sacrificial” layer

beneath the patterned area, which leaves a self-standing membrane, as shown in

Fig. 5.6.

The careful design of the “defect” is crucial in order to induce a strong optical

confinement and a large Q-factor [2]. The continuous improvement of the design and

of the processing has lead to the achievement of very large Q (up to 107) factors [61].

A different optimisation leads to the minimisation of the mode volume, which is

more relevant for fast optical gates. A very suitable design [88] consists in displac-

ing two holes by a fraction (0.16) of the lattice period, which is shown in Fig. 5.6.

This produces a resonance close to the high frequency side of the forbidden photonic

gap of the lattice (and it is therefore referred as a “donor” mode). The correspond-

ing distribution of the optical field is extremely localized, mostly between the two

displaced holes. The calculated mode volume is 0.24(𝜆∕n)3, which is less than twice

the diffraction limit.

Defect  in the latt ice → localized state

GaAs

GaInP
Resist
SiO2

III-V Slab

sacrificial
layer

substrate

Photonic Crystal Slab

Fig. 5.6 Photonic crystal made of a semiconductor membrane patterned with a two-dimensional

lattice of holes. Left in-plane confinement results from the Bragg scattering (the photonic band gap),

out-of-plane confinement is ensured by total internal reflection. Right defect-mode resonator result-

ing from the outward displacement of two holes; intensity of the electric field is superimposed. The

cavity design is based on [88]. Process flow, from left to right resist pattering by e-beam lithogra-

phy, etching of the SiO2 hard mask, etching of the III–V by an Inductively Coupled Plasma (ICP)

and removal of the sacrificial layer. The fabrication process is detailed in [14]
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5.3 Nonlinear Dynamics in PhC Resonators

Long ago, S. John suggested the utilisation of localisation as a trigger mechanism for
nonlinear or bistable response, as in the Kerr electro-optic effect in photonic crys-

tals [34]. The nonlinear dynamics of PhCs has indeed been investigated broadly [32,

66], highlighting phenomena such as non-adiabatic dynamics [83], wavelength con-

version [54], self-pulsing [13, 41], to cite a few. The focus here will be on how such

cavities can be designed to achieve energy-efficient and fast all-optical gating in a

device which could be compatible with photonic integrated circuits. These consid-

erations have strong implications in the choice of the materials and designs, which

will be discussed hereafter.

5.3.1 Microwatt Nonlinear Response

Photonic crystals cavities are almost single mode resonators with mode size com-

parable to the wavelength. The density of the optical power can be extremely high

compared with the level of the power at the input. In the coupled mode approxima-

tion [42], the energy in the cavity W is simply related to the input power P through

the cavity photon lifetime 𝜏c = Q𝜔
−1
0 , namely W = P𝜏c. Let us consider a cavity with

a mode volume V = 1.3(𝜆∕n)3 and Q ≈ 106 fed with P = 1µW and 𝜆 = 1.5µm.

While the stored energy at steady state is only 5 fJ, the energy density is as large as

in a beam with I = 1GW/cm
2
, which is enough to trigger the nonlinear absorption

in semiconductors such as GaAs.

This situation is apparent in Fig. 5.7, where the resonance of a high-Q cavity

(5 × 105) is broadened due to nonlinear absorption as the coupled input power is

in the micro-Watt range [15]. The heat generated by the nonlinear absorption in the

cavity can be estimated through its thermal resistance from the observation of the

rise of the local temperature. In GaAs, the thermal resistance of these structures is

typically about 105 K/W. This is a large value, as at steady state, or a times scales

longer than the thermal time constant (in the µs range), a few microwatts of absorbed

optical power induce an index change much larger than any other nonlinear effect

(Kerr or due to free carriers). Thermal nonlinearity is therefore the dominant effect

at long time scales. Bistable transitions are easily observed when the excitation is

red detuned relative to the cavity resonance [80].

In the context of ultra-fast all-optical processing, however, the thermo-optic effect

is too slow to be exploited, but still need to be considered carefully in order to achieve

a stable operation point.
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Fig. 5.7 Broadening of the resonance of a high-Q GaAs PhC cavity due to nonlinear absorption,

from [15]; bistable response of a GaAs cavity due to thermally induced index change, from [80]

5.3.2 Fast Optical Nonlinearities in Semiconductors

In semiconductors, the contribution to the nonlinear index change due to the anhar-

monicity of the electron potential, i.e. the Kerr effect, is in general weaker than that

resulting from the excitation of free carriers. This latter contribution consists of a

variety of different mechanisms. The first of these is captured by the Drude model,

describing a plasma of charged particles interacting with an electromagnetic field.

As the density of free carriers increases, this results into a decrease of the refrac-

tive index at optical frequencies above the plasma resonance, which, in this case, is

located in the THz spectral range or below. The second mechanism, “band filling”, is

related to the saturation of the absorption as states in the conduction band are filled
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Fig. 5.8 The nonlinear response (normalized units) to optical excitation I in semiconductors is

dominated by the free-carriers dependent refractive index, which is not instantaneous, as it follows

the carrier density N

up. This also induces a decrease of the refractive index, described by the Kramers-

Kronig equations. The third effect is explained as a many-body effect inducing a

“shrinkage” of the electronic band gap, hence a change of the dispersion [9].

On the other hand, carrier dynamics is not instantaneous, as it is regulated

by diffusion and recombination, with a rate 𝜏carr typically in the picosecond to

nanosecond time scale (Fig. 5.8). The simplest model is based on the rate equation

Ṅ = −N∕𝜏carr +
𝛼

ℏ𝜔
I, with 𝛼 the linear absorption. The change of refractive index

𝛥n = dn
dN

is dispersive, and it is particularly large near the absorption band edge of

the semiconductor [9].

In the limit where recombination is much faster than the excitation, 𝜏carr << T ,

an effective Kerr nonlinear response can be defined as n2 =
dn
dN

𝜏carr

ℏ𝜔
𝛼. For GaInAsP

with electronic gap Eg = 0.84 eV (1470 nm) the absorption at 𝜆 = 1.55µm is

𝛼 = 300m
−1

and
dn
dN

= −8 × 10−20 cm
−3

, thus n2 = −3 × 10−15 m
2
W

−1
, assuming

𝜏carr = 20 ps. This value is more than 2 orders of magnitude larger than the elec-

tronic Kerr contribution. Based on a combination of optimized nonlinear response

of the material and confinement in a ultra-small cavity, all-optical switching with

femto-Joule control pulses has been demonstrated in PhC cavities [55].

Because of the large density of the optical field in the cavity, non-linear absorp-

tion is in general not negligible. In GaInAsP (0.84 eV), the nonlinear absorption is

comparable to direct absorption as the power intensity is 0.2GW cm
−2

, which is

easily reached in PhC cavities. Thus, semiconductor with relatively large gap, such

as GaAs (1.42 eV), InP (1.35 eV) and Silicon, and, therefore, strictly transparent

at the telecom wavelengths, can be used for nonlinear gates in this spectral range.

The weaker index dependence on the carrier density implies however slightly larger

power levels.

Nonetheless, there are two advantages in using binary material such as GaAs and

InP: the much better thermal conductivity than ternaries, and the transparency of the

material in the linear regime. Thus, the signal (probe) can be made weak enough not

to induce nonlinear effects itself, and, furthermore, the same material can be used

for in-plane propagation of signal and pump. Thus, it is not necessary to excite the

cavity off-plane or to develop a complex 3D optical circuitry.
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5.3.3 Nonlocal Nonlinear Response of PhC Cavities

The geometry of the optical resonators considered here has two important implica-

tions on the dynamics of free carriers, hence of the nonlinear response. First, the aver-

age distance of the photo-generated carriers from the surface Ls is very short (typi-

cally 100 to 200 nm) compared to the diffusion length. Thus, surface recombination

S tends to dominate any other recombination process. In the case of GaAs, S might

approach the saturation velocity in absence of any passivation treatment [53]. Con-

sidering a patterned surface such as in PhC crystal structures, an effective carrier life-

time is readily derived within the Shockley [64] approximation: 𝜏
−1
eff = 𝜏

−1 + S∕Ls,

which can be shorter than 1 ps. Such a fast dynamics was first observed in GaAs

Photonic Crystal structures [11].

The second implication of the nanoscale geometry appears when the photogen-

eration is localized within a range smaller than the diffusion length, or the distance

to the surface. Then, a new time constant appears in the evolution of the carrier den-

sity, which is related to the migration of carriers away from the area where the optical

cavity mode is localized. This becomes apparent when the recombination process is

less important, such as in material with weaker surface recombination, such as InP

or Silicon. In order to appreciate this point, Fig. 5.9 shows the decay of the carrier

density in the area where the optical field is localized, which we refer to as effective
density Neff . The very early stage is characterized by a time constant which is almost

two orders of magnitude faster than the effective carrier lifetime (about 500 ps in

InP PhCs). The origin of this behaviour is apparent when observing the spatial dis-

tribution of photogenerated carriers, initially localized within about half a micron,

and expanding very quickly in the first picoseconds. This effect was first observed

in silicon PhCs [72] and later in other semiconductors, namely InP [29, 87] and

InGaAsP [55].

When the surface recombination is large, then it can compete with diffusion.

Figure 5.10 compares the decay of the effective density Neff with the averaged den-

sity, i.e. the total carrier population, as the surface recombination is increased. While

the total carrier population decays exponentially with a time constant clearly related

to the recombination, the effective density is also influenced by the diffusion, which

is increasingly apparent as S decreases.

It has been realised that, in nanoscale semiconductor resonators, the exponen-

tial decay described by a time constant is not well adapted to describe the nonlocal

response of carriers. Very recently, a model based on the Green’s function has been

introduced to provide a more accurate description of the diffusion process [48].

5.4 PhC All-Optical Gate

The concept of a resonant all-optical gate, as illustrated in Fig. 5.4, has been first

implemented in a photonic crystal structures on a Silicon on Oxide platform [71],
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shortly following the demonstration of a nonlinear ring resonator on the same mate-

rial [4]. Arguably, this opened the perspective of making these nonlinear devices

accessible through mass-production, and attractive because they can coexist with

the wide palette of photonic functions already available on this platform.

Still, the nonlinear absorption coefficient, the carrier mobility and lifetime in Sil-

icon are not the most favourable for fast all-optical processing, compared to other

materials, particularly III–V semiconductors. Faster and more energy-efficient

devices are possible by selecting materials with faster carrier lifetime and stronger

nonlinear response. The choice of the appropriate cavity design, minimizing the

modal volume is also crucial, as discussed in Sect. 5.2.2.
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Figure 5.11a represents a PhC all-optical gate obtained by evanescently coupling

a H0 resonator to two PhC waveguides. The H0 cavity design, described in detail in

Fig. 5.6, provides the smallest modal volume for a dielectric resonator. Moreover,

the choice of GaAs allowed to exploit its large surface recombination and one order

of magnitude larger nonlinear absorption compared to Silicon, translating into much

faster and more energy-efficient operation [30].

The quality factor of the resonator is estimated from the transmission spectrum

(Fig. 5.11b). The coupling loss into the waveguide, here ∼−5 dB/facet, is reasonably

small owing to a mode-adapter which is detailed in [74]. The linear transmission

is estimated to be 90% with the cavity on-resonance, which corresponds to the the

ratio between the loaded QL = 𝜆0∕𝛥𝜆 =1200 and the intrinsic Qi = 2.5× 10
4
. The

cavity photon lifetime 𝜏ph = QL𝜆0∕2𝜋c ≈1ps is short enough not to limit the switch-

ing speed.

Homodyne wavelength-degenerate pump-probe measurements reveal all-optical

modulation, with an increase or a decrease of the signal, depending on the detuning

(Fig. 5.11c, d). In both cases, a decay constant close to 6 ps is observed, suggest-

ing a much faster carrier dynamics than in other semiconductor, e.g. Silicon [71],

no matters if it is implanted with ions to decrease the carriers lifetime [70]. Recent

measurements on GaAs PhC cavities designed to operate in the near infrared spectral

range have also concluded a fast carrier lifetime [10]. It is likely that 𝜏carr might how-

ever vary substantially in GaAs nanoscale structures, likely in the 1 − 10 ps range,

depending on the detail of the etching process used to pattern the PhC structure and,

H0 Cavity: Vmode = 0.03μm3
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Fig. 5.11 GaAs-based PhC resonant all-optical device, following [30]
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more generally, on the properties of the surface. This point will be discussed further

in Sect. 5.4.5.

Another remarkable aspect of this GaAs structure is the low power level inducing

the all-optical modulation, which is below 50 mW peak, hence about 200 fJ for a 4 ps

long pulse. This is the result of the extremely tight optical confinement and the large

nonlinear absorption. How this compares with other technologies and materials is

represented in Fig. 5.3.

5.4.1 Photon Molecule

The practical use of nonlinear gates requires that the optical control can be distin-

guished from the signal. In principle, the symmetries of a doubly degenerate res-

onance could be exploited to avoid unwanted crosstalk. Nevertheless, the spectral

separation of the signal and the control is much easier to implement, as this requires

a doubly resonant cavity and filters. The so called L3 and L5 cavities (3 and 5 miss-

ing holes in line) contain several modes and have been used for frequency non-

degenerate all-optical switching [71].

A crucial point here is that the strength of a non-degenerate nonlinear interac-

tion depends on the spatial overlap of the electric fields. This is strictly true for the

Kerr interaction (and Four Wave Mixing). It could be speculated that this conditions

could be relaxed, since the free-carriers induced index change, which is exploited

here as nonlinear effect, is non-local, as discussed in Sect. 5.3.3. In practice, and

particularly if the effective carrier lifetime is short, achieving a good field overlap,

e.g. spatial matching of the two resonances, remains critical for maximizing the non-

linear response.

The above constraints lead to the concept of “photon molecule”, where coupling

two single-mode cavities results into a doublet of resonances [27, 31, 73], is used

here to obtain two modes maximizing their overlap. The photon molecule is imple-

mented here using two H0 cavities separated by 4 lattice periods along the M direc-

tion [16, 50], as shown in Fig. 5.12a. The symmetric and anti-symmetric combi-

nation of the H0 cavity mode are associated to the two resonances (Fig. 5.12b, c).

The amplitude |E| of these two super-modes overlaps almost perfectly (Fig. 5.12d),

which is what matters here. As a consequence, the excitation of either modes results

into a close to identical spectral shift of both of them (Fig. 5.12b), thereby enabling

efficient non-degenerate switching, i.e. with spectrally separated signal and control

optical channels.

5.4.2 The Role of the Carrier Lifetime

In a semiconductor all-optical device based on the excitation of free-carriers, the

density of the effective carrier population Neff in the cavity, to which the change
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Fig. 5.12 a SEM image of a Photon Molecule and, superimposed, the electric field energy density

at resonance; b experimental transmission spectrum, arrows indicate the effect of the excitation of

free-carriers; c-d cocept of a Photon Molecule with associated odd and even modes

in the refractive index 𝛥n is proportional, builds up depending on the simple rate

equation 𝜕tNeff = −Neff∕𝜏carr + G(t). Therefore, if the carrier lifetime 𝜏carr is shorter

than the duration of the excitation G(t), carriers cannot accumulate, and the response

is weak. Conversely, if the carrier lifetime is long, the recovery time of the all-optical

device increases accordingly. Considering this, the optimized carrier lifetime should

be ideally close to the duration of the excitation. This is illustrated in Fig. 5.13, where

free carriers are excited into a nonlinear resonator by a pump pulse with duration

tpulse = 4.5 ps, which is a sensible choice for processing data at a fast rate (e.g. time

demultiplexing a 100 Gb/s data stream) and, therefore, suggests that carrier lifetime

should be of the same order.

In the following, we will survey recent experiments where a variety of materials

have been used to build a PhC all-optical gate. The recovery dynamics of a non-

linear photonic molecule is measured through a time resolved spectral transmission

experiment (Fig. 5.14). The doublet of resonances allows to excite the cavity with

a pump tuned to one resonance, while a spectrally broad pulse is used as a “white

light” source to probe the instantaneous transmission spectrum of the other reso-

nance. Both pump and probe are obtained from the same mode-locked laser (MLL)

by spectral filtering.

The dynamical response of these nonlinear cavities is modelled by a combi-

nation of time-dependent coupled mode theory [42] and the dynamical equations



5 Nanophotonic Approach to Energy-Efficient Ultra-Fast All-Optical Gates 123

carr = 50ps 10ps 1ps

55ps
15ps

7ps

Pump
t=4.5ps

Time (ps)

N
ef

f (
x 

10
17

 c
m

-3
)

-20 0 20 40 60 80 100
0

0.5

1

1.5

2

2.5

Fig. 5.13 Calculated temporal decay of the effective carrier concentration, depending on different

carrier lifetime: 𝜏carr = 1, 10, and 50 ps. From [50]

Att

EDFA

Fiber
colimator

PC

Microscope

90

10

90

10

EDFA

Sample

OSA
t =[-20:300]ps

(a) (b)
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describing the evolution of the population of free carriers inside the resonator. Here,

the diffusion of the photo-excited carriers is taken into account rigorously, within

the ambipolar approximation, using the formalism of the Green’s function. The

model is able to reproduce the experimentally measured response accurately and

with a minimal set of fitting parameters, namely the surface recombination velocity

[48, 50].

5.4.3 InP

Nonlinear photonic crystal resonators, all based on the H0 design and made of InP,

have been introduced recently [16, 29, 78, 86] and all the measurements of the
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dynamical response have evidenced a fast and a slow time constant. A similar behav-

iour, but at a much lower pump excitation power, has also been reported in InGaAsP

resonators [55]. The observed fast time constant, describing the decay of the trans-

mitted probe, has been reported to be as low as 10 ps. Interestingly, this does not

correspond to the relaxation of the carrier population, which is much longer. Rather,

it results from the much faster diffusion process. Moreover, the transmission also

depends on the detuning of the probe relative to the cavity, which can be optimized

to obtain a short gating function. This is apparent in Fig. 5.15, showing the mea-

sured decay of the excited carriers, which is directly related to the instantaneous

detuning of the resonator. Our model is in very good agreement with the experiment

when assuming surface recombination velocity S = 103 m/s which the only free para-

meter here (all the others are either calculated, or measured independently). Put in

other words, the surface recombination can be deduced from pump-probe measure-

ments [48].

It has been shown that the dynamical response can be further improved by mod-

ifying the lineshape and the symmetry of the resonator [85]. Still, the underlying

dynamics is much slower than the observed response. This implies that free carriers

will continue to accumulate if the repetition rate of the pulsed excitation is faster

than the time required for a complete recovery of the carrier population.

5.4.4 P-Doped InP

In an undoped, unbiased semiconductor, the decay of the effective density of the

photo-excited carriers is governed by the ambipolar diffusion constant. In III–V

materials such as GaAs, the process is dominated by the heavy holes. A much faster

diffusion is achieved owing to p-doping, such that only the dynamics of the minority

Fig. 5.15 Pump-probe measurement of the InP gate described in [16]. Left spectrally and tem-

porally resolved transmission map; right extracted instantaneous spectral shift (circles) and model

(dashed line) with S = 103 m/s
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carriers, the highly mobile electrons, matters. This is a well known technique to

accelerate the carrier dynamics and was, for instance, already used in uni-traveling

carrier photodiodes [69].

This idea has been exploited to accelerate the response of an InP photonic mole-

cule, which is doped with acceptors to the level of about 1017 cm
−3

, such that free-

carrier losses do not affect the Q factor (𝛼 ≃ 1 cm
−1

). The response is shown in

Fig. 5.16, which clearly reveals a faster recovery, compared to the identical yet

undoped structure in Fig. 5.15. More precisely, from the instantaneous spectral shift

of the cavity it is deduced that the density of the excited carriers has halved within

only 𝜏1∕2 = 25 ps, almost twice as fast as the undoped case.

As the optical excitation becomes stronger and the level of injected carriers

becomes larger than the doping level, the ambipolar diffusion regime is eventually

restored and the fast time constant increases again, as apparent in Fig. 5.17. A model

Fig. 5.16 a Time-resolved experimental transmission spectra centred around the low-energy res-

onance b Extracted time-resolved instantaneous detuning. The double arrow indicates the time for

halving the detuning 𝜏1∕2. The inset is an enlarged view with exponential fit (dashed line) and cor-

responding time constant 𝜏. From [49]
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accounting for the drift-diffusion process in the geometry of the PhC cavity repro-

duces this behaviour fairly well. P-doping is shown to be effective in enhancing the

fast diffusion dynamics in PhC microresonators, without increasing the switching

energy (still in the 100 fJ range) [49].

5.4.5 Passivated GaAs

As discussed in Sect. 5.4, the optical nonlinear response related to the excitation

of free carriers is particularly fast in Gallium Arsenide, because the strong surface

recombination induces a fast recovery by quickly removing carriers. However, it

turns out that this effect is so strong in photonic crystal devices that it prevents the

build-up of the free carrier population, thereby dwarfing nonlinear response. Another

issue which has been observed in GaAs PhC is the degradation of the optical prop-

erties of the resonator, due to photo-induced oxidation [40].

The passivation of semiconductor surfaces exposed to large optical power densi-

ties, such as at the end facets of high-power laser diodes is well known and it is dealt

with conventional deposition techniques such as PECVD (plasma-assisted chemical

vapour deposition). These known passivation techniques have been used to improve

the quality of the PhC surfaces. The trouble here is the complex geometry of PhC

membranes, requiring a conformal coating of the surface, including that facing the

semiconductor substrate, which is hardly accessible. Nevertheless, a new technique,

known as Atomic Layer Deposition (ALD) has been developed, mainly in the con-

text of high-speed electronics based on III–V semiconductors [6, 84] and has been

applied to PhC very recently [38]. However, the impact on the surface recombina-

tion of ALD, depending on the specific treatment of the surface and the material

deposited have been evidenced later [50]. Figure 5.18 shows a 30 nm thick layer of

Al2O3 covering all the surfaces of a GaAs PhC uniformly.

Spectrally and temporally resolved pump-probe experiments have been carried

out to compare the relaxation dynamics before and after passivation with Al2O3. The

main result is summarized in Fig. 5.19a, b, demonstrating that the specific surface

passivation treatment used here results into an increase of the instantaneous detun-

ing from about 30 GHz to 140 GHz. Furthermore, the non-instantaneous recovery

of the detuning is now apparent, which is consistent with an increase of the carrier

lifetime. Importantly, the two measurements (passivated and unpassivated) are both

reproduced accurately by the model [48]. The change of a single parameter, the sur-

face recombination velocity, accounts for the different response. We conclude that

a fairly large value, S = 105 ms
−1

, about the saturation velocity in GaAs, is charac-

teristic of the uncoated sample, while ALD reduces drastically the recombination

to 3 × 103 ms
−1

, i.e. by nearly two orders of magnitude. The modelled decay of the

carrier density in the cavity (Fig. 5.19c) is insightful and reveals the drastic change

of dynamics induced by the ALD coating.

Spectrally non-degenerate homodyne pump-probe measurements are used to esti-

mate the response of the switch. When the pump and the probe are set with optimal
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malized effective carrier density h(t) for both reference (green) and ALD (orange) samples in order

to extracted the carrier lifetimes 𝜏. From [50]

detuning relative to the resonances (Fig. 5.20), a switching contrast of 7 dB is

achieved with a maximum of 200 fJ per pulse. If the pulse energy is decreased to

about 100 fJ, the contrast is sill 3 dB, enough to perform some all-optical processing

operations corresponding to a power consumption of 1 mW for 10 giga operations/s,

which can be considered as energy-efficient. It is remarkable that the transmission

has recovered completely in about 20 ps, the 1∕e decay being about 12 ps, which is

extremely fast for a semiconductor device based on free carriers.

A stronger evidence of a fast and complete recovery is the capability to respond

to a sequence of closely spaced pulses. In fact, this implies that any possible “inter-

nal” dynamics has relaxed. Figure 5.21 reports the excitation of the AOG with two

pump pulses with spacing decreasing from 40 ps to 10 ps. The probe reveals that the
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Fig. 5.20 Time-resolved

homodyne non-degenerate

pump-probe measurements

at probe detuning 𝛥𝜆 = −2.2
nm. Relative probe

transmission T∕T(−∞)
versus pump-probe delay and

extracted rise-time tr, fall

time tf and width at 1∕e.

From [50]
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Fig. 5.21 Same as Fig. 5.20

but with a sequence of two

pump pulses with separation

𝛥t varying from 10 ps to 40

ps. From [50]
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response to the following pulse is identical, hence not influenced by any transient

dynamics due to the first pulse, until these are very close.

5.4.6 Integration with Silicon Photonics

In the context of all-optical switching based on the excitation of free carriers, com-

pound III–V semiconductors can offer a larger electron mobility, hence a poten-

tially faster response, than Silicon. Moreover, their direct electronic band gap can be

adjusted by a suitable choice of the compound, which here is exploited to

maximize the nonlinear response. Still, Silicon Photonics provides an industrial-

grade platform for integrated optical circuits with a broad range of functionalities

already available and the capacity of addressing complicated architectures.

The hybrid integration of III–V devices on a silicon photonic chip address this

point as it allows to combine the advantages of the Silicon platform with the unique

properties of III–V. The most mature and accessible approach to hybrid integration

relies on the adhesive wafer bonding [28].

The integration of nanopatterned structures such as PhCs is however challenging

because of the extremely accurate alignment required to control the coupling to the
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Fig. 5.22 Nanobeam cavity

made of InP heterogeneously

integrated on a Silicon

Photonic Chip, [7]

underlying silicon waveguide (Fig. 5.22). Nonetheless, a “nanobeam” PhC resonator

made of InP has been fabricated on top of a silicon photonic circuit [25]. The III–V

structure is entirely encapsulated in Silica, which provides an additional advantage

in terms of better thermal sinking, particularly important for laser sources [8].

By adding a InGaAsP thin layer at both surfaces of the InP membrane, surface

recombination is greatly increased, which translates into a much faster recovery of

the nonlinear response. By exploiting this property, a fast optical gate with a recovery

time of about 30 ps has been demonstrated. Furthermore, all-optical wavelength con-

version and signal recovery have been demonstrated at a rate as high a 10 Gb/s [7].

This landmark experiment demonstrates the feasibility of complex photonic circuits

including sources, amplifiers and all-optical gates.

5.5 Application Example: All-Optical Signal Sampling

The “digital world” surrounding us is actually physically supported by analog sig-

nals, as well as any other signal associated to sounds, images, or any kind of physical

measurement. The transition from the analog to the digital domain for processing,

requires analog-to-digital converters (ADC). An A/D-converter produces a digital

representation, a sample, of an analog signal. The two main characteristics of ADCs

are the sampling rate and the accuracy of the sample expressed as the number of

representative bits (ENOB). The need for fast ADCs with a large dynamic range

(equivalently large ENOB) originates from some application domains such as med-

ical imaging, broadband communications and radar [22]. Despite the steady progress

of electronics, the current ADCs are struggling to meet the required performances.

While the thermal noise has been identified as the dominant limiting factor for

high-resolution ADCs operating at moderate sampling rates (e.g. audio), the perfor-

mances of high-speed ADCs are limited by both the comparator ambiguity and by
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the timing error (jitter) in opening the gate. Concerning the latter issue, it has been

shown that timing jitter in state-of-the-art electronic clocks is hardly better than 100

fs. This affects the accuracy of the representation, explaining why the ENOB has not

increased much in fast ADCs [5]. For instance, Fujitsu has demonstrated a 65 GSa/s

ADC providing 8-Bit resolution [1].

In contrast to electronic clocks, mode locked lasers (MLLs) can generate a train

of optical pulses spaced by extremely regular time intervals, and therefore used as

a high-quality optical clock. The lowest time jitter reported is below 1 fs [37], i.e.

orders of magnitude better than electronic clocks. Not surprisingly, this has prompted

a radically new approach to ADCs involving the use of an optical clock signal [5].

We note that if the signal to be sampled is also in the optical domain, an AOG is

required.

In fact, the combination of a MLL and a electro-optic modulator is likely to be

the simplest approach for converting an analog microwave signal into a train of sam-

ples. This architecture also allows a substantial degree of parallelisation owing to

photonic integration [5]. If, however, the microwave signal is provided in the optical

domain, which is the common situation of microwave photonics [60], then one might

speculate about the possibility of performing sampling all-optically, by mixing the

optical clock and the signal.

Another important performance factor in ADCs is the power consumption, in

particular regarding high-speed applications in embarked devices, where the power

dissipation and the operating time of the battery are critical. In fact, it has been shown

that the power consumption of an electronic ADCs scales approximately quadrati-

cally with the sampling frequency (see Fig. 5.23), and therefore this becomes a con-

cern when large bandwidth is needed. Moreover, power consumption also depends

critically on the number of bits. For instance, ADCs with sampling frequency equal

to 20 GHz consume 1.2 W with a 6 bit resolution and 10 W with 8 bits [57, 59].

Thus, the power consumption of an AOG operating at high-speed and with a large

dynamics (switching contrast) is extremely important. A less critical of power con-

sumption on the speed is therefore a crucial and achievable goal in optical signal

processing.

5.5.1 All-Optical Sampling

An example of all-optical sampling involving a PhC AOG is shown here. A RF sinu-

soidal signal with frequency fMZ = 2.777 GHz is transposed in the optical domain

using a Mach-Zehnder modulator (MZM) and then it is sampled by PhC AOG

described in Sect. 5.4.1, made of Indium Phosphide. The device is activated by train

of pulses generated by a Mode Locked Laser (MLL) serving as optical clock with

frequency equal to fclock = 2.525 GHz. The wavelengths of the two optical inputs

are adjusted such as the clock is set on the resonance at higher frequency whereas

the optical carrier is blue detuned by about 1 nm from the low frequency resonance.

The sampled signal is collected at the output, separated from the clock by spectral
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Fig. 5.23 Power

consumption of an Analog to

Digital Converter depending

on the sampling rate (image

adapted from [20])
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Fig. 5.24 Experiment of all-optical sampling involving a PhC AOG. Inputs tunable laser (TL)

modulated by a Mach-Zehnder Modulator (MZM) shown in the inset, and Mode Locked Laser

(MLL). Output is filtered and amplified by an Erbium Doped Fiber Amplifier (EDFA), detected

and imaged at the oscilloscope (insets)

filtering and amplified by an optical low-noise amplifier (EDFA) to raise the power

level before the InGaAs photodetector. The sampled signal is then displayed together

with the clock and the input signal by an oscilloscope synchronised with the MLL

(Fig. 5.24).

In this experiment, the sampling frequency is smaller than the signal frequency,

thus the sampled signal represents an aliased version of the original signal, which

is a sinusoid with frequency f = fMZ − nfclock = 252 MHz, as the original signal is

located in the second Nyquist band (n = 1). Considering a more general signal cen-

tred at some frequency f0 with spectral width smaller than fclock∕2, then the sam-

pling generates a representation of the original signal in the base (low frequency)
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Fig. 5.25 All-optical sampling involving a PhC AOG, observed in the electric spectral domain.

Experimental set up (top), as in Fig. 5.24, with an electrical spectrum analyser (ESA) replacing

the oscilloscope. The harmonics of the clock are associated to the Nyquist’s bands. Signals with

frequency larger than the sampling frequency are translated into the first Nyquist band. Electric

spectral power of the sampled signal as a function of the driving RF power applied to the MZM

(bottom left) and electric spectrum of the sampled signal (bottom right)

band which is “exact” in the sense of the Shannon criterion. This has an extremely

important implication in the domain of wide band radio receivers and radars, as there

sampling also implements the frequency down-conversion.

This is clearly seen in another measurement. Here, a RF signal at a much higher

frequency (12.9 GHz) is sampled with a clock at 1.26 GHz. The all-optical sampling

generates a replica in the first Nyquist band at 300 MHz, corresponding to the mixing

with the 10th harmonic of the clock of the signal. The RF spectrum is a narrow

lineshape with noise being 50 dB below (Fig. 5.25). Another interesting point is the

relationship between the input and sampled signal amplitudes. This is remarkably

linear when the input RF power is spanned over 50 dB.

This linear dependence is not obvious, given the nonlinear character of the AOG.

Nonetheless, an intuitive explanation for this is in the mechanism involved in the

sampling operation i.e. the two-photon absorption, as explained in Sect. 5.3. In spite

the fact that the average power of the two incoming optical signals is similar (about 1

mW), the peak power of the clock is much larger than the signal that only the former

triggers the nonlinear response trough the two-photon absorption.

The most attractive aspect of this approach to photonic ADC is that the implemen-

tation of a series to parallel scheme is conceptually easy. There, a high-speed signal

is sampled by time-interleaved ADCs operating in parallel and feeding lower speed
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electronic digitizers. Besides ADCs, AOGs can be used for wavelength conversion,

pulse analysis [79], signal regeneration and optical time demultiplexing.

5.6 Conclusions

Historically, nonlinear optical effects have been evidenced using large optical power

levels, which have been made possible by the invention of the laser. This is why

energy-efficiency and nonlinear optics are regarded to be at odds. The main point of

this chapter is to bring evidences that this is no longer true. New material processing

techniques have enabled the creation of a variety of dielectric optical resonators capa-

ble of nearly diffraction-limited optical confinement. Consequently, electric fields

large enough to trigger nonlinear effects are achieved in tiny volumes by exciting the

resonator with optical power levels in the mW or even the µW range, namely many

orders of magnitude weaker than in more common nonlinear optic experiments.

The kind of resonators considered here are made of III–V semiconductor com-

pounds and the optical confinement is based on the Bragg scattering, and are named

Photonic Crystals. The nonlinear mechanism exploited here is the excitation of free

carriers due to the nonlinear absorption, which reach a large density in the resonator.

This produces a change in the refractive index which can be exploited to detune the

resonance dynamically and, hence, to create an all-optical gate.

Aiming both at a fast response and energy-efficiency implies a trade off, as, in

general, faster effects are weaker, e.g. free-carrier versus thermo-optic index change.

Nonetheless, extremely fast nonlinear devices which could be operated with mW of

optical pump have been demonstrated, by exploiting the choice offered by compound

III–V semiconductors, and the possibility to control the dynamics of free carriers

through surface treatment, doping, and the geometry. Moreover, it has been shown

that such devices can be integrated on a silicon photonic platform, and thereby offer-

ing radically novel functionalities which could be combined with the panoply already

available there, to create advanced devices for optical signal processing.
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Chapter 6
Alternative Logic Families
for Energy-Efficient and High
Performance Chip Design

Itamar Levi and Alexander Fish

Abstract With advances in technology and the expansion of mobile applications,
energy consumption, which is one of the fundamental limits in both high perfor-
mance microprocessors and low to medium performance portable systems.

6.1 Introduction

With advances in technology and the expansion of mobile applications, energy
consumption, which is one of the fundamental limits of both high performance
microprocessors and low to medium performance portable systems, has become a
primary focus of attention in VLSI digital design [1–6]. In high performance sys-
tems, energy and peak power are the limiting factors on further increases in clock
speed and circuit density, due to the difficulties of conveying power to circuits and
removing the heat they generate. Moreover, the integration of circuits with different
workloads and activity profiles results in the formulation of hot spots and temper-
ature gradients over the die. This can impact the long-term reliability and complicate
the verification of the processor [7]. In portable battery operated devices such as
cellular phones, bio-medical devices, sensor networks, etc., energy consumption is
critical since it determines the lifetime of the battery (for non-rechargeables) or the
time between recharges. It is also affects the packaging, cost and weight. Many
architectures and techniques have been researched, analyzed and proposed for power
reduction and energy minimization of combinational circuits [1, 8, 9]. In general,
power reduction can be implemented at different levels of design abstraction: the
algorithm, system, architecture, gate, circuit and/or the technology. At the algorithm
level, for example, methods for simplifying the logic involved in computation and
coding for smaller Hamming distances are being developed [10–13]. Examples of
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energy reduction at the system level include commonly used power-save modes,
dynamic voltage scaling and leakage-power-reduction management [14–21]. The
sleepy-stack/keeper approach to reduce leakage power [22], reduced swing tech-
niques by special circuit families such as Current Mode Logic (CML) [22, 23] and
the use of high cost functions for power hungry gates are examples of commonly
used techniques at the gate level. A variety of design techniques, such as Input
Vector Control (IVC) [24–26], Reverse Body Biasing (RBB) technique [27–30],
Dynamic Threshold CMOS (DTMOS) [31, 32] and many others can be imple-
mented at the circuit and transistor levels to reduce both dynamic and static power [3,
33–36]. Finally, at the technology level, supply voltage reduction can be utilized to
effectively reduce both dynamic and leakage power [37–39].

During the process of Standard Design Flow (SDF) the logical representation of
the Integrated Circuits (ICs) (in High Description Language, HDL) is synthesized to
a library of standard digital cells. These logical cells are implemented according to a
well optimized layout structure as well as the device dimensions and physical
guidelines of the digital library provider. Digital libraries possess different flavors of
gates. Most of the digital circuits are implemented using standard CMOS logic.
Static CMOS Logic has been the most popular design approach for the past three
decades. Many attempts have been made to propose a better alternative logic family
to achieve lower power dissipation, smaller area and higher performance.

In the past, Pass-Transistor Logic (PTL) was proposed as a promising alternative
to Static CMOS Logic [33, 40–45]. The leakage of PTL implementations of
monotonic gates was shown to be much higher than that of CMOS implementa-
tions. Some PTL techniques, such as Double PTL (DPL), were proposed to solve
the aforementioned problems [40–42]. However, most of these solutions resulted in
increased transistor count and area, a large number of required buffers and degra-
dation in signal integrity. Dynamic Logic [43–45] has been used as an efficient
alternative for high performance operation. Computation using dynamic gates
operates in two phases: pre-charge and evaluation. The advantages of dynamic
logic include the high driving strength of the evaluation network and reduced
transistor count. On the other hand, dynamic logic presents a number of significant
drawbacks, such as charge leakages, charge sharing, signal integrity and restoration
issues, high dynamic power consumption and susceptibility to glitches with no data
recovery. These sensitivities are intensified with process scale-down, supply voltage
reduction and process variations increase.

In a given standard Cell Library, the same gate can be designed in several flavors
optimized for different objectives. While utilizing a digital logic family such as
CMOS, the traditional paradigm assumes that high performance comes at the
expense of energy efficiency; that is, one can design low energy cells that operate at
low frequencies or high performance ones that consume high energy. Research and
optimizations to disentangle this paradigm (i.e. offer the best of both worlds) are
typically carried out at the algorithm or architectural levels of the design by
operations in different modes, dynamic voltage and frequency scaling (DVFS),
different power domains, algorithmic optimization, etc. The task is more difficult at
lower abstraction levels such as the gate and transistor levels. When utilizing
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standard CMOS gates, the optimization space at the gate level is quite small. For the
sake of clarity, it should be noted that low energy flavors of cells (gates) are
typically limited by the amount of energy reduction they can provide as compared
to the high performance flavors for the same supply voltage and frequency.

In traditional sequential designs, performance is dominated by the circuit’s most
critical (slowest) path, whereas the energy consumption is basically the sum over all
the design consumers (i.e., all the gates/cells in the design). The typical opti-
mization carried out by the automated tools, targeted by a specification to achieve
both low energy and high performance, is to find the design’s most critical paths
and to assign high performance gates to them (gates consuming relatively high
energy) while the rest of the paths (that are not timing-critical) can remain in a fairly
low performance mode that consumes low energy.

In this chapter, we present the recently proposed alternative dual mode logic
(DML) gates family that enables a very high level of energy-delay optimization
flexibility at the gate level. This flexibility can be utilized to dramatically improve
both the energy efficiency and the performance of combinational circuits by
manipulating their critical and noncritical paths. We present an approach that locates
the design’s critical paths and operates them in a boosted performance mode (de-
noted as Dynamic). The noncritical paths are operated in the low energy DML mode
(denoted as Static), which does not affect the performance of the design, but results
in a significant reduction in energy consumption. The key strength of this method is
that the same gate can be selectively operated in each mode (in a gate-level gran-
ularity). This provides much greater room for optimization at higher algorithmic and
system abstraction levels, in addition to the inherent gate level opportunities which
are not possible with a CMOS based design. We discuss DML behavior in different
operation scenarios, focusing on energy efficient low voltage operation.

6.2 Background

This section discusses energy-performance tradeoffs in digital designs, and focuses
on operations in different regions. Then, we briefly discuss existing logical families
for digital design and elaborate on their tradeoffs in design metrics. Finally, we
analyze the typical energy-delay (E-D) optimization space paradigm and highlight
how DML can extend it. The dual modularity of the DML gates family enables a
clock-to-clock-cycle selective operation in one of the two DML operating modes,
one of which (dynamic) enables high performance and the other (static) allows low
energy consumption.

1. Energy-Delay (E-D) Tradeoffs.

Energy and performance have been the main metrics used to assess the efficiency of
digital electronic systems over the years. Traditionally, energy efficiency comes at
the expense of high performance and vice versa. R.G. Dreslinski et al. presented the
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general tradeoff space of energy and performance as a function of the supply
voltage (VDD) [46]. Figures 6.1 and 6.2 show very popular illustrations of the
tradeoffs between energy per operation and speed for different supply voltages.

The traditional designs that dominate today’s market use supply voltages in the
range of 0.9−1.8 V to operate their digital and analog circuits. In these designs all
the “on” transistors operate in the so-called-Super-VTH region (see Fig. 6.1), far
above the switching threshold of a transistor. In this region the “Ion” current of a
transistor used for switching digital gates from one state to another is very strong,
which results in a ratio of many orders of magnitude between the “Ion” and the “Ioff”
(parasitic leakage) currents. This makes the “Super-VTH” operation very fast and
reliable. The minimum delay point (MDP), which indicates the best possible per-
formance of a given circuit topology, is achieved in the “Super-VTH” region, as
shown in Fig. 6.2. However, these traditional designs consume very high energy
and are not suitable for many modern applications where energy dissipation is the
main concern.

Low voltage operation in the “sub-VTH” or “near-VTH” regions has been shown
to be the ideal way to dramatically reduce energy dissipation. In the sub-VTH

designs all transistors are operated from the supply voltage which is below the
transistor switching threshold voltage. This approach, which was proposed as far
back as the 1960s, is radically different since operation in the sub-threshold regions
exploits the parasitic leakage current, and uses it as its primary operation current.
This means that according to the classical definition most of the transistors are in
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the “off” state even during their operation and switching. Sub-threshold operation
can substantially reduce both leakage and switching (dynamic) energy dissipation,
and thus result in minimum energy dissipation. Dynamic power is greatly reduced,
primarily due to the quadratic dependency on supply voltage and the complete
elimination of some of its components. Similarly, the static leakage is also much
lower since it also depends on the supply voltage (exponential dependency at low
voltages). The Minimum Energy Point (MEP) is usually located in the
sub-threshold region, as shown in Figs. 6.1 and 6.2. Lowering the supply voltage
below the MEP causes an increase in energy consumption (see Fig. 6.1). Below the
MEP, the delay of a circuit is exponentially larger (exponential increase with supply
voltage reduction). In turn this makes the leakage currents of sub-VTH devices start
to dominate the energy per operation.

While maximum energy efficiency is achieved in the sub-VTH region, since the
sub-threshold currents are much weaker than standard “super-threshold” currents,
the time needed to change a digital gate state is significantly longer, which limits
the operation frequency of the circuit considerably. At the MEP the delay is at least
three orders of magnitude larger than at the Minimum Delay Point (MDP), which
consumes an order of magnitude more energy.

The energy-delay (E-D) curve is quite flat around the MEP, so significant per-
formance improvement can be achieved by a slight increase in the supply voltage
above the MEP and moving into the near-VTH region (see Fig. 6.2). In “near-VTH”

designs, all transistors are operated between the weak and moderate inversion
regions. Since operation in the NT region presents a good tradeoff in terms of
energy-performance leading to significant energy reduction with only a moderate

Fig. 6.2 Pareto-optimal
energy-delay curve showing
the Minimum Energy Point
(MEP) and the minimum
delay point (MDP) [102]
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penalty in performance (as compared to the super-threshold region), it has become
very attractive for many modern applications.

At first glance the above description suggests that a simple reduction in the
power supply voltage of traditional circuits could yield reliable sub/near-threshold
operation. Unfortunately, this is not the case since the power supply reduction is
accompanied by a number of problems and significant challenges. The low voltage
associated with frequency reduction is not suitable for all modes of operation and an
adaptive voltage control mechanism may be required. Lower supply voltages also
mean lower noise margins, reduced yield and increased vulnerability to process
variations and temperature fluctuations. The characteristics of semiconductor
behavior in sub/near-threshold are not well represented by standard transistors
models and are different from those in super-threshold region, resulting in different
device sizing and ratio optimizations.

Although some logic families, such as CMOS, are known to be fully operational
in all voltage regions, many logic families such as the ratioed-logic and dynamic
families have been shown to be inapplicable in low voltage regions. An alternative
Dual-Mode-Logic (DML) is shown below to be fully functional at all voltage
regions. Furthermore, as will be presented, the DML’s capability to switch between
different modes of operation (Static or Dynamic) makes it possible to achieve
Energy efficient operation under wide range of supply voltages, while exhibiting
significant improvement in performance as compared to conventional CMOS logic.

2. Introduction to Logic families for Digital circuit design.

Numerous circuit styles can implement a given logic function. These styles are
called logic families. Every logic family inherently has its own advantages and
drawbacks, and a designer’s choice of an appropriate family depends on the
application and its specifications such as energy, performance, area, temperature,
reliability, etc.

The most common and well-known logic styles are Complementary Metal Oxide
Semiconductor (CMOS) [33–35, 47], Pseudo nMOS [48], Pass Transistor Logic
(PTL) [40–42, 49], Gate Diffusion Input (GDI) [50–54], Dynamic logic (i.e.
Domino/CMOS NORA, etc.) [43–45], Current Mode Logic (CML) [22, 23], Sense
Amplifier Based Logic (SABL) [55, 56]. This range of styles has shrunk over the
last three decades to only a handful logic families which are widely used nowadays
(mainly CMOS for non-custom designs). Modern designs consist of a limited
selection of well-known and explored logic families for automate or semi-automate
design flow. In the following sub-sections, we introduce the key features of the
most common logic families. We primarily address logic styles that serve as the
basic building blocks for DML.

(1) Complementary Metal Oxide Semiconductor (CMOS)

The most common design logic family today is CMOS. This family is based on the
use of complementary MOS transistors to perform logic functions (see Fig. 6.3)
with a very small consumption of static current. CMOS gates are based on the
fundamental inverter circuit consisting of two transistors. Both transistors are
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MOSFETs, with one n-channel whose source is grounded, and one p-channel
whose source is connected to the VDD. Their gates are connected to form the input,
and their drains are connected to form the output. The two MOSFETs are designed
to have matching characteristics and hence are complementary to each other. When
off, their resistance is effectively infinite; when on, their channel resistance is low.
Since the gate is essentially an oxide isolated circuit, it draws no current in the
steady state and the output voltage is equal to one of the strong power supply
voltages, depending on which transistor is conducting [22].

The advantages of a conventional CMOS design methodology are well-known
and explored, and partially detailed. These include strong on and off states, rail to
rail logic levels, and until the advent of recent processes, it also featured very low
static power consumption. The main drawbacks of CMOS are the large number of
transistors (twice the number of inputs) which reflects very large input and output
capacitances that increase the delay. Moreover, in most advanced nanoscale pro-
cesses where the feature size is scaled to below 65 nm, the static leakage current
increases dramatically as a result of the increment in the subthreshold slope factor
[1]. This issue has become a significant obstacle to low voltage designs. The
increased leakage results in a decreased on/off current ratio and therefore an
increased delay. The decreased on/off ratio paves the way for high-probability
failure mechanisms, especially under global process variations for high frequency
applications if not designed correctly [57, 58]. More common sensitivities come
into play with low process nodes such as Gate Induced Drain Leakage (GIDL),
Drain Induced Barrier Lowering (DIBL) [58, 59], Punch Through [60], Gate tun-
neling [61] etc. CMOS performance under low voltage regimes is discussed in the
next sub-section.

In order to limit energy consumption in current and future CMOS technology
generations, the scaling of the threshold voltage needs to keep up with performance
requirements. However, the techniques used to decrease the threshold voltage
increase its variability. In CMOS, gates are generally designed with a stacked
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Fig. 6.3 Standard CMOS logic. Reproduced from [22]
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network and a parallel network, whose leakage can be substantial. Thus, summing
large leakage currents which are intensified by VTH variations makes the CMOS
design particularly sensitive to process variations in nanometer CMOS. VTH sen-
sitivity is caused by random dopant fluctuations, line edge roughness, oxide
thickness variations, etc. These effects combine to yield an exponential change in
the ON or leakage (OFF) currents under low voltage operation [62].

Utilization of low voltage CMOS gates is associated with a number of chal-
lenges [63], including low worst-case frequency (which is determined by the
design’s most critical path), relatively large leakage currents in modern processes,
large area and capacitances. All these make low voltage CMOS design impractical
in many applications where performance is important, leaving CMOS low voltage
design for applications such as medical devices [64, 65] and portable applications
with very low performance requirements [6, 66]. Several attempts to use modified
CMOS logic to operate under low voltage with boosted performance were made by
Soeleman and Roy [67]. These utilized a dynamically switching threshold voltage
but were shown to be less stable for sub-threshold operation under process variation
and temperature fluctuations.

Unlike the complementary CMOS which implements a symmetric Voltage
Transfer Characteristic (VTC) and has robust high and low noise margins,
Dynamic Logic [68–70] was proposed traditionally to counterbalance the sym-
metric nature of CMOS to provide high performance. Naturally this comes at the
expense of energy consumption, as will be discussed next.

(2) Dynamic logic

Dynamic Logic [68–70] was developed for high performance digital circuits.
Dynamic logic can be described as a technique to operate specially designed logic
gates in two different phases: the pre-charge phase where the dynamic node is
charged to logic level “1”, and the evaluation phase which may lead to a discharge
of the dynamic output node. The two phases are synchronized using a CLK signal.
Figure 6.4 depicts the basic scheme of a dynamic gate.

In contrast to static families (constant low resistive connections to a constant
supply of VDD or GND, e.g. CMOS) a dynamic design has very high performance,
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Fig. 6.4 Basic scheme of a
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from [69]
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reduced area utilization and inherently eliminates short-circuit currents. Static gates
can evolve to ‘high’ or ‘low’ logic levels with equal probability; therefore, they are
sized for equal High-to-Low (TPHL) and Low-to-High (TPLH) times. A dynamic gate
has only one transition during evaluation, and each output can only change once (in
contrast to CMOS where sporadic changes may occur). Therefore, several charg-
ing’s of the same network do not take place in dynamic operation and the gates can
be sized to optimize only one transition.

Dynamic logic presents a number of design challenges, especially in modern
nanoscaled technologies. The challenges are associated with drawbacks such as
charge leakages, charge sharing, cross-talk sensitivity, signal integrity and
restoration issues, high dynamic power consumption (at each cycle, even with clock
gating), susceptibility to glitches with no data replenishment and the increased
complexity of dynamic design clock distribution and control. These sensitivities
and challenges are intensified by device dimensions, supply voltage scaling, process
variations and temperature fluctuations. Furthermore, there are no standard design
flow tools and libraries to design with dynamic families (unlike CMOS). The
aforementioned challenges have significantly affected the attractiveness of dynamic
logic in the last decade. In fact, dynamic logic is almost never used in modern state
of the art designs. However, as will be shown in the next sections on DML, basic
concepts of dynamic logic can be utilized along with other design styles to achieve
fast and reliable operation.

(a) The cascading challenge and dynamic logic topologies

The cascading of several basic dynamic gates together using the same clock signal
(CLK) will lead to a built-in race condition. To illustrate the race condition, two
cascaded n-type dynamic inverters are shown in Fig. 6.5.

During the pre-charge phase (i.e., CLK = ‘0’), the outputs of both inverters are
pre-charged to VDD. On the rising edge of the clock, output out1 starts to discharge.
The second output should remain in the pre-charged state of VDD because its
expected value is ‘1’ (out1 transitions to ‘0’ during evaluation). However, there is a
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finite propagation delay for the input to discharge out1 to GND. Thus, the second
output also discharges. The conducting path is between out2 and GND (Vss), and
precious charge is lost at out2 until out1 reaches VTHn (the conducting path is only
disabled once out1 reaches VTHn). This leaves out2 at an intermediate voltage level
and the correct level will not be recharged. Clearly, dynamic gates rely on capac-
itive storage unlike static gates such as CMOS. The charge loss leads to reduced
noise margins and potential malfunctioning in all dynamic families and topologies.
Thus, for a correct-by-design implementation two major dynamic design families
were introduced:

• Domino Logic
• NORA or np-CMOS Logic

The two proposed topologies to overcome these drawbacks are presented next.
Domino logic—this topology ensures ‘0’ in all of the gates’ output nodes

immediately after the pre-charge period. The cascading issue is resolved by adding
an inverter after each dynamic gate and therefore cutting off the next stage
Pull-Down-Network during the pre-charge period. Figure 6.6 shows the general
structure of a basic Domino gate. Figure 6.7 provides an example of a cascade
connection of pre-charge high gates.

np-CMOS\ NORA Logic structure—the addition of inverters in domino logic to
achieve correct logic functionality is also associated with a significant degradation
in performance caused by the delay of these inverters. np-CMOS topology was
introduced to improve performance and be able to use all of the evaluation time for
necessary logic computation. This method provides an alternative approach to
cascading dynamic logic by using two flavors (n-block and p-block types) of
dynamic logic. In a p-block logic gate, pMOS devices are used to build a PUN,
including a pMOS evaluation transistor (Fig 6.8). The nMOS is a pre-discharge
transistor that drives the output low during pre-charge. The output conditionally
makes a ‘0’ → ‘1’ transition during evaluation depending on the p-block gates.
The n-block gates are controlled by CLK, and the p-block gates are controlled by
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inn
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Pre-charge high

Pre-charge low

Fig. 6.6 Basic domino logic gate. Reproduced from [70]

148 I. Levi and A. Fish



CLK. n-blocks gates can directly push p-block gates, and vice versa. During the
pre-charge phase (CLK = ‘0’), the output of the n-block gates, out1, is charged to
VDD, while the output of the p-block discharges to the ground (‘0’). During eval-
uation, the output of the n-block gate can only switch via a ‘1’ → ‘0’ transition,
conditionally turning on some transistors in the p-block. This ensures that no false
glitches occur. One of the drawbacks of this logic is that half of the total amount of
transistors are pMOSs. They are larger, slower (due to their low driving strength)
and their ability to push current in comparison to nMOSs is smaller (due to mobility
differences). Therefore, under optimization that targets propagation delays the
PMOSs will consume a large area.
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Fig. 6.7 Domino dynamic logic topology, cascaded gates
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(b) A Footer Implementation

n-type dynamic gate inputs are low during pre-charge and therefore a designer may
find it attractive to eliminate the evaluation transistor (footer). Elimination of the
footer leads to a reduction in the sizes of the stacked PDN devices, a reduction of
the clock tree distribution efforts and load and an increase in the pull-down drive
strength. All these result in an improved evaluation delay. Unfortunately, this
change prolongs the pre-charge period. Pre-charge will now ripple through the logic
network whereas originally it ran as a parallel operation for all gates in a chain at
the same time. An example of a dynamic chain without footer transistors is shown
in Fig. 6.9.

An optional mitigation of the pre-charge ripple effect involves the insertion of a
logic stage with a footer every few stages. This should be a reasonable compromise
between the fast evaluation phase on one hand and a reasonable pre-charge phase
duration on the other.

Another important negative effect of a rippling pre-charge is the extra power
dissipation that occurs when both the pull-up and pull-down devices are on. In order
to eliminate these short circuit currents, designers try to delay the arrival of the
clock between the dynamic gates, as shown in Fig. 6.10.
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Fig. 6.9 Dynamic chain without footer transistors

Fig. 6.10 Delay insertion for static power consumption mitigation
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Thus, the existence of a footer constitutes a tradeoff between the evaluation
phase duration and the subsequent pre-charge phase. Both periods form the oper-
ation cycle of a circuit, but typically the evaluation is much longer and the
pre-charge phase can be concealed with multi-phasing clocks [71].

(c) Low-Voltage Dynamic Logic

The rationale for operating dynamic logic in the sub-threshold and near-threshold
regions was to achieve an improved performance, as compared to conventional
CMOS, while still dissipating significantly less energy than in the super-threshold
region. Attempts to use low voltage dynamic logic were made by Soeleman et al.
[72]. The conventional domino logic was used with an operation voltage below the
transistor’s threshold voltage. While these attempts produced very interesting
results, they are less practical in modern commercial applications because of their
high sensitivity to process variations in advanced technologies. The use of dynamic
logic in recent versions was also abandoned because of the increased control and
clock complexity. In addition, domino circuits have been shown to exhibit poor
tolerance to device subthreshold leakage [73]. Another attempt to modify standard
dynamic logic to allow reliable sub-VTH operation was described in [74]. While
showing high performance, the high-speed domino, shown in Fig 6.11, still suf-
fered from high design complexity and area overhead.

Thus overall, dynamic logic operation with low voltage supply is very chal-
lenging, complex and presents high sensitivities to process variations. Typically, it
can only be used in the sub-threshold and near-threshold designs if major modifi-
cations and extreme design efforts are made.

(3) Other Design Styles

This overview of existing logic families began with CMOS and dynamic logic
families since they are the basic building blocks of a DML gate (as discussed in the
next sub-section). For this reason, the two previous sub-chapters provided an
in-depth presentation of their characteristics. However, many other design styles

1/P1 1/P2 1/P8

Q1 Q2

VDD

P1

N1

I2 I3

CLK

Keeper

Gate O/PDomino node I1

NMOS
logic
block

Fig. 6.11 An 8-input
HS-domino OR gate.
Reproduced from [74]
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have been suggested over the years in addition to CMOS- and dynamic- logics. In
this section we provide examples of a few alternative logic families.

Pass Transistor Logic (PTL)
In contrast to CMOS, which only addresses the primary inputs that drive the gate
terminals of MOSFETs, Pass Transistor Logic (PTL) logic allows the primary
inputs to also drive source or drain terminals. The advantage of this family is that a
one pass-transistor network (either nMOS or pMOS) is sufficient to perform a logic
computation, which results in a reduced transistor count, smaller input and output
loads, especially while using nMOS based PTL cells. The PTL advantages include
low transistor count, small loads and, in some cases, improved delay. An example
of an AND PTL gate is shown in Fig. 6.12. However, the threshold voltage drop
(VTH-drop) through the nMOS transistors while passing a logic “1” makes the
swing (level) restoration at the gate outputs necessary to avoid static currents at the
subsequent gate’s output (say a CMOS).

In order to decouple gate inputs and outputs and to provide acceptable output
driving capabilities, inverters are usually attached to the gate outputs. Special design
emphasis should be given to the fact that in PTL, MOS networks are connected to the
gate inputs rather than constant power lines. If two networks are open (“On”) at the
same time while one drives GND and the other drives VDD, short circuit currents and
power consumption will occur. This forbidden state is often called a “sneak path”
and entails several logic restrictions when constructing PTL networks. Each PTL
design must have a multiplexer general structure to avoid these “sneak paths”. This
issue is very restrictive and is one of the key obstacles to automate tools for PTL. For
these reasons, certain restrictions need to be enforced when designing with PTL; i.e.,
two networks are required in addition to the swing restoration circuit and an addi-
tional buffer. In addition, some of the PTL circuits are need to be sized with a given
device ratio (ratioed) which means that they are very sensitive to the sizing of their
transistors. Hence numerous sizing restrictions are required to preserve their func-
tionality. The swing restoration circuitry (also called a keeper) is also size-dependent
and may not sufficiently mitigate the static power. Usually, PTL circuits require an
increased design effort (mostly custom and not automate design).

While some PTL circuits are in use in super-threshold designs, mainly for area
reduction, they were shown to be sensitive to voltage scaling [75]. Under low
voltage, PTL gates acquire reduced noise margins and suffer from reliability issues
with low yield.
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F=AB

Fig. 6.12 PTL AND gate
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Gate Diffusion Input (GDI)
This logic family was introduced by A. Morgenstein et al. in 2002 [50, 51]. This
family combines ideas from the physical structures of CMOS and PTL gates. The
method is based on the use of a single simple cell, as shown in Fig 6.13a. At first
glance, the basic cell is reminiscent of the standard CMOS inverter. However, the
GDI cell contains three inputs: G (the common gate input of both the nMOS and the
pMOS), P (the input to the source/drain of the pMOS), and N (the input to the
source/drain of the nMOS). This simple cell can effectively implement a large
variety of Boolean functions. The implementation of most of these functions is very
complex in static CMOS. The GDI approach was originally proposed for fabrica-
tion in Silicon on Insulator (SOI) and twin-well CMOS processes. The GDI cell,
shown in Fig 6.13b [52], is a modification of the basic cell depicted in Fig 6.13a,
and is also compatible with standard CMOS fabrication processes. Various com-
binational and sequential circuits, such as adders, multipliers, comparators,
Flip-Flops and counters, have been implemented in processes down to 65 nm,
showing a power reduction of up to 40%.

The main disadvantage of GDI is the lack of a full swing in some logic functions
and a finite input resistance. Recently, a solution to these problems was proposed by
using a self-restoring (SR) transistor to regain the swing (two versions in Fig 6.14)
[53, 54]. However, these proposals are still beyond the scope of automate design
flows and have not been tested under low supply voltages.

Source Coupled Logic (SCL) or Current mode logic (CML)
The general structure of SCL (or CML) family gates [22, 23] was first implemented
by bipolar transistors and extended to applications with MOS transistors. This
Current Mode Logic (CML), dubbed MOS current mode logic (MCML), is a useful
logic style for the implementation of high speed circuits. These circuits operate with
a constant bias current for each gate and are suitable for markets requiring accurate
high-speed mixed signal applications. The general structure of this type of gate is
shown in Fig 6.15. In general, SCL circuits are differential and require a special
analog layout periphery. These circuits were proposed mainly for mixed-signal
applications where dI/dt is very important (such as D/A or A/D converters). Due to
the almost constant current and their inherent small voltage swing they are highly

Fig. 6.13 Basic GDI cell;
a original version. b standard
CMOS process compatible.
Reproduced from [52]
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immune to cross-talk noise incurred by switching current spikes (unlike CMOS)
and are also advantageous for cryptographic circuits. While MCML dissipates
constant static power (the main power dissipation source of MCML), it requires less
dynamic power than conventional logic because of the smaller output swings,
which are controlled and not sensitive to voltage scaling. The reduced output swing
for each of the differential nodes is induced and controlled by the PMOS resistor
and the saturated constant current NMOS. These are designed for a constant
reduced swing for the whole circuit. The reduce swing makes the switching fast,
which is the main performance boost in such circuits. Recently, Alioto et al. [76,
77] examined the ability of this logic to fit the sub-threshold regime. In this study, it
was shown that the total energy consumed by a MCML circuit in sub-threshold
(static power) might be smaller than the total energy (switching plus static) of a
CMOS circuit. In [77] values of a 10 pA constant bias current were reported for a
sub-threshold MCML circuit. While these results are very interesting and promis-
ing, many aspects of MCML implementation in large scale and advanced nodes still
require study. In addition, the compatibility of the MCML to standard design flow
and tools needs to be examined.

Fig. 6.14 a F1 with SR transistor. b F2 with SR transistor. Reproduced from [53, 54]
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6.3 DML Basics

The DML logic gates family provides a very high level of energy delay (E-
D) optimization flexibility [78–80]. DML allows an on-the-fly changeover between
two operational modes at the gate level: the Static mode and the Dynamic mode. In
the static mode, DML gates consume very low energy, with some performance
degradation as compared to standard CMOS gates. Alternatively, dynamic DML
gate operations obtain very high performance at the expense of increased energy
dissipation. While DML gates have a very simple and intuitive structure, they
require an unconventional sizing scheme to achieve the desired behavior [78–80].

In this section, we briefly present the scheme and the operating principles of a
basic DML gate and discuss energy efficiency of DML in the static mode.

A. DML overview

A basic DML gate architecture is composed of an un-clocked static gate, e.g.
CMOS, and an additional transistor M1, whose gate is connected to a global clock
signal [78, 79]. We focus on DML gates where the static gate implementation is
based on conventional CMOS. A DML gate implementation can be either “Type A”
and “Type B”, as shown in Figs. 6.16a−d respectively. In the static DML mode of
operation (Static mode), the M1 transistor is cut off by applying the high Clk signal
for the “Type A” and the low Clk_bar for the “Type B” topology. Therefore, the
gates of both topologies operate similarly to the static logic gate (CMOS in this
case). For the dynamic operation of the gate (Dynamic mode), the Clk is enabled for
toggling by providing two separate phases: pre-charge and evaluation. During the
pre-charge phase, the output is charged to VDD in “Type A” gates and discharged to
GND in “Type B” gates. During evaluation, the output is evaluated according to the
values at the gate inputs, in a way similar to NORA/np-CMOS implementations
[43–45]. It was shown that DML gates exhibit very robust operation in both the
static and dynamic modes under process variations (PVT) and at low supply
voltages [78–80]. Dynamic mode robustness is mainly achieved by the intrinsic
active restorer (pull-up in “Type A” and pull-down in “Type B”). This restorer is
fairly insensitive to glitches, charge leakage and charge sharing. The unique sizing
of the DML gate transistors is the key factor for achieving low energy consumption
in the static DML mode (in which the topology of the gate is identical to the static
gate). This sizing is also responsible for the reduction of all the gate capacitances. In
a similar way, the unique transistor sizing enables evaluation through a low resistive
network, thus achieving fast operation in the dynamic mode. An intuitive visual-
ization of the tradeoff inherently related to DML is shown in Fig. 6.17. Energy
efficiency is achieved in the static DML mode at the expense of slower operation
(low energy and low performance). However, the dynamic mode is characterized by
high performance, albeit with increased energy consumption (high energy and high
performance). These tradeoffs allow a very high level of flexibility at the system
level, as discussed in Sub-section B. Figure 6.18a, b show the sizing of CMOS
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based DML gates in “Type A” and “Type B”, respectively [81]. These are optimized
for dynamic operation. Figure 6.18c shows the conventional sizing of a standard
CMOS gate where WMIN is a minimal transistor width, β is the PUN to the PDN
inherent up-sizing factor and f is the gate’s general up-sizing factor [80, 82, 83]. As
can be seen, the in/out capacitances of DML gates are significantly reduced
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compared to CMOS gates, due to the utilization of minimal width transistors in the
pull-up of “Type A” or pull-down of “Type B” networks. The size of the pre-charge
transistor is kept equal S∙WMIN to maintain a fast pre-charge period, despite the
output load upsized gate, where S is the evaluation network upsizing factor. For
more details, the reader is referred to [80].

Figure 6.16b, d show the footed “Type A” and the headed “Type B” DML gates,
respectively. The use of these topologies is explained in detail in [80]. They allow a
successful pre-charge for a cascaded topology of standard static gates/synchronous
devices to a DML logic. Many aspects of DML gate sizing, as well as the preferred
set of gates for “Type A” and “Type B” topologies have been analyzed and dis-
cussed. Optimization for network up-sizing parameters for load driving was carried
out using the Logical Effort (LE) method [80]. The key DML achievement is that
while presenting very high performance in the dynamic mode through the proposed
sizing, the same topology also enables improved energy efficiency in the static
mode as compared to a conventional CMOS.

B. Static DML as a semi-energy-optimal CMOS

The design parameter optimization of a conventional CMOS gate is mainly influ-
enced by VTH, transistor width, VDD, channel length, oxide thickness and body
voltage. The influence of these parameters on E-D plane optimization has received
attention in the literature [3]. For the CMOS family, the symmetry of the gate (i.e.
equal rise and fall times) is highly important. This is due to the fact that in a
combinational system there is always some uncertainty regarding the transition
type. As a result, the pull-up network (PUN) of CMOS gates, which is constructed
by low mobility PMOS devices, is sized up by the β parameter [82]. When opti-
mizing a CMOS gate’s energy at the expense of its performance, the transistor’s
width is the main parameter used for reducing the energy consumption. Several
factors account for this: (1) Switching energy is proportional to the load and
quadratically dependent on VDD. Under energy optimization, the symmetry of gate
performance does not constitute a constraint, so transistor width can be reduced, as
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well as β. This significantly lowers the load capacitances. (2) As a result of circuit
VDD lowering and technology scaling, leakage energy has become one of the key
factors in static power dissipation. The leakage energy is caused by the numerous
leakage currents of a device. The main leakage currents are the sub-threshold and
gate leakage currents [1, 84]. These currents are linearly dependent on transistor
width and under energy optimization they are considerably reduced.

CMOS based DML gates that are operated in a static mode with transistor sizes
optimized for the dynamic mode are de facto a semi-energy-optimal CMOS
structure with an additional negligible output capacitance for the Clk transistors
(transistors M1 and M2). This is because when optimizing dimensions for the
dynamic mode, the complementary network is composed of minimum sized gates,
whereas in the static mode this minimum transistor area sizing induces minimal
dynamic and static energy consumption. Static DML is still highly robust due to its
complementary nature [78, 79] and withstands aggressive voltage scaling. This
methodology can also be referred to as a stand-alone technique for reducing the
energy consumption of digital circuits. The E-D tradeoff space in this approach is
very broad, but this section limits the discussion to transistors sizing, such as the
one shown in Fig. 6.18a, b for DML gates.

6.4 DML Utilization for Increased E-D Flexibility

The performance of most digital circuits and systems is determined by the delay of
their critical paths (CP). Even though standard synthesis tools attempt to design
logic blocks without CP [85–87] (i.e. equalized path delay), the slack from the
targeted Clk (Clock) frequency always exists and needs to be remedied by
designers. Many methods have been proposed to address these slacks. These
methods include adaptive voltage scaling with a CP emulator circuit [81], multi
oxide thickness driven threshold-voltages, multi-channel lengths for energy
reduction in the non-CPs and performance boost in the CPs [88, 89]. Meijer et al.
and Liu et al. applied a body bias on a non-CP to improve energy consumption and
increase performance of the CPs, respectively [90, 91]. While these methods solve
the critical path slack problem, in most cases they also result in a significant
increase in energy consumption. In addition to these gate level approaches,
higher-level approaches have been presented such as multi-mode logics, parame-
terized logic [92].

In [1], a concept of E-D space optimization as a function of different gate
topology utilizations was proposed. Figure 6.19 shows that by constructing gates
with different transistors sizing/topologies a different E-D curve can be achieved.
This clearly shows the advantages of operating in MEP with one topology and in
MDP with another topology. Until recently, this was only possible by constructing
two different designs. The unique capabilities of the DML logic allow very high
level flexibility at the gate level and actually extend the area of energy-delay
optimization space. In fact, the utilization of DML makes it possible to extend the
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E-D curve and operation in both MEP and MDP with the same design by switching
from the Static mode to the Dynamic mode. This idea is schematically presented in
Fig. 6.20.

In this section, we show how to utilize this flexibility to improve the energy
efficiency and performance of combinatorial circuits by manipulating their critical
and non-critical paths. An approach that locates the design’s critical paths (CPs) and
operates these paths in the boosted performance mode is described. In this
approach, the non-critical paths are operated in the low energy DML mode, which
does not affect the performance of the design, but affords a significant energy
consumption reduction. This approach was analyzed on a 128bit Carry Skip Adder
(CSA). Simulations carried out in a standard 40 nm digital CMOS process with
VDD = 400 mV show that this approach leads to a 2X performance improvement
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along with a 2.5X reduction of energy consumption compared to a standard CMOS
implementation. At VDD = 1.1 V, improvements of 1.3X and 1.5X in performance
and energy were achieved, respectively. This section describes the approach and
provides a design example.

A. Delay improvement of conventional CMOS by operating CPs in DML dynamic
mode

As mentioned above, the CPs of a CMOS design are automatically identified using
standard design flow tools. By replacing these paths alone with DML gates and
applying the dynamic mode on these paths, their delay can be significantly
improved. The rest of the design is implemented using standard CMOS static logic.
Of course, special design constraints should be enforced at all intersections between
a static path and a dynamic one. In some of these cases, a footer/header should be
applied [78, 79, 93, 94]. Figure 6.21 presents a in which the CPs were located and
only those paths were allowed to toggle between the dynamic and static mode
according to system requirements. If the system can withstand slower operation, the
CP logic will operate in the static mode. If the system is required to meet the
defined Clk period for all cycles, the CPs will operate in the dynamic mode. One
such application is a smart phone that operates in two different modes: a slow
frequency for the power-save/hibernate mode and a fast mode for video streaming.
Nevertheless, it should be emphasized that low complexity systems can typically
only handle one frequency for operation and the CPs will constantly operate in the
dynamic mode. Normally, the number of gates on the CP is low as compared to the
total number of gates in the design. Therefore, in most cases, the inherent
dynamic-operation energy of these CPs will lead to a non-significant increase in the
total energy consumption of the design.

B. CP-DML Approaches to energy efficiency and High Performance

This section elaborates on approaches for energy efficient and high performance
design of combinatorial systems using DML gates. Theoretically, a general DML
design can be controlled (input signal-driven control or external signal-driven
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control) to operate each gate in one of two modes: static or dynamic. This means
that a general design, implemented with DML gates, can be operated in 2(Gates
Number) different ways, each leading to a different operating point on the E-D space
of the design. Figure 6.22a visualizes this modularity. The degenerated approaches
for operating all the gates in one of the two modes, similar to a sole gate, are shown
in Fig. 6.22b, c. Switching between these two modes leads to a distinct tradeoff; in
other words, the design is optimized either to achieve maximum performance or
minimum energy consumption.

Figure 6.22d presents a more interesting approach, which allows both perfor-
mance improvement and energy reduction. Sub-section A presented an approach to
improve the delay of the conventional CMOS design where the CPs were mapped
and operated in the dynamic DML mode while the rest of the circuit was assumed
to preserve a standard CMOS logic gate topology. In fact, this approach was
proposed to solve CP timing violations at the expense of a small degradation in
energy consumption, as compared to a complete CMOS design. Here, all the
components of the design that are not part of the CPs are mapped to static mode
DML gates (similar to the semi-energy optimized CMOS gates described in the
previous section). In most designs, these non-CPs are not time constrained and thus
the asymmetric behavior of their transitions and consequently their performance
degradation can withstand the Clk period. The use of the static DML mode for the
vast majority of gates in the design leads to a significant reduction in the total
dynamic and static energy consumption. Figure 6.23 visualizes this approach.
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Fig. 6.22 a DML design optional operation modes. b DML design degenerated to the dynamic
mode. c DML design degenerated to the static mode. d DML design where only the CPs’ are
dynamically operated while the rest of the design operates in the low energy static mode. Dyn. and
stat. stand for dynamic and static respectively
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C. Modular benchmark

A Carry Skip Adder (CSA, also called carry bypass adder) was chosen as a
benchmark to demonstrate and evaluate the aforementioned concepts. The CP of
the CSA increases as a function of the number of inputs, making it possible to
examine the E-D trends as a function of the CP lengths. It is important to note that
these methods can apply to any combinational circuit and CSA was chosen as a
benchmark solely for its modularity and simplicity.

Three different scenarios are simulated and presented to demonstrate the
DML CP approaches:

(1) A CP accelerator, as described in sub-section A, which has 2 operation modes:

• “DML Carry Path-Dynamic”—The DML CPs are activated in the dynamic
mode.

• “DML Carry Path-Static”—The DML CPs are activated in the static mode.

In both of these modes the rest of the non-CP portions of the system are designed
with standard CMOS.

(2) A CP accelerator with energy efficient non-CPs, as described in sub-section B,
which has 2 operation modes:

• “DML Carry Path-Dynamic with low energy non-CPs-Static”—The DML
CPs are activated in the dynamic mode, while the rest of the system operates
in the DML static mode.

• “DML Carry Path- Static with low energy non-CPs- Static”—The DML
CPs are activated in the DML static mode, similar to the rest of the system.

Critic
al Path Logic

Non Critical 
Path Logic

Dynamic Operated DML gates 
Static Operated DML gates

n-bit register

n -bit register
Fig. 6.23 A mapped circuit
for CPs and non-CPs where
the former operates in the
dynamic mode and the latter
in the static mode
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(3) CMOS equivalent design.

(1) CMOS CSA design

A conventional CSA is composed of a set of Ripple Carry Adder (RCA) blocks.
They essentially utilize a carry propagation signal to skip the carry from one RCA
to the next RCA block. It is possible to predict the propagation of the carry by a
simple XOR gate [95]. This prediction mechanism can substantially reduce the
delay [96]. The CP in CSA occurs when the carry ripples at the first block, and then
skips the rest of the blocks and then ripples again at the last block. This is the
longest possible route in the CSA. Lehman et al. researched CSAs with
non-uniform sized distributed RCA blocks [97]. Majerski presented a multi-level
carry-skip propagation architecture [98]. Guyot et al. and Oklobdzija et al. proposed
algorithms for choosing optimized block sizes [99, 100]. Here, a simple
CMOS CSA design with a fixed size of 4-bit blocks was implemented, as shown in
Fig. 6.24. Clearly, the methods presented in this section can be generalized to any
CSA block size constant or variable and any multi or single level carry path. The
general equations to represent a single-bit Full Adder (FA) are:

S=A⊕B⊕Cin ð6:1Þ

Cout =AB+Cin ⋅ A+Bð Þ ð6:2Þ

Fig. 6.24 Testbench circuit: CMOS designed CSA where the non-elementary CMOS gates such
as the mirror FA and MUX are presented with transistor sizes. Transistor sizes are marked by an X
‘Number’ where X represents the multiplication in Wmin—technology minimum transistor width
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P=A⊕B ð6:3Þ

where ⊕ is the conventional XOR symbol. For a RCA, Cout is an input to the next
FA. For the CP, the carry propagates through all FAs. Due to the fact that Cout is on
the CP for each RCA, the mirror circuit for computing Cout is used [96], as shown
in Fig. 6.25. This circuit calculates the inverted value of Cout and when serially
chained, it reduces the circuitry on the CP (i.e., eliminates one inverter for each
FA). Furthermore, the use of the mirror adders makes it obligatory to have inverting
inputs for all odd FAs and inverting outputs for all even FAs [95], as shown in
Fig. 6.24. All the logical gates presented in the figure are constructed with standard
CMOS. A standard sizing optimization for the RCA of mirror FAs using Logical
Effort [83] yields the sizing factor Fi (as shown in Fig. 6.24 for all the carry path
gates) for all i’s which are a multiple of 4, Fi = 1 and for all the rest Fi = 3.5.

(2) DML Critical Path design

Figure 6.25 shows the DML implementation of the CSA CP. The CP flows through
the first NOR (assuming that the carry in of the whole design is ‘0’) and through all
the MUXs of the design. The gate level implementation of the CP can be con-
structed with various topologies of DML: DML NOR gates are more efficiently
implemented by the “Type A” topologies and NAND gates by “Type B”, as dis-
cussed in [78, 79]. Boolean logic does not allow for an efficient implementation of a
MUX with a NOR following a NAND or vice versa, which is the preferred
topology for DML logic design. Therefore, in the chosen topology, the CP is

Fig. 6.25 DML critical path design for the selected CSA. The figure shows transistor widths for
the gates of interest
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composed solely of NANDs (where one gate is implemented using efficient “Type
B” and the other has a less optimal “Type A” structure). The last inverter in each
RCA block is a headed “Type B” inverter which maintains the correct Pre-Charge
phase for the CP. The sizes of the transistors in terms of minimal transistor width
are shown in Fig. 6.25. In the design, when implemented in this way, only 8% of
the transistors (optionally) operate dynamically, while the remaining 92% of the
transistors are kept in the low energy static mode. This modular design preserves
the same complexity and the same dynamic-to-static-gates-ratio as a function of the
input vector’s length, N [bits].

D. Simulation Results

The modular benchmarks circuits described in the previous section were simu-
lated in a standard 40 nm CMOS process on a Cadence Virtuoso simulator [101]
environment. Implementations of these methods on the benchmark CSAs were
mainly examined over the E-D plane and as a function of the operating voltage and
the CP length. Note that the naming conventions for the different designs and
operating modes can be found at the start of sub-section C. All energy and delay
measurements are per-operation.

(1) The E-D Plane as f(VDD)

Each design was carefully measured as a function of the supply voltage. To
demonstrate the efficiency of DML both for low voltage (sub-threshold and
near-threshold) and strong inversion (super-threshold) operations, measurements
were carried out with supply voltages varying from 0.4 V to 1.1 V.

The E-D curves for all designs of a 128 bit CSA are plotted in Fig. 6.26a. The
order of the curves from top to bottom is: (1) CMOS, (2) CMOS design with a CP
in the Dynamic DML mode, (3) CMOS design with a CP in the static DML mode,
(4) low energy non-CP design with a CP in the Dynamic DML mode, and (5) Low
energy non-CP design with a CP in the static DML mode. The latter two curves are
presented in the gray enhanced region at the bottom of the graph. This region
represents the low energy area of the E-D plane achieved by implementing all
non-CPs with the low energy DML static mode (which, as described above, can
also be referred to as a “low energy CMOS”). The two areas of interest are circled at
the edges of Fig. 6.26a and are enlarged in Fig. 6.26b, c. Figure 6.26b shows the
tradeoff area for a 400 mV operating voltage for all designs. Figure 6.26c presents
that same tradeoff for 1.1 V. These two extremities clearly show that these designs
are highly flexible in terms of energy consumption and performance for the whole
range of voltages.

The 0.4 V low-voltage (Fig. 6.26b) results show a twofold improvement in
performance of the DML enhanced CP design (second and third curves) as com-
pared to the CMOS plot (first curve). This achievement, however, comes at the
price of a 16% increase in energy consumption. If the system is such that two
operational frequencies are allowed, when a low-power operation is required, the
static mode (with a low frequency) can be applied, yielding a 2.5X energy
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improvement at the expense of a drop in performance of 1.3X. This ability to
change the operating point on the E-D plane on-the-fly is a feature that can be easily
utilized to improve system flexibility and E-D efficiency.

The 1.1 V high voltage supply (Fig. 6.26c), shows a CP performance boost of
20% with an energy consumption increase of only 3%. Again, if the system is such
that two operational frequencies are allowed, when a low-power operation is
required, the static mode can be instigated yielding a 1.5X energy improvement at
the cost of a drop in performance of 1.4X. These results reveal that a low-voltage
operation magnifies the differences between the different modes. There are a a few
reasons for this trend. First, the performance advantage of DML circuits in the
dynamic mode over standard CMOS intensifies with a lowering of the supply
voltage [78, 79]. The second less dominant factor is the reduced sensitivity of DML
circuits to increased leakage currents at low supply voltages [78, 79].

Inspection of the performance-optimized DML CP with low energy non-CP
plots (the two lowermost curves), clarifies that the total energy is reduced two to
three fold (gray region) for all voltage regions—which is substantial. In addition,
the improvement in CP performance of 1.3X and 2.1X are achieved for the 1.1 V

Fig. 6.26 E-D measurements for all 128 bit designs a E-log(D) plots for all supply voltages from
0.4 to 1.1 V. b Enlarged E-D plots for 0.4−0.5 V supply voltages. c Enlarged E-D plots for 1
−1.1 V supply voltages
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and 400 mV supplies, respectively. The results for the CP are quite similar to the
results achieved for operating without the low energy non-CP gates. This is due to
the fact that the CPs themselves have not changed. Thus overall, the flexibility of
the DML design leads to a significant improvement in both energy and
performance.

6.5 Summary

In this chapter, we presented general energy-performance tradeoffs of digital
designs and explained principles of operation in different regions. We briefly
described low voltage operation in the sub-threshold and near-threshold regions and
presented the advantages and challenges of low voltage circuits. Then, we briefly
discussed existing logical families for digital design and elaborated on their char-
acteristics. The recently proposed dual mode logic (DML) gate family, which
enables a very high level of energy-delay optimization flexibility, was presented as
an alternative to standard CMOS design. It was explained that the flexibility of
DML can be utilized to dramatically improve both the energy efficiency and the
performance of combinatorial circuits by manipulating their critical and noncritical
paths. It was shown that by using DML logic, the performance of the 40 nm CSA
benchmark circuit was improved by 2X, while also achieving a reduction in energy
consumption of 2.5X. Since the CSA circuit is not optimal for DML implemen-
tations, these improvements should be even more significant for other designs.

DML logic opens up new opportunities for optimization at higher abstraction
levels, such as the algorithmic and system levels, in addition to the inherent gate
level opportunities which are not possible with a CMOS based design.
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Chapter 7
Secure Power Management and Delivery
Within Intelligent Power Networks on-Chip

Inna Partin-Vaisband and Eby G. Friedman

Abstract A critical challenge in multifunctional heterogeneous systems-on-chip is

efficiently delivering and intelligently managing high quality dynamically controlled

secure power to support power efficient and portable systems. To achieve efficient

real-time multi-voltage power delivery and management, a systematic, scalable, and

secure system is required. A fine grain power management framework comprising a

variety of circuits, algorithms, and architectures is described in this chapter to control

power routing and switching, while optimally allocating power among a variety of

different power domains at run time. Stability, security, and design complexity are

included within this framework.

Technology scaling has been driving the exponential growth of the semiconductor

market over the last four decades, increasing integration density, speed, compact-

ness, and functionality while decreasing power consumption and cost per function.

Recently, the future of the More Moore (MM) virtuous circle has been challenged

by a decrease in revenue growth and increase in the cost of research, development,

and engineering (RD&E) of the worldwide semiconductor market [1, 2]. In addi-

tion, novel market segments such as intelligent transportation, innovative health care,

sophisticated security systems, internet of things (IoT), and smart energy applica-

tions have emerged, requiring increasingly diverse functionality such as RF, power

control, passive components, sensors/actuators, biochips, optical communication,

and MEMs. These non-digital heterogeneous functionalities do not naturally scale

(as shown in Fig. 7.1), yet provide significant value to the end customer. To sup-

port future societal needs, functional diversification (More-than-Moore (MtM)) has

been recognized as a primary objective of semiconductor RD&E [2]. Integration of

non-digital functionalities from the system board-level into system platforms such

as systems-in-package (SiP) [3], systems-on-chip (SoC) [4], and TSV-based 3-D
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Fig. 7.1 Evolution of functional communication, synchronization, and power delivery based on

functional diversification

systems [5, 6] is a primary near and long term challenge of our semiconductor-based

society.

Communication, synchronization, and power delivery are three essential compo-

nents of synchronous integrated circuits. To facilitate the integration of these diverse

functions, architectural, circuit, device, and material level solutions are required for

each of these components. The evolution of signaling, clock distribution, and power

delivery is illustrated in Fig. 7.1, exhibiting a roadmap for architectural solutions that

scale while providing functional diversification. The primary foci of this chapter are

to provide secure, power efficient, scalable power delivery systems, and a systematic

methodology for intelligent on-chip power management.

With existing techniques for leakage current analysis, the security of the on-chip

information has become a growing concern. The secure delivery of high quality

power to the on-chip circuitry with minimum energy loss is a fundamental require-

ment of modern integrated circuits (ICs). The system-wide quality of the power sup-

ply can be efficiently addressed with distributed point-of-load (POL) power delivery

[7–9], and includes the on-chip integration of multiple power supplies. Distributed

power delivery requires the co-design of 100s of ultra-small power converters with

many thousands of decoupling capacitors and billions of nonlinear current loads

within multiple power domains, significantly increasing the design complexity of

existing power delivery systems. Systems with 100s of on-chip power domains and

10s of different power supply voltages have recently been reported, and thousand

core ICs are being considered [10–15]. The number of transistors purposely being

under utilized (“dark silicon”) in future multicore ICs is expected to increase rapidly;

21% dark silicon at the 22 nm technology node, and more than 50% dark silicon at

the 8 nm technology node have recently been reported [16], requiring methodolo-

gies to manage power on-chip [17–20]. Per core dynamic voltage scaling (DVS) and
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dynamic voltage and frequency scaling (DVFS) are primary design techniques to

efficiently manage the power budget within 100s of power domains and thousands

of cores [21–23]. These systems require the on-chip integration of compact con-

trollers, further increasing the design complexity of these power management and

delivery systems.

Centralized dynamic power management has recently been used to increase power

efficiency in modern heterogeneous systems [24, 25]. Centralized power delivery

systems are often characterized by a long feedback path from the individual power

domains to a single power management controller, dissipating additional power due

to unnecessary data transport, and limiting real-time control over the energy budget

due to the slow feedback response. In addition, leakage current in centralized power

delivery systems can be efficiently used to evaluate the actual current flowing to the

load and extract encrypted information from the system. Security attacks on power

delivery systems therefore pose a significant threat on encrypted information. It has

recently been demonstrated that power attacks are effective and computationally fea-

sible for a limited number of instances under attack (for example, up to 8 bits under

attack [26]). A centralized approach that places the power management functions

in one or a few locations not only affects system scalability, but potentially makes

the system more prone to power attacks. While distributed power delivery may be

preferable for preventing power attacks, communicating energy information in a dis-

tributed power management scheme increases the vulnerability of a system to power

attacks. To protect on-chip information, specialized circuits and design techniques

need to be developed that are resilient to security attacks, possibly trading off per-

formance and power consumption for system security. Alternatively, to efficiently

secure on-chip information, the detection of system intrusion followed by a pro-

tective action should also be considered. To efficiently and securely manage power

while delivering high quality current to complex next generation systems, enhanced

methodologies, architectures, and management policies for designing scalable, intel-

ligent power management and delivery systems with fine granularity of dynamically

controlled voltage levels are required.

A general platform for delivering power is described here, which is called a power

network on-chip (or PNoC), to provide systematic, scalable, and secure manage-

ment of the power delivery process in heterogeneous integrated circuits. PNoC-based

power delivery and management simultaneously enhances the quality of power,

performance, scalability, and cost. Since power delivery and management are fun-

damental to all nanoelectronic systems, specialized algorithms, architectures, and

approaches will greatly accelerate the development of next generation heterogeneous

systems.

The rest of the chapter is organized as follows. The principles of the PNoC

design methodology, architecture, and challenges are described in Sect. 7.1. Rout-

ing, stability, security, and design complexity and system scalability are discussed,

respectively, in Sects. 7.2, 7.3, 7.4, and 7.5. Some concluding remarks are offered in

Sect. 7.6.
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7.1 Power Network on-Chip for Distributed Power Delivery
and Management

Power is traditionally managed off-chip with energy efficient power converters,

delivering high quality DC voltage and current to the on-chip electrical grid which

reliably distributes the on-chip power [7]. The supply voltage, current density, and

parasitic impedances, however, scale aggressively with each technology generation,

degrading the quality of the power delivered from the off-chip power supplies to

the on-chip load circuitry. To mitigate the parasitic impedances of the board, the

power supply-in-package (PSiP) approach with partially off-chip yet in package

power supplies has recently been considered as an intermediate power supply tech-

nology with respect to cost, complexity, and performance [27]. To lower the parasitic

impedance of both the board and package, the power is regulated on-chip. To fully

integrate a power converter on-chip, advanced passive components, packaging tech-

nologies, and circuit topologies are essential. Recently, several power converters suit-

able for on-chip integration have been fabricated [8, 9, 28–42]. Based on these power

converters, a power supply system with multiple on-chip power converters is now

possible.

The integration of on-chip power regulators is an important cornerstone to the

power delivery process. A single on-chip power converter is however not capable of

supplying sufficient, high quality regulated current to the billions of current loads

within the 10s of on-chip power domains. To maintain a high quality power supply

despite increasing the on-chip parasitic impedances, 100s of ultra-small power regu-

lators should ultimately be integrated on-chip, close to the loads within the individual

multiple power domains [8, 9, 18]. Integrated power converters however suffer from

low power efficiency. Thus, area and power efficiency are primary concerns with a

POL approach. To increase the power efficiency of a POL power delivery system, a

system-wide methodology is necessary. The power is primarily converted with sev-

eral efficient power converters, delivered to 10–100s of ultra-small on-chip LDOs,

and regulated by those LDOs close to the points-of-load. To support DVS and DVFS,

scalable power delivery systems are required that are capable of dynamically redis-

tributing high quality regulated power to billions of loads in multiple, functionally

diverse power domains. To satisfy power limits at each technology node, the increas-

ing amount of “dark silicon” should be exploited [16]. To switch transistors with

greater granularity in real-time, a distributed architecture and a systematic dynami-

cally controllable power delivery and management methodology are required.

The key concept in systemizing the design of power delivery is to convert the

power off-chip, in-package, and/or on-chip with multiple power efficient but large

switching power supplies, deliver the power to on-chip voltage clusters, and regulate

the power with 100s of linear low dropout (LDO) regulators at the point-of-load

[43]. The principles of the PNoC design methodology are described in Sect. 7.1.1.

In Sect. 7.1.2, the performance of the PNoC architecture is compared with existing

approaches based on the evaluation of several test cases. Challenges of distributed

power delivery and management are discussed in Sect. 7.1.3.
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Fig. 7.2 On-chip networks a network-on-chip (NoC), and b power network-on-chip (PNoC)

7.1.1 Concept of Power Network-on-Chip

The concept of a power network on-chip is introduced here as a vehicle for distributed

on-chip power management. The analogy between a NoC and PNoC is illustrated

in Fig. 7.2 with simplified NoC and PNoC models. An NoC separates computation

from communication, enhancing the performance, scalability, and control of quality

of service (QoS), while increasing engineering productivity in the development of

heterogeneous integrated systems. Similar to a network-on-chip, the PNoC approach

provides a scalable platform for efficient power delivery and management. In addi-

tion, enhanced control over the quality of power (QoP), real-time voltage scaling,

and integration of emerging technologies while mitigating invasive and non-invasive

power attacks within the proposed framework are possible with PNoC.

7.1.2 Power Network-on-Chip Architecture

SoC platforms will consist of 100s of heterogeneous hardware agents (application

processors, DSP cores, fixed function accelerators, sensors, and actuators), each with

unique power, performance, and QoS requirements [4, 44, 45]. While the quality of

the power supply can be efficiently addressed with a point-of-load power delivery

system [9], distributed power delivery is impractical with existing ad hoc approaches.

Maintaining a secure and stable power delivery system is an additional concern. To

cope with the design complexity of distributed on-chip power delivery, a novel and

scalable power delivery platform is required that relies on the reuse of components,

secure architectures, secure methodologies, and applications. A power network on-

chip utilizes a specific architecture and design methodology to achieve intelligent

power management and scalable, secure power delivery in heterogeneous ICs.

Centralized dynamic power management is commonly used to increase power

efficiency in modern heterogeneous systems. A typical power delivery scheme is
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Fig. 7.3 Centralized power management of SoC with n modules

Fig. 7.4 Distributed PNoC scheme for on-chip system-wide power management

illustrated in Fig. 7.3 for an SoC with multiple power domains within each of n
individual modules. In this configuration, the power is managed by a centralized

power management system. These centralized power delivery systems are often char-

acterized by a long feedback path from the individual power domains to a single

power management controller, dissipating extra power due to unnecessary data trans-

port, and limiting real-time control over the energy budget due to the slow feedback

response. In addition, a centralized approach places all of the power management

functions in one or a few locations, affecting system scalability.

A distributed power delivery system based on the PNoC approach is shown in

Fig. 7.4. In this scheme, the energy budget is managed locally with intelligent dis-

tributed power routers, considering essential information such as timing slacks, volt-

ages, currents, and temperatures that are sensed within the individual power domains.

Real-time fine grain power management is possible by shortening the power domain-

to-router feedback path (as compared to the centralized approach). Power manage-

ment adjustments therefore redistribute the overall energy budget in a near real-time

manner by communicating local power management decisions among the individ-

ual power routers within a PNoC. A centralized power management mechanism can

also be integrated to support predetermined DVS and DVFS operations. The man-

agement functions in this configuration are coordinated with specialized algorithms

and controllers among the intelligent, distributed, and centralized power manage-

ment mechanisms.
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Fig. 7.5 Power network on-chip with power routers distributing current throughout the power grid

to the local current loads

A PNoC composed of power routers connected to global power grids and locally

powered loads is shown in Fig. 7.5. The global power from the converters is managed

by the power routers, delivered to power domains, and regulated within locally pow-

ered loads. A locally powered load combines all of the current loads and decoupling

capacitors physically located within a specific on-chip region within a power domain.

This system senses the voltages and currents throughout the system, and manages the

POL regulators with power switches. Based on these sensed voltages and currents, a

programmable controller makes real-time decisions to apply a new set of configura-

tions to the routers per time slot, dynamically managing the on-chip power delivery

process. The power delivery policies are dynamically customized with specialized

algorithms through a microcontroller that routes the power. These algorithms satisfy

real-time power and performance requirements. Functionally diverse heterogeneous

systems require additional degrees of power control and management of resources. In

these complex heterogeneous systems, each power router is connected to a router-to-

router communication channel to dynamically manage the shared energy budget of

all of the power domains within a voltage cluster, exploiting the built-in modularity

and local intelligence of PNoC to support scalable power delivery systems.
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7.1.3 Challenges in Distributed Power Delivery

The power in PNoC based SoCs is virtually managed through specialized power

routers, switches, and programmable control logic, while supporting scalable power

delivery in heterogeneous ICs. A PNoC is comprised of physical links and routers

that provide both virtual and physical power routing. This system senses the voltages

and currents throughout the system, and manages the POL regulators through power

switches. Based on the sensed voltages and currents, a programmable unit makes

real-time decisions to apply a new set of configurations to the routers per time slot,

dynamically managing the on-chip power delivery process. The challenge of effi-

ciently routing the power in real-time is discussed in Sect. 7.2, and a power routing

approach is evaluated.

A distributed system with multiple parallel connected LDO regulators deliver-

ing power to a single grid exhibits degraded stability due to complex interactions

among the LDO regulators, power distribution network, and current loads. Thus,

the stability of these parallel connected voltage regulators is an additional concern

and requires accurate evaluation. To design a stable closed loop regulator, sufficient

phase margin in the open loop transfer function is required. Phase margin is a nec-

essary and sufficient parameter for determining the stability of a single LDO. Eval-

uating the open loop characteristics is however not practical with parallel LDO reg-

ulators due to the multiple regulation loops. Evaluating the stability of a distributed

power delivery system is therefore not possible with the traditional phase margin

criterion. An alternative stability criterion is proposed in Sect. 7.3 for evaluating the

stability of parallel voltage regulators driving a single power grid.

Securing information in modern ICs is another significant challenge that needs

to be addressed. Non-invasive and invasive power attack methods [26, 46–48] are

widely used today to decode encrypted information or reduce the performance and/or

lifetime of computing devices. A common countermeasure for power analysis is

masking the effective power consumption of an IC by injecting additional power

or modifying power profiles with DVS techniques [49]. These approaches however

degrade the overall power efficiency of the system. Alternatively, securing informa-

tion and performance with traditional algorithmic encryption techniques lack scala-

bility and often do not exhibit sufficient security [50]. To efficiently mitigate power

analysis attacks, specialized design flows and circuits that disrupt the correlation

between the internal leakage power and overall power consumption are necessary.

Accurate evaluation of power efficiency and security levels is required. Secure on-

chip power networks are currently under development to efficiently manage power

in modern ICs. The sensitivity of PNoC to power attacks is discussed in Sect. 7.4.

The complexity and scalability of a distributed nonlinear dynamically control-

lable POL power supply system is a significant design issue. Automated modeling,

optimization, and synthesis techniques for complex analog circuits have recently

been considered [51], and automated tools for analog circuits with 100s of compo-

nents have become commercially available [51]. To automate the design of a power
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delivery system, accurate methods to evaluate performance metrics (e.g., quality

of transient response, stability, and power) are required. Automating the design of

power delivery system is discussed in Sect. 7.5.

7.2 Power Routing in SoCs

The PNoC architecture is a mesh of power routers and locally powered loads, as

depicted in Fig. 7.2. The power routers are connected through power switches, dis-

tributing current via power grids to those local loads with similar voltage require-

ments. A PNoC is illustrated in Fig. 7.6 for a single voltage cluster with nine locally

powered loads and three different supply voltages, VDD,1, VDD,2, and VDD,3. The

power network configuration is shown at two different times, t1 and t2.

The power routers, local current loads, and power grids are described, respec-

tively, in Sects. 7.2.1, 7.2.2, and 7.2.3. Different PNoC topologies and specific design

objectives are also considered. A PNoC with four power routers is evaluated in

Sect. 7.2.4.

7.2.1 Power Routers

The efficient management of the energy budget is dynamically maintained by the

power routers. Each power domain is controlled by a single power router. A router

topology ranges from a simple linear voltage regulator, shown in Fig. 7.7a, to a

complex power delivery system, as depicted in Fig. 7.7b, with sensors, dynamically

Fig. 7.6 On-chip power network with multiple locally powered loads and three supply voltage

levels a PNoC configuration at time t1, and b PNoC configuration at time t2
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Fig. 7.7 Power routers for PNoC a Simple topology with linear voltage regulator. b Advanced

topology with dynamically adaptable voltage regulator and microcontroller

adaptable power supplies, switches, and a microcontroller. This structure features

real-time voltage/frequency scaling, adaptable energy allocation, and precise con-

trol over the on-chip QoP. With PNoC routers, the power is managed locally based

on specific local current and voltage demands, decreasing the dependence on the

remotely located loads and power supplies. Thus, the scalability of the power deliv-

ery process is greatly enhanced with the PNoC approach.

7.2.2 Locally Powered Loads

Locally powered loads with different current demands and power budgets can be

efficiently managed with PNoC. The local power grids provide a specific voltage to

the nearby load circuits. The highly complex interactions among the multiple power

supplies, decoupling capacitors, and load circuits are important, where the inter-

actions among the nearby components are typically more significant. The effective

region for a point-of-load power supply is the overlap of the effective regions of the

surrounding decoupling capacitors [9, 52]. Loads within the same effective region

are combined into a single equivalent locally powered load regulated by a dedicated

LDO. All of the LDO regulators within a power domain are controlled by a single

power router.

7.2.3 Power Grid

A shared power grid with multiple LDO sources and dedicated power grids each

driven by a separate LDO is considered here. These topologies are illustrated in

Fig. 7.8 with two power routers, and shared and dedicated local power grids. The
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Fig. 7.8 PNoC power router with two locally powered loads, and a shared local power grid, and

b dedicated local power grids

dedicated power grids require fine grain distribution of the local power current. Alter-

natively, a shared power grid with multiple LDO sources is prone to stability issues

due to current sharing, and process, voltage, and temperature variations. Special-

ized adaptive mechanisms are included within the power routers to stabilize a power

delivery system within a multi-source shared power grid.

7.2.4 Case Study

To evaluate the performance of a power router, a PNoC with four power routers

is considered, supplying power to four power domains. IBM power grid bench-

marks [53] model the behavior of the individual power domains. To simulate a

dynamic power supply in PNoC, the original IBM voltage profiles are scaled to gen-

erate target power supplies between 0.5 and 0.8 V. Target voltage profiles with four

voltage levels (0.8, 0.75, 0.7, and 0.65 V) within a PNoC are illustrated in Fig. 7.9.

The number of power domains with each of the four power supply voltages changes

dynamically based on the transient power requirements of the power domains.

A schematic of a PNoC with four power domains (I, II, III, and IV) and four

power routers (PR
I
, PR

II
, PR

III
, and PR

IV
) is presented in Fig. 7.10. Each of the

power routers is composed of an LDO with four switch controlled reference voltages

to support dynamic voltage scaling. In addition, the power routers feature adaptive

RC compensation and current boost networks controlled by load sensors to provide

quality of power control and optimization, as shown in Fig. 7.11. The adaptive RC

compensation network is comprised of a capacitive block connected in series with

two resistive blocks, all digitally controlled. These RC impedances are digitally con-

figured to stabilize the LDO within the power routers under a wide range of process

variations. The current boost circuit is composed of a sensor block that follows the

output voltage at the drain of transistor M
P

(see Fig. 7.11), and a current boost block

that controls the current through the differential pair within the LDO. When a high
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Fig. 7.9 Preferred and supplied voltage levels in PNoC with four power domains

Fig. 7.10 PNoC with four power domains and four power routers connected with control switches

slew rate transition at the output of the LDO occurs, the boost mode is activated,

raising the tail current of the differential pair within the LDO regulator. Alterna-

tively, during regular operation, no additional current flows into the differential pair,



7 Secure Power Management and Delivery . . . 185

IBIAS

Adaptive RC 
compensation 

network

Adaptive
current-boost

network

MP

ILOAD

Supplied
−
+

MB

Cntl1

Cntl2

Cntl3

Cntl4

VDD

Sensor

VREF,1

VREF,2

VREF,3

VREF,4

Fig. 7.11 Power router with voltage regulator, load sensor, and adaptive networks

Table 7.1 Output load in PNoC with four power domains

Domain I II III IV

Minimum output current (mA) 10 75 20 20

Maximum output current (mA) 50 10 30 20

Output transition time (ns) 50 50 10 N/A

enhancing the power efficiency of the LDO. A description of some configurations of

the load sensor and adaptive networks can be found in [18].

The power routers are connected with controlled switches to mitigate load transi-

tions in domains with similar supply voltages. To model the RLC parasitic

impedances of the package and power network, non-ideal LDO input and output

impedances (PN
I
, PN

II
, PN

III
, and PN

IV
) are considered, as shown in Fig. 7.10.

The load current characteristics are listed in Table 7.1 for each of the four domains.

The PNoC is simulated in SPICE. The simulation results are presented in Fig. 7.12,

exhibiting a maximum error of 0.35%, 2.0%, and 2.7% for, respectively, the steady

state dropout voltage, load regulation due to the output current switching, and load

regulation due to the dynamic PNoC reconfigurations. Good correlation with the

required power supply in Fig. 7.9 is demonstrated. The power savings in each of

the power domains range between 21.0 and 31.6% as compared to a system without

dynamic voltage scaling. These average power savings demonstrate that the PNoC

architecture can control power supplies in real-time, optimizing the power efficiency

of the overall power delivery system [54–56].

7.3 Stable Distributed Power Delivery Systems

Understanding the effects of the frequency domain parameters on the time domain

characteristics provides significant insight into the transient behavior of complex sys-

tems [57, 58]. Traditionally, the phase margin of the output response determines the
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Fig. 7.12 Voltage levels in PNoC with four power domains
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Fig. 7.13 Power delivery system a with two or more distributed power supplies, and b reduced

single port network

stability of a single LDO regulator. Similarly, a criterion is required for determining

the stability of a distributed power delivery system.

A distributed power delivery system with two or more power supplies driving

a single power grid is depicted in Fig. 7.13a. In this distributed system, the power

supplies can be combined into a single power delivery system, yielding an equivalent

single port network, as shown in Fig. 7.13b. Note that the output impedance of the

equivalent single port network, ZTOT in Fig. 7.13b, is the parallel combination of all

of the output impedances Zi, i = 1,… ,N of the individual power supplies shown in

Fig. 7.13a. The output impedance of a distributed power delivery system is based on

the individual output impedance of the parallel connected elements. Alternatively,

a method is needed to identify those loops that cause instability in a system with

multiple interacting feedback paths. The open loop transfer function, traditionally

used to determine the stability of a lumped power delivery system, cannot be applied
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to a distributed power delivery system with multiple control loops [59]. A criterion

for evaluating the stability of a multi-feedback path system composed of distributed

power regulators is therefore needed.

Necessary and sufficient conditions for a stable distributed power delivery system

are described in this section. These conditions are based on the observation, proven

in [60], that a linear, time-invariant (LTI) system is stable when coupled to an arbi-

trary passive environment if and only if the driving point impedance is a passive

system. A distributed power delivery system is therefore stable if and only if the

equivalent output impedance ZTOT satisfies passivity requirements. The passivity of

an LTI system is described here in terms of frequency domain parameters.

An LTI system is passive if the system can only absorb energy, yielding, in math-

ematical terms [61],

∫
T

−∞
v(t)i(t)dt ≥ 0,∀ T , (7.1)

where v(t) and i(t) are, respectively, the voltage across the system and the current

flowing through the system. The total energy delivered to a passive system is deter-

mined from (7.1) based on the Parseval Theorem, exhibiting, for all positive currents,

1
𝜋 ∫

+∞

0
Re[Z(j𝜔)]|I(j𝜔)|2d𝜔 ≥ 0, (7.2)

where Z(s) = V(s)∕I(s) is the system impedance, and V(s) and I(s) are, respectively,

the phasor voltage and current of the system. The passivity condition based on (7.2),

{Re[Z(𝜎 + j𝜔)] ≥ 0,∀𝜎 > 0}, can be simplified based on [62], yielding the following

sufficient conditions for passivity of an LTI system:

∙ Z(𝜔) has no right half plane (RHP) poles.

∙ The phase of Z(𝜔) is within the (−90◦, 90◦) range.

A distributed system is, therefore, exponentially stable (converges within an expo-

nential envelope) if and only if the impedance of the system satisfies these passivity

requirements, marginally stable (oscillates with constant amplitude) if and only if

the voltage and current phasors are shifted by precisely 90◦, and unstable otherwise.

The phase of the output impedance is an efficient alternative to determine the stabil-

ity of these distributed systems, since the traditional phase margin approach is not

practical due to the multiple control loops.

7.3.1 Experimental Evaluation of Stability Criterion

To demonstrate the concept of a stable distributed power delivery system based on

the passivity-based stability criterion, a distributed power delivery system with six
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LDO regulators is evaluated. A model of the power delivery system with the six

LDO regulators and a distributed power delivery network is shown in Fig. 7.14. Each

power supply in the power delivery system is an LDO regulator [63] composed of

an error amplifier (EA), output device (M
P
), and compensation network RCCC, as

depicted in Fig. 7.15. A three current mirror operational transconductance amplfier

(OTA) topology [59] is used within each error amplifier.

The output impedance of the parallel connected voltage regulators is a primary

factor in determining the stability of a distributed power delivery system, and can be

characterized by the poles and zeros of the individual LDO regulators. To maintain

stability in a distributed power delivery system with n LDO regulators, the poles of

the output impedance ZTOT
OUT (s) must all be left plane poles and the phase of ZTOT

OUT (s)
must be within the (−90◦, 90◦) range ∀ s.

The stability of the proposed power delivery system is demonstrated on an exam-

ple system assuming a total current load of 300 mA. Load sharing among the LDO
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Fig. 7.16 Poles and zeros of output impedance of individual LDO regulators loaded by different

currents (between 20 and 100 mA), and the poles and zeros of the system output impedance

regulators in the system exhibits a wide range of LDO currents (between 20 and

100 mA for an individual LDO regulator). The LDO in closest proximity with the

current load supplies the largest portion (100 mA) of the total current requirements,

which is higher by a factor of two than the average current load (52 mA) supplied by

a single LDO. Alternatively, remote LDOs supply significantly less current (down

to 20 mA), only half of the average LDO load current. The output impedance of the

system under this load sharing scenario is evaluated for each of the LDO regulators

and the overall distributed power delivery system. The poles and zeros within the

range of interest are shown in Fig. 7.16. Note that the poles of the system output

impedance are limited by the frequency range of the individual LDO poles. Thus,

a distributed power delivery system with individually stable LDO regulators under
all feasible load currents exhibits no right half plane poles (RHP). The stability of a

multi-feedback system with individually stable power supplies is therefore limited by

the phase of the system output impedance. To demonstrate the effect of the phase of

the output impedance on the stability of a distributed system, the transient response

and output impedance phase ∠ZOUT of the distributed system with six LDO regula-

tors is shown in Fig. 7.17. In agreement with the passivity-based stability criterion,

the output response diverges (oscillates with increasing amplitude), and converges

within an exponential envelope for, respectively, |∠ZOUT | > 90◦ and |∠ZOUT | < 90◦.

Note that the system with CC = 0.5 pF and max∀f {∠ZOUT} = 89◦ slowly converges

to the steady-state solution, exhibiting an inappropriate underdamped response to

effectively regulate the voltage in a power delivery system. Alternatively, a system

with CC = 5 pF and max∀f {∠ZOUT} = 70◦ exhibits an overdamped response with

a significant margin of stability. A strong correlation therefore exists between the
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Fig. 7.17 Output response of a distributed power delivery system with different levels of compen-

sation (CC = 0.4 pF, CC = 0.5 pF, CC = 1 pF, and CC = 5 pF), showing the correlation between the

a transient response, and b phase of the output impedance

phase shift of the output voltage and load current, and the effective stability margin

of the system. Based on this observation, the phase margin of the output impedance

for a distributed power delivery system is

PM(Zout) = 90◦ − max
∀f

{∠ZOUT}. (7.3)

A distributed power delivery system is therefore unstable, stable, or marginally stable

if the phase margin of the output impedance is, respectively, negative, positive, or

zero. A safe phase margin of the output impedance should satisfy specific design

criteria while avoiding excessively underdamped and overdamped voltage regulated

systems.



7 Secure Power Management and Delivery . . . 191

7.4 Secure Power Delivery and Management

Non-invasive methods, such as side channel power attacks [26, 46, 47], are widely

used to decode encrypted information based on the co-analysis of stored data and

leakage current profiles. Alternatively, invasive power attacks (e.g., battery draining

by sleep deprivation) [48] can be initiated to reduce the performance and/or life-

time of computing devices. Sensing leakage current in power delivery systems can

be exploited to evaluate a specific current at the loads during cyber attacks. Several

methods to mitigate power analysis attacks have recently been proposed at the archi-

tectural, algorithmic, and circuit levels [49, 50, 64]. These approaches usually mask

the effective power consumption of an IC, degrading the overall power efficiency of

the system. Circuits and design approaches to efficiently prevent, detect, and mitigate

cyber attacks are therefore required.

The nature of power delivery circuits significantly affects the security of the

system-wide power delivery system. For example, the LDO output current is propor-

tional to the current dissipated within a linear regulator. This sensed excess current

can be exploited to determine the actual current delivered by a regulator to a load.

These power supplies with correlated leakage and effective currents are more sus-

ceptible to power security attacks. Alternatively, the distributed nature of the PNoC-

based power delivery scheme increases the granularity of the power sources while

decreasing the ability to observe system-wide power profiles based on the leakage

current of an individual power supply. To efficiently mitigate power analysis attacks,

existing voltage converters and regulators should be evaluated in terms of security

requirements, and power supply circuits with strongly correlated internal leakage

current and overall power dissipation should be avoided.

7.5 Automated Design of Stable Power Delivery Systems

To address the issues of power delivery complexity, a power delivery system should

provide a scalable modular architecture that supports the integration of additional

functional blocks and power features (e.g., DVS, DVFS, QoS and stability control,

security mechanisms, and adaptive mechanisms to cope with PVT and enhance sys-

tem efficiency) without requiring the re-design of the power delivery system. The

architecture should also support heterogeneous circuits and technologies. An impor-

tant aspect of systemizing the power delivery design process is to automate the design

of certain complex analog circuits, further reducing the design complexity of power

delivery systems. A process for automating the design of stable power delivery sys-

tems is described in this section.

Existing automated techniques for designing analog circuits are based on numer-

ical optimization and evaluation engines [51]. Parametric models characterize the

performance of an analog circuit (e.g., gain, bandwidth (BW), slew rate (SR), or

phase margin (PM)) based on circuit design variables (e.g., transconductance and
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voltage bias) [51]. The performance of an individual power supply is typically char-

acterized by a set of parameters, such as the DC gain, phase margin, DC offset,

slew rate, and power dissipation. Alternatively, a distributed power delivery sys-

tem is evaluated based on both the performance of the individual power regulators

and additional performance metrics of the overall system such as the phase margin
of the output impedance. The design complexity and stability of distributed on-chip

power delivery systems can both be addressed by integrating the passivity-based sta-

bility criterion within existing automated design methodologies. An automated flow

for designing a stable distributed power delivery system is shown in Fig. 7.18. The

first stage of the flow is based on a standard parametric performance modeling tech-

nique [51]. During this stage, an LDO regulator is synthesized based on the specific

LDO topology and design objectives. The output of the first stage is applied dur-

ing the second stage to determine the number and location of the parallel connected

power supplies in the distributed power delivery system. During this second stage,

a distributed power delivery system with a different number and location of volt-

age regulators is iteratively evaluated based on the passivity-based stability criterion

and distributed power supply placement algorithms [9, 65]. During each iteration,

the worst case load sharing scenario is determined for a specific power delivery sys-

tem. The passivity-based stability of the distributed system is evaluated based on

the individual current loads. If required, the number and location of the power sup-

plies are updated. The number and location of the parallel connected power supplies

that satisfies the quality of power and stability requirements of the distributed power

delivery system are determined.
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Fig. 7.19 Floorplan of ISPD’11 circuits [66] a superblue5, b superblue10, c superblue12, and d
superblue18

The operation of the second stage of the automated PBSC-based design flow is

demonstrated here based on the ISPD’11 placement benchmark suite circuits [66].

The floorplan of the superblue5, superblue10, superblue12, and superblue18 circuits

is illustrated in Fig. 7.19. Each of the circuits is composed of 1000s of fine grain rec-

tangular shapes. To reduce the complexity of the circuit evaluation process, the fine

grain shapes are combined into larger rectangular blocks. Of the combined blocks,

only the largest blocks are considered, producing a reduced floorplan. The magni-

tude of the distributed current loads is proportional to the size of these blocks with,

for this example, a total load current of 1 A. The location of each of the current loads

is at the center of the corresponding rectangular block. The number of fine grain

shapes, large blocks, coverage of reduced floorplan, and power grid characteristics

are listed in Table 7.2. Note that the blocks in the reduced floorplan occupy more

than 85% of the total active circuit area.

A constant voltage is ideally distributed to all of the current loads within a circuit.

Practically, the quality of power is degraded due to on-chip parasitic interconnect

impedances. A map of the voltage drops of the superblue5 circuit without on-chip

power supplies is shown in Fig. 7.20, yielding a maximum voltage drop of 23.4%
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Table 7.2 Properties of ISPD benchmark circuits

Benchmark

circuits

Number of

fine grain

shapes

Number of

large

combined

blocks

Coverage of

reduced

floorplan (%)

Power grid

size

Number of

blocks within

power grid

superblue5 29,736 129 85.0 774 × 713 551,862

superblue10 2318 30 89.2 638 × 968 617,584

superblue12 3578 15 98.4 444 × 518 229,992

superblue18 6776 71 99.5 381 × 404 153,924
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Fig. 7.20 Voltage drop map of the superblue5 circuit

assuming an off-chip voltage supply of 1 V. To address the quality of the on-chip

power, power delivery systems with a single on-chip power supply (case 1), three

on-chip power supplies (case 2), and twelve on-chip power supplies (case 3) are

considered. For each of the three cases, the IR drop of a distributed power delivery

system is evaluated based on the IR drop algorithm for a power grid with multiple

power supplies and current loads [67]. The location of the power supplies in cases

1 and 2 is modeled as a mixed integer nonlinear programming problem [9], and

optimized based on a general algebraic modeling system (GAMS) [68]. In case 3,

the power supplies are uniformly distributed on-chip. The stability is evaluated for

each of the three cases based on the passivity-based criterion. A map of the voltage

drops and phase of the output impedance within superblue5 for a different num-

ber of on-chip power supplies is shown in Fig. 7.21. The maximum voltage drop

decreases with an increasing number of power supplies, exhibiting a reduction in the
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Fig. 7.21 Superblue5 circuit with a single, three, and twelve on-chip power supplies, a map of

voltage drops, and b phase of output impedance

maximum voltage drop of 14.2%, 20.3%, and 22.3% with, respectively, a single,

three, and twelve on-chip power supplies. Alternatively, the output current of the

individual regulators is dependent on the number of power supplies, affecting both

the phase of the output impedance and the stability characteristics of the distributed
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Table 7.3 IR drop and stability characteristics of ISPD benchmark circuits

Circuit No

regulators

A single regulator Three regulators Twelve regulators

Max. IR

drop (%)

Max. IR

drop (%)

Stability Max. IR

drop (%)

Stability Max. IR

drop (%)

Stability

superblue5 23.4 9.17 Stable 3.11 Stable 1.11 Unstable

superblue10 23.0 10.8 Stable 4.75 Stable 2.43 Unstable

superblue12 23.6 10.7 Stable 6.39 Stable 4.88 Unstable

superblue18 22.7 10.7 Stable 4.43 Stable 1.54 Unstable

system. Based on the stability criterion, the superblue5 circuit with the power deliv-

ery system is stable with a single power supply and three power supplies (the phase

of the output impedance is within the (−90◦, 90◦) range), and unstable with twelve

power supplies (the minimum phase of the output impedance is −95.1◦ < −90◦).

While the distributed power delivery system with twelve power supplies exhibits

higher quality of power than the systems with fewer power supplies, this system is

shown to be unstable under a step load. Thus, a system with fewer power supplies

is preferable to deliver power within the superblue5 circuit when considering both

quality of power and system stability.

The second stage of the automated PBSC-based design flow, shown in Fig. 7.18,

is implemented in Matlab. Pseudo-code of the Matlab algorithm is summarized in

Algorithm 1. An LDO model [59] describes the small signal response of the on-chip

power supplies, and is used to evaluate the output impedance of the power supplies

and overall power delivery system. The power delivery systems for the ISPD’11

benchmark circuits, superblue5, superblue10, superblue12, and superblue18, are

evaluated based on this algorithm. The maximum IR drop and stability characteris-

tics are listed in Table 7.3. For these benchmark circuits, the maximum voltage drop

is significantly less with increasing number of on-chip power supplies. Alternatively,

the stability of the distributed power delivery system is a function of the specific load

distribution and affected by the output impedance of the POL power delivery sys-

tem. The automated PBSC-based design flow generates a distributed power delivery

system that addresses both the quality of power and stability requirements.

7.6 Summary

Delivering high quality, dynamically controlled power to support power efficient and

portable systems is a critical challenge in heterogeneous systems-on-chip. Efficiently

providing multiple point-of-load on-chip regulated voltages requires fundamental

changes to the power delivery and management process. To cope with the increas-

ing design complexity of heterogeneous, distributed, and dynamically controllable
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Algorithm 1 Automated PBSC-based design flow.

1: // A typical LDO model [69]

2: LDOModel;
3: // Supply voltages, load currents and locations

4: CircInfo;

5: // All nodes in the evaluated circuit

6: CircNodes;
7: // List of numbers of LDOs to evaluate

8: NumRegsList;
9: // Number of LDOs in the preferred power delivery system

10: PreferredNumRegs ← 0;

11: // Location of the LDOs in the preferred power delivery system

12: PreferredLocs ← N∕A;

13: // Maximum IR drop of the preferred power delivery system

14: PreferredIRDrop ← 1;

15:

16: for all NumRegs ← NumRegsList do
17: for all RefNode ← CircuitNodes do
18: // Find optimal LDO locations [68]

19: OptLocs ← OPT_LOC(CircInfo,NumRegs);
20:

21: // Analyze IR drop in a power grid [67]

22: IRDrop(RefNode) ← CALC_IRDROP(CircInfo, ...
23: OptLocs, ...
24: RefNode);
25:

26: // Calculate the output impedance of the LDOs

27: for all LDO ← LDOs do
28: ISupply ← Current delivered by the LDO;

29: ZLDO
OUT (LDO) ← CALC_ZOUT(LDOModel, ...

30: ISupply);
31: end for
32:

33: // Calculate the output impedance of the system

34: ZSYS
OUT ←

(
∑

LDOs

1
ZLDO
OUT (LDO)

)−1

;

35:

36: if max{|∠ZSYS
OUT |} < 90◦ then

37: if max{IRDrop} < PreferredIRDrop then
38: PreferredIRDrop ← max{IRDrop};

39: PreferredNumRegs ← NumRegs;
40: PreferredLocs ← OptLocs;
41: end if
42: end if
43: end for
44: end for

power delivery systems while enhancing the scalability of both static and dynamic

power delivery systems, a systematization of the power delivery and management

process is required.
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The concept of intelligent on-chip networks for delivering power is introduced

here as a means to address the objectives of scalable, systematic power delivery

and management in high performance heterogeneous integrated systems. Primary

design and performance challenges, such as physical and virtual power routing, sta-

bility, security, complexity, and scalability of PNoC based systems are reviewed. The

PNoC architecture is evaluated, exhibiting significant power savings as compared to

traditional power delivery systems.

A passivity-based stability criterion is described. Based on this criterion, a distrib-

uted power delivery system is stable if the total output impedance of the parallel con-

nected LDOs exhibits no right half plane poles and a phase between −90◦ and +90◦.

Similar to a single voltage regulator, the phase margin of the output impedance (the

difference between the maximum phase and 90◦) determines the stability of a distrib-

uted power delivery system. The integration of emerging techniques for mitigating

power attacks within the proposed PNoC platform is discussed. To efficiently miti-

gate power analysis attacks, power supply circuits with strongly correlated internal

leakage power and overall power dissipation should be avoided. Distributed power

management functions are preferable to make the system less prone to power attacks.

Reducing the design complexity while increasing the scalability of the power

delivery design process with on-chip power networks is described. To further reduce

the design complexity, a process for automating the design of power delivery systems

is proposed. The automated design flow is evaluated with ISPD benchmarks, exhibit-

ing a distributed power delivery system that addresses both the quality of power and

stability requirements. Distributed intelligence should be added to on-chip power

networks to provide a secure and systematic power delivery and management process

while reducing design complexity and increasing scalability.
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Chapter 8
Energy Efficient System Architectures

Avinoam Kolodny

Abstract Energy consumption by data centers is growing at an exponential rate.
Similar growth in power consumption had occurred in smaller-scale microproces-
sor-based computing. In this chapter, the evolution of microprocessor systems is
described, highlighting principles and examples of power-saving strategies. The
same principles can be applied to large-scale computing centers, in order to address
the upcoming power crisis in cloud computing.

8.1 Power Issues in Computing Systems

Cloud computing, enabled by the combined capabilities of communication net-
works and advanced computer technology, created exponential growth in demand
for data processing. This growth is reflected in energy consumption of large data
centers. A data center, which may be viewed as a modern large-scale computer, is
typically a large industrial building (more than 1 million square meters), consuming
more than 100 MW of electrical power. The total yearly world-wide electrical
energy consumed by data centers is shown in Fig. 8.1 [1]. As can be seen, the
appetite for computing power grows steadily, and is projected to become within a
few years a significant fraction of the global energy consumption, which is intol-
erably high.

Clearly, steps must be taken to change the trend towards higher and higher
energy consumption in modern cloud computing systems. The challenge of power
reduction in computing systems is not new. In fact, power efficiency had been
improved in the past during most generation of computer technology, but the
current rate of improvement is insufficient. The goal of this chapter is to examine
the past development of smaller scale computing systems, particularly micropro-
cessor systems, and to identify architectural principles for power saving, which may
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be applied in turn for restraining the large scale energy requirements of cloud
computers.

8.2 Characteristics of the Power Reduction Problem

Power dissipation, i.e. conversion of electrical energy into heat, is an inevitable
side-effect of all hardware activities. The total energy consumed by a system is the
sum of many small amounts, corresponding to all activities in the system. Spending
of energy in a system is thus similar to spending of money in a large organization,
where each activity is associated with some financial cost and the total cost is the
sum of many small expenses. The cumulative nature of spending energy (or money)
in a system defines certain characteristics for the task of power reduction, which is
carried out by people who design and operate the system. The most important and
obvious principle is that every little saving counts, just like a coin added to a
savings box. In other system improvement tasks, such as system speed optimiza-
tion, there is some critical sub-problem (such as a critical speed path) which masks
all others, so that people can focus only on solving the critical issue, while other
issues can be ignored. When dealing with power reduction, people still tend to
focus on the biggest sub-problems, which are the highest power consuming com-
ponents. However, numerous small sources of energy waste become significant as
they accumulate together.

8.2.1 The Disruption Principle

When a problematic trend can go unnoticed, because the magnitude of the problem
is still negligible, the trend often tends to continue until the problem becomes acute
(causing too much pain or too much cost). This is primarily because people are
accustomed to work only on the most burning issues. An example of this

Fig. 8.1 Exponential growth
in energy used by U.S. and
world-wide data centers.
Source http://www.
computerworld.com/article/
2598562/data-center/data-
centers-are-the-new-polluters.
html
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phenomenon can be seen by plotting the progression of power consumption in
microprocessor chips over many years (Fig. 8.2).

Since the introduction of the first microprocessors, their capabilities were
developed according to Moore’s law, which predicted doubling of the number of
transistors in the fixed area (about 1 cm2) of a silicon chip every two years due to
device miniaturization. According to classical scaling theory [2], downscaling of all
geometrical dimensions of devices in VLSI technology should lead to fixed power
density, such that the power dissipated should stay unchanged in a chip, if the
number of transistors is doubled but their size is halved, such that the chip area
remains the same. As can be seen from the datapoints for the first 20 years,
microprocessors indeed consumed about 5 W despite the exponential growth in
their complexity during those years, as predicted by the theory. However, this was
no longer true in the mid-90s. During these years, major deviations from classical
scaling theory and wasteful spending of power (while optimizing circuits for high
performance) have led to quick growth of power dissipation in microprocessors,
and the bad trend was not changed until power levels hit about 100 W. This value,
reached at about 2005, made the problem critical since air-cooling using fans could
no longer remove the heat, and other cooling methods were impractically expen-
sive. In addition, mobile devices using microprocessors became important, and low
power was required for long battery life in such devices. At this point, various
actions by product developers stopped the growth and caused the power curve to
reach a plateau, while the number of transistors and the total chip performance
continued to grow (this means that power efficiency has been steadily improved
since then, as seen in Fig. 8.3).

8.2.2 The Locality Principle

The continuous improvement in power efficiency of processor chips, which started
when power dissipation was recognized as a critical disruptive problem, has been

Fig. 8.2 Power dissipation in processor chips versus years (each point represent a processor
product). Source http://cpudb.stanford.edu
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achieved by combined efforts of design engineers working at many different levels.
Like cost-cutting programs in big organizations, power-saving redesign activities
were initiated in order to eliminate energy waste in the layout, at the circuit level,
the logic design and the system architecture of processor chips. Two salient changes
in processor architecture are clearly evident in Fig. 8.3: the industry stopped
making larger and larger uniprocessors (it moved to chips containing multiple small
processor cores), and the clock frequency within each core stopped growing (the
quick growth in operating frequency was a major contributor to the problematic
growth of power dissipation since the early 90s). Clearly, the most fundamental
action taken by the industry was the move to multi-core chips. The basic principle
behind this change is the locality principle: each core performs a computation
locally, while the total performance of the chip is the sum of local performances
(assuming that the computation task can be divided to portions which can be
performed independently by different cores in parallel). This is illustrated in
Fig. 8.4.

In order to understand the rationale and the importance of the locality principle,
it is interesting to note Pollack’s empirical rule [3]. Pollack tried to compare the
architectural effectiveness of different uniprocessor architectures, assuming that all
these processors could be manufactured in the same process technology. He plotted
the performance of several generations of Intel uniprocessors versus the silicon area
that they would occupy using this fixed technology. The result, shown in Fig. 8.5,
is a sub-linear curve approximated by a square-root function. Assuming that dis-
sipated power is proportional to chip area, it is clear that building a big uniprocessor
by doubling the area of a small processor, is expected to double the power but
provide only about 1.4X (sqrt(2)) in performance. Using the same area by two small

Fig. 8.3 Main architectural changes in microprocessors. The move to multi-core chips and no
more growth in clock frequency stem from power considerations. Source http://cpudb.stanford.edu
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processors which operate in parallel can provide twice the performance. Continuing
this line of reasoning, it makes sense to divide the computational task to many small
local computations in parallel.

What is the reason for Pollack’s rule? Basically, the more complicated archi-
tectures involve complex mechanisms which produce marginal returns in perfor-
mance, including even some speculative execution which sometimes fails to
provide any performance gain. However, the underlying physical explanation for
this rule is related to the nature of power dissipation in CMOS technology: The
logical state of variables is represented by electric charge, and each signal transition
involves charging or discharging of some capacitance. In each cycle of charging
and discharging, the charge Q = CV causes conversion of energy QV = CV2 into
heat. The total power consumed by a chip during its operation, called active dy-
namic power, is due to the sum of activities of all signals in the chip. It can be
expressed by the expression
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Fig. 8.4 Evolution of chip multi-processors (CMPs)
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P= αCtotV2f

where the total capacitance of all elements on the chip is multiplied by alpha (the
average activity factor per clock cycle) and f is the clock frequency in cycles per
second. The total capacitance is composed of device capacitances, and interconnect
wire capacitances. In recent technology generations, device capacitances were
scaled down while interconnect capacitances could not be scaled effectively [4].
Hence, wire capacitances have become the dominant contributors to on-chip power
dissipation [5]. In fact, moving data on the chip requires more energy than per-
forming a typical computational instruction on this data, by about 1–2 orders of
magnitude). The wires have also become limiters of circuit speed [6]. Large
uniprocessors contain long-distance wires, and the number of such wires grows
with the complexity of the architecture. Basically, the inefficiency of large complex
uniprocessors is caused by long-distance signal propagation on the chip. The energy
dissipation and the delays associated with long-distance wires are avoided by using
small simple cores which perform local computations in parallel.

8.2.3 The Challenge of Parallelism

Although parallel computing is required as a corollary of the locality principle,
parallel algorithms and parallel programming are largely unsolved challenges for
the computer science and engineering research communities. In the past, it had been
often easier to use a faster processor instead of converting a serial program into an
efficient parallel program. Nowadays, the current power crisis in computing may
lead to innovative solutions driven by necessity [7].

Many applications which are written for processing in a multicore environment,
allowing them to invoke numerous worker threads, suffer from inherent ineffi-
ciencies which stem from the algorithm. It is useful to characterize the inherent
behavior of such software programs by simulating their performance as a function
of the number of worker threads on an ideal machine (perfect fast-access memory
with no shared resources and no architectural constraints). Plots like those in
Fig. 8.6 reveal some “embarrassingly parallel” applications where the performance
grows exactly as the number of threads, some programs where the performance
growth lags behind the number of threads (because some threads work part-time
only), and some poorly scalable programs which cannot utilize more than a certain
number of threads. These types of program behavior are depicted in Fig. 8.7. This
is an outcome of the well-known Amdahl’s principle, which says that serial code
within a program (ordered instructions which must be executed sequentially) limits
the speedup which may be achieved by parallel processing of the program. If more
processors are invoked to serve such programs, most of the added processors would
just waste power by being idle in operative mode while waiting for other threads to
finish their tasks. In such cases, from the viewpoint of energy efficiency, it makes
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sense to hurry up and shut down idle cores, instead of wasting power (on leakage,
clock operation, or other system components) while waiting.

In certain systems, it may be possible to bypass the challenge of parallel pro-
gramming by assigning independent, unrelated tasks to different cores. In a data
center environment, this happens when each core is assigned to serve a different
client.

However, even if there are no intrinsic dependencies among computing tasks,
they might still affect each other due to architectural constraints. A common reason
for undesired interaction is contention on common shared resources, such as a
memory bus: when different software threads need the same bus at the same time,

Fig. 8.6 Theoretical and actual performance of three software application programs versus
number of allowed worker-threads, simulated on an ideal architecture. The gap between theoretical
and actual is inherent in the programs
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only one of them gets the service while others are waiting. As explained above,
waiting in active mode involves a waste of energy. Another example of undesired
interaction is destructive interference, such as eviction of data from the shared cache
because the cache location is needed for data from another software thread. System
architects need to minimize such interferences by providing ample shared resources,
or by limiting the number of competing threads, balancing the system such that no
resource bottlenecks will be active. Any waiting for resources incurs wasting of
power.

8.2.4 A Unified Machine Model

Computer architectures are based on processing units and external memory units.
The communication channels between them have been a system bottleneck since
the early days of computing machines. Many different approaches have been tried
in order to improve performance despite this bottleneck, typically involving addi-
tion of some short-term memory into the processing unit. Two main approaches are:
adding a shared cache memory for data from all the running threads in a multicore
machine, and adding scratchpad memory as in a GPU, to support many more
threads (such that many of them can have their state flushed to scratchpad memory
while they are waiting for data from the external memory). Exploration of a unified
machine model, allowing both these mechanisms, shows a valley of low perfor-
mance when plotting the throughput of such a machine versus the number of active
threads, as shown in Fig. 8.8 [8]. When the number of running threads is small, the

Time
Axis

Serial
Code

Parallel ? Different phases

Fig. 8.7 Diagrams of parallelism in different programs, containing serial code segments (red), and
parallel code (blue). Some threads may be idle until syncronization points are reached
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shared cache memory can effectively hold the useful data locally near the com-
puting cores, allowing them to work busily in parallel. However, when more
software threads are added, the shared cache loses effectiveness since data from
different threads compete for the same cache locations. The performance can be
improved at this point by adding many more threads, to keep the cores busy while
most of these threads wait on the side for data from external memory. Although this
approach is useful for increasing performance, it might be impractical from a power
viewpoint, since it violates the locality principle: accessing data from external
memory costs much more than on-chip data access (by about two orders of
magnitude).

8.2.5 Memory Intensive Systems

Adding local memory in close proximity to the processing cores still seems to be
the solution for eliminating the so-called “external memory wall” bottleneck.
However, while in the past such memory (cache or scratchpad) had been added in
order to improve performance, local memory will be added into future systems in
order to improve power efficiency.

Let’s define a parameter called memory intensity, which is the throughput of a
computer (number of instructions executed per second) divided by the bandwidth
(bits per second) of its communication with external memory while running a given
software task. By plotting this parameter versus bandwidth, we see that a constant
throughput can be obtained at any point on a hyperbolic curve such as those shown
in Fig. 8.9. Since data movement is expensive in terms of power, improvements in
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Fig. 8.8 Performance regions in a unified architecture. Caches are efficient up to some number of
threads, and they lose their effectiveness if too many threads compete for cache space (the valley).
Multi-thread machines employ a very large number of threads to keep the processors busy while
data is fetched from external memory
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energy efficiency can be obtained only by moving towards the left on the shown
curves. This means that energy efficient machines must have high memory inten-
sity, or in other words they must have a lot of memory embedded in their execution
units and thus avoid numerous reads and writes to external memory.

Memory intensive systems are likely to utilize new emerging device technolo-
gies, such as resistive memory devices [9], which offer denser and faster memories
as compared to SRAM and DRAM. Architecturally, these memories are likely to be
specialized function-specific structures using unique addressing schemes. It is
highly likely that such special memories will be implemented within
special-purpose functional blocks, also known as accelerators, which are optimized
for performing tasks such as image processing. For example, in image processing
accelerators, pieces of an image are stored in special frame buffer memories to
support many local repeated accesses. Another example is a multistate pipeline
register (MPR), which can be used to support fast context switching in multi-
threading processors. An MPR is a flip-flop which stores an array of state bits
belonging to several threads, where the active thread is selected and addressed by its
thread number.

An interesting alternative for architecting memory-intensive system is to build
some processing capabilities within storage systems. Such logic-within-memory
capabilities would eliminate many unnecessary data transfer which occur in present
systems and cause major energy waste. However, this kind of architecture requires
major revolutions in the structure and organization of software.

Fig. 8.9 Constant-throughput curve have a hyperbolic shape in the plane of memory-intensity
versus memory bandwidth. An existing architecture may be upgraded to a higher throughput by
increasing memory bandwidth (which is wasteful in power) or by increasing memory intensity (the
amount of memory embedded within the computational hardware)
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8.2.6 Applying the Principles in Large Data Center
Computing

Computing technology is still far away from fundamental physical limits to its
energy efficiency [10]. The same basic principles, described above for small scale
computing systems, can be applied for reducing the energy consumption of large
data centers in cloud computing. The trend shown in Fig. 8.1 is very likely to cause
a disruption to the evolutionary course of computing technology, driving numerous
activities targeted at energy saving. The key principle which must be applied is the
locality principle, which implies that data traffic must be minimized. Ideally, any
data should be transported only once across a large distance such as a network or
external memory interface. Consequently, parallel execution of many operations is
called for, and local memory must be provided. Novel memory structures,
addressed in various function-specific ways and application-specific modes, should
be embedded within execution units of future machines, creating innovative
memory-intensive systems. Software and hardware must be configured to minimize
waiting states, and efficiently shut down all inactive sub-systems as soon as they run
out of work, even for short periods. An example for power saving due to speedup of
a common function, which reduces wasteful waiting in the system, can be seen in
[11], where 20% efficiency gain is observed due to acceleration of networking.
Careful balancing of system bottlenecks and resource contentions must be made in
order to minimize the energy waste which typically occurs as a consequence of such
events. Finally, there are many architectural opportunities to replace
energy-inefficient charge-based electrical signaling over metal wires, by photonic
communications, once the technological barriers of interfacing will be overcome.
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Chapter 9
Low-Cost Harvesting of Solar Energy:
The Future of Global Photovoltaics

Eicke R. Weber, Stefan Glunz, H. -M. Henning, A. Palzer
and R. Schindler

Abstract Photovoltaics is currently experiencing a rapid global expansion into the
Terawatt age, exceeding even the most optimistic predictions of experts just a few
years ago. This is driven by innovations, resulting in higher solar energy conversion
efficiencies at ever decreasing costs, and the rapidly increasing global market size.
This chapter presents a comprehensive discussion of PV technology developments
and issues of integration ever increasing amounts of renewable energy into the
electricity grid. Based on this we can look forward to establish a reliable,
renewables-based energy supply for the world.

9.1 Introduction: The Needed Transformation of Our
Energy System, Limited Fossil Fuels, the Climate
Problem

Humankind is facing a problem of unheard dimensions during this century: after
200 years of rapid economic development in the first and second industrial revo-
lution, characterized by harnessing first the energy of coal, utilizing the power of
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the steam engine, and then of oil and gas, combined with the introduction of
electricity and rapid communication, we are facing the challenge of limited
resources: the world will have to change from the past resource-wasting economy to
a sustainable economy. This is the only way we can form the basis of human life on
earth—as we know it today—in 100, 500, 1000 years, and our challenge is to start
this gigantic task during this century.

Many resources are still available to allow us to continue business-as-usual in
our wasteful throw-away way of living for many decades, but energy is the first
really urgent topic. We have no time to loose to start the transformation to a
long-time sustainable energy system right now. This is not only caused by resource
availability but more and more by the rapidly mounting climate problem: during
more than a million years, the earth experienced an oscillating system of temper-
atures and CO2-content of the atmosphere: 200 ppm of CO2 during ice ages, and
280 ppm CO2 during the intermediate warm periods. In the last 12,000 years we
experienced especially favorable conditions, the stable climate of the holocene [1].
However, since about 1850 the CO2 concentration started to rise, around 1900 it
already exceeded 300 ppm, and today we are already well above 400 ppm. Just in
the last 20 years we are starting to feel the very first clear consequences of what is
ahead of us: record hot years, droughts, torrential rainfalls, storms with unheard-of
wind speed exceeding 300 km/h… we are not yet aware, which of the conse-
quences of the anthropogenic loss of climate stability—induced by our emissions—
will be most damaging! We do not know the tipping points of the monsoon cycle,
the gulf stream, the El Nino/El Nina pacific weather phenomena, but one fact is
sure: once we exceed a critical tipping point, there will be no easy way back, it will
be too late, and our children will accuse us: you knew the problem, you had the
solution, even at reasonable cost, why in the world did you not act, why did you put
your head in the sand?

In other words: among all the needed transformation processes towards sus-
tainability the transformation of our energy system is the most urgent challenge.
Our fossil resources would allow at least 50, may be 100 more years of
business-as-usual, but the climate issue cannot wait so long, the fundamental
changeover has to happen within the next decade!

In order to de-carbonize our energy system we should work on two fronts
simultaneously: increasing energy efficiency reduces emissions immediately, as
currently our energy is provided by dirty energy; rapid introduction of renewable
energy paves the way towards the final de-carbonization of the energy sector. The
transport sector is dependent on the way energy is provided and has to be
de-carbonized as well, by switching to electric transport, provided by batteries and
hydrogen fuel cells.

We should briefly note that energy is never produced, since the big bang about
13 bn years ago, physics is based on the principle of energy conservation. In the
following, we will use the term energy converters for devices producing e.g.
electricity, by converting energy into a form useful for human use.
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First, we will discuss the issue of nuclear energy, which in principle would offer
an alternative way to de-carbonize the energy sector without relying on renewable
energy.

Here we have the choice between fission and fusion reactions: fission of heavy
nuclei releases stored energy of inner-nuclear bonds, and fusion of light nuclei does
the same, as elements near the center of the periodic table such as lead are most
stable. In the fission reaction, large amounts of highly radioactive and toxic nuclei
are produced, Plutonium being the prime example. As long as we can operate
nuclear fission reactors under well-controlled conditions we might use them for
electricity production, though the cost of final storage of long-lived radioactive
waste, of decommissioning after the useful lifetime, and the cost of disaster
insurance make the real, total cost of this electricity drastically non-competitive. In
addition, there is the danger of catastrophic loss of the dangerous products of the
fission reaction: we can well predict the behavior of a reactor under conditions we
think of in advance, but in principle, human ingenuity is never sufficient to predict
ahead of time all possible situations that might occur. Take the 2006
near-catastrophe in Forsmark, Sweden, where just the bold action of a technician
against the rulebook prevented a Fukushima-type accident already then!

Fukushima itself did not happen because of damage to the reactor caused by the
earthquake or tidal wave, this had been quite well taken care for (just the walls were
a bit too low!)—no, it was the unforeseen, simultaneous failure of external elec-
tricity supply and both emergency generators—just like in Forsmark—that caused
the disaster! So, nuclear fission cannot and should not be used to solve the world’s
energy problem. Unfortunately, the next big nuclear disaster will come, and with it
the possible rapid shut-down of nuclear fission reactors worldwide. Reliance on
nuclear fission power actually endangers security of energy supply.

Nuclear fusion is a much different process, that does not result in the cocktail of
dangerous byproducts of the fission reaction. However, it is technologically very
difficult to control the 100-million degree hot plasma. We can be optimistic, within
the next 50 years we will probably succeed in controlling the fusion plasma.
However, the question of how to extract useful power out of this super-hot plasma
is far from a feasible solution: we do not yet have a suitable material for the inner
walls of the central burning chamber, that could withstand facing this super-hot
plasma for several years. Secondly, for harvesting the energy released by nuclear
fusion we envisage at present heating within those walls tubing with water and
steam, to drive 19th century-type steam engines, turbines, with the low efficiency of
all thermal power plants! The result is that even if we master the physics problems
of stabilizing the hot plasma, and the materials science problems of the wall
material, we end up with a thermal power plant that produces electricity at esti-
mated costs of 5 ct/kWh—in 50 years, when solar electricity will be available for 2
ct/kWh or less! Moreover, in 50 years solar and wind based electricity production
will be dominant, and able to supply 100% of the electricity needs at many times.
Flexible power plants, like (bio) gas-fired plants, will be a useful complement of
solar and wind power, not nuclear plants that have to run around the clock at
constant power!
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Therefore, our future decarbonized energy system hast to rely on two main
pillars, harvesting energy for human use from sun and wind, augmented by all other
kinds of renewable energy, such as from hydropower, biomass, geothermal energy,
tidal and wave energy, to mention just the most important ones. The global wind
resources alone would be sufficient to provide all power we need, and the sun
provides many thousand times the energy needed by humankind now and in all
future!

The energy system of the future will be radically different from today’s, and
Jeremy Rifkin described it well in his vision of the Third Industrial Revolution [2]:
Based on decentralized harvesting of renewable energy plus decentralized infor-
mation and communication system. Decentralized harvesting of fluctuating
renewable energy will pose new kind of challenges to the grid: it has to contain
elements of storage and deal with surplus energy available when the sun shines and
the wind blows more than needed. Bi-directional grids have to allow distribution of
power from where it is locally produced to where it is needed. Local storage allows
to achieve energy independence, reducing the needs from the grid. Central storage
will augment the system, like dam-based hydro power plants that minimize outflow
of water when surplus electricity is available, and maximize outflow when power is
needed. If the percentage of fluctuating renewable energy climbs above 50%,
large-scale hydrogen production out of superfluous electricity becomes interesting.
Hydrogen can be stored, fed into the natural gas grid, or used for fuel cells, in cars
or stationary. All of this will be described in more detail in Sect. 2 of this chapter.

Germany shows that it is indeed possible to feed ever increasing amounts of
renewable energy into the grid while preserving and even improving grid stability:
In the last 10 years, the fraction of renewable energy in the electricity grid more
than doubled, today it is at 35%, and in the same time the System Average Inter-
ruption Duration Index SAIDI was cut in half, to only 12 min average grid inter-
ruption per year today! (Fig. 9.1).

Fig. 9.1 System Average Interuption Duration Index SAIDI and fraction of renewable energy in
the electricity grid 2006–2015 [3], graph after Fell [4]
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In other words, the electricity grid in Germany has been strengthened by the
introduction of suitable algorithms for nodal grid control and the maintenance of
sufficient reserve power to not only maintain grid stability, but even considerably
improve grid stability: a grid that can stabilize the sudden knock-out of a 10 MW
PV field by a large cloud is as well much more resilient against all other inter-
ruptions, from storms to acts of terrorism!

In the following sections of this chapter, first a comprehensive simulation of a
german energy system based primarily on renewable energy is presented as an
example, followed by a discussion of the main technologies currently used to
harvest solar energy through photovoltaics (PV) on a commercial scale, followed by
a concluding section on the future global prospects of PV heading towards the
Terawatt scale.

9.2 The Role of Photovoltaics in Our Future Energy
System, Based on Simulation of the German Energy
System for 80% and More of Renewable Energy

During the past decade, Germany has taken a leadership position in the market
introduction of renewable energy technologies, that was instrumental in bringing
down its cost dramatically. The driving force of the energy transformation in
Germany is the political goal of drastically reduced greenhouse gas emissions, in
order to limit the anthropogenic climate change and thus the danger of drastic
influences on nature and the conditions of human life and economy. The German
Government was one of the driving forces behind the COP-21 accord, that has been
signed in November 2015 in Paris. The declared goal is to decrease the greenhouse
gas (GHG) emissions of Germany by 2050 by at least 80% [5] and wherever
possible by 95%, below 1990 levels [6, 7]. This objective is supported by a wide
social consensus in Germany. The total amount of GHG emissions in the reference
year 1990 amounted to 1,215 million tons of CO2 equivalent (for this purpose, all
greenhouse-relevant effects are converted into the climate-changing effect of CO2

emissions). This value considered the CO2 lowering in agriculture and forestry. For
the years prior to 2050, reduction target values are defined as well: a reduction by
40% by 2020, by 55% by 2030, and by 70% by 2040.

The amount of the German GHG emissions in the past is presented in Fig. 9.2,
together with the target values intended for the period up to 2050.

The largest share of GHG emissions are energy-related CO2 emissions with
close to 990 million tons in 1990 and 793 million tons in 2013 (see green bars in
Fig. 9.2). Thus, energy-related CO2 emission may be at maximum 198 million tons
in 2050 in order to achieve the reduction goal of 80% compared to the reference
year 1990. Here it is assumed that energy-related CO2 emissions are reduced to the
same extent as all other greenhouse gas emissions. A reduction by 95% would mean
a target value of 49 million tons. The relative portion of energy-related CO2
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emissions in the total greenhouse emissions has increased from around 80–85% in
the period from 1990 to 2013.

To investigate how these boundary conditions influence a future German energy
system, Fraunhofer ISE developed a national energy system model called Regen-
erative Energy Model for Germany: REMod-D [9–11].

The basic functionality of the REMod-D model is founded on a cost-based
optimisation of a German energy supply system whose energy-related CO2 emis-
sions do not exceed a specified target value and/or target pathway. The optimisation
target is to dimension all generators, converters, and consumers at minimum cost,
such that the energy balance of the overall system is met at every hour. Conven-
tional power plants with lignite and hard coal as fuel, nuclear power plants, oil-fired
power plants, gas turbines, CHP plants, and gas-fired and steam power plants are
implemented as generators. Renewable energy can be supplied in the model using
wind turbines onshore and offshore, photovoltaic systems and hydropower plants
(Fig. 9.3).

Biomass can be used in different usage pathways either directly or after con-
version into a different energy carrier. For example, wood can be used in boilers, in
order to provide process heat for industrial applications and for the generation of
low-temperature heat in the building sector. Biogas systems, gasification systems
with subsequent synthesization into hydrogen, methane, or liquid fuels and bio-
diesel systems are implemented as systems for the conversion of biomass. Electrical
energy storage systems in the form of stationary and mobile (in vehicles) batteries

Fig. 9.2 Greenhouse gas (GHG) emissions in Germany from 1990 till 2013, and target values up
to 2050 (blue dots). Green bars represent energy-related CO2 emissions, red bars other GHG
emissions, cf. data in [8]. Percentage reductions refer to the 1990 value
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or pumped-storage power plants are used as storage systems. Hydrogen storage
systems and thermal hot water storage systems in different orders of magnitudes are
considered as well. With respect to methane storage system, the simplified
assumption is made that currently already existing storage capacities (including
grid, ca. 210 TWh [12]) will also be available to the system in the future. They are
not changed in the optimisation [11].

The energy demand side is divided into four groups, according to the different
fields of use: Mobility, intrinsic electricity applications, heat for buildings (resi-
dential, non-residential, and industrial buildings), and process heat in the industry.
The mobility sector is mapped in detail concerning passenger cars and trucks, with
seven vehicle concepts each. The energy demand of aviation, shipping, and
fuel-based railway traffic is considered in the balance, however, without temporal
resolution. The basic electricity load is mapped using load profiles based on the data
of European transmission grid operators that was reduced by the current load for
heating systems. This load is calculated model-endogenously and is not included in
the basic load [11].

Fig. 9.3 Schematic of the energy system as presented in the REMod-D simulation model. The
illustration shows all conversion pathways of fossil primary energy and/or renewable energies up
to the respective consumption sector (Values are examples for a scenario with a reduction of
energy-related CO2 emissions by 85%, cf. [11])
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The building sector is implemented with 18 possible heat supply technologies.
Each of these heating technologies can be optionally supplemented with a heat
storage device or solar thermal energy system. Figure 9.4 shows an example of the
“electrical brine heat pump” system, hence, a brine-water heat pump with the
ground as heat source. The possible energy flows between the individual system
components are shown. Thermal storage devices can be charged through solar
thermal energy, as well as through heat from excess power (directly or via the heat
pump). The latter option allows the flexible use of power in the case of a negative
residual load. Vice versa, the heat pump can be switched off and the heat storage
discharged in the case of a positive residual load and simultaneous heat
requirement.

The energy demand of the industry is derived from the statistical data of the
German Federal Ministry of the Economy [13] and refers to the fuel-based energy
supply for process heat. The electricity demand of the industry is included in the
basic electricity load [11].

The REMod-D model is based on simple physical models of all components
contained. The central component is the energy exchange across the electricity
system. A load still to be covered after feed-in of renewable energy is compensated
by the generation of electricity from systems of different sectors. Excess electricity,
on the other hand, can be stored and/or converted into different electricity forms
(chemical and thermal) and is thus accessible for all sectors. The operation of
electricity-generating and electricity-using systems in the case of positive and/or
negative residual load follows a defined management strategy. The component
usage sequence in this management strategy follows the path of highest energy
efficiency at simultaneously lowest CO2 emissions. Figure 9.5 shows the different
stages for the generation and usage of electricity in the case of a positive and/or
negative residual load in the system.

To cover positive residual loads, CHP plants are operated first after the use of
electrical storage systems and biogas CHP. The generated heat is then used to
charge heat storage devices and/or to cover thermal loads if these are present at the
same time. Any additional demand is covered by the operation of combined cycle
gas turbine (CCGT) plants and CHP plants in “electricity only mode”. The
remaining load is covered by highly flexible gas and oil turbines and with the help

Fig. 9.4 Schematic design of
heating systems based on the
example of a ground-coupled,
electrical heat pump (HP) (red
lines = heat, black
line = power) [10]
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of the remaining, flexibly usable power of conventional lignite and hard coal power
plants. In model calculations that also investigated the electricity import, it can also
contribute to covering the electricity demand at the end of the usage cascade with a
previously defined maximum power [11].

Fig. 9.5 Management sequence in the case of positive (left) and negative (right) residual load [11]
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The weather influence is decisive for the different residual load states during the
simulation. To map this influence adequately, three real data records of 2011–2013
were used within the scope of the calculation. The weather data used in the model
for the calculation of feed-in and load profiles are based on publicly accessible data
of the German Meteorological Service [14, 15]. Weather data from two different
reference locations in Germany, Braunschweig for North Germany and Würzburg
for South Germany, were processed in the model. Hourly outside temperature
values and emission data are used from both locations. To consider the stochastic
effects, the available weather years of 2011, 2012, and 2013 are randomly dis-
tributed to the period from 2014 to 2050 at the beginning of the calculation for the
weather calculation in the investigated period from 2014 to 2050. Every iterative
calculation of a transformation pathway within an optimisation uses this sequence
always in the same form. This way, a consistent data record was generated for the
entire period from 2014 to 2050, which is used as basis for the electricity generation
from solar energy and wind, which is used for calculation of the heating load of the
building sector, and which is used as the basis for the heat generation from solar
thermal energy systems. The real profile of the power consumption data of these
years is also used in the same sequence to ensure an adequate correlation between
the profile of the basic electricity load and the profile of the power provision from
renewable sources, which is defined by the profile of the meteorological variables
[11].

Technology specific system costs are obtained from an exogenously specified
cost function depending on the investigated year. In determining this cost function,
the values of every technology for start year 2015 and target year 2050 were used as
start and end value. Different data sources were used for this purpose, respectively.
The expected curve profile of the costs of photovoltaic systems is presented in
Figure 9.6 as an example. The curve profile is based on studies discussing the cost
degression behaviour of the respective technologies. As result, a specific cost value
in €2013/kW is available to the model for every year.

In addition to the cost investigations for individual components, such as con-
verters or storage devices, costs for energy saving measures in the building sector
through energy renovations are considered as well in the model.

Fig. 9.6 Expected cost profile of photovoltaic systems up to 2050, cf [11], based on [16]
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The influence of renewable energy converters like wind energy converters or
photovoltaics is investigated in the third version of the energy system related study
of Fraunhofer ISE [10]. It provides different future scenarios for the German energy
system. The respective scenarios and their assumptions relative to the target value
of energy-related CO2 emissions, energy renovations, the vehicle sector composi-
tion used, and the exit from coal-fired electricity generation are summarised in
Table 9.1. Every calculation contains a complete optimisation calculation for the
given development of energy-related CO2 emissions, respectively, to identify the
transformation pathway leading to a transformation cost minimum under the given
assumptions and definitions.

First, optimisation calculations were performed for the five different mobility
scenarios under the same assumptions for all other boundary conditions described
above. The target value of energy-related CO2 emission was set to minus 80%
relative to the 1990 reference value. Low energy renovations were assumed as well
as the operation of coal-fired power plants until 2050. The “Mix” mobility scenario
was then always defined for all other optimisation calculations. This should com-
pensate for the uncertainty regarding the development of the vehicle sector. Fur-
thermore, an ambitious energy renovation of the building sector and an accelerated
exit from coal-fired electricity generation were assumed for calculations with the
CO2 reduction targets of 85% and 90%, as otherwise these stricter climate

Table 9.1 Overview of the investigated climate protection scenarios. As to coal-based power
plants, accelerated phase-out till 2040 is compared with a non-accelerated scenario based on
regular decommissioning [10]

Seq.
no.

Target value
CO2

Energy renovation
buildings

Vehicles Coal plants Abbreviation

# 1 −80% Low Classic Not
accelerated

80/low/class/
n.a.

#2 CH4 Not
accelerated

80/1ow/CH4/
n.a.

#3 H2 Not
accelerated

80/1ow/H2/
n.a.

#4 Electric Not
accelerated

80/low/
eletric/n.a.

#5 Mix Not
accelerated

80/low/mix/
n.a.

#6 Ambitious Mix Not
accelerated

80/amb/mix/
n.a.

#7 Accelerated 80/amb/mix/
acc.

#8 −85% Ambitious Mix Accelerated 85/amb/mix/
acc.

#9 −90% Ambitious Mix Accelerated 90/amb/mix/
acc.
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protection targets could not be achieved purely mathematically due to the permitted
CO2 quantities [10].

The results clearly indicate that renewable energy converters—to a large extent
photovoltaics—are much needed to decrease the systems energy related CO2-
emissions. Actually, with at least 300 GW of combined energy converters from
photovoltaics and wind, a multiple of the peak electricity demand (currently 80 GW
in Germany) will have to be installed. The composition of the most important
converters of renewable energies for the electricity generation, i.e., onshore wind
energy converters, wind energy converters in the North and Baltic Sea (offshore),
and photovoltaics for electricity generation for the nine investigated scenarios, is
shown in Fig. 9.7. This figure shows the installed power expected in 2050, i.e., the
target year investigated here.

When looking into the first five scenarios with different mobility concepts, while
all other boundary conditions remain the same, it can be observed that the installed
power of wind turbines and photovoltaic systems is significantly smaller in the
scenario with a high portion of electric vehicles (scenario 80/low/electric/n.a.) than
in the other four scenarios. The total installed power for wind turbines and pho-
tovoltaic systems is here slightly above 350 GW, while the values for the other four
scenarios are slightly above 400 GW. This is explained by the higher efficiency
during conversion of final energy (electricity) into useful energy (traction) of
battery-electric motor drives compared to all other drive concepts.

The effect of an ambitious building energy renovation gets obvious in the
comparison between otherwise similar scenarios with a CO2 reduction of 80%,
drive concept mix for mobility, and without accelerated exit from coal-fired

Fig. 9.7 Expected installed power of the most important converters of renewable energies (solar,
wind) in 2050 for the investigated scenarios [10]
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electricity generation (80/low/mix/n.a. and 80/amb/mix/n.a.). Significantly, the
scenario with ambitious building energy renovation results in a significantly lower
need for installed power of wind and solar converters. Here, the installed power is at
ca. 365 GW in 2050, while the value for the scenario with lower building energy
renovation is above 400 GW. An even more significant reduction is possible, if the
exit from coal-fired electricity generation is accelerated and realised by 2040. In the
case of an ambitious building energy renovation and a drive concept mix for motor
vehicles, the required installed power of the power converters from solar and wind
energy is at around 290 GW installed power in 2050 (80/amb/mix/acc. scenario).
All scenarios discussed so far lead to a reduction in energy-related CO2 emissions
by 80%. A significant increase in the installed power of renewable energy con-
verters is required if the CO2 emissions should be reduced further, i.e., by 85%. In
this case, the total installed power for solar and wind-based electricity generation
amounts to 412 GW—or by 90%, with a total needed power of 536 GW.

The development of the expansion of wind turbines and photovoltaic plants is
shown in Fig. 9.8 [10]. A mostly constant increase can be recognised over the entire
period. However, it must be observed that we used upper limits for the capacity that
reasonably can be net-added per year.

The amount installed per year is partly significantly above these limits, as
replacement installations become necessary, as presented in Fig. 9.9 [10]. Here can
be seen that a first significant amount of replacement installations for onshore wind
turbines is required in the 2020s, and a second amount starting in the mid-2030s,
and in the last 6 years from 2044 to 2050. In the case of photovoltaic plants, a phase

Fig. 9.8 Total installed power of wind turbines and PV plants in the 85–% scenario [10]

9 Low-Cost Harvesting of Solar Energy … 227



with high replacement installations occurs in the late 2030s and 2040s. Here, the
many plants installed in 2010 to 2013 must be replaced.

These results demonstrate that a large amount of renewable energy converters,
especially photovoltaic systems, are needed to fulfil the CO2 emission reduction
aims for a future German energy system. Depending on the assumed scenario
boundary conditions, between 122 and 290 GWel of PV will be needed in 2050 in
Germany alone.

9.3 Crystalline Silicon Photovoltaics

Photovoltaic energy converters are dominated by crystalline Silicon technology.
Fig. 9.10 shows that just 20 years ago thin film technologies enjoyed a 30% market
share, but since 2010 the market share of all thin-film technologies dropped even
below 10%.

Silicon has several advantages: It is non-toxic and abundantly available in the
earth’s crust. Crystalline silicon-based photovoltaic (PV) modules have proven their
long-term stability over decades in the field and not only in accelerated module
tests. The rapid technology development in this field has been recently reviewed in
detail by Glunz [18].

Fig. 9.9 Development of the yearly installed gross power (i.e., including replacement installa-
tions) of wind turbines and photovoltaic plants [10]
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Fig. 9.10 Market share of PV technologies since 1980 [17]

Fig. 9.11 Structure of a screen-printed Al-BSF solar cell based on a p-type Si wafer [18]
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9.3.1 Al-Back Surface Field Technology

Concerning crystalline Si PV technologies, the market is clearly dominated by a
rather simple approach: screen-printed aluminium back surface field (Al-BSF) cells
on p-type silicon substrates, with in-diffused frontside n+ emitter and the backside
covered by an Al rear contact that gives rise to a back surface field, rejecting
minority carriers from the highly recombinative full-area back Al contact, see
Fig. 9.11.

In today’s standard process sequence, the Al backside is created by a rather
elegant alloying process of screen-printed Al-paste with the base silicon [19]. This
alloying process takes place during a very short firing process in an inline belt
furnace. During the cool-down phase the silicon that has been dissolved into the
molten aluminium, recrystallizes and aluminium is incorporated in the silicon lat-
tice, according to its solubility at the actual temperature.

In the last 20 years, most of the impressive increase in cell efficiency has been
due to evolutionary improvements of this technology. Improved metal pastes and
printing processes, increased emitter sheet resistance and better front surface pas-
sivation layers (SiNx by plasma-enhanced vapour deposition, PECVD [20]) are a
few examples of the changes which have been responsible for the increase in
average monocrystalline silicon efficiency limits over the years, with values at
around 14% in the 1990 s to more than 19% today.

One of the many strategies for such incremental improvements is known as
selective emitter or two-step emitter, whereby the region under the front contact is
highly doped, to facilitate good contact properties, and the region in-between the
contacts is lowly doped (‘shallow’) to reduce light absorption and thus improve the
blue response and reduce the dark saturation current. The highly doped emitter
under the contacts (‘deep’ emitter) has a second advantage of ‘shielding’ the highly
recombinative metal/silicon contact and additionally reduces recombination. By
using such a selective emitter structure, the conversion efficiency of Al-BSF PV
cells can reach a value of 19% [21].

9.3.2 Partial Rear Contact Technologies (PRC, PERC,
PERL, PERT)

Even with this approach and improved rear side Al pastes, the performance of the
Al-BSF structure is limited, as the rear side recombination still is high, due to the
metallization layer covering the full backside. However, majority carriers in Si have
a high mobility and therefore can be collected at individual contact points rather
then metallizing the whole wafer backside. This allows to deposit a good dielectric
rear side passivation, leaving local contact points or lines (partial rear contact,
PRC). The PRC structure is the basis for a variety of successful cell architectures
like the passivated emitter and rear cell (PERC) [22], the passivated emitter, rear
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locally-diffused (PERL) [23] or local back surface field structure (LBSF) [24] and
the passivated, rear totally diffused cells (PERT) [25], cf. Fig. 9.12.

Although this cell structure achieved excellent efficiencies already as early as
1989 [22], it took 20 years until the transfer into industrial production was per-
formed [26–29]. Average efficiencies of 20.6% were recently shown using indus-
trial production equipment [30]. The PRC structure can be easily combined with the
so-called metal-wrap through (MWT) cell architecture [31].

Obviously, the surface passivation layer plays a crucial role for this cell structure.
Traditionally, the preferred layer type was thermally grown silicon dioxide (SiO2).
This approach is well known in MOS technology, and was successfully introduced
to photovoltaics in the 1980s [32]. The reduction of surface recombination velocity
in this case is mainly due to the low interface state density at SiO2/Si interfaces.

Another route to reduce the surface recombination is to incorporate fixed charges
in the passivating dielectric layer. This leads to a band bending in the silicon bulk,
and a strong asymmetry of electron and hole density at the surface. Strong surface
recombination is observed when similar amounts of electrons and holes are present.
Therefore both, strong inversion (high population of minority carriers) or accu-
mulation (high population of majority carriers) lead to a strong reduction of surface
recombination. Although both inversion and accumulation lead to an excellent
passivation quality, it was shown that in a finished solar cell accumulation is indeed
the better option. Therefore, for solar cells on p-type silicon, layers with a high
negative charge density are preferred. While SiNx shows a positive charge, alu-
minum oxide (AlOx) layers exhibit a strong negative charge [33] and are now the
preferred passivation layers for PRC cells [34, 35]. They can be deposited by
atomic layer deposition [34, 36, 37], by plasma-enhanced chemical vapour depo-
sition [38] or by sputtering [39]. In many cases, this AlOx layer gets an additional

Fig. 9.12 Structure of a PRC
silicon solar cell with surface
passivation (blue) at front and
rear surface. Only small
point-like metal points
(yellow) form the base contact
at the rear [18]
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SiNx top layer to protect itself from damage by the aggressive printed Al rear metal
paste [29, 35]. Further effective passivation layers are oxide–nitride stacks, which
have led to very good efficiencies in industrial production [40].

The local contact points in PRC technology, which cover approximately 1% of
the rear surface, are fabricated in the laboratory using photolithography. This process
is too expensive for industrial PV production. One possibility is to open the contact
points in the passivation layer by laser [35, 40, 41] or by printing etching pastes [42].

Then an Al paste is printed on the full rear surface and an alloying step is
applied. This creates local Al-BSFs which reduce the recombination at the contact
points. A second possibility to form local contacts is to leave the passivation layer
untouched before the following metallization step. After the Al metal is either
screen-printed or evaporated onto the rear, a laser is used to drive the metal through
the passivation layer into the silicon. During this so-called laser-fired contact pro-
cess [43], an effective local Al-BSF is formed as well [44, 45]. A new interesting
route is to make use of commercial Al foil as the rear electrode, thereby avoiding
complex equipment like screen printers or evaporation systems [46].

All these cells are normally fabricated on boron-doped Czochralski-grown (Cz).
Unfortunately, this material contains high concentrations of oxygen and is known to
suffer from a metastable defect [47–51] related to boron and oxygen, which is
activated by illumination or carrier injection (light-induced degradation) [52]. Thus,
the bulk minority carrier lifetime is limited to such an extent that the efficiency is
reduced to 20% [26, 29, 53]. If the defect is deactivated [54] efficiencies of around
21% on large area [35] can be achieved.

There are several options available to reduce light-induced degradation: the use
of thinner wafers to improve the ratio diffusion length/cell thickness [55],
decreasing or avoiding the boron doping or oxygen contamination [49, 56], or the
application of the regeneration process [54, 57]. A strong reduction of the oxygen
concentration to values below 1 ppma results in a perfect suppression of
light-induced degradation. Magnetic Czochralski silicon (MCz) contains low oxy-
gen concentrations due to the suppression of melt convection, and has shown a very
high efficiency potential [60, 93, 94]. Another material, PV- float-zone (FZ) silicon,
also with a negligible oxygen concentration, was considered a few years ago to be
introduced into the large scale PV production [58].

This material type has shown very high and stable carrier lifetimes, but unfor-
tunately is presently not available from mass production. A third material type with
low oxygen concentration is cast silicon, which results in multicrystalline silicon
with a columnar crystal structure. For multicrystalline silicon, excellent minority
carrier lifetimes have been measured [59]. This superior material quality is mainly
due to reduced sensitivity to the most relevant impurities such as iron [60, 61].

In order to avoid boron doping, alternative acceptors such as gallium can be
used. In fact, cells from gallium-doped Cz-silicon show no degradation [62]. The
only issue occurring with this material might be the large variation of doping
concentration over the ingot due to the low segregation coefficient of gallium.
Nevertheless, adapted cell structures show excellent results over a wide doping
range [62].
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9.3.3 Solar Cells on n-type Si

Boron can also be avoided as a dopant if n-type silicon with phosphorus doping is
used. n-type Czochralski-grown material shows no light-induced degradation even
in the presence of a significant oxygen concentration [50, 63]. Due to these
excellent material properties, solar cells on n-type silicon are currently at the center
of interest of research and industry. Obviously, the widely used phosphorus dif-
fusion [64] cannot be used to create the junction of such cells anymore. One of the
following techniques is commonly used to create the p–n junction on n-type
substrates:

• Boron diffusion [65, 66].
• Al alloying at the rear side of the cell [67–70].
• Heterostructure using p-doped amorphous silicon [71].

If the boron emitter is used on the front side, a simple cell p+–nn+ structure can be
created by using phosphorus diffusion at the rear side. This is the analogue to the
Al-BSF cell on p-type silicon with inverted polarities. An issue when working with
boron-doped emitters is the fact that the well established SiNx PECVD passivation
layer, which is used for phosphorus-doped emitters, is not well suited anymore [72–
74]. This is due to the fact that SiNx features a positive built-in charge which results
in a majority carrier depletion or inversion in the boron emitter [75]. On the other
hand, negative charges have improved the performance of boron-doped emitters.
Therefore, a negatively charged dielectric passivation layer would be beneficial.
AlOx was proven to be an ideal layer to improve the passivation and to reduce the
dark saturation current of boron emitters [33]. Using such a layer for high-efficiency
solar cells on n-type silicon resulted in very high efficiencies of up to 23.9% [53, 75].

However, process simplifications are mandatory in order to transfer this cell type
into industrial production. An elegant process to create the local phosphorus back
surface fields (BSF) is the so-called PassDop process [76]. After depositing the
phosphorus-containing PassDop layer on the rear side using PECVD, a laser is used
to open the contact points in the dielectric passivation layer. The phosphorus
contained in the layer is simultaneously driven into the silicon and forms a very
effective local BSF. Efficiencies of 22.4% have been achieved on small areas.

9.3.4 Heterojunction Solar Cells

Even for advanced cell structures with small contact areas and superior dielectric
passivation, a large fraction of charge carrier recombination takes place at the
surfaces. For the 23.9% n-type PERL cell described in the previous section, about
66% of the front recombination happens at the very small front contacts [77]. This
recombination channel can be reduced by high-low junction as diffused or alloyed
back-surface fields [19, 78].

9 Low-Cost Harvesting of Solar Energy … 233



The most effective way to suppress the recombination at the metal semicon-
ductor interface and thus to fabricate a so called passivated contact is in the
application of a heterojunction, i.e., through the deposition of a semiconductor
material with wider bandgap on the crystalline silicon base [79]. The most common
approach to realizing such a structure is the deposition of doped amorphous silicon
[80–84]. An important feature of the best cell structure is the introduction of an
intrinsic amorphous silicon layer between the crystalline bulk and the n- or p-doped
a-Si layer [82]. Such cells are well-known under the name HIT and have been
optimized by Sanyo/Panasonic to a superior degree [85].

Since the surfaces of this structure are perfectly passivated, it is advantageous to
reduce the cell thickness. In fact, the best efficiencies were obtained on n-type
wafers with a thickness of only 98 µm (Fig. 9.13).

Due to the high efficiency potential of this cell structure, strong research and
development activities have been launched in various companies and research
laboratories [87–93]. Typical efficiencies achieved by these groups are in the range
between 21 and 22%. An excellent overview of this topic was recently given by de
Wolf [86].

A major issue of this cell type is photon absorption in the amorphous silicon
layer. Although these layers passivate the surface perfectly for carriers which are
generated in the crystalline silicon bulk, the diffusion length in the material is too
small so that carriers which are photogenerated within these layers recombine with
a high probability. This leads to a rather low blue response of these cells [94]. The
recombination losses are strongly increased due to such ‘parasitic’ absorption in the
front region (p-doped and intrinsic a-Si) and also the optical losses are high because
light is absorbed in the top TCO layers. Another way to reduce the optical
absorption of cells with heterojunctions is to place all contacts at the rear side of the
cell i.e., interdigitated back junction back-contact solar cells. Interdigitated
back-junction back-contact cells were originally developed for concentrator appli-
cations [32], since the grid can be designed for high current densities without

Fig. 9.13 Structure of a heterojunction solar cell and the related band diagram Taken from De
Wolf et al. [86], courtesy of De Gruyter
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increasing shadowing losses. They have been used mostly for special applications
such as solar car races [95] up to the beginning of this millennium, when SunPower
entered mass production [96]. The current world record of 25.6% has been estab-
lished with heterojunction combined with an interdigitated back contact cell
architecture [85].

In an alternative, new approach called TOPCon [97], the passivated contacts are
actually realized by the growth of a ultrathin tunnel oxide layer and the PECVD
deposition of a thin, highly doped silicon layer. Simulations show that the thickness
of the oxide is rather critical, as these contacts use tunneling carriers for contact
formation [98]. If the oxide is too thin, the passivation quality will be reduced,
while thicker oxides hinder the majority carrier tunnel transport. In fact, the
thickness of the tunnel oxide should be below 1.5 nm. Such oxides can be fabri-
cated using wet-chemical [97] or UV/O3 growth [99]. After the deposition of the
silicon film, a high-temperature anneal and hydrogen passivation is performed to
tune the morphology and the band gap of the silicon film. In this way it is attempted
to combine the advantages of a heterojunction a-Si/c-Si structure [100], i.e.
excellent carrier selectivity, with the ones of a classical poly-silicon-contact [101],
i.e. higher temperature stability. For anneal temperatures between 700–900°C, a
contact resistance of below 5 mΩ cm2 and J0,cont below 10 fA/cm2 were achieved.
The lowest value achieved so far is 7 fA/cm2 for an n-type contact. Record effi-
ciencies of 25.1% for cells with contacts on both sides have been achieved which
demonstrates the potential of this approach [102].

A remarkable fact resulting from the very effective suppression of the other
recombination channels like surface and contact recombination is that now the
intrinsic recombination mechanism, i.e., Auger-recombination, becomes important.
This also shows that we are approaching with this new cell technology the physical
limits of c-Si cell performance.

9.3.5 Crystalline Si PV Beyond the Shockley-Queisser Limit

The fundamental performance limit for a Si solar cell has been calculated already in
1961 by Shockley and Queisser to be about 29.4% [103]. Using the AM1.5
spectrum and assuming no light concentration, the limit for a single junction solar
cell is 33%. Taking into account the unavoidable Auger recombination the maxi-
mum value for crystalline silicon solar cells was determined to be 29.4% [104].
With the current efficiency record of 25.6% for the Sanyo/Panasonic HIT cell [85]
current PV technology is approaching this fundamental limit for a single-junction Si
solar cell. How can we expect to exceed this limit?

As we will discuss in the next paragraph, using c-Si is perfect only for photon
energies near the Si band-edge of 1.12 eV, which lies in the near-infrared. Photons
of longer wavelength are transmitted, as they cannot produce electron-hole pairs.
Photons of shorter wavelength are not utilized with best efficiency, as any excess
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energy above the bandgap energy is lost in heat, in the process called thermalization
to the band edges.

Therefore, in order to achieve higher efficiencies several approaches are being
considered.

The first approach is called photon management through upconversion. With a
suitable layer of nonlinear optical material that is well transparent for shorter
wavelength and thus does not degrade the performance of the c-Si cell too much,
two photons can be combined to one photon with an energy exceeding the Si
bandgap.

The second approach is to combine two semiconductor materials with different
bandgap, i.e., tandem solar cells, to utilize the solar spectrum more efficiently. The
bottom cell might be silicon, in this case this technology may well be treated as an
extension of c-Si PV technology, or it can be another semiconductor with an
attractive bandgap for such structures, as will be discussed in the next section.

This discussion shows that also for a crystalline silicon solar technology, which
has been the leader in the field for more than 50 years, there is still ample space for
further technological improvements resulting in higher efficiency at lower pro-
duction cost. Further reduction of production costs will be accompanied by a strong
push towards high-efficiency cell structures based on the development of new
process technologies. This combined effort will help to further reduce the already
very low costs of photovoltaic electricity in the coming decades and allow pho-
tovoltaics to develop very soon into a significant pillar of our worldwide energy
supply.

9.4 High-Concentration PV: CPV Technology

The highest efficiencies of any photovoltaic technology, so far, have been reached
with solar cells made of combinations of different III–V compound semiconductor
materials. These compound semiconductors offer a wide range of bandgaps and
thus are particularly suitable for multi-junction solar cells, in which solar cells with
different bandgaps are used to absorb distinct parts of the solar spectrum. This
technology has been well described in recent reviews, such as the excellent recent
summary by Phillips and Bett [105].

III–V monolithically stacked multi-junction solar cells have reached efficiencies
of 38.8% under the global reference spectrum AM1.5 g, 35.8% under AM0 for
space applications and 46.0% under the concentrated direct reference spectrum
AM1.5d [106–108].

Solar cells with such highest efficiencies are now the standard cells in space
applications as well as in terrestrial high-concentration systems. Due to the high
cost needed to launch satellites into space the cost benchmark is based on
power-per-weight, therefore cells with highest efficiency are preferred, almost
independent of production costs. For terrestrial applications, the cost per kWh
generated by the solar cell is the benchmark. The levelized cost of energy (LCOE),
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defined as the total cost of a system divided by its lifetime energy production, is
often used to rate the cost competiveness of different photovoltaic technologies. In
general, high efficiencies are essential for lowering the levelized cost of energy
(LCOE), as more energy can be produced from the same installation area. With
respect to concentrating photovoltaics (CPV), it is necessary that the higher systems
costs, due to the usage of a tracking system, do not outweigh the benefit of higher
energy output. Moreover, III–V multi-junction solar cells are essentially more
expensive than conventional, e.g. silicon-based solar cell technologies of the same
cell area. The main cost driver is the substrate used: The price of typical GaAs or
Ge wafers can be up to a hundredfold higher than for a Silicon wafer. Thus, even if
their efficiency is about twice as high, substrate-based III–V multi-junction solar
cells are currently too expensive for the use in flat-plate modules on Earth. Hence it
was essential to develop high concentrating CPV systems with concentration fac-
tors above 300 in order to introduce III–V multi-junction solar cells to the terrestrial
market [109].

Figure 9.14 shows the development of newly installed low- and high-concentration
CPVsystemsper year. The obviousmajority are high-concentration systemswhich use
monolithic multi-junction solar cells with highest efficiencies. Today, the on-going
development of III–V multi-junction solar cells is driven by both, the needs of space
and terrestrial market, and both benefit from each other.

The currently most common technology for monolithic multi-junction solar cells
are MOVPE (metal-organic vapour phase epitaxy) grown Ga0.50In0.50P/
Ga0.99In0.01As/Ge triple-junction structures. They only contain lattice-matched
layers. The internal architecture of this monolithically grown solar cell is sophis-
ticated, since tunnel diodes, barrier and passivation layers as well as differently
doped layers are needed. Figure 9.15 shows such a structure in order to demonstrate
the complexity.

Anyhow, this device has achieved a record efficiency of 41.6% (AM1.5d, 364
suns) [110] and is commercially available with efficiencies around 42% under

Fig. 9.14 Yearly installed
CPV capacity with
differentiation between low
concentration (LCPV;
concentration factor up to 30)
and high concentration
(HCPV; concentration factor
beyond 300) systems
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concentrated sunlight. New concepts are being investigated to further increase the
efficiencies. Today, a variety of materials as well as an extensive technological
toolbox is available. Consequently, diverse solar cell architectures have been rea-
lised, which allow a more efficient use of the solar spectrum. By now, several
approaches have already reached efficiencies higher than the lattice-matched
triple-junction solar cell. They shall be discussed in some detail.

As to the substrates, several choices are available for the growth of III–V
multi-junction solar cells. These differ in technical characteristics like bandgap,
lattice constant, off-cuts and available doping of the substrate material, as well as in
economic aspects such as price and availability. In many architectures the substrate
not only functions as a seed layer for epitaxial growth, but also becomes the bottom
cell of the subcell stack, e.g. through diffusion of doping material into the upper part
of the substrate. On the other hand, the lattice constant of the substrate material
should match that of the upper solar cell layers since this facilitates epitaxial growth

Fig. 9.15 Simplified sketch (not to scale) of a lattice-matched Ga0.50In0.50P/Ga0.99In0.01As/Ge
triple-junction solar cell [105]
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with high material quality. The famous graph of Fig. 9.16 shows various binary and
ternary III–V semiconductors as well as common substrates as examples.

Currently, Germanium is the standard substrate for commercial III–V
triple-junction solar cells, due to its relatively low bandgap, the lattice-match with
suitable III–V semiconductors, and its commercial availability. Alternatives are still
being investigated, as Ge is relatively expensive. One low cost alternative is Silicon,
which found increasing attention in the last years. Silicon could enable high effi-
ciencies in dual- and triple-junction solar cells. However, for multi-junctions with
more than three pn-junctions its bandgap is too high. The main technical challenge
lies in the epitaxial growth of suitable III–V semiconductors on Silicon, due to its
smaller lattice constant. Various strategies such as metamorphic growth or wafer
bonding are being investigated to overcome the lattice-mismatch. For a long time,
GaAs has been used as a substrate material for single- and dual-junction solar cells.
As a direct semiconductor, high absorption is facilitated and several common III–V
compounds with similar lattice-constant are available to build solar cell stacks in
good material quality. However, its high bandgap prohibits multi-junction archi-
tectures with more than two junctions with a GaAs bottom cell.

Several research groups are also investigating epitaxial growth of III–V
multi-junction solar cells on InP substrates, as this allows lattice-matched growth of
materials for high efficiency bandgap combinations [112–115]. Although scientific
results are promising, high substrate costs currently pose a challenge to wide
commercial adoption. Another substrate material is GaSb, which has mostly been
investigated with a focus on thermo-photovoltaics (TPV), and mechanically stacked
multi-junction devices [116–118]. GaSb has moved out of the research focus in
recent years, but might be revisited as an infrared absorber in the future, due to its
low bandgap. This substrate is currently even more expensive than InP. However,
significant cost reductions are possible as Antimony is in principle available in large
quantities.

Depending on the substrate used and the intended materials needed to make a
specific solar cell architecture, different epitaxial growth concepts can be applied.

Fig. 9.16 Relation between
bandgap energy and lattice
constant for exemplary
ternary semiconductors. Lines
between binary crystals
represent direct (solid lines) or
indirect (broken lines) ternary
compounds (based on Bett
et al. [111])
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The straight-forward approach is to grow III–V multi-junction solar cells only
containing lattice-matched materials with respect to the substrate. However, this
way only a restricted range of materials and thus bandgaps can be grown
lattice-matched to the available substrates. Using the standard lattice-matched
concept on Ge substrates leads to twice the current in the Ge subcell. In other
words, the efficiency for this structure is not maximised.

Therefore, the concept of metamorphic growth has been developed. Here,
materials with different lattice constant are grown on top of each other. This allows
the adaption of the bandgaps of the top and middle cell on a Ge-substrate to
maximise the efficiency. However, metamorphic growth is challenging since the
change in the lattice constant introduces defects and strain. Therefore, specifically
designed buffer structures have to be implemented [119–121]. They allow to
gradually transition the lattice constant, and eventually provide a substrate surface
for growth with a new lattice constant, see Fig. 9.17.

It is important in such structures that all dislocations and other crystal defects
resulting from the difference in the lattice constants should be confined to within the
buffer, so that the subsequent solar cell layers can be grown strain-relaxed with
good material quality. In general, it is extremely challenging to realise buffer
structures absorbing all defects. Some threading dislocations might propagate into
the growing layers. Therefore, it is particularly challenging to implement a buffer

Fig. 9.17 REM image of the epitaxial structure of a metamorphic Ga0.35In0.65P/Ga0.83In0.17As/Ge
triple-junction solar cell (left). In addition to the sub cells the structure contains tunnel diodes
(marked with arrows), an anti-reflective coating (ARC) and a Ga1-yInyAs buffer. A 220 bright field
TEM cross section shows that dislocations are confined in the stepgraded buffer (right). This
allows epitaxial growth of the upper sub-cells in high material quality [120] (Permission Guter
et al. Copyright 2009, AIP Publishing LLC)
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structure early during the growth phase. In such a situation, inverted metamorphic
growth is preferred [122–125].

In this approach, the multi-junction solar cell is grown inversely, i.e. with the top
and middle cell being grown first on a lattice-matched substrate followed by another
subcell, which is grown upon a metamorphic buffer. After growth lift-off techniques
are used to remove the substrate from the solar cell and the grown structure is
flipped around. From a technical point of view, the inverted metamorphic growth
concept has mainly two advantages compared to upright growth. First, the growth
of the buffer is postponed to the latest possible growth phase, while the major part
of the multi-junction solar cell can be grown lattice matched to a suitable substrate.
Thus, threading dislocations due to the transition of the lattice constant do not affect
the upper cells. Second, the bandgap of the bottom cell can be chosen with fewer
restrictions, as the cell structure is not grown on the Ge substrate. Economically, a
cost benefit in production could arise if the same costly growth substrate is used for
several epitaxial runs. Yet this might be counterbalanced by higher production costs
and lower yield due to the complexity of cell processing. For space applications, the
possible lower power to mass ratio and the possibility for flexible modules could be
additional benefits.

The wide choice of III–V materials allows for various designs of III–V
multi-junction solar cells, and is the key to high efficiencies. However, the pre-
requisite for high efficiencies is excellent material quality. Realizing theoretically
optimal multi-junction solar cell stacks with sufficient material quality might be the
main challenge in the R&D of III–V solar cells. The central parameter to evaluate
material quality is the charge carrier lifetime. It determines in particular the diffu-
sion length of minority carriers. If the lifetime and thus the diffusion length in the
emitter or base layer are too short, minority carriers will recombine before reaching
the pn-junction and the cell current will remain low. The quality of the thin films is
obviously affected by the purity of the epitaxial sources and by residues from
previous growth in the epitaxial reactor. But even in a pure environment material
quality is strongly influenced by the parameters of the epitaxy, e.g., pressure,
temperature, and III/V ratio in MOVPE growth. Moreover, lattice-mismatch and
thermal stress within the layer stack need to be dealt with adequately in order to
limit the number of defects within the structure.

Particular challenges arise from the high number of (hetero)-interfaces within the
layer stack. Defects at the interface can lead to high recombination velocities.
Moreover, depending on the band alignment at the interface charge carriers might
flow in unintended directions, e.g. away from the pn-junction. In order to reduce
these effects emitter and base layer are enclosed by passivation layers. For these,
front-surface-field (window) and back-surface-field layers III–V semiconductors are
chosen, which shall allow for a sufficient interface quality and for a beneficial band
alignment.

One example of a material system, which would be highly valuable for III–V
multi-junction solar cells are dilute nitrides (GaIn) (NAs). It offers a wide range of
bandgaps from 1 to 2 eV for different lattice-constants. However, in
MOVPE-growth material quality has been limited leading to short minority carrier

9 Low-Cost Harvesting of Solar Energy … 241



diffusion lengths [126, 127]. Currently, dilute nitrides can only be grown with MBE
in sufficiently high material quality [128].

A more complex class of materials are nanostructures. Research efforts are
on-going to increase the efficiency of III–V solar cells through the integration of
nanostructures (for an overview see [129, 130]. Specific nanostructures can be
integrated into the absorbing layers or placed outside the solar cell. In some
approaches the complete device is structured on the nanoscale.

Multiple Quantum Wells (MQW) or Quantum Dots (QD) were proposed to be
incorporated into the intrinsic region of a subcell in a multi-junction solar cell. This
gives a new technological option to achieve current matching conditions and thus to
increase the efficiency of the standard Ga0.50In0.50P/Ga0.99In0.01As/Ge
triple-junction solar cell. Multiple Quantum Wells can be realised by thin alter-
nating layers of semiconductors with higher and lower bandgap compared to the
host material, leading to a confinement of charge carriers in one dimension and
hence to discrete energy values. By placing such a stack into the intrinsic region of
the p- and n-doped layers of a solar cell, the absorption can be extended to longer
wavelengths. In the standard triple-junction solar cell this leads to higher current
densities. An opposing trend is the decrease of open-circuit voltage, which might
balance a possible efficiency increase. However, it was found that strained-balanced
MQWs minimise the voltage loss [131].

Instead of MQWs, QDs can also be used to achieve the current matching. Also
investigated was whether QD can be used to form an intermediate absorption band
within the bandgap of a semiconductor. An overview about other applications of
quantum dots in solar cells can be found in the book edited by Wu and Wang [132].

Corresponding intermediate band solar cells could increase the current, while
preserving the voltage. Although experimental proofs of concept were provided,
structures with high efficiencies have not yet been realised. The reason for the
failure so far of all intermediate band solar cell approaches might be that creating an
intermediate bandgap in any semiconductor to facilitate carrier excitation by pho-
tons of smaller energy than the main badgap not only results in carrier excitation,
but as well carrier recombination. This has been well studied in low-temperature
MBE-grown GaAs, where an intermediate bandgap can be introduced through a
high concentration of As antisite defects forming a midgap level. At concentrations
above 1020 cm−3 these degenerate into a midgap band that allows carrier absorption
at energy above 0.8 eV. However, these layers show as well the shortest lifetimes
observed in GaAs, in the fsec range [133].

Another recent approach is the growth of a forest of nanowires from III–V
materials, which avoids dislocations in metamorphic material combinations and
reduces overall material consumption [134–136]. Moreover, as growth on Si sub-
strates is possible, the high costs of III–V substrates can be avoided. Although still
in the early prototype phase, nanowire solar cells are promising. Recently an effi-
ciency of 13.8% has been achieved with single-junction InP nanowires [134]. An
overview about the experimental status and the theoretical background of III–V
nanowire solar cells can be found in [137].
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After epitaxial growth, the stack of semiconductor layers is processed into solar
cell devices. Various post-growth technologies can be used. These include pho-
tolithography and etching for defining the structures, deposition of the
anti-reflection coating as well as metallization techniques for top and rear contacts.
As discussed above, monolithic growth of optimal multi-junction solar cell stacks
can be challenging, in particular for devices with more than three junctions.
Therefore, advanced post-growth technologies which allow realizing monolithic
multi-junction solar cells without the requirement of monolithical growth of the
complete structure are interesting.

One post-growth technology of special interest is wafer bonding, combining
independently grown (multi-junction) solar cells. It can help to overcome the
limitations in monolithic growth arising from different lattice constants or thermal
expansion coefficients. One of the two stacks is usually grown inversely. During the
bonding process, the cell stacks are in principle just pressed together. However, as
the bonding interface lies between subcells within the solar cell stack, it needs to
fulfil several requirements. In particular high optical transparency is important in
order to avoid parasitic absorption. This is why direct wafer bonds are favourable in
contrast to metal-bonding. Moreover, the wafer bond needs to have high
mechanical strength and a low electrical resistance.

One option is to bond two wafers at room temperature after deoxidizing the
surfaces with wet-chemical etching and use thermal annealing at high temperatures
to ensure a good bond. However, the induced thermal stress might result in cracks.
Another option is to activate the bond surfaces with highly energetic argon atoms
followed by a bond at room temperature (Fig. 9.18). Through rapid thermal
annealing as well as high doping levels at the interface, low resistances have already
been demonstrated with fast atom beam activated direct wafer bonding [138].

After the bonding step, the substrate of the upper stack needs to be removed,
which can for example be achieved with laser, stress induced, ion implantation or
wet chemical lift-off processes. In the future it is intended to re-use the substrate

Fig. 9.18 Schematic illustration of fast atom beam activated wafer bonding. Before the actual
bonding of the two (multi-junction) solar cells their surfaces are cleaned with atom beams in order
to allow for a bond interface with low resistance and high mechanical stability
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several times, in order to reduce costs. Although this process is technologically
challenging, promising results have already been achieved.

An obvious option for combining independently grown solar cells was mainly
used before MOVPE-growth was well established. This option uses simple
mechanical stacking. Solar cells are arranged on top of each other without direct
contact and without removing the substrate(s). However, due to the precise posi-
tioning required, the use of several substrates and the necessity of duplicative
processing costs, this does no longer appear to be competitive with monolithically
grown structures or even wafer bonded devices. Moreover, optical losses in the
substrate and at the interfaces decrease the efficiency of mechanical stacks.

Another approach is based on spectrum-splitting architectures, which split the
solar spectrum and direct the light toward single- or dual-junction solar cells with
adequate absorption ranges. Thereby the challenge of lattice-match is circumvented.
Several devices in prototype stage have already been realised. However, as for
mechanical stacks competitive costs will be difficult to achieve due to greater
assembly effort, more extensive processing and the use of several substrates.

The wide variety of III–V semiconductors available in conjunction with the
extensive technical toolbox has resulted in the heterogeneity of different III–V
multi-junction solar cells. Figure 9.19 presents several cell architectures which are
under current consideration. For more extensive reviews, see for example refer-
ences [139–145].

Fig. 9.19 Schematic illustration of some currently investigated III–V multi-junction solar cell
concepts. Some concepts have also been realized with different materials and bandgap
combinations [105]
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One class of approaches employing wafer-bonding shall be briefly discussed. It
has been proposed already in 2002 to create multi-junction solar cells with more
than three junctions using wafer-bonding [146]. Recently, a five-junction solar cell
with 35.8% under AM0 and 38.8% under AM1.5g was presented [106, 107]. Three
upper subcells of AlGaInP (2.2 eV), AlGa(In)As (1.7 eV) and Ga(In)As (1.4 eV)
were grown inverted on a GaAs or Ge substrate and then combined via
wafer-bonding with subcells of GaInPAs (1.1 eV) and GaIn(P)As (0.7 eV). The
latter were grown upright on an InP substrate. All subcells are grown
lattice-matched to their respective substrate. Another semiconductor-bonded
four-junction solar cell with different bandgaps (1.9/1.4/1.0/0.73 eV) achieved an
efficiency around 33.5% under AM0 [147]. Recently, a four-junction solar cell
consisting of a GaInP/GaAs dual-junction wafer bonded to a GaInAsP/GaInAs
dual-junction for terrestrial concentrator applications was developed. The challenge
here is to obtain a very low ohmic resistance at the wafer bonding interface. This
device achieved a world-record efficiency of 46.0% (AM1.5d, 508 suns) [106, 108].

However, this very exciting multi-junction solar cell technology applied in high
concentration systems still has not yet found the attention in the market place it
deserves. At present, this technology still is more expensive in the cost per installed
Watt as well as the levelized cost of each kWh produced. However, with the growth
of this industry, the cost learning curve can be well expected to extend even below
the cost learning curve of c-Si PV modules.

9.5 Thin Film PV Technologies

Photovoltaic energy converters today are dominated in by crystalline Silicon
technology as shown in Fig. 9.10. As the c-Si solar cells for terrestrial applications
have matured, the cost for these solar cells have been dominated by material costs
for silicon wafers, glass cover plates and encapsulants.

The costs of solar cells may be reduced by replacing Silicon wafers as absorber
materials by suitable other semiconductor materials. Compared to bulk Si Cells
with thickness of around 200 µm the total thickness of the semiconductor absorbers
in thin film solar cells is less than a few µm. This is possible due to the different
absorption coefficients for c-Si and thin film materials. The mainstream materials
are amorphous Silicon (a-Si), cadmium telluride (CdTe), and copper indium dise-
lenide (CIS or CIGS), see Fig. 9.20 [148, 149].

Besides possible lower material costs thin film solar cell may be cheaper to
manufacture as energy costs, handling costs and capital costs are reduced. This is
especially valid for roll to roll printed processes.

Thin film solar cells function the same way as bulk solar cells: p-type and n-type
semiconductor layers form a junction, where the carriers generated due to the light
absorption are separated. The p- and n-type semiconductor layers are deposited by
suitable techniques. In contrast to wafer based technologies thin film solar cells are
interconnected directly during the processing of the cells by structuring the layers
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deposited. The solar cells can be formed either on a substrate, with the incident light
solar cell impinging the Semiconductor layers first, or in a substrate configuration,
where the light need to pass the superstrate before entering the semiconductor
layers. This can be seen in Fig. 9.21.

Due to the thickness of the thin films solar cells can be flexible and lower in
weight than c-Si cells, thus allowing a wide variety of applications.

In 2009, 14% of the thin film PV production was hydrogenated amorphous
silicon (a-Si:H) based, 7% CIGS based, and 79% CdTe based [148].

Fig. 9.20 Thin film solar cell structures, TCO is the Transparent Conducting Oxide [148, 149]

Fig. 9.21 Sub- and superstrate cell configurations
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9.5.1 Thin Film Silicon Solar Cells

Thin film silicon solar cells in contrast to bulk silicon are highly disordered
materials. While in crystalline silicon the atoms are in a regular three dimensional
order, amorphous silicon has no clear order. In microcrystalline silicon we find only
very small grains. This is depicted in Fig. 9.22.

9.5.1.1 Amorphous Silicon

Most of the commercial thin film silicon solar cells today are -a-Si:H based solar
cells. The processing of these solar cell occurs in a low temperature regime below
250 °C. The silicon based layers are deposited mainly by plasma enhanced
chemical vapor deposition (PECVD) techniques. Most of the thin film Si solar cells
are single junction devices. Figure 9.21 exhibits the basic solar cell structure. Light
enters the intrinsic a-Si:H layer, which serves as the absorber layer through the
p-layer. This facilitates the collection of holes from the absorber layer, which have a
lower mobility than electrons in a-Si:H.

In case of a superstrate configuration, the p-i-n deposition sequence starts on a
transparent substrate carrier. Usually a glass plate coated with a transparent con-
ducted oxide is used as a carrier. The back contact is a highly reflecting metal layer,
usually deposited onto a TCO interlayer, which is used to improve the reflection
from the back contact.

In case of the substrate configuration, the substrate carrier forms the backside of
the cell. This allows opaque substrates, e.g., stainless steel or opaque polymer foils.
A highly reflecting back contact with textured surface consisting of silver or alu-
minum and a TCO layer is deposited onto the carrier. After deposition of the n-i-p
a-Si:H based layers a TCO top layer with a metal grid is formed as the top contact.
The frontside of the substrate cell is finished by a transparent encapsulant layer with
an additional glass plate.

Fig. 9.22 Schematic of crystalline, amorphous and microcrystalline Silicon
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Inherent to a-Si:H is the creation of metastable defects when material is exposed
to light [150]. The performance degradation a a-Si:H based solar cell due to illu-
mination can be partly avoided by using thinner intrinsic layers. However this is
associated with lower absorption. The solution for having cells with better stability
is the use of a stacked or multijunction solar cell structures or using material, which
is more stable against light exposure [151].

9.5.1.2 Microcrystalline Silicon

Microcrystalline silicon is a mixed phase material (µc-Si:H), see Fig. 9.23. It
contains -a-Si and micro crystallites of silicon [152, 153]. The performance of solar
cells from transition type microcrystalline Silicon is based on the fact that a con-
siderable amorphous silicon content passivates the grain boundary defects, whereas
the crystalline fraction is high enough to bring about sufficient absorption in the
near infrared part of the spectrum. The composition of the film is process sensitive.

9.5.1.3 Multijunction Solar Cells

For power generation multijunction-solar cells are used, as single junction cells
suffer from low conversion efficiencies. In multijunction solar cells two or more
solar cells are stacked on top of each other, either mechanically or by monolithic
integration [154, 155]. The absorber layer of each cell can be tailored to specific
part of the solar spectrum. Top cells absorb the short wavelength part of the
spectrum whereas bottom cells absorb the remaining long wavelength part of the
spectrum (Fig. 9.24).

Fig. 9.23 Schematics of transition amorphous—microcrystalline silicon [152, 153]
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Amorphous silicon PV modules (including tandem and tripel junction modules)
have a market share of about 0.6 GWp in 2015, which is 1% of the total global PV
production.

9.5.2 Cupper Indium Diselenide (CIS) Solar Cells

Chalcopyrite materials are considered to be the most promising thin film materials
[156]. Their band gaps are well matched to the solar spectrum and their favourable
electronic properties. Table 9.2 depicts the elements for which possible combina-
tions with photovoltaic effects are possible.

The absorber layer is mostly co-evaporated or co-sputtered copper, gallium, and
indium onto a substrate at room temperature, the resulting film is then annealed in a
selenide vapor. An alternative process is to co-evaporate copper, gallium, indium
and selenium onto a heated substrate [157].

A non-vacuum-based alternative process deposits nanoparticles of the precursor
materials on the substrate and then sinters them in situ. Electroplating is another low
cost alternative to apply the CIGS layer [158, 159].

Common to all these deposition processes is a subsequent selenization process.
The Se supply and selenization environment is important in determining the

Fig. 9.24 Tandem cell structure and quantum efficiency for the tandem cell

Table 9.2 Elements suitable
for chalcopyrite-type solar
cells

Cu Al S

Ag Ga Se
Au In Te
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properties and quality of the film. When Se is supplied in the gas phase (for
example as H2Se or elemental Se) at high temperatures, the Se becomes incorpo-
rated into the film by absorption and subsequent diffusion. During this step, called
chalcogenization, complex interactions occur to form a chalcogenide. These
interactions include formation of Cu-In-Ga intermetallic alloys, formation of
intermediate metal-selenide binary compounds and phase separation of various
stoichiometric CIGS compounds. Because of the variety and complexity of the
reactions, the properties of the CIGS film are difficult to control. Use of H2Se
provides the best compositional uniformity and the largest grain sizes. However,
H2Se is highly toxic and is classified as an environmental hazard.

CIS or CIGS modules have a market share of about 1.1 GWp in 2015, which is
2% of the total global PV production.

9.5.3 Cadmium Telluride Solar Cells

Thin film photovoltaic devices based on CdTe absorbers today are dominating the
thin film PV market [160]. The development to this strong position happened within
the past few years surpassing thin film silicon technology.

The CdTe technology at present has the lowest specific production costs of any
PV technology [161]. The p/n junction is formed with CdS layer as the n-type
partner, CdTe as the p type absorber. From theory, the CdS/CdTe junction should
be a hetero p-junction. But in most practical cases the electrical junction forms
between the CdTe absorber layer and an intermixed CdSTe layer which forms
during CdTe deposition. Figure 9.25 gives a schematic diagram of the junction
location.

CdTe can be deposited at very high rates (> 20 µm), which is much higher as for
other thin film absorber materials. This relates in in-line processing shorter CdTe
deposition zones (and lower hardware costs associated).

CdTe modules have a market share of about 2,5 GWp in 2015, which is 6% of
the total global PV production.

9.6 The Future of PV: Further Market Development, PV
Going into the Terawatt Range

Within the last 30 years, the price reduction of silicon PV modules can be well
described by a price experience curve with a learning factor of 20%, see Fig. 9.26
[163]: for each doubling of the globally installed capacity on the average a 20%
reduction in price could be observed!

Due to a strong global overproduction capacity since 2010, this price reduction
was even stronger than this extrapolation in the last years, resulting in module
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prices below the extrapolated price-experience curve, and well below $1/Wp. This
is an excellent situation for customers and PV installers, but rather challenging for
producers of silicon solar cells and modules, as well as equipment manufactures.

Fig. 9.25 Diagramm illustrating the location of the junction in a CdS/CdTe device [162]

Fig. 9.26 Price experience curve of crystalline Si PV modules [163]
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However, the time of strong global over-production capacity is presently ending,
see Fig. 9.27: In 2016 it is expected that the global market size of ca. 60 GWp is
basically matched by the global production capacity in the same range, around
70 GW.

Further strong growth of the global PV market is expected, see Fig. 9.28, so that
in the next years we can expect a doubling of the global PV production capacity,
from the current level of about 60 GWp/year to 100–120 GWp/year in 2020.

In March of 2016, a high-level workshop convened in Freiburg, Germany,
organized by the Global Alliance of Solar Research Institutes GA-SERI. The topic
was PV heading into the Terawatt level. As a result of this workshop a detailed
report discussing the expected further growth of the global PV-market was pub-
lished [166] (Fig. 9.29).

It was concluded that starting from a 57 GWp-market reported by Bloemberg in
2015 different market growth scenarios resulted in the following total deployment
numbers for 2030: no-growth, i.e., constant 57 GWp/year above 1 TWp, with a 15%
growth rate it would reach 3 TWp deployment by 2030, and with a 25% groth rate it
could result in 8 TWp of PV deployment!

A scenario published in 2014 by the International Energy Agency IEA predicts
only about 1.5 TWp of PV deployment in 2030, see Fig. 9.30, and close to 5 TWp

in 2050. Nevertheless, even the IEA forecast depicts drastically the dramatic market
increase we are facing in the coming decade and beyond. From the scenarios
discussed in the March workshop, we can predict much more than 5 TWp of PV

Fig. 9.27 Global annual PV production capacity and PV installations [164]

252 E. R. Weber et al.



deployment by 2050, which would correspond only to less than 10% of the world’s
electricity supply in 2050.

These scenarios are of course driven by the continuing reduction of the costs of
PV-generated electricity. In 2016, PV electricity in Germany has been auctioned for
about 7 €ct/kWh, reported from auctions of large-scale PV electricity in Germany,
and in Abu Dhabi, a recent auction resulted in a serious offer for only 3 $ct/kWh!
Given the different insolation conditions at the two sites, these two numbers
actually are quite similar!

Fig. 9.28 Expected annual PV installations [165]. It is noteworthy that since 2010, the real annual
installations (2016: ca. 60 GW) well exceeded all Sarazin predictions!

Fig. 9.29 Expected cumulative PV installations, as proposed by the March workshop on PV
heading into the Terawatt range [166]
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It can be well expected that further growth of the PV industry will bring prices of
PV installations further down. This will be aided by the transition from GW-type of
factories to production volumes of several GWp/year for an individual company, the
adoption of the advanced cell concepts discussed in this chapter, in conjunction
with better process control and cost savings on all levels of the production chain,
from the Si raw material to cell and module technology. The combined effect of
these developments will bring down the cost of PV electricity to 2 ct/kWh in many
locations of the world, probably well before 2050.

In addition, and not discussed in this chapter, energy storage is as well devel-
oping very rapidly. The costs especially for batteries are decreasing similar dra-
matically as the cost for PV modules, driven today especially by the rapidly
growing needs of batteries for electro-mobility. Thus, decentralized PV systems
with batteries for the nighttime needs become rapidly a cost-effective option.

Based on these expectations, even the prospect of a world-connecting electricity
supergrid based on high-voltage DC power lines becomes a realistic vision. This
would finally solve the problem of the required 24-h availability of electricity, as
the sun shines on about half of our planet at any given time.

In summary, in the coming years the outlook for the PV industry is very
promising. The low costs of PV generated electricity will result in a further dou-
bling of annual PV installations by 2020, combined with the need for doubling the
global PV cell and module production capacity. Beyond 2020, the annual PV
market might climb from about 100 GWp/year to 200–300 GWp/year 2025, heading
for deployments of several TWp of PV in 2030 and beyond.

This deployment of greenhouse gas-neutral PV electricity will be accompanied
by a similar development of wind-based electricity generators, and it will be driven

Fig. 9.30 Expected cumulative PV installations in one of the scenarios discussed by the IEA in
2014. Currently, just 300 GWp are installed, showing that we are just at the beginning of an
impressive growth curve of the global PV industry in the coming 5-10 years!
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mainly by economic and technologic factors. If we can avoid that stakeholders of
the old, fossil- and nuclear based energy system of the Second Industrial Revolution
hamper this desirable development through political action and negative campaigns,
that we already experienced in Germany, we might indeed contribute a key factor to
avoid the gravest dangers of anthropogenic changes of the earth’s atmosphere, so
that the goals of the international climate accord achieved at COP-21 in Paris might
come into reach!
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Chapter 10
Novel Thin-Film Photovoltaics—Status
and Perspectives

Benjamin Oesen, Sascha Ullbrich, Johannes Widmer and Karl Leo

Abstract In this chapter, we discuss recent advances in novel thin-film photo-
voltaic devices which allows novel and low-cost applications of photovoltaics. In
particular, we discuss organic and perovskite photovoltaics. At the end, we compare
the outdoor harvesting efficiency of these novel systems.

10.1 Introduction: Status of Photovoltaics in General

Due to the limited fossil resources and the climate change problem, it is obvious
that humankind has to switch to renewable energies in the mid-term and long term
future. From the various sources of alternative energies available, solar energy has
by far the largest potential: Already one hour of sunlight on the whole globe
provides as much energy as humankind approximately needs per year. Therefore,
technologies to harvest sunlight have been intensively researched in the recent
decades.

The most promising and elegant technology to harvest sunlight is photovoltaics:
Here, sunlight impinging on a semiconductor diode directly generates electrical
energy. The fact that this energy is created without any moving parts and without any
pollution or noise allows to use photovoltaics technology very efficiently. Therefore,
photovoltaics has developed after the first realization of efficient solar cells at Bell
laboratories in the 1950s [1] into one of the most important renewable energies.
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For a long time, the cost of energy generation using photovoltaics was so high
that only special applications like energy generation for satellites could be suc-
cessfully addressed by photovoltaics. In the past few years, however, research,
technology, and production have made so much progress that the cost of for pho-
tovoltaics has dropped into a region where for many applications, photovoltaics is
competitive with conventional ways to generate energy.

The main driver in this development was the further reduction of cost for the
main stream technology which is based on crystalline silicon: Within a little more
than a decade, the price per Watt peak of silicon dropped from around 10 US$ to
well below one US$. With such low cost of silicon solar cells, the energy gener-
ation cost in sunny regions of the world are already today below 10 US cents per
kWh.

Stimulated by this cost reduction, installations of photovoltaics have grown by
orders of magnitude. Today, about 200 GW of photovoltaic modules have been
deployed worldwide. It is expected that this number will further increase by orders
of magnitude and that in the long term (around 2050), photovoltaics will already
produce a major share of the world’s electrical energy.

Despite the fact that photovoltaic solar cells based on crystalline silicon solar
cells have many advantages like comparatively high efficiency (16–22% in the
module), high stability (>20 years), and low cost, there are many reasons to search
for further photovoltaic technologies: first, there are applications where crystalline
silicon simply cannot be used because the modules need to be flexible, transparent
or have very low weight. For instance, many applications require conformable
modules, for instance on surfaces of vehicles or buildings. Second, photovoltaics
integrated in buildings often ideally require modules with a controllable trans-
parency which allows to use the technology simultaneously as sunshade. Finally,
for many applications very low weight is required because e.g. roofs cannot carry
high loads.

Despite decades of research on alternative photovoltaic systems, so far no
breakthrough has been achieved for alternatives to silicon photovoltaics. Although
the market share of crystalline silicon was somewhat fluctuating over time, it still
covers the large majority of the current PV market (see Fig. 10.1). The only thin
film technologies which have reached a significant market share are CdTe and
CIGS (Copper-Indium-Gallium-Diselenide). Other thin film systems, such as
amorphous silicon, have never achieved a real breakthrough.

The main challenge for any new thin film technology is the efficiency. As argued
above, silicon solar cells have reached quite high efficiencies: The thermodynamic
limit for the efficiency of silicon solar cells is around 30%, and the best laboratory
cells have reached more than 25%, meaning that the efficiency potential of silicon
has been very well exploited. Furthermore, the gap between the best laboratory
results and the best module results is continuously diminishing. One key reason for
this development is the fact that the silicon technology is in many ways similar to
the processing technology used in microelectronics, and the huge experience base
of silicon microelectronics could be partly applied to silicon photovoltaics.
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Nevertheless, the learning curve of silicon is already well exploited and the progress
in cost reduction is ultimately limited.

The main reason why thin film technologies have not yet been able to compete
with silicon is that the efficiencies were always significantly lagging behind the
efficiency of silicon. While at first glance, the efficiency might not be that important
because sunlight has no cost and one might use large areas, in practice for several
reasons high efficiency is crucial: First, the cell or module costs are only a part of
the total cost and the system costs will grow out of bounds if the efficiency is too
low. Second, in most applications the area is limited and expensive space restricts
the use of low cost technologies.

The best progress so far has been achieved by the inorganic compounds CdTe
and CIGS: In the past few years, for both technologies the efficiency could be
significantly raised and laboratory records of more than 20% have been reached [2].
However, the manufacturing technologies of inorganic thin film photovoltaics have
turned out to be more difficult than expected. In contrast to silicon, the stoi-
chiometry is critical and needs to be carefully controlled. For that reason, the
homogeneity of the cells is often a serious problem. Nevertheless, CdTe could
achieve a larger market share and the market share of CIGS has been recently
growing. Organic photovoltaics have been intensively investigated because they are
based on carbon, which is an abundant element in nature. Furthermore, organic
solar cells are processed at low temperature which will allow easy deposition even
by technologies such as printing. This will allow to deposit organic solar cells in
roll-to-roll coaters, which might reduce the cost to very low levels. Recent cost
predictions have calculated that organic solar cell modules with prices as low as
about 8 US$ per m2 should be possible [3].

In this contribution, we discuss novel organic photovoltaic systems which have
many advantages, such as flexibility, abundant materials, transparency, etc.,
allowing new applications at possibly much lower cost compared to conventional

Fig. 10.1 Market share of different photovoltaic technologies versus time
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inorganic semiconductor photovoltaics. Organic photovoltaics can be deposited on
plastic substrates and can therefore be flexible. Combined with the very light weight
and the fact that they can be made transparent, organic photovoltaics offer many
new application scenarios.

10.2 Organic Photovoltaics

10.2.1 Basics of Organic Photovoltaics

In general, semiconductors are materials, which have electrical properties some-
where between metals and insulators. The term organic stems from organic
chemistry which generally deals with carbon based molecules. Due to a high variety
of potential bond configurations, it is possible to synthesize customized materials
for many applications. In the field of photovoltaics, this allows to tailor the energy
levels and the optical properties either to maximize the absorption and efficiency or
to adjust the visual appearance of the final product.

For the fabrication of organic solar cells, basically two technologies are used:
vacuum deposition by thermal evaporation and deposition from solution. In vacuum
processing, the organic molecules are heated in material sources in a vacuum
chamber and consequently deposited onto the substrate, which is situated opposite
to the source (see Fig. 10.2 left). This technique requires rather lightweight
molecules or a rigidly bound molecular structure to avoid a decomposition of the

Fig. 10.2 Schematic illustration of the two dominant technologies for the deposition of organic
solar cells: vacuum deposition by thermal evaporation (left) and solution processing by printing or
comparable techniques (right)
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molecules during the processing. By using oscillating quartz monitors, it is possible
to control the film thickness with an accuracy in the range of 1 nm. Co-evaporation,
i.e. evaporating two materials at the same time in a specific ratio, easily allows to
process blend layers and doped transport layers. To control the morphology, it is
possible to heat or cool the substrate during the deposition to achieve smooth layers
avoid short cuts in the device, which will be shown on an example in the next
section.

Solution processing, on the other hand, does not require a vacuum and is closely
related to a classical printing technology. The organic materials are dissolved in a
suitable solvent and brought to the substrate. While the solvent evaporates during
the process or a subsequent heating process, the organic material remains on the
substrate (see Fig. 10.2 right). In contrast to vacuum deposition, there is no limi-
tation for the molecular size, allowing to use polymers as well. A good solubility is
a major requirement for solution processing. The morphology of the layers can be
influenced by varying the drying speed, using different solvents, or introducing
additives into the solution.

While inorganic materials can form well-ordered crystals, organic materials are
mostly amorphous or nanocrystalline. As a consequence of this disordered
arrangement and the comparably weak van-der-Waals binding between neighboring
molecules, the energy landscape is not band-like and delocalized, but charge car-
riers are rather localized on a single molecule. However, delocalization of energetic
states exists on a smaller scale, the molecule orbitals. Therefore, in organic semi-
conductors, the analog to conduction and valance band are the lowest unoccupied
molecular orbital (LUMO) and the highest occupied molecular orbital (HOMO),
respectively. These molecular orbitals define the energy gap of an organic material.
Hence, an incoming photon can be absorbed if the photon energy is larger than or
equal to the difference of the LUMO and HOMO energies. The absorption spectra
of a few exemplary organic small molecules used for OPV together with the
AM1.5G spectrum1 are shown in Fig. 10.3.

Furthermore, organic dyes can have very high absorption coefficients [4, 5].
Consequently, even very thin layers in the range of a few tens of nanometers can
absorb enough light to reach a competitive power conversion efficiency (PCE).

Unlike inorganic semiconductors, organic materials show relatively low
dielectric constants. Hence, a photoexcited electron will be promoted from the
HOMO to the LUMO or a higher energy level, but it will remain Coulombically
bound to its counterpart, the hole. This electron-hole pair is referred to as exciton
and can be treated as a quasi-particle. An exciton is mobile within the material but it
has a limited lifetime before it recombines, resulting in an average diffusion length,
which an exciton can typically travel before recombining. The binding energy is in
the order of 0.1–0.5 eV and the thermal energy at room temperature (kT = 25
meV) is insufficient to efficiently split the exciton into free charge carriers.

1Solar spectrum for standardized testing and characterization of solar cells.
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In order to drive a current and generate power, the exciton needs to be disso-
ciated. By using a suitable combination of two materials in the active layer it is
possible to split the exciton at the interface. Here, a parallel offset between the two
HOMO and LUMO energies is required to overcome the exciton binding energy
[6]. The material with the lower lying energy levels is referred to as acceptor, the
other is denoted as donor. In case an exciton reaches the donor-acceptor interface
within its lifetime, it is energetically preferable for one charge carrier to hop onto
the adjacent molecule, while the other is blocked due to an energy barrier, resulting
in the electron situated on the acceptor and the hole on the donor. Figure 10.4
shows exemplarily the dissociation of an exction that was generated on the acceptor
material.

There are several ways to build heterojunction devices: One concept is the planar
heterojunction (PHJ). Here, acceptor and donor material are successively processed,
leading to a planar interface between both materials. As long as the film thicknesses
are below the exciton diffusion length of typically several nanometers, most exci-
tons will reach the interface and will split into free charges. PHJ devices usually
profit from good charge transport and low recombination losses, but suffer from
limited carrier generation due to the small interfacial area. Despite the strong
absorption of organic dyes, the mentioned thickness limit is not sufficient to absorb
enough light. To overcome this limit another device architecture, the bulk hetero-
junction (BHJ), was introduced [7]. Donor and acceptor material are mixed with a
certain ratio and can create an interwoven network of percolation paths of donor

Fig. 10.3 The graph shows the normalized extinction coefficient of a few exemplary donormaterials
used in organic solar cells (DCV5T(2,2’-((3’’,4’’-dimethyl-[2,2’:5’,2’’:5’’,2’’’:5’’’,2’’’’-quin-
quethiophene]-5,5’’’’-diyl)bis(methanylylidene))dimalononitrile [23, 47]), F4-ZnPc(Tetrafluoro-
zinc-phthalocyanine), and Ph2-Benz-bodipy(12,12-difluoro-10,14-diphenyl-12H-11λ4,12λ4- [4, 5,
41, 47] triazaborinino[4,3-a:6,1-a’]diisoindole [4, 5])). Additionally, the dark grey line represents the
AM1.5G sun spectrum
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and acceptor domains. Since the interfaces in a BHJ are folded in the whole volume,
the distance for an exciton to reach an interface is generally smaller, resulting in
higher dissociation rates and accordingly more free charge carriers. Nowadays, the
most efficient organic solar cells rely on multiple bulk heterojunctions [8, 9],
however, new approaches in the form of cascade2 solar cells [10] are very
promising, too (Fig. 10.5).

According to Würfel [11], an ideal configuration of a solar cell is made of an
absorber and semipermeable membranes which allow electrons and holes to reach
only their respective electrodes. Today, high performance organic solar cells are
built in a p-i-n structure which basically fulfills this concept. The letters p, i, and n
indicate the sequence of layers and their purpose. The intrinsic absorber layer “i” is
responsible for charge generation and is situated between the n-type layer—the

Fig. 10.4 Illustration of the energy levels in a heterojunction and the steps from photo-excitation
to free charge carriers

Fig. 10.5 Depiction of the p-i-n concept and two architecture types—planar and bulk
heterojunction—used in typical organic solar cells

2The active layer consists of a sequence of at least three absorber materials, whereby adjacent
materials form either a planar or bulk heterjunction.
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electron transport layer (ETL)—and the p-type layer—the hole transport layer
(HTL). Due to an energetic offset between the LUMO of the intrinsic and p-type
layer, electrons are blocked while holes can pass. The same applies vice versa to the
n-type layer, whose HOMO has an energetic step with respect to the HOMO of the
absorber layer. It is rather unfavorable to have an absorbing ETL or HTL, since
exciton diffusion lengths are generally small and a photoexcitation within the
absorption layer is preferred. Therefore, wide gap materials are commonly used as
transport layers in organic solar cells as they prevent parasitic absorption. The
performance of an organic solar cell can be improved furthermore, by using p-and
n-doped transport layers [12]. Doping is the targeted addition of specific atoms or
molecules into a material to change its electrical behavior [13, 14]. A dopant, whose
LUMO has the same energy level as or lower energy level than the HOMO of the
matrix material, will create additional holes and is referred to as p-dopant. Anal-
ogously, an n-dopant will yield more electrons in the LUMO of the matrix material.
Dopants lead to higher conductivities in the transport layers as well as to Ohmic
contacts between electrodes and transport layers [15]. Organic solar cells typically
have thicknesses in the range of a few hundreds of nanometers, i.e. within the
coherence length of sunlight. An interference pattern is formed, which results in
minima and maxima in the optical field distribution. This effect can be exploited by
optimizing the thicknesses of the transparent transport layers and consequentially
shifting the intensity maxima towards the active layer, as it will be described in the
next section.

Transport layers are also beneficial to increase the maximal voltage for a given
material system. When a solar cell is operated at open circuit conditions, the
photo-generation of charge carriers leads to positive charging of the donor and a
negative charging of the acceptor material, i.e. increasing the hole and electron
densities, respectively. On the donor material, a higher hole density will shift the
hole quasi Fermi level closer to the donor HOMO level. Accordingly, for higher
electron densities on the acceptor, the electron quasi Fermi level will shift towards
the LUMO level. In the ideal case, the difference between these quasi-Fermi levels
defines the open-circuit voltage of the device. However, a direct contact of the
heterojunction with the electrodes reduces the open-circuit voltage to the energetic
difference of the contacts’ work functions. Using transport layers as spacer layers
decouples the heterojunction from the electrodes. This way the difference of the
donor’s HOMO energy and the acceptor’s LUMO energy—the effective gap—will
constitute the upper limit for the open-circuit voltage.

In summary it can be stated that a good energy level alignment, to ensure a good
charge transport and low voltage losses, and a high complementary absorption of
the donor and acceptor material to enable high photocurrents are the key ingredients
for a high performance of an organic solar cell. However, in order to tap the full
potential, there are several ways, e.g. different processing conditions, mixing ratios,
etc. to further improve the power conversion efficiency, which will be presented in
the following sections.
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10.2.2 Thin Film Optics and Interference

The primary aim of every solar cell design is the absorption of as much light as
possible as first step of the energy conversion. High absorption is primarily
achieved by using highly absorbing materials like color-intensive dyes, in a thick
enough layer to achieve possibly complete light absorption. However, the maxi-
mum feasible absorber thickness is limited by the conductivity of the material [16]:
Too thick absorber layers will represent electric resistances for current extraction,
leading to a reduction of the device efficiency. In an actual device, the optimum
absorber thickness is a trade-off between light absorption and efficient charge
extraction.

The limitation of the absorber thickness and the fact that every absorber only
absorbs a limited wavelength range (see Fig. 10.3) imply that light is only partially
absorbed upon one pass through the absorption layer [17]. The transmitted light is
reflected at the metal back contact of the solar cell, allowing for a second pass
through the absorber on its way back towards the incident surface.3 Interestingly,
this optical path length of the incident sunlight within an organic thin-film solar cell,
which is typically in the range of tens or few hundreds of nanometers, is within the
coherence length of sunlight: Due to the limited spectral width of the solar spec-
trum, a coherence length of approximately 600 nm is obtained [18]. In conse-
quence, partial interference between the incident and reflected light can be observed
and the resulting light intensity distribution exhibits clear maxima and minima of a
standing wave pattern dominating over the propagating contribution. The effect of
this interference on the performance of a solar cell is demonstrated in Fig. 10.6: By
placing the absorber materials at various distances from the reflecting back contact
via variation of the thickness of the electron transport material (ETM) of a p-i-n
stack, they can be shifted into the maximum of the intensity distribution (sym-
bolized by the solid arcs within the stack), or out of it [19]. The short-circuit current
density jSC, which equals the photo-current density jPh, can be used as a direct
measure for the light absorption in the cell, because it is with a good accuracy
proportional to the total absorbed photon flux. The proportionality is described by
the external quantum efficiency (EQE) describing which share of photons leads to a
successful extraction of electron-hole pairs from the solar cell, which is in most
devices approximately independent of the local and global light intensity. Mea-
suring finally jSC from this series of solar cells with varying thickness of the ETM,
the spatial distribution of the optical field strength can be directly mapped. The
maximum in jSC at an ETM thickness of 40 nm (C60 data) corresponds to the
situation where the absorber layers are placed in the first interference maximum of
the distribution. The minimum at 120 nm corresponds to the first interference
minimum, where only the propagating fraction of the light contributes to

3As a secondary effect, another partial reflection at the transparent surface will furthermore reflect
part of the remaining intensity back into the device, creating an effective cavity between front
surface and back contact [15].
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photo-current generation, and in the following two data points above 120 nm, the
onset towards the second interference maximum can be observed.

This investigation illustrates the peculiarity of the extreme thin-film approach of
organic photovoltaics, enabling the exploitation of thin-film optics for device tuning
and optimization.

10.2.3 Morphology of the Blend Layer

The heart of photo-current generation in an organic solar cell is the heterojunction
of the absorber materials donor and acceptor introduced above. The most successful
concept for photon harvesting is the combination of both materials in a blend layer,
the so-called bulk heterojunction (BHJ), or the subsequent deposition of the
absorber materials with the first of them being rough enough to create a situation
which is effectively similar to a bulk heterojunction. Both approaches lead to a
finely folded three-dimensional interface between the donor phase and the acceptor
phase of the heterojunction. The characteristic size of the geometric features con-
stituting this heterojunction defines the area of this interface: the smaller the feature

Fig. 10.6 Thin-film optical interference of incident light with light reflected at the back electrode.
The thickness of the electron transport material (ETM) is varied, placing the absorber layers into
and out of the maximum of the light intensity. The short-circuit current density jSC is a measure for
the absorbed light, which is highest if the absorber layers are in the maximum of the intensity
distribution. Two different electron transport materials are investigated, n-doped C60 and n-doped
HATNA-Cl6. The measurement data (points) are compared to optical simulation data (lines).
Picture (left) adapted from Christiane Falkenberg. Graph (right) reprinted from [19]
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size the larger the effective interface area. The feature size has an immediate impact
on the resulting solar cell performance. If the features are too large, much larger
than the exciton diffusion length within the material, excitons which are created in
the middle of a feature fare away from any interface will probably recombine and
be lost for electricity generation before reaching the separating interface. On the
other hand, the donor-acceptor interface not only enables separation of charges, but
also the recombination of electrons on the acceptor with holes on the donor, which
represents a major loss mechanism for photo-current generation, rendering too fine
structuring counterproductive for photo-current generation [20, 21]. Furthermore, in
the case of a donor-acceptor blend layer, fine intermixing bares the risk of creating
disconnected three-dimensional islands of either phase within the other phase,
which obviously create a contribution to recombination, but not to current gener-
ation. Consequently, a too small feature size is equally detrimental for the solar cell
performance. From the preceding discussion, the optimum feature size is expected
in the range of twice the effective exciton diffusion length in the absorber materials.

For controlling the feature size of a blend layer respectively the roughness of a
neat layer, the mobility of molecules during layer deposition is exploited. Here,
vacuum and solution processed layers need to be distinguished technologically,
although the resulting impact on the device physics is analogous. In vacuum
deposition, molecules are continuously deposited on top of the already existing
parts of the solar cell, i.e. they are initially at the surface towards vacuum. The
dynamics of the binding to this surface can be described in a simplified way as two
subsequent processes. First the molecule is adsorbed at the surface but still mobile
to move across the surface, experiencing an energetic landscape with local minima
and maxima due to the morphologic configuration of the surface. Secondly when
coming across a local minimum deeper than its thermal energy, or when being
restricted by other molecules deposited in the vicinity, the molecule is spatially
confined to its final place in the film. In solution processing, these steps are anal-
ogous, with an initially partially mobile state of the molecules as long as the solvent
is still present in the film, and a spatial confinement of molecules after evaporation
of the solvent when the film has dried. In neat layers of materials which tend to
crystallize, it is instructive that a higher or longer mobility of molecules enables the
formation of larger crystallites. These crystallites can pile the molecules up into the
third dimension and thus create a rough surface. In blend layers of two materials
being deposited at the same time crystallization can equally take place, and it is
accompanied by a second often dominating effect, the de-mixing of material phases.
As the surface energy of two different materials is generally different, given high
enough spatial mobility, they tend to de-mix over time similar to a mixture of e.g. a
hydrophilic and a hydrophobic liquid. Initially, the molecules are deposited in a
random distribution onto the sample surface, and with time they de-mix and form
separate phases for each material. In summary, the coarseness of the intermixing is
directly correlated to the spatial mobility of the molecules during film formation. In
solution processing, this parameter is typically controlled by the selection of the
solvent and the drying conditions, in vacuum processing by the substrate temper-
ature during deposition. An impressive example showing the morphology change of
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vacuum deposited blend layers upon variation of the substrate temperature is shown
in Fig. 10.7 for the material system is DCV5T (Fig. 10.3) blended with C60 [22].

10.2.4 Optimized p-i-n Cells

Putting things together, an efficient solar cell can be designed with the following
ingredients: (a) highly absorbing materials in a (b) p-i-n stack with matching
transparent transport materials and (c) optically well-adjusted layer thicknesses, all
processed in a way to achieve (d) optimum layer morphology.

This approach was followed by Meerheim, Körner, et al. using the previously
mentioned absorber system DCV5T:C60 to achieve an impressive single junction
power conversion efficiency (PCE) of 8.3% [8, 23]. Looking into the details of this
device, a high EQE above 70% is observed at a wavelength of 580 nm (see
Fig. 10.8), which corresponds to the maximum in absorption of the donor material
DCV5T. It proves the high absorption strength of the donor material and the high
internal quantum efficiency, i.e. the majority of the photons absorbed by the
donor-acceptor system are successfully converted into electron-hole pairs and
extracted as electric current, leading finally to a remarkable short-circuit current

Fig. 10.7 Morphology of blend layers deposited onto different substrate temperatures Tsub. (All
measurements are consequently performed at room temperature.) Top artistic view. Below
Microscopic images by atomic force microscopy: a height profile b photo-current distribution. The
intermediate substrate temperature of 72 °C yields in this series the optimum morphology for a
solar cell Pictures by Chris Elschner (top) and Tobias Mönch (bottom) [22]
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density of 13.2 mA/cm2. The achieved open-circuit voltage of 0.97 V is a typical
value expected for an organic material system with the given effective gap [21, 24],
and the high fill factor of 65.8% proves the well optimized transport properties of
the material system.

Looking at the factors limiting the efficiency of this device, a further discussion
of the EQE is instructive: Outside the maximum position, it quickly drops to lower
values and light absorption is far from complete in the wavelength ranges outside
the EQE maximum, which has a width of approximately 300 nm. In consequence,
much of the light leaves the cell unused, and increasing the amount of absorber
material in the device or even the combination with other dyes absorbing in dif-
ferent wavelength regions would be desirable. These considerations lead to the
concept of multi-junction devices as discussed in the following.

10.2.5 Tandem and Multi-junction Cells—Maximizing
the Power Output

Boosting the output power of solar cells, a straight-forward approach is to stack
several cells on top of each other. The reason is that every solar cell—independent
of the used technology—absorbs the incident light only partially, and even uses the
energy of the incident photons only partially [11]. These deficiencies are described
by the limited usable wavelength range, e.g. the absorption onset of the semicon-
ductor’s energy gap and by thermalization of electron-hole pairs towards the energy
gap as well as incomplete absorption of the usable wavelength range, as discussed
above. Thermalization losses can on the one hand be reduced by using small-band
absorbers, on the other hand, this leads to an even increased share of the light
intensity passing through the cell without being absorbed. Placing a second solar
cell, which is optimized for the illumination spectrum transmitted by the first cell,

Fig. 10.8 Spectrally resolved
external quantum efficiency
(EQE) of solar cells based on
the absorber material system
DCV5T:C60, realized as a
single-junction cell (blue), a
tandem cell (red) and a
triple-junction cell (green).
For the multi-junction cells,
the EQE data of the sub-cells
is shown separately. Data
previously published in [8]
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behind the first solar cell allows for harvesting this remaining intensity (Fig. 10.9).4

The primary requirement for the practical realization of this concept is that the
light, which is not used by the first cell, is not absorbed by the back contact but
rather transmitted to the second cell. This can best be assured by integrating both
cells into one single device with only one pair of external contacts, a so-called
tandem solar cell consisting of two sub-cells respectively junctions. In organic
thin-film solar cells, especially if deposited by vacuum evaporation, this concept
can be realized in a straight-forward manner by depositing two cells on top of each
other [15]. The electrical contact between them needs to be transparent and can be
realized e.g. by a recombination contact consisting of a highly p-doped and a highly
n-doped organic semiconductor layer as shown in Fig. 10.10 [25]. These doped
layers are part of a p-i-n stack anyway, and integration can be done with minor
adaptions to the stack.

Such direct series connection of two solar cells brings along major benefits for
the energy harvesting, but also new challenges for device design. Beneficially, two
devices in series add their output power in terms of voltage, while the current
density is not higher than in a single cell. Ohmic losses—they are a relevant factor
in organic semiconductors and in transparent contacts with limited conductivity,
especially upon up-scaling for commercial use—are proportional to the current
density, but independent of the cell voltage, i.e. their detrimental effect is minimized
by the tandem cell design leading generally to a preservation of the fill factor. The
series connection of two cells in a tandem junction furthermore implies that the
same current flows through both devices at any time [26]. This latter property
constitutes the main rationale for device design of efficient tandem devices. The

Fig. 10.9 Highly efficient
organic solar cell by Heliatek

4This concept can be extended beyond two cells, however, the further discussion is limited to two
sub-cells where it covers all relevant issues.
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current density at the maximum power point (MPP5) of all sub-cells must be equal
to ensure that all sub-cells actually operate at the MPP simultaneously. Referring to
the discussion above that the second sub-cell can only harvest the light which is
transmitted through the first sub-cell,6 it is instructive that the thickness of the
absorber layers in the first sub-cell can be reduced, thereby reducing the current
density from this sub-cell and simultaneously increasing its optical transmission and
consequently the current density in the second sub-cell. At the optimum combi-
nation of thicknesses, current matching is achieved and the output current density at
MPP is equal for both sub-cells and the maximum possible electric energy is
generated from the absorbed light.

This approach of multi-junction cells can be used with the same absorber system
for all sub-cells to compensate the limited absorption of a single cell, designing
co-called homo-multijunction devices. This way, the efficiency of a DCV5T:C60

device can be increased from the previously mentioned 8.3% in a single junction
cell to 9.6% in a tandem device and 9.7% in a triple junction device [8]. Even more
beneficial is the combination of different absorber material systems with comple-
mentary absorption in a hetero-multijunction device. Meerheim et al. demonstrated
a triple junction cell with a hybrid homo-hetero-triple-junction approach based on
the previously discussed device, by introducing the long-wavelength absorber

Fig. 10.10 Schematic of a
tandem solar cell stack
(illumination from bottom)
consisting of two p-i-n type
sub-cells which are connected
in series by a recombination
contact (highlighted in red)
formed by the adjacent n- and
p-doped transport layers or
the respective sub-cells

5The MPP denotes the operation voltage, at which the output power, i.e. the product of the output
voltage and the output current, is highest. It is found at a voltage slightly below the open-circuit
voltage, with its actual position depending on the specific device and its operating conditions.
6In this simplified description, reflection from the back contact is omitted. In a more detailed view,
again, the full interference pattern needs to be taken into account, as discussed above for a single
junction cell.
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Ph2-benz-bodipy (Fig. 10.3) in the third sub-cell, boosting the power conversion
efficiency to 10.4% [9]. In a similar approach with different materials, Che et al.
even reported an efficiency of 11.1%, which is today one of the highest efficiencies
reached with a disclosed device structure [27]. The current world record for the
efficiency of organic solar cells was set by the company Heliatek in a commercially
developed vacuum deposited multi-junction device with an efficiency of 13.2%
[28].

10.3 Perovskite Photovoltaics

Recently, a novel class of thin-film photovoltaics has generated large interest:
organic-inorganic perovskites [29] have taken an enormous development in effi-
ciency and have grown from a few percent efficiency to more than 20% efficiency in
just a few years. This rate of efficiency growth is by far the highest which has ever
been achieved by a photovoltaic system and raises expectations that the technology
might become the most efficient thin film photovoltaics technology available. The
development of perovskite photovoltaics started with first reports in 2009 that these
materials can generate efficiencies of about 3% [30]. Then the development was
taken up by many groups [31, 32] and within a few years, highly efficient cells [33]
and a certified record value of 20.1% was reached. The efficiency of these per-
ovskites is thus almost as large as for the inorganic thin film systems CdTe and
CIGS. One should keep in mind though that some record values reported for
perovskites have to be taken with some caution because the materials tend to show
some hysteresis in their IV-curves. Therefore, the shape of the IV-curve is strongly
dependent whether it is taken in forward or backward direction and at which speed,
potentially causing errors in efficiency determination. A recent study has shown that
this hysteresis is probably called by charge storage in the device. Therefore, some
of the literature results cannot really be trusted.

Nevertheless, the certified efficiency of 20.1% shows the very large potential of
the material. The main reason why such a high efficiency was reached is that the
material shows rather large diffusion length and high mobilities for a thin film
system. Furthermore, it seems to have unusually low recombination both at surfaces
and grain boundaries which allows to collect the current very efficiently and to
achieve high voltages. Figure 10.11 shows the image of a typical high efficiency
perovskite structure. Most of the perovskite solar cells realized so far are an
extension of the dye sensitized solar cell concept, containing a titanium dioxide
sponge which is infiltrated with the perovskite. However, it has been shown in
various reports that perovskite solar cells also perform very well as flat hetero-
junction cells so that the dye sensitized principle is not necessary for high efficiency
in that system.
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Despite these this excellent progress, there are a number of open questions:

• The so far best material contains lead which might not be tolerable due to its
toxicity.

• The stability of the perovskite solar cells has not been investigated in much
detail. Recent results indicate that the material has potential for larger stability,
however, results are not sufficient to prove that a widespread use is possible.

• The manufacturing processes for perovskite solar cells still are mostly at a
laboratory stage and the techniques for mass production have to be developed.

Despite these shortcomings, research on organic-inorganic perovskites is pur-
sued by many groups worldwide and it can be expected that at least some of the
problems mentioned above can be solved soon. We here do not further discuss the
perovskites, since we concentrate on organic photovoltaics. It should be mentioned,
however, that the perovskite absorber material can be combined very well with
organic semiconductors. Usually organic semiconductors are used as hole transport
materials in perovskite cells. The hole transport material needs to be adjusted very
closely with the active material to achieve high efficiency, but techniques known
from organic solar cells such as doping can be employed as well [34].

10.4 Application of Different Solar Cell Technologies

10.4.1 Application Scenarios

An idealized case of solar power generation for solar cells is described by the
standard test conditions (STC) [35]. In detail, the environmental factors, the posi-
tioning, and the spectral quantity and quality of the incident light source are
specified. The temperature of the solar cell Tc is defined as Tc = 25 °C. The

Fig. 10.11 Structure of a perovskite solar cell [32]

10 Novel Thin-Film Photovoltaics—Status and Perspectives 279



intensity of incident light perpendicular to the solar cell surface is defined as
E0 = 1000 W/m2. Typically, the shape of the illumination spectrum is set to an
“Air Mass 1.5” (AM1.5) spectrum. An air mass of 1.5 describes the sun spectrum
with the absorption from the atmosphere subtracted, assuming that the light passes
through the atmosphere at an inclination rendering its path 1.5 times as long as in
the case of perpendicular irradiation. The extraterrestrial shape of the sun spectrum
is called AM0. A comparison of these spectra is shown in Fig. 10.12.

These standardized conditions are used for the measurement of the solar cell’s
fingerprints (open-circuit voltage Voc, short-circuit current density jsc, maximum
power point MPP, and fill factor FF) and the power conversion efficiency (PCE).
The PCE at STC is the baseline for comparing different solar cells and technologies.

However, these idealized conditions are an exception, since they are only ful-
filled for a position at a latitude of approximately 48° on days with clear sky and a
low ambient temperature for optimally tilted solar cells at noon. Additionally, these
conditions apply only for flat roofs without shadowing.

In actual photovoltaic installations, at most times conditions are strongly dif-
ferent from the STC. Thus, the question arises, how to characterize solar cells for
realistic conditions and not only for the standardized conditions. Therefore, the
harvesting factor H of a solar cell at the location-specific weather and climate
conditions is required in addition to the PCE under STC conditions. The harvesting
factor can be expressed as the PCE under realistic conditions PCEreal in relation to
the PCE under STC PCESTC.

H tð Þ= PCEreal tð Þ
PCESTC ð10:1Þ

The harvesting factor of a solar cell accounts for the realistic conditions and
redefines the point of view from “What are the optimal conditions for a solar cell

Fig. 10.12 Comparison of the black-body radiation at a temperature of T = 5762 K, an
extraterrestrial sun spectrum (AM0) [48], and the AM1.5 spectrum [49]
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technique?” to “Which solar cell technique is the best to be used in this specific
situation?”. For example, one of the most challenging situations would be a solar
cell mounted vertically at a house façade oriented to the north. In this situation the
largest amount of illumination is diffuse sun light. The average sun intensity is
much lower than considered for STC. Here, a solar cell that has a low efficiency
under STC but a good low light performance might be better in comparison to a cell
with a high PCESTC but a deficient low light performance.

The harvesting factor summarizes the effects of the environmental conditions on
the solar cell efficiency and gives a realistic estimation for the expected generated
power.

10.4.2 Energy Harvesting Under Real Application
Conditions

The harvesting factor is a tool to decide which solar cell technology suits best for a
specific application scenario. At the “Institut für Angewandte Photophysik” (IAPP)
in Dresden (51.0°N, 13.7°E), Germany, a long-term outdoor measurement of a
mono-crystalline solar module (c-Si, Hanwha Q Cells Q. Peak-G3 265, 1.67 m2),
an amorphous silicon solar module (a-Si, Signet Solar Si-S4, 1.37 m2) and a copper
indium gallium diselenide solar module (CIGS, Avancis FB 110, 1.07 m2) is
performed. Additionally, an organic solar cell (DCV5T as a donor material in a
blend with C60

7) with an aperture area of 6.44 mm2 are compared to the inorganic
types.8 The surface of the modules and cells faces in southward direction and is
tilted by an angle of 33° with respect to the earth surface. The STC efficiencies of
all five devices are shown in Fig. 10.16. The illumination intensity (I) is measured
by a pyranometer9 for the OPV and an irradiance reference sensor10 for the inor-
ganic techniques. The reference sensor is calibrated to the pyranometer (cf.
Fig. 10.13). The ambient temperature is measured by a weather station and the solar
cell temperature (Tc) is calculated.

11

7The stack sequence is as follows: indium tin oxide/ N,N-Bis(fluoren-2-yl)-naphthalenete-
tracarboxylic diimide [36] n-doped with 7wt% (weight-percent) tetrakis(1,3,4,6,7,8-hexahydro-
2H-pyrimido[1,2-a]pyrimidinato)ditungsten (II) [37], [38] (thickness 5 nm)/ C60 (15 nm)/ DCV5T:
C60 (mixing ratio 2:1 by volume, 40 nm)/ 9,9-bis[4-(N,N-bis-biphenyl-4-yl-amino)phenyl]-9H-
fluorene) (BPAPF [39]) (5 nm)/ BPAPF p-doped with 10wt% NDP9 (commercial p-dopant by
Novaled) (30 nm)/ N,N'-((Diphenyl-N,N'-bis)9,9,-dimethyl-fluoren-2-yl)-benzidine [40] p-doped
with 10 wt% NDP9 (10 nm)/ NDP9 (1 nm)/ Al (100 nm).
8The OPV cell is measured with a Keithley 2400 source-measure unit, whereas the large modules
are measured with a PVPM 2540C source-measure unit.
9Kipp and Zonen CMP 11.
10SOZ-03.
11Tc = Tambient + (TNOCT – 20) * ( I/ 800 W/m2) [41].
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Figures 10.13 and 10.14 show the harvesting factor for two representative days,
one with clear and one with overcast sky conditions, respectively. A harvesting
factor of H = 1 means that the real power conversion efficiency is identical to the
power conversion efficiency at STC (10.1). Obviously, all cells and modules
operate with a PCEreal below the PCESTC most of the time. While at clear sky
conditions (Fig. 10.13) the harvesting is reduced at noon for the CIGS and the c-Si
module, the a-Si module and the OPV cell show almost no drop in efficiency.

The effect of a reduced harvesting factor at the noon might be explained with a
PCE loss caused by high cell temperatures for crystalline technologies [42, 43].
The OPV cell and the a-Si module are much less affected by an increase of the solar
cell temperature [44].

Also at overcast sky conditions the OPV solar cell shows the highest harvesting
factor and operates partly better than under STC. For overcast conditions in the
afternoon, the harvesting factor of the OPV solar cell slightly increases. All other
technologies show a decrease in the harvesting factor with the highest loss observed
for the CIGS module. These differences might be explained by a robust diffuse light
performance of organic solar cells in contrast to the other technologies [17, 45, 46].

Figure 10.15 shows the harvesting factor Hd averaged separately over each day
as function of the solar irradiance Wd integrated over the respective day. High
values of Wd correspond to clear sky conditions, whereas low values stand for
overcast conditions.

The organic solar cells show the highest harvesting factors for all conditions.
The a-Si solar module shows a comparable harvesting factor for a large Wd, but

Fig. 10.13 Harvesting factor for clear sky conditions on August 26th, 2015 for CIGS, a-Si, and
c-Si modules and the OPV solar cell and the corresponding illumination intensity, ambient
temperature and cell temperature
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Fig. 10.14 Harvesting factor for overcast sky conditions on September 3rd, 2015 for CIGS, a-Si,
and c-Si solar modules and the OPV cell and the corresponding illumination intensity, ambient
temperature and cell temperature

Fig. 10.15 Day by day average of the harvesting factor in dependence of the incident solar
irradiance integrated over the respective day. a–d show the data of each cell/module separately as
thin grey lines, with moving average curves as thick colored lines added to highlight the relevant
trends. The OPV cell is measured from May to October, the inorganic modules from August to
October. e shows a comparison of the moving averages of the four devices
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rapidly drops for a decreasing daily solar irradiance. A similarity of the organic
solar cells and the a-Si solar module is the amorphous character of the active
material in contrast to the crystalline character of the CIGS and the c-Si technique.
The CIGS and the c-Si modules have their maximum Hd at medium Wd around
5 kWh/(m2d), slightly decrease for higher Wd, and have significant losses at very
low solar irradiances, i.e. on very cloudy days.

Figure 10.16 shows the comparison of PCEreal and the PCESTC for two different
irradiance conditions. In all cases the realistic efficiencies are lower than their
expected STC efficiencies. The organic solar cells are less affected by a low daily
irradiance, whereas the inorganic modules have a dramatic loss of efficiency,
especially at a low irradiance of Wd of 2 kWh/(m2d). Under non-optimal condi-
tions, the STC values are far away from realistic efficiencies. Thus, for a realistic
estimation of the energy yield, solar cells and modules need to be measured with a
more sensitive method taking the local environmental influences into account.

For the particular situation described in the previous chapter, organic solar cells
show the most advantageous behavior in contrast to the inorganic technologies. The
better low light performance leads to an improved solar energy harvesting factor in
these situations. Inorganic techniques are particularly suitable in situations with low
ambient temperatures and high illumination intensities. In summary, only a realistic
characterization of solar cells and modules in varying environmental conditions
enables the prediction of the expected solar power generation and the choice of the
suitable solar technique.

Fig. 10.16 Comparison of all real PCE (solid lines) to their STC PCE (dotted lines) for the four
solar cells and modules. a shows the PCE for the clear sky conditions on August 26th, 2015 and
b shows the PCE for the cloudy conditions on September 3rd, 2015
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10.5 Conclusion

This chapter has covered novel thin-film photovoltaic technologies, such as
organics and perovskites. While these materials have great potential due to their
potential low cost, deposition on flexible substrates etc., a commercial breakthrough
has so far not been achieved. The first broad application which might emerge is the
usage of organic photovoltaics in building-integrated photovoltaics (BIPV): Here,
the adjustable transparency and color, as well as the light weight, are key features
which distinguish this technology. For further broad applications, organic PV needs
higher efficiencies. The key here is to find improved materials and morphologies for
the active absorber materials, to increase absorption and reduce the comparatively
high voltage losses of the organic PV technology.

A rather different situation is present for the organic-inorganic technology of
perovskite photovoltaic: this technology might in future share the low-cost depo-
sition methods compatible with roll-to-roll processing, but has achieved a rapid
efficiency growth which was never observed before in the field of photovoltaics:
Today, the cells have achieved efficiencies beyond 20%, and if this development
will continue only for a short time, perovskites will be the most efficient thin-film
technology. The hurdles to achieve a commercial breakthrough are to realize stable
and hysteresis-free cells, ideally without lead or other poisonous elements.

Compared to the established crystalline silicon technology, the novel thin-film
technologies are still very young and there will be much more research needed to
fully exploit their potential. This potential, however, is excellent and warrants to
pursue this research.
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