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## Preface

Various phenomena arising in physics, biology, finance, and other fields of study are intrinsically affected by random noise, (white or colored noise). One thus models any such phenomenon by an appropriate stochastic process or a stochastic equation. An analysis of the resulting process or equation falls in the realm of the so-called stochastic analysis. The applicatory value of stochastic analysis is therefore undeniable. In this handbook we present an overview of the analysis of some basic stochastic processes and stochastic equations along with some selective applications. The handbook is already voluminous even with this limited choice of topics, and therefore we hope that the reader will forgive us for omissions.

This handbook on stochastic analysis and applications contains 12 chapters. The first six chapters of the handbook may be considered the theoretical half (though they contain several illustrative applications) and the remaining six chapters the applied half. Markov processes and semimartingales are two predominant processes at the foundation of a stochastic analysis. The first two chapters present a clear exposition of these two basic processes. These chapters include material on Itô's stochastic calculus. To these we also add Chapter 3 presenting the important white noise theory of Hida. Stochastic differential equations (SDEs) are extensively used to model various phenomena that are subject to random perturbations. Chapter 4 details this topic. As in the case of deterministic equations, one needs numerical methods to analyze SDEs. The numerical analysis of SDEs is a fast-developing area that is not as rich in theory as its deterministic counterpart is. Chapter 5 presents an up-to-date account of the numerical analysis of SDEs. One can say without reservation that the study of large deviations is currently the most active area of research in probability, finding applications in a vast number of fields. Chapter 6 gives a thorough survey of this topic. The rest of the handbook is on applications. Stochastic control methods are needed or alluded to in some of these applications. We start the set of applied chapters with methods of control theory and the stabilization of control, Chapter 7. Game theoretic methods applied to economics helped at least one to earn a Nobel prize for economics. Chapter 8 presents a survey of stochastic game theory. We follow this with Chapter 9 on stochastic manufacturing systems where hierarchical control methods are used. Chapter 10 presents stochastic algorithms with several applications. Chapter 11 applies stochastic methods to optimization problems (as opposed to stochastic optimization methods). The final chapter is on stochastic optimization methods applied to (stochastic) financial mathematics. The introductory section of each chapter will provide details on the topics covered and the relevance of that chapter, so we refrain from summarizing them in detail here. Nevertheless, we will mention below a few simple facts just to introduce those chapters.

Markov chains and processes are, informally, randomized dynamical systems. These processes are used as models in a wide range of applications. Also, the theory of Markov processes is well developed. The handbook opens with an expository survey of some of the main topics in Markov process theory and applications. Professor Rabi Bhattacharya, who has published numerous research articles in this area and also has co-authored a popular first-year graduate level textbook on stochastic processes writes this chapter.

It would hardly be an exaggeration to say that semimartingale theory is central in any stochastic analysis. These processes form the most general integrators known in stochastic calculus. Chapter 2 presents an extensive survey of the theory of this important process. Professor Jia-an Yan, the author of Chapter 2, has co-authored an excellent book on this subject. Both Chapter 1 and Chapter 2 include several aspects of stochastic calculus that form a basis for understanding the remaining chapters.

Professor H.H. Kuo has researched extensively the white noise calculus of Hida, and also has written a substantial monograph on this subject. He authors Chapter 3.

Chapter 4 completes a cycle of stochastic calculus by presenting a well-rounded survey of the theory of stochastic differential equations (SDEs) and is written by Professor Bo Zhang, who specializes in the stability analysis of stochastic equations. This chapter reviews the theory of SDEs, which is fundamental in a vast number of applications in a variety of fields of study, and so forms a basis for what follows in the rest of the handbook (except for the chapter on large deviations).

The longest chapter (Chapter 5) in the handbook is on the numerical analysis of stochastic differential equations. The importance of the numerical analysis of deterministic systems is well known. Compared to the deterministic case, the study of the numerical methods for stochastic equations is still at a developing stage (and a fast one at that). This chapter is important due to its multidisciplinary character, the wide range of potential applications of stochastic differential equations, and the limitations of analytical methods for SDEs caused by their high complexity and partial intractability. Professor Henri Schurz, who wrote this chapter, has co-authored a textbook on the numerical analysis of SDEs and developed an accompanying program diskette. He presents an extensive list of references on this subject here.

One may say without much hesitation that the large deviation theory is currently the most active subject of research in probability. Professors Dembo and Zeitouni have not only done extensive research in this area but also co-authored a popular monograph on this topic. Chapter 6 is an up-to-date survey of this theory, which found applications in many areas including statistical physics, queuing systems, information theory, risk-sensitive control, stochastic algorithms, and communication networks. This chapter includes applications to hypothesis testing in statistics and the Gibbs conditioning principle in statistical mechanics.

The remaining half of the handbook is on applications; regrettably a lot of important applications are not included due to space constraints. Control theory and stabilization of controls is the subject matter of Chapter 7 written by Professor Pavel Pakshin. The dynamic programming and maximum principle methods are detailed in the chapter. The separation principle is used for the solution of the standard linear-quadratic Gaussian (LQG) control problem. Chapters 9 and 12 extensively use the control theory methods in applications to stochastic manufacturing systems and asset pricing, respectively.

Chapter 8, written by Professor K.M. Ramachandran, discusses stochastic game theory. Recently, three prominent researchers in game theory won the Nobel prize for economics. This vouches for the importance of game theory, both deterministic and stochastic. The chapter includes both the two-person zero-sum games and N -person non-cooperative games. Emphasis is placed on solution methods, old and new. Applications to defense, finances, economics, institutional investor speculation, etc, are presented.

Stochastic control theory enriched the analysis of manufacturing systems. Professor Qing Zhang who wrote Chapter 9 has also co-authored the first authoritative monograph on stochastic manufacturing systems. Chapter 9 includes the theory and applications developed since the appearance of that monograph. Manufacturing systems are usually large and complex, and are subject to various discrete events such as purchasing new equipment and machine failures and repairs. Due to the large size of these systems and the presence of these events, obtaining exact optimal feedback policies to run these systems is nearly impossible
both theoretically and computationally. Only small-sized problems are addressed even in approximation of solutions. Therefore, these systems are managed in a hierarchical fashion. The reduction in complexity is achieved by decomposing the problem into problems of the smaller subsystems with a proper coordinating mechanism, aggregating products and subsequently disaggregating them, and replacing random processes with their averages. This chapter adopts the latter method.

Professor George Yin reviews stochastic approximations and their applications in Chapter 10 . He presents various forms of stochastic approximation algorithms, projections and truncation procedures, algorithms with soft constraints, and global stochastic approximation algorithms, among other methods. The utility of stochastic approximation methods is demonstrated with applications to adaptive filtering, system identification, stopping time rules for least squares algorithm, adaptive step-size tracking algorithms, approximation of threshold control policies, GI/G/1 queues, distributed algorithms for supervised learning, etc. George Yin has co-authored a book on this topic and this chapter includes recent results.

Chapter 11, written by Professor Ron Shonkwiler, is on stochastic methods for global optimization. Until the stochastic methods came along, there were no good general methods addressing global optimization. Stochastic methods are simple to implement, versatile, and robust, and they parallelize effectively. These methods often mimic some natural process such as temperature-based annealing or biological recombination. The theory behind these methods is built on the theory of Markov chains and renewal theory, and it provides a framework for illuminating their strengths and weaknesses. Detailed descriptions of the basic algorithms are provided along with comparisons and contrasts.

Professor Thaleia Zariphopoulou wrote the final chapter (Chapter 12), which is on stochastic control methods in asset pricing, and she is an active researcher in this area. Most of the valuation models lead to stochastic optimization problems. This chapter presents an exposition of stochastic optimization methods used in financial mathematics along with a quick summary of results on the Hamilton-Jacobi-Bellman (HKB) equation. In addition to optimization models of expected utility in complete markets as well as markets with frictions, this chapter provides models of derivative pricing.
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## Chapter 1

# Markov Processes and Their Applications 

Rabi Bhattacharya<br>Department of Mathematics<br>Indiana University<br>Bloomington, Indiana

### 1.1 Introduction

For the most part in this chapter we will confine ourselves to time-homogeneous Markov processes. In discrete time, such a Markov process on a (measurable) state space ( $S, \mathcal{S}$ ) is defined by a (one-step) transition probability $p(x, d y), x \in S$, where (i) for each $x \in$ $S, p(x, d y)$ is a probability measure on $(S, \mathcal{S})$ and (ii) for each $B \in \mathcal{S}, x \rightarrow p(x, B)$ is a measurable function on $(S, \mathcal{S})$ into $([0,1], \mathcal{B}([0,1])$. Here $\mathcal{B}(\mathcal{X})$ denotes the Borel $\sigma$-field on a topological space $\mathcal{X}$. Let $\Omega_{0}=S^{\infty}$ be the space of all sequences $\mathbf{x}=\left(x_{0}, x_{1}, \cdots, x_{n}, \cdots\right)$ in $S, \Omega_{0}$ being endowed with the product $\sigma$-field $\mathcal{F}_{0}=\mathcal{S}^{\otimes \infty}$ generated by the class of all finitedimensional measurable cylinders of the form $A=B \times S^{\infty}=\left\{\mathbf{x} \in S^{\infty}: x_{j} \in B_{j}, 0 \leq j \leq n\right\}$ with $B_{j} \in \mathcal{S}$ for $j=0,1, \cdots, n$ and $n$ arbitrary. For any given probability measure $\mu$ on ( $S, \mathcal{S}$ ) one can construct a unique probability measure $P_{\mu}$ on $(\Omega, \mathcal{F})$ by assigning to cylinder sets $A$ of the above form the probability

$$
\begin{align*}
& P_{\mu}(A)=\int_{B_{0}} \int_{B_{1}} \cdots \int_{B_{n-2}} \int_{B_{n-1}} p\left(x_{n-1}, B_{n}\right) p\left(x_{n-2}, d x_{n-1}\right) \\
& p\left(x_{n-3}, d x_{n-2}\right) \cdots p\left(x_{0}, d x_{1}\right) \mu\left(d x_{0}\right) . \tag{1.1.1}
\end{align*}
$$

evaluated by iterated integration. In the case $S$ is a Polish space, i.e., $S$ is homeomorphic to a complete separable metric space, and $\mathcal{S}=\mathcal{B}(S)$, such a construction of a $P_{\mu}$ is provided by Kolmogorov's Existence Theorem (See Billingsley [1], pp. 486-490). For general state spaces ( $S, \mathcal{S}$ ) this construction is due to Tulcea [2] (Also see Nevue [3], pp. 161-166).

The coordinate process $\left\{X_{n}: n=0,1, \cdots\right\}$ defined on $\left(S^{\infty}, \mathcal{S}^{\otimes \infty}\right)$ by $X_{n}(\mathbf{x})=x_{n}(\mathbf{x}=$ $\left(x_{0}, x_{1}, \cdots, x_{n}, \cdots\right)$ ) is a Markov process with transition probability $p(x, d y)$ and initial distribution $\mu$. In other words, the conditional distribution of the process $X_{n}^{+}:=\left(X_{n}, X_{n+1}, \cdots\right)$ on ( $S^{\infty}, \mathcal{S}^{\otimes \infty}$ ) given $\mathcal{F}_{n}:=\sigma\left\{X_{j}: 0 \leq j \leq n\right\}$, namely the $\sigma$-field of past and present events up to time $n$, is $P_{X_{n}}$, where $P_{y}$ is written for $P_{\mu}$ with $\mu=\delta_{y}$, i.e., $\mu(\{y\})=1$. Often one needs a larger probability space than this canonical model $\left(S^{\infty}, \mathcal{S}^{\otimes \infty}, P_{\mu}\right)$ e.g., to accommodate a family of random variables independent of the process $\left\{X_{n}: n=0,1,2, \cdots\right\}$.

Hence we will consider a general probability space $(\Omega, \mathcal{F}, P)$ on which is defined a sequence $\left(X_{0}, X_{1}, \cdots, X_{n}, \cdots\right)$ whose distribution is $P_{\mu}$ given by (10.7.65).

Sometimes a Markov process, or its transition probability $p(x, d y)$, may admit an invariant probability $\pi(d y)$, i.e.,

$$
\begin{equation*}
\int_{S} p(x, B) \pi(d x)=\pi(B) \quad \forall B \in \mathcal{S} \tag{1.1.2}
\end{equation*}
$$

In this case if one takes $\mu=\pi$ as the initial distribution, then the Markov process $\left\{X_{n}: n=\right.$ $0,1,2, \cdots\}$ is stationary in the sense that $X_{n}^{+} \equiv\left(X_{n}, X_{n+1}, \cdots\right)$ has the same distribution as $\left(X_{0}, X_{1}, \cdots\right)$, namely $P_{\pi}$, for every $n>0$. In particular, $X_{n}$ has distribution $\pi$ for all $n \geq 0$. We will often be concerned with the derivation of criteria for the existence of a unique invariant probability $\pi$, and then $\left\{X_{n}: n=0,1,2, \cdots\right\}$ is ergodic in the sense of ergodic theory, i.e., the $\sigma$-field $\mathcal{F}_{I}$ of shift-invariant events is trivial; that is $P(B)=0$ or 1 for $B \in \mathcal{F}_{I}$.

To describe an important strengthening of the Markov property described above, let $\left\{\mathcal{F}_{n}: n=0,1,2, \cdots\right\}$ be an increasing sequence of sub- $\sigma$-fields of $\mathcal{F}$ such that $X_{n}$ is $\mathcal{F}_{n}-$ measurable for every $n$, and the conditional distribution of $X_{n}^{+}$, given $\mathcal{F}_{n}$, is $P_{X_{n}}(n \geq 0)$. Such a family $\left\{\mathcal{F}_{n}: n=0,1,2, \cdots\right\}$ is called a filtration. For example, one may take $\mathcal{F}_{n}=\sigma\left\{X_{j}: 0 \leq j \leq n\right\}(n \geq 0)$, or $\mathcal{F}_{n}$ may be the $\sigma$-field generated by $\left\{X_{j}: 0 \leq j \leq n\right\}$ and a family of random variables independent of $\left\{X_{j}: j \geq 0\right\}$. A random variable $\tau: \Omega \rightarrow$ $\{0,1,2, \cdots\} \cup\{\infty\}$ is said to be a $\left\{\mathcal{F}_{n}\right\}$-stopping time if $\{\tau \leq n\} \in \mathcal{F}_{n}$ for every $n$. Define the pre- $\tau \sigma$-field $\mathcal{F}_{\tau}$ by $\mathcal{F}_{\tau}:=\left\{A \in \mathcal{F}: A \cap\{\tau \leq n\} \in \mathcal{F}_{n} \forall n\right\}$. It is not difficult to check that if $\tau$ is a stopping time then the conditional distribution of $X_{\tau}^{+}:=\left(X_{\tau}, X_{\tau+1}, \cdots\right)$ given $\mathcal{F}_{\tau}$ is $P_{X_{\tau}}$ on the set $\{\tau<\infty\}$. This property is called the strong Markov property and it is extremely useful in deriving various distributions and expectations of random variables related to the Markov process.

We now turn to the case of continuous parameter Markov processes. Suppose one is given a family of transition probabilities $p(t ; x, d y)(t>0, x \in S)$ on a state space $(S, \mathcal{S})$, satisfying (i) $p(t ; x, d y)$ is a probability measure on ( $S, \mathcal{S}$ ) for all $t>0, x \in S$, (ii) $x \rightarrow p(t ; x, B$ ) is measurable on $(S, \mathcal{S})$ for all $t>0, B \in \mathcal{S}$, and (iii) the following Chapman-Kolmogorov equation holds

$$
\begin{equation*}
p(t+s ; x, B)=\int_{S} p(s ; z, B) p(t ; x, d z) \quad(t>0, s>0, x \in S, \mathcal{B} \in \mathcal{S}) \tag{1.1.3.3}
\end{equation*}
$$

Given any initial distribution $\mu$, one can then construct a probability measure $P_{\mu}$ on ( $\Omega_{0}=$ $S^{[0, \infty)}, \mathcal{F}_{0}=\mathcal{S}^{\otimes[0, \infty)}$ ) as follows. Note that $S^{[0, \infty)}$ is the set of all functions on $[0, \infty)$ into $S$, and $\mathcal{S}^{\otimes[0, \infty)}$ is the product $\sigma$-field on $S^{[0, \infty)}$ generated by the coordinate projections $X_{t}(\omega)=\omega(t), \omega \in \Omega_{0}$. Define $P_{\mu}$ on measurable cylinders of the form $A=\left\{\omega \in \Omega_{0}: \omega_{t_{i}} \in\right.$ $\left.B_{i}, i=0,1, \cdots, n\right\}, B_{i} \in \mathcal{S}(0 \leq i \leq n), 0<t_{1}<t_{2}<\cdots<t_{n}$, by

$$
\begin{gather*}
P_{\mu}(A)=\int_{B_{0}} \int_{B_{1}} \cdots \int_{B_{n-2}} \int_{B_{n-1}} p\left(t_{n}-t_{n-1} ; x_{n-1}, B_{n}\right) p\left(t_{n-1}-t_{n-2} ; x_{n-2}, d x_{n-1}\right) \\
p\left(t_{n-2}-t_{n-3} ; x_{n-3}, d x_{n-2}\right) \cdots p\left(t_{1} ; x_{0}, d x_{1}\right) \mu\left(d x_{0}\right) \tag{1.1.4}
\end{gather*}
$$

obtained by iterated integration. In the case of a metric space $(S, \rho)$ it is generally advantageous to define such a Markov process to have some path regularity. The following results are due to Dynkin [4], pp. 91-97, and Snell [5]. First, on a metric space $S$ define the transition probability $p(t ; x, d y)$, or a Markov process with this transition probability, to have the Feller property if $x \rightarrow p(t ; x, d y)$ is weakly continuous, i.e., for every $t>0$

$$
\begin{equation*}
\left(T_{t} f\right)(x):=\int_{S} f(y) p(t ; x, d y) \tag{1.1.5}
\end{equation*}
$$

is a continuous function of $x$ for every bounded continuous $f$.
Theorem 1.1.1 (Dynkin-Snell) Let $(S, \rho)$ be a metric space, and $p(t ; x, d y)$ a transition probability on $(S, \mathcal{B}(S))$. (a) if

$$
\begin{equation*}
\lim _{t \downarrow 0} \frac{1}{t}\left\{\sup _{x \in S} p\left(t ; x, B_{\varepsilon}^{c}(x)\right)\right\}=0 \forall \varepsilon>0\left(B_{\varepsilon}(x):=\{y: \rho(y, x)<\varepsilon\}\right. \tag{1.1.6}
\end{equation*}
$$

then, for every initial distribution $\mu$, there exists a probability space $\left(\Omega, \mathcal{F}, P_{\mu}\right)$ on which is defined a Markov process $\left\{X_{t}: t \geq 0\right\}$ with continuous sample paths and transition probability $p(t ; x, d y)$ so that (1.4) holds for $A=\left\{X_{t_{i}} \in B_{i}\right.$ for $\left.i=0,1, \cdots, n\right\}, 0<t_{1}<$ $t_{2}<\cdots<t_{n}, B_{i} \in \mathcal{S}=\mathcal{B}(S)(i=0,1, \cdots, n)$. (b) If, instead of (1.6), one has

$$
\begin{equation*}
\lim _{t \downarrow 0}\left\{\sup _{x \in S} p\left(t ; x, B_{\varepsilon}^{c}(x)\right)\right\}=0 \quad \forall \varepsilon>0 \tag{1.1.7}
\end{equation*}
$$

then one may find a probability space $\left(\Omega, \mathcal{F}, P_{\mu}\right)$ on which is defined a Markov process $\left\{X_{t}: t \geq 0\right\}$ which has right-continuous sample paths with left limits, having the transition probability $p(t ; x, d y)$ and initial distribution $\mu$.

For right-continuous Markov processes with the Feller property, the strong Markov property holds. To be precise, let $\left\{\mathcal{F}_{t}: t \geq 0\right\}$ be a family of increasing sub- $\sigma$-fields of $\mathcal{F}$ such that $X_{t}$ is $\mathcal{F}_{t}$-measurable, and the conditional distribution of $X_{t}^{+}:=\left\{X_{t+s}: s \geq 0\right\}$ given $\mathcal{F}_{t}$ is $P_{X_{t}}(t \geq 0)$. Let $\tau: \Omega \rightarrow[0, \infty]$ be a $\left\{\mathcal{F}_{t}\right\}$-stopping time, i.e., $\{\tau \leq t\} \in \mathcal{F}_{t}$ for every $t \geq 0$, and define the pre- $\tau \sigma$-field $\mathcal{F}_{\tau}:=\left\{A \in \mathcal{F}: A \cap\{\tau \leq t\} \in \mathcal{F}_{t} \forall t \geq 0\right\}$. Then the strong Markov property requires that the conditional distribution of $X_{\tau}^{+}:=\left\{X_{\tau+s}: s \geq 0\right\}$ given $\mathcal{F}_{\tau}$ is $P_{X_{\tau}}$, on the set $\{\tau<\infty\}$.

It may be noted that, unlike the discrete parameter case, the transition probability $p(t ; x, d y)$ needed to construct a continuous parameter Markov process must be given for all $t$ at least in a small time interval $(0, \delta], \delta>0$. One may then construct $p(t ; x, d y)$ for all $t>0$, by the Chapman-Kolmogorov equation (3.1.3). Thus, except in special cases such as for processes with independent increments, continuous parameter transition probabilities and corresponding Markov processes are constructed from infinitesimal characteristics. For jump Markov chains these characteristics are the infinitesimal transition rates $q_{i j}:=\lim _{t \downarrow 0} \frac{1}{t} p(t ; i, j)(i \neq j)$. More generally, one specifies the infinitesimal generator

$$
\begin{equation*}
(\mathbf{A} f)(x):=\lim _{t \downarrow 0} \frac{\left(T_{t} f\right)(x)-f(x)}{t} \tag{1.1.8}
\end{equation*}
$$

for a suitable class of functions $f$. In the case of diffusion on $\mathbb{R}^{k}, \mathbf{A}$ is a second order elliptic operator of the form

$$
\begin{equation*}
(\mathbf{A} f)(x)=\frac{1}{2} \sum_{r, r^{\prime}=1}^{k} a_{r r^{\prime}}(x) \frac{\partial^{2} f(x)}{\partial x^{(r)} \partial x^{\left(r^{\prime}\right)}}+\sum_{r=1}^{k} b_{r}(x) \frac{\partial f}{\partial x^{(r)}} \tag{1.1.9}
\end{equation*}
$$

where $b(x)$ is the so-called drift velocity, and $a(x)$ the diffusion matrix, of the process $\left\{X_{t}: t \geq 0\right\}$.

Finally, for a continuous parameter Markov process $\left\{X_{t}: t \geq 0\right\}$ an invariant (initial) distribution $\pi$, if it exists, satisfies

$$
\int_{S} p(t ; x, B) \pi(d x)=\pi(B), \quad \forall t>0, B \in \mathcal{S} .
$$

Under such an initial distribution $\pi$, the process $\left\{X_{t}: t \geq 0\right\}$ is stationary, i.e., the distribution of $X_{t}^{+}:=\left\{X_{t+s}: s \geq 0\right\}$ is the same as that of $\left\{X_{s}: s \geq 0\right\}$, namely $P_{\pi}$, for all $t>0$.

### 1.2 Markov Chains

We will refer to a Markov process on a state space ( $S, \mathcal{S}$ ) as a Markov chain if $S$ is countable and $\mathcal{S}$ is the class of all subsets of $S$. Consider a time-homogeneous Markov chain $X_{n}(n=$ $0,1,2, \cdots$ ) on a (countable) state space $S$. Its transition probabilities are specified by the matrix $p=\left(\left(p_{i j}\right)\right)$ where $p_{i j}=p(i,\{j\}) \equiv P\left(X_{n+1}=j \mid X_{n}=i\right)$, for $i, j \in S$. Denote by $p^{n}=\left(\left(p_{i j}^{(n)}\right)\right)$ the $n$-step transition probability matrix where $p_{i j}^{(n)}=P\left(X_{m+n}=j \mid X_{m}=i\right)$. Write $i \rightarrow j$ if $p_{i j}^{(n)}>0$ for some $n \geq 1$. If $i \rightarrow j$ and $j \rightarrow i$ one says $i$ and $j$ communicate. A state $i$ is essential if for every $j$ such that $i \rightarrow j$ one has $j \rightarrow i$. All other states are inessential. On the class $\mathcal{E}$ of all essential states, the relation $\rightarrow$ is an equivalence relation, which therefore decomposes $\mathcal{E}$ into disjoint subsets of communicating states. For each $i \in \mathcal{E}$, define the period of $i$ as the greatest common divisor $d_{i}$ of the set $\left\{n \geq 1: p_{i i}^{(n)}>0\right\}$. It may be shown that $d=d_{i}$ depends only on the communicating class to which $i$ belongs. For $d>1$, each such class is divided into $d$ subsets $C_{0}, C_{1}, \cdots, C_{d-1}$ such that the process $\left\{X_{n}\right\}$ moves cyclically among them: $C_{0} \rightarrow C_{1} \rightarrow C_{2} \rightarrow \cdots \rightarrow C_{d-1} \rightarrow C_{0}$. In other words, if the chain is in $C_{r}$ at time $n$, then it will move to $C_{r+1}(\bmod d)$ at time $n+1$. A Markov chain is said to be irreducible if it comprises a single equivalence class of essential states.

A state $i$ is said to be recurrent if

$$
\begin{equation*}
P\left(X_{n}=i \text { for infinitely many } n \mid X_{0}=i\right)=1 \tag{1.2.10}
\end{equation*}
$$

and $i$ is transient if

$$
\begin{equation*}
P\left(X_{n}=i \text { for infinitely many } n \mid X_{0}=i\right)=0 \tag{1.2.11}
\end{equation*}
$$

All inessential states are transient. However, an essential state may not be recurrent. Also, recurrence is a class property, i.e., if $i \in \mathcal{E}$ is recurrent then so are all states belonging to the equivalence class (of communicating states) to which $i$ belongs. For further analysis of (12.2.1), (12.2.2), consider the first passage time to the state $j$, namely, $\tau_{j}:=\inf \{n \geq$ $\left.1: X_{n}=j\right\}$, as well as the time for the $r$ th passage to $j$ defined for all $r$ recursively by $\tau_{j}^{(r+1)}:=\inf \left\{n>\tau_{j}^{(r)}: X_{n}=j\right\}(r=0,1,2, \cdots)$. Here $\tau_{j}^{(0)}:=0$, and $\tau_{j}^{(1)}=\tau_{j}$. Let $\rho_{i j}=P\left(\tau_{j}<\infty \mid X_{o}=i\right) \equiv P\left(X_{n}=j\right.$ for some $\left.n \geq 1 \mid X_{0}=i\right)$. It follows from the strong Markov property that $P\left(\tau_{j}^{(r+1)}<\infty \mid X_{0}=i\right)=\rho_{i j} \rho_{j j}^{r}(r=0,1, \cdots)$. In particular, $P\left(\tau_{i}^{(r)}<\infty \mid X_{0}=i\right)=\rho_{i i}^{r}(r=1,2, \cdots)$. Letting $r \rightarrow \infty$ one obtains the probability of the event in parenthesis in (2.1) or (2.2) as $\lim _{r \rightarrow \infty} \rho_{i i}^{r}$, which is 1 iff $\rho_{i i}=1$, and 0 iff $\rho_{i i}<1$. This criterion for transience and recurrence also establishes a dichotomy of $S$ into recurrent and transient states.

Another useful criterion for transience and recurrence may be expressed in terms of the so-called Green's function $G(i, j)$, which is the expected number of visits to $j$ by the process, starting at $X_{0}=i$ :

$$
\begin{equation*}
G(i, j)=E\left(\sum_{n=0}^{\infty} \mathbf{1}_{\left\{X_{n}=j\right\}} \mid X_{0}=i\right)=\sum_{n=0}^{\infty} p_{i j}^{(n)} \tag{1.2.12}
\end{equation*}
$$

where $p_{i j}^{(0)}=1$ or 0 according as $i=j$ or $i \neq j$. Denoting by $N(j)$ the number of visits to $j$, one has

$$
\begin{align*}
& G(i, j)=E(N(j) \mid X(0)=i)=\sum_{r=0}^{\infty} P(N(j)>r \mid X(0)=i) \\
& \sum_{r=0}^{\infty} P\left(\tau_{j}^{(r+1)}<\infty \mid X(0)=i\right)=\sum_{r=0}^{\infty} \rho_{i j} \rho_{j j}^{r}=\frac{\rho_{i j}}{1-\rho_{j j}}, \tag{1.2.13}
\end{align*}
$$

if $\rho_{j j}<1$. If $\rho_{j j}=1$, and $\rho_{i j}>0$, then $G(i, j)=\sum_{r=0}^{\infty} \rho_{i j} \rho_{j j}^{r}=\infty$. In particular, $G(i, i)<\infty$ iff $i$ is transient (and $G(i, i)=\infty$ iff $i$ is recurrent).

A (recurrent) state is said to be positive recurrent if $E\left(\tau_{i} \mid X_{0}=i\right)<\infty$. A recurrent state $i$ is null recurrent if $E\left(\tau_{i} \mid X_{0}=i\right)=\infty$. Positive recurrence is a class property, i.e., if $i$ is positive recurrent then so is every state in the equivalence class to which $i$ belongs.

It follows from the strong Markov property that if $i$ is a recurrent state then the blocks $B_{r}:=\left\{X_{j}: j \in\left[\tau_{i}^{(r)}, \tau_{i}^{(r+1)}\right)\right\}, r=1,2, \cdots$, are independent and identically distributed (i.i.d.), no matter what the initial state $X_{0}$ is. Denoting $\tau_{i}^{(r)}$ by $\tau^{(r)}$, this means that the events $\left\{\tau^{(r+1)}-\tau^{(r)}=k, X_{\tau^{(r)}+1}=i_{1}, \cdots, X_{\tau^{(r)}+k-1}=i_{k-1}\right\}(r=1,2, \cdots)$ are independent and have the same probability, for every given $k \geq 1$ and every given $k$-triple ( $i_{0}, i_{1}, \cdots, i_{k-1}$ ). Assume now that $i$ is positive recurrent and let $\mathcal{E}_{i}$ denote the (equivalence) class of states communicating with $i$. Write $T_{j}^{(r)}=\#\left\{n \in\left[\tau_{i}^{(r)}, \tau_{i}^{(r+1)}\right): X_{n}=j\right\}(r \geq 1)$. If $X_{0} \in \mathcal{E}_{i}$, then for every $j \in \mathcal{E}_{i}$ the long-run proportion of times $X_{n}=j$ exists almost surely and is given by the strong law of large numbers (SLLN) as

$$
\begin{align*}
\pi_{j} & =\lim _{r \rightarrow \infty} \frac{T_{j}^{(1)}+T_{j}^{(2)}+\cdots+T_{j}^{(r)}}{\tau_{j}^{(r+1)}-\tau_{j}^{(1)}}=\lim _{r \rightarrow \infty} \frac{T_{j}^{(1)}+\cdots+T_{j}^{(r)}}{r} /\left(\tau_{j}^{(r+1)}-\tau_{j}^{(1)}\right) \\
& =\frac{\theta_{j}}{m_{j}}, \text { say } \tag{1.2.14}
\end{align*}
$$

where $\theta_{j}=E T_{j}^{(1)}, m_{j}=E\left(\tau_{j}^{(2)}-\tau_{j}^{(1)}\right)$, which do not depend on the particular initial state $X_{0}$ in $\mathcal{E}_{i}$. It may now be checked that $\left\{\pi_{j}: j \in \mathcal{E}_{i}\right\}$ is an invariant probability function for the Markov chain. When the process is restricted to $\mathcal{E}_{i}$ then $\pi(A):=\sum_{j \in A} \pi_{j}$ defines a unique invariant probability for the chain with state space $\mathcal{E}_{i}$. If there is only one equivalence class (i.e., $\mathcal{E}=\mathcal{E}_{i}$ for $i \in \mathcal{E}$ ), then the Markov chain has the unique invariant probability $\pi$ as described. If, on the other hand, there are $N$ different positive recurrent equivalence classes, $\mathcal{E}^{(1)}, \mathcal{E}^{(2)}, \cdots, \mathcal{E}^{(N)}(N>1)$, and $\pi^{(1)}, \pi^{(2)}, \cdots, \pi^{(N)}$ are the invariant probabilities on $\mathcal{E}^{(1)}, \mathcal{E}^{(2)}, \cdots, \mathcal{E}^{(N)}$, respectively, then any convex combination $\sum_{u} a_{u} \pi^{(u)}$ is an invariant probability.

### 1.2.1 Simple Random Walk

One may apply the criterion for recurrence described above in terms of $G(i, i)$ to simple symmetric random walks $X_{n} \equiv S_{n}=x+Y_{1}+\cdots+Y_{n}(n \geq 1), S_{0}=x$, where $Y_{n}(n=1,2, \cdots)$ are i.i.d. with values in the lattice $\mathbb{Z}^{k}: P\left(Y_{n}= \pm e_{u}\right)=1 / 2 k(u=1, \cdots, k)$, where $e_{u}$ has one in the $u$ th coordinate and zeros elsewhere. In the case $k=1, p_{00}^{(2 n+1)}=0 \forall n=0,1,2, \cdots$, and $p_{00}^{(2 n)}=P\left(S_{2 n}=0 \mid S_{0}=0\right)=\binom{2 n}{n} \frac{1}{2^{2 n}} \sim \frac{1}{\sqrt{\pi n}}$, by Stirling's formula. Here the relation $\sim$ means that the ratio of its two sides goes to one as $n \rightarrow \infty$. Since $\sum_{n=1}^{\infty} 1 / \sqrt{\pi n}=\infty$, it follows that $G(0,0)=\infty$ so that 0 is a recurrent state; since all states communicate with each other, all states are recurrent. Of course, one can apply the other criterion in terms of $\rho_{00}$ also, for the case $k=1$, showing directly that $\rho_{00}=1$. For the simple symmetric random walk on $\mathbb{Z}^{2}$, one may similarly show that $p^{(2 n)}(0,0)>c / n$ for some positive constant $c$. Hence 0 is a recurrent state and, therefore, all states are recurrent. For $k \geq 3$, one shows that $p_{00}^{(2 n)} \leq c / n^{k / 2}$, so that $G(0,0)<\infty$ if $k \geq 3$. Thus 0 is transient, as are all states in $\mathbb{Z}^{k}$. We have arrived at

Theorem 1.2.1 (Polya). The simple symmetric random walk on $\mathbb{Z}^{k}$ is recurrent for $k=$ 1,2 and transient for $k \geq 3$.

If a simple random walk on $\mathbb{Z}^{k}$ is asymmetric, i.e., $P\left(Y_{n}=e_{u}\right) \neq 1 / 2 k$ for some $u$ ( $u=1,2, \cdots, k$ ), then by the strong law of large numbers $S_{n}^{u} / n$ converges almost surely to
a nonzero constant, where $S_{n}^{u}$ denotes the $u$ th coordinate of $S_{n}$. It follows that all states are transient. In the case $k=1$, one may compute $\rho_{i j}$. Suppose $p \equiv P\left(Y_{1}=+1\right)>\frac{1}{2}, q=$ $1-p>0$. Then

$$
\rho_{i j}= \begin{cases}1 & \text { if } \quad i<j  \tag{1.2.15}\\ 2 q & \text { if } \quad i=j \\ \left(\frac{q}{p}\right)^{i-j} & \text { if } \quad i>j\end{cases}
$$

### 1.2.2 Birth-Death Chains and the Ehrenfest Model

Like a simple random walk, a birth-death chain moves one step at a time - either one unit to the right or one unit to the left. Unlike a simple random walk, the probabilities of moving to the right or to the left, say, $p_{i}$ and $q_{i}$ depend on the present state of $i$ of the process. Let $S=\mathbb{Z}$ be the set of all integers, and let positive numbers $p_{i}, q_{i}(i \in \mathbb{Z})$ be given satisfying $p_{i}+q_{i} \leq 1$. Write $r_{i}=1-p_{i}-q_{i}$. Then a (birth-death) Markov chain $X_{n}(n \geq 0)$ with a given initial state $X_{0}$ is defined by transition probabilities

$$
\begin{align*}
& p_{i, i+1} \equiv P\left(X_{n+1}=i+1 \mid X_{n}=i\right)=p_{i}, p_{i, i-1} \equiv P\left(X_{n+1}=i-1 \mid X_{0}=i\right)=q_{i} \\
& p_{i, i} \equiv P\left(X_{n+1}=i \mid X_{n}=i\right)=r_{i}, p_{i, j} \equiv P\left(X_{n+1}=j \mid X_{0}=i\right)=0 \text { for }|j-i|>1 \tag{1.2.16}
\end{align*}
$$

Note that all states communicate with each other and $\mathcal{E}=\mathbb{Z}$ comprises a single equivalence class. If $r_{i}=0$ for every $i$ then the chain is periodic with period 2. An effective method of determining transience, recurrence, etc. is by means of the following recursive equations governing the probability $\psi(i) \equiv \psi_{c, d}(i)=P\left(\left\{X_{n}\right\}\right.$ reaches $c$ before $\left.d \mid X_{0}=i\right)$, where $c \leq i \leq d$ are integers:

$$
\begin{align*}
& \psi(i)=r_{i} \psi(i)+p_{i} \psi(i+1)+q_{i} \psi(i-1), c<i<d \\
& \psi(c)=1, \psi(d)=0 \tag{1.2.17}
\end{align*}
$$

The first equation is arrived at by considering the three disjoint and exhaustive possibilities, $X_{1}=i, X_{1}=i+1, X_{1}=i-1$, and conditioning on each of them. By casting this equation in the form $p_{i}(\psi(i+1)-\psi(i))=q_{i}(\psi(i)-\psi(i-1))$ and proceeding recursively until one of the boundaries $c$ or $d$ is reached, and then using the boundary conditions $\psi(c)=1, \psi(d)=0$, one can prove that

$$
\begin{equation*}
\psi(i)=\frac{\sum_{x=i}^{d-1} \frac{q_{x} q_{x-1} \cdots q_{c+1}}{p_{x} p_{x-1} \cdots p_{c+1}}}{1+\sum_{x=c+1}^{d-1} \frac{q_{x} q_{x} \cdots q_{c+1}}{p_{x} p_{x-1} \cdots p_{c+1}}}, c+1 \leq y \leq d-1 \tag{1.2.18}
\end{equation*}
$$

Letting $d \rightarrow \infty$ in (12.2.9) one obtains the probability $\rho_{i c}$ that the process (ever) reaches $c$, starting at state $i$. In particular, for all $i>c$

$$
\rho_{i c}=\left\{\begin{array}{llll}
1 & \text { if } & \sum_{x=1}^{\infty} & \frac{q_{1} q_{2} \cdots q_{x}}{p_{1} p_{2} \cdots p_{x}}=\infty,  \tag{1.2.19}\\
<1 & \text { if } & \sum_{x=1}^{\infty} & \frac{q_{1} q_{2} \cdots q_{x}}{p_{1} p_{2} \cdots p_{x}}<\infty
\end{array}\right.
$$

Similarly, one has for all $i<d$,

$$
\rho_{i d}=\left\{\begin{array}{lll}
1 & \text { if } & \sum_{x=-\infty}^{0}  \tag{1.2.20}\\
<1 & \frac{p_{x} p_{x+1} \cdots p_{0}}{q_{x} q_{x+1} \cdots q_{0}}=\infty, \\
<1 & \text { if } & \sum_{x=-\infty}^{0} \frac{p_{x} p_{x+1} \cdots p_{0}}{q_{x} q_{x+1} \cdots q_{0}}<\infty .
\end{array}\right.
$$

Hence all states are recurrent if both sums (in (12.2.10) and (12.2.11)) diverge, and they are all transient otherwise. The criterion $p \neq \frac{1}{2}$ for transience, and $p=\frac{1}{2}$ for recurence, for
simple random walks on $\mathbb{Z}$ follows as a special case of this. Also, (12.2.6) may be derived from (12.2.9), after letting $d \uparrow \infty$, or $c \downarrow-\infty$.

One may also consider birth-death chains on a finite state space of $N+1$ consecutive integers, $S=\{a, a+1, \cdots, a+N\}$, with transition probabilities (12.2.7) if $a<i<N$, and with reflecting and/or absorbing boundary conditions at $i=a$ and $i=a+N$. Reflecting boundary conditions at $a$ and $a+N$ are given by

$$
\begin{equation*}
p_{a, a+1} \equiv p_{a}>0, \quad p_{a+N, a+N-1} \equiv q_{a+N}>0 \tag{1.2.21}
\end{equation*}
$$

while the absorbing boundary conditions are

$$
\begin{equation*}
p_{a, a} \equiv r_{a}=1, \quad p_{a+N, a+N} \equiv r_{a+N}=1 \tag{1.2.22}
\end{equation*}
$$

If both boundaries are reflecting, as in (12.2.12), then it is not difficult to check that all states are positive recurrent, with the unique invariant probability function $\pi_{i}$ given as the normalized solution of $\pi^{\prime} p=\pi^{\prime}$, where $\pi^{\prime}=\left(\pi_{a}, \pi_{a+1}, \cdots, \pi_{a+N}\right)$. This solution is obtained recursively as

$$
\begin{equation*}
\pi_{i}=\frac{p_{a} p_{a+1} \cdots p_{i-1}}{q_{a+1} q_{a+2} \cdots q_{i}} \pi_{a}(a<i \leq a+N), \pi_{a}=\left(1+\sum_{i=a+1}^{N} \frac{p_{a} \cdots p_{i-1}}{q_{a+1} \cdots q_{i}}\right)^{-1} . \tag{1.2.23}
\end{equation*}
$$

An important example of such a birth-death chain is provided by the Ehrenfest model for heat exchange, with $S=\{-d,-d+1, \cdots, 0,1,2, \cdots, d\}$, with $p_{i}=1-\frac{d+i}{2 d}$ and $q_{i}=\frac{d+i}{2 d}$ for $-d<i<d$, and with $p_{-d}=1=q_{d}$. From (12.2.14) it follows that the unique invariant probability function is given by the binomial

$$
\begin{equation*}
\pi_{i}=\binom{2 d}{d+i} \frac{1}{2^{2 d}} \quad(-d \leq i \leq d) \tag{1.2.24}
\end{equation*}
$$

This model was used by the husband-wife team of physicists P. and T. Ehrenfest in 1907, and later by Smoluchowski in 1916, to resolve an apparent contradiction with well accepted laws of thermodynamics that threatened to wreck Boltzmann's kinetic theory at the turn of the century. One may think of $d+i$ as the temperature in body $A$ when the state is $i$, and $d-i$ the corresponding temperature in an equal body $B$ in contact with $A$. The mean temperature of each body under equilibrium is $d$ (corresponding to $i=0$ ). The thermodynamic equilibrium would be achieved when the temperatures of the two bodies are approximately, i.e., macroscopically, equal. By the second law of thermodynamics, the progression towards equilibrium is orderly and irreversible. On the other hand, heat exchange is a random process according to the kinetic theory, and it was pointed out by Poincare and Zermelo that this meant that the process starting at a macroscopic equilibrium, i.e., from a state near $i=0$, will sooner or later reach the state of $i=-d$ or $i=d$ thus reverting to a state of extreme disequilibrium. The Ehrenfests showed that the time to reach states $\pm d$ from 0 is so enormously large compared to the time to reach 0 from $\pm d$ as to be far beyond the reach of physical time.

### 1.2.3 Galton-Watson Branching Process

Particles such as neutrons or organisms such as bacteria can produce new particles or organisms of the same type. Suppose that the number of particles which a single particle can produce is a random variable with a probability mass function (p.m.f.) $f$. Assume also that if there are $i$ particles in the $n$th generation then the numbers of offspring produced by them are $i$ independent random variables each with p.m.f. $f$. Let $X_{n}$ denote the size of the $n$th
generation. Then $X_{n}(n=0,1,2, \cdots)$ is a Markov chain with state space $S=\{0,1,2, \cdots\}$ and transition probabilities

$$
\begin{align*}
& p_{i j}=f^{* i}(j) \quad(i=1,2, \cdots ; j=0,1,2, \cdots) \\
& p_{00}=1 \tag{1.2.25}
\end{align*}
$$

Here $f^{* i}$ is the $i$-fold convolution of $f$ :

$$
\begin{equation*}
f^{* 1}=f, f^{*(i+1)}(j)=\sum_{j^{\prime}} f^{* i}\left(j^{\prime}\right) f^{*}\left(j-j^{\prime}\right) . \tag{1.2.26}
\end{equation*}
$$

From (12.2.16) it follows that 0 is an absorbing state. Let $\rho_{i}$ denote the probability of extinction, or eventual absorption at 0 , when $X_{0}=i$. Note that $\rho_{i}=\rho^{i}$ where $\rho:=\rho_{1}$. Of course, if $f(0)=0$ then $\rho_{1}=0=\rho_{i}$ for all $i \geq 1$, and if $f(0)=1$ then $\rho_{1}=1=\rho_{i}$ for all $i$. We assume henceforth that

$$
\begin{equation*}
0<f(0)<1 \tag{1.2.27}
\end{equation*}
$$

To compute $\rho_{1}$ let $\phi(z):=\sum_{j=0}^{\infty} f(j) z^{j}=f(0)+\sum_{j=1}^{\infty} f(j) z^{j}(|z| \leq 1)$ be the generating function of $f$. Then

$$
\begin{equation*}
\phi^{\prime}(z)=\sum_{j=1}^{\infty} j f(j) z^{j-1}, \phi^{\prime \prime}(z) \sum_{j=2}^{\infty} j(j-2) z^{j-2}(|z|<1) . \tag{1.2.28}
\end{equation*}
$$

If the mean $\mu=\sum_{j=1}^{\infty} j f(j)$ of the offspring distribution is finite, then

$$
\begin{equation*}
\mu=\phi^{\prime}(1) \tag{1.2.29}
\end{equation*}
$$

Since $\phi^{\prime}(z)>0$ for $0<z<1, \phi$ is strictly increasing on $[0,1]$. Let us now assume, in addition to (1.2.27), that

$$
\begin{equation*}
f(0)+f(1)<1 \tag{1.2.30}
\end{equation*}
$$

Then $\phi^{\prime \prime}(z)>0$ for $0<z<1$, so that $\phi^{\prime}$ is strictly increasing. Thus $\phi$ is a strictly increasing and strictly convex function on $[0,1]$, and $\max \phi^{\prime}(z)=\mu=\phi^{\prime}(1)$. Hence, if $\mu \leq 1$, then the graph of $y=\phi(z)$ lies strictly above the line $y=z$ on $[0,1)$. Thus the only fixed point of $\phi$ on $[0,1]$ in this case is $z=1$, since $\phi(1)=1$. If, on the other hand, $\mu>1$, then the graph of $y=\phi(z)$ must intersect the line $y=z$ at another point $z_{0} \in(0,1)$, in addition to $z=1$. Thus in this case $\phi$ has two fixed points Now note that $\rho=\rho_{1}$ is a fixed point of $\rho$. For, writing $\rho_{0}=1$,

$$
\begin{equation*}
\rho=\sum_{j=0}^{\infty} P\left(X_{1}=j \mid X_{0}=1\right) \rho_{j}=\sum_{j=0}^{\infty} f(j) \rho^{j}=\phi(\rho) . \tag{1.2.31}
\end{equation*}
$$

It is not difficult to check that $\rho=z_{0}$ in case $\mu>1$. Thus if $\mu>1$ then there is a positive chance $1-\rho \equiv 1-z_{0}$ of survival if $X_{0}=1$; if $X_{0}=i>1$ then the chance of survival is $1-\rho_{i}=1-\rho^{i}=1-z_{0}^{i}$.

### 1.2.4 Markov Chains in Continuous Time

Let $p_{i j}(t):=\operatorname{Prob}\left(X_{s+t}=j \mid X_{s}=i\right)$ denote the transition probabilities of a time-homogeneous right-continuous Markov process $\left\{X_{t}: t \geq 0\right\}$ on a countable state space $(S, \mathcal{S})$. The Markov property leads to the Chapman-Kolmogorov equation

$$
\begin{equation*}
p_{i k}(t+s)=\sum_{j \in S} p_{i j}(s) p_{j k}(t) \quad(i, j \in S) \tag{1.2.32}
\end{equation*}
$$

Denoting by $q_{i j}$ the transition rates or infinitesimal parameters,

$$
\begin{array}{r}
q_{i j}=p_{i j}^{\prime}(0) \equiv \lim _{h \downarrow 0} \frac{p_{i j}(h)-p_{i j}(0)}{h}=\lim _{h \downarrow 0} \frac{p_{i j}(h)-\delta_{i j}}{h}, \\
\left(\delta_{i j}=1 \text { if } i=j ; \delta_{i j}=0 \text { if } i \neq j\right) \tag{1.2.33}
\end{array}
$$

one arrives at Kolmogorov's backward equations

$$
\begin{equation*}
p_{i k}^{\prime}(t)=\sum_{j} q_{i j} p_{j k}(t) \quad(i, k \in S) \tag{1.2.34}
\end{equation*}
$$

by differentiating (1.2.32) with respect to $s$ and setting $s=0$. Similarly, differentiating (1.2.32) with respect to $t$ and setting $t=0$, one gets Kolmogorov's forward equations

$$
\begin{equation*}
p_{i k}^{\prime}(s)=\sum_{j} p_{i j}(s) q_{j k} \quad(i, k \in S) \tag{1.2.35}
\end{equation*}
$$

Note that $q_{i j} \geq 0$ for all $i \neq j, q_{i i}=-\lambda_{i} \leq 0$ for all $i$. Since $\sum_{j} p_{i j}(t)=1$ for all $i$ and for all $t>0$, under appropriate conditions on $q_{i j}$ 's (e.g., $\sup \left\{\left|q_{i i}\right|: i \in S\right\}<\infty$ ) one may differentiate $\sum_{j} p_{i j}(t)$ term-by-term to get

$$
\begin{align*}
& \sum_{j} q_{i j}=0, \quad \text { or } \sum_{\{j: j \neq i\}} q_{i j}=\lambda_{i} \equiv-q_{i i}(i \in S) . \\
& \left(q_{i j} \geq 0 \forall i \neq j\right) \tag{1.2.36}
\end{align*}
$$

Conversely, given a matrix $\left(\left(q_{i j}\right)\right)_{i, j \in S}$ satisfying $q_{i j} \geq 0$ for all $i \neq j, q_{i i} \equiv-\lambda_{i} \leq 0$, one may solve Kolmogorov's equations (1.2.34), or (1.2.35), iteratively, to construct the transition probabilities $p_{i j}(t)$. Under suitable conditions on the $q_{i j}$ (e.g., $\sup \left\{\left|q_{i i}\right|: i \in S\right\}<\infty$ ) the solution is unique, and one has unique transition probabilities $p_{i j}(t)$. Therefore, under such conditions, given any initial state (or initial distribution), one may construct a unique Markov process with right-continuous sample paths having the transition rates $q_{i j}$. If no growth conditions are attached to $q_{i j}$ satisfying (1.2.36), then one may have more than one set of solutions to (1.2.34) (or, (1.2.35). One still has a unique minimal solution $p_{i j}^{\circ}(t)(i, j \in$ $S$ ) satisfying (i) $p_{i j}^{\circ}(t) \geq 0$ for all $i, j$, and for $t>0$, (ii) Chapman-Kolmogorov equations (1.2.32), and (iii) $\sum_{j} p_{i j}^{\circ}(t) \leq 1$ for all $i \in S$. In the case $\sum_{j} p_{i j}^{\circ}(t)<1$ for some $i$, one may introduce a new absorbing state $\Delta_{\infty}$, say, and define $p_{i \Delta_{\infty}}^{\circ}(t)=1-\sum_{j} p_{i j}^{\circ}(t), p_{\Delta_{\infty} \Delta_{\infty}}^{\circ}(t)=1$, for all $t>0$, to have a transition probability of a Markov process on $S \cup\left\{\Delta_{\infty}\right\}$. Such a process, say $\left\{X_{t}^{(0)}: t \geq 0\right\}$ starting from a state $i \in S$, may again be constructed to have right-continuous paths up to a random time $\xi$, an explosion time, at which time the process is absorbed into $\Delta_{\infty}$. Apart from this minimal process, there are in general other Markov processes, with the given transition rates $q_{i j}$, which may be constructed by essentially specifying an appropriate behavior after explosion. For example, the process may jump back to $S$ according to a specified jump distribution every time an explosion occurs, successive jumps back to $S$ being independent of each other.

A convenient method of analyzing continuous parameter Markov chains $\left\{X_{t}: t \geq 0\right\}$ is to consider first the successive holding times $T_{0}, T_{1}, \cdots$, defined by

$$
\begin{align*}
& T_{0}=\inf \left\{t>0: X_{t} \neq X_{0}\right\}, \tau_{1}=T_{0} \\
& \tau_{n}=\inf \left\{t>\tau_{n-1}: X_{1} \neq X_{\tau_{n-1}}\right\}, T_{n-1}=\tau_{n}-\tau_{n-1} \\
& (n \geq 2), \tau_{0}=0 \tag{1.2.37}
\end{align*}
$$

By the strong Markov property, the process $Y_{n}:=X_{\tau_{n}}(n=0,1,2, \cdots)$ is a discrete parameter Markov process on $(S, \mathcal{S})$. The one-step transition probabilities of this process are given by

$$
\left.\begin{array}{rl}
k_{i j}=\frac{q_{i j}}{-q_{i i}} \equiv \frac{q_{i j}}{\lambda_{i}} \quad i \neq j  \tag{1.2.38}\\
k_{i i} & =0
\end{array} \quad \begin{array}{c} 
\\
k_{i j}
\end{array}=0 \quad i \neq j \neq 0\right)
$$

Also, conditionally given $\left\{Y_{n}=i_{n}(n=0,1,2, \cdots)\right\}$, the holding times $T_{0}, T_{1}, \cdots$ are independent and exponentially distributed with means $-1 / q_{i_{n} i_{n}}(n=0,1,2, \cdots)$, assuming $\lambda_{n} \equiv-q_{i_{n} i_{n}}>0$ for all $n$. If $q_{i_{n} i_{n}}=0$ for some $n=m$, say, then of course, by (2.2.3), the Markov chain is absorbed in state $i_{m}$ after $m$ transitions of $\left\{Y_{n}: n=0,1,2, \cdots\right\}$, so that $T_{m}=\infty$ a.s.

A Poisson process $\left\{N_{t}: t \geq 0\right\}$ with mean parameter $\lambda>0$ is the most familiar example of a continuous parameter chain, for which $p_{i j}(t)=e^{-\lambda t}(\lambda t)^{j-i} /(j-i)$ ! if $j \geq i, p_{i j}(t)=0$ if $j<i(i, j \in S=\{0,1,2, \cdots\})$. In this case the transition rates are $q_{i, i+1}=\lambda, q_{i i}=$ $-\lambda, q_{i j}=0$ for all other pairs $(i, j)$. This is an example of a pure birth process in which the embedded discrete time process $\left\{Y_{n}: n=0,1,2, \cdots\right\}$ is deterministic, given $Y_{0}$, i.e., $Y_{n}=n+Y_{0}(n \geq 0)$. Hence, given $Y_{0}=i_{0}$, the holding times are independent exponential random variables with means $E\left(T_{n} \mid Y_{0}=i_{0}\right)=1 / \lambda_{i_{0}+n} \equiv-1 / q_{i_{0}+n, i_{0}+n}(n=0,1,2, \cdots)$. A general pure birth process is specified by specifying $-q_{i i} \equiv \lambda_{i}>0$ for all $i \in S=$ $\{0,1,2, \cdots\}$. It is not difficult to show that for a pure birth process explosion occurs if and only if $\sum_{0}^{\infty} \lambda_{n}^{-1} \equiv \sum_{0}^{\infty} E\left(T_{n} \mid X_{0}=0\right)<\infty$.

For another example consider a model for chemical reaction kinetics. Suppose the total number of molecules of chemicals $A$ and $B$ together in a solution is $N$. Let $X_{t}$ denote the number of molecules of $A$ at time $t$. In the presence of a catalyst $C$ elementary reactions $A \rightarrow B$, signifying a transformation of a molecule of $A$ into a molecule of $B$, or vice versa $(B \rightarrow A)$ may take place. The transition rates are given by

$$
q_{i j}= \begin{cases}(N-i) r_{B} & \text { for } j=i+1,0 \leq i \leq N-1  \tag{1.2.39}\\ i r_{A} & \text { for } j=i-1,1 \leq i \leq N \\ -\lambda_{i}=-\left\{i r_{A}+(N-i) r_{B}\right\} & \text { for } j=i, 0 \leq i \leq N \\ 0 & \text { otherwise }\end{cases}
$$

Here $r_{A}>0, r_{B}>0$. The unique equilibrium, or invariant probability $\pi=\left(\pi_{0}, \pi_{1}, \cdots, \pi_{N}\right)^{\prime}$ satisfies $\pi_{j}=\sum_{k} \pi_{k} p_{k j}(t)(t>0)$, so that on differentiation with respect to $t$ (at $t=0$ ) one gets the equation $\sum_{k} \pi_{k} q_{k j}=0 j=0,1, \cdots, N$. That is,

$$
\begin{align*}
& \pi_{j-1}(N-j+1) r_{B}-\pi_{j}\left\{j r_{A}+(N-j) r_{B}\right\}+\pi_{j+1}(j+1) r_{A} \\
& \quad=0(j=1,2, \cdots, N-1) \\
& -\pi_{0} N r_{B}+\pi_{1} r_{A}=0, \pi_{N-1} r_{B}-\pi_{N} N r_{A}=0 \tag{1.2.40}
\end{align*}
$$

The solution is given by the binomial distribution

$$
\begin{gather*}
\pi_{i}=\binom{N}{i} p^{i}(1-p)^{N-i}(i=0,1, \cdots, N) \\
p:=\frac{r_{B}}{r_{A}+r_{B}} \tag{1.2.41}
\end{gather*}
$$
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### 1.2.5 References

For detailed proofs of results of this section and for more comprehensive accounts of random walks and Markov chains, one may refer to Bhattacharya and Waymire [6], Chung [7], Feller [8], Karlin and Taylor [9], Spitzer [10]. For branching processes, see Harris [11] and Athreya and Ney [12].

### 1.3 Discrete Parameter Markov Processes on General State Spaces

## [Discrete Parameter Markov Process]

This section is devoted to time-homogeneous Markov processes on general state spaces $(S, \mathcal{S})$, and especially to their ergodic properties. A theory analogous to that for Markov chains (on countable state spaces) exists for $\varphi$-irreducible Harris processes introduced by Doeblin [13], [14], Harris [15] and Orey [16]. These processes are defined below. Subsection provides certain criteria for ergodicity of such processes due largely to Doeblin [13], Tweedie [17], Athreya and Ney [18] and Nummelin [19].

A Markov process is said to be $\varphi$-irreducible with respect to a nontrivial (i.e., nonzero) sigma finite measure $\varphi$ on $(S, \mathcal{S})$ if for every $A$ such that $\varphi(A)>0$ one has

$$
\begin{equation*}
L(x, A):=\operatorname{Prob}\left(\tau_{A}<\infty \mid X_{0}=x\right)>0 \forall x \in S \tag{1.3.42}
\end{equation*}
$$

Here $\tau_{A}$ is the first return time to $A$ :

$$
\begin{equation*}
\tau_{A}=\inf \left\{n \geq 1: X_{n} \in A\right\}, \quad(A \in \mathcal{S}) \tag{1.3.43}
\end{equation*}
$$

Write

$$
\begin{equation*}
Q(x, A)=\operatorname{Prob}\left(X_{n} \in A \text { for infinitely many } n \mid X_{0}=x\right),(x \in S, A \in \mathcal{S}) \tag{1.3.44}
\end{equation*}
$$

A set $A$ is said to be inessential if $Q(x, A)=0$ for every $x \in S$, otherwise $A$ is essential. For a $\varphi$-irreducible Markov process there exists sets $C_{1}, C_{2}, \cdots, C_{d}, D$, in $\mathcal{S}$ which form a partition of $S$ such that
(i) $p\left(x, C_{i+1}\right)=1 \forall x \in C_{i}(i=1,2, \cdots, d-1), p\left(x, C_{1}\right)=1 \forall x \in C_{d}$,
(ii) $\varphi(D)=0$ and $D$ is (at most) a countable union of inessential sets,
and (iii) if there is any other cycle of sets $C_{j}^{\prime}\left(j=1,2, \cdots, d^{\prime}\right)$ satisfying (i) then $d^{\prime}$ divides $d$. This maximal $d$ is called the period of the Markov process. If $d=1$ then the Markov process is said to be aperiodic.

A Markov process is said to be $\varphi$-recurrent, or Harris recurrent, with respect to a (nonzero) sigma finite measure $\varphi$ if $Q(x, A)=1$ for $x \in S$ whenever $\varphi(A)>0$. In particular, a $\varphi$-recurrent process is $\varphi$-irreducible.

A Markov process is said to be ergodic if it has a unique invariant probability, say, $\pi$.

### 1.3.1 Ergodicity of Harris Recurrent Processes

A basic result of Doeblin [13] sets the stage for the general results in this subsection. Let $p(x, d y)$ be the transition probability of a Markov process $\left\{X_{n}: n=0,1,2, \cdots\right\}$ on $(S, \mathcal{S})$, and $p^{(n)}(x, d y)$ the $n$-step transition probability. The following condition is called the Doeblin minorization: There exists $N \geq 1, \delta>0$ and a probability measure $\nu$ on $(S, \mathcal{S})$ such that

$$
\begin{equation*}
p^{(N)}(x, B) \geq \delta \nu(B) \quad \forall x \in S, B \in \mathcal{S} \tag{1.3.45}
\end{equation*}
$$

Theorem 1.3.1 (Doeblin). Under the Doeblin minorization (12.3.20) there exists a unique invariant probability $\pi$, and one has

$$
\begin{equation*}
\left|p^{(n)}(x, B)-\pi(B)\right| \leq(1-\delta)^{\left[\frac{n}{N}\right]} \forall x \in S, B \in \mathcal{S} \tag{1.3.46}
\end{equation*}
$$

where $\left[\frac{n}{N}\right]$ denotes the integer part of $\frac{n}{N}$.
To give an idea of the proof, let $T^{* n}$ denote the linear operator on the space $\mathcal{P}(S)$ of all probability measures on $(S, \mathcal{S})$ defined by

$$
\begin{equation*}
T^{* n} \mu(B)=\int_{S} p^{(n)}(x, B) \mu(d x), B \in \mathcal{S} \tag{1.3.47}
\end{equation*}
$$

In other words, $T^{* n} \mu$ is the distribution of $X_{n}$ when $X_{0}$ has distribution $\mu$. Let $d_{T V}\left(\mu_{1}, \mu_{2}\right)$ denote the total variation distance on $\mathcal{P}(S)$ defined by

$$
\begin{equation*}
d_{T V}\left(\mu_{1} \mu_{2}\right) \equiv\|\mu-\nu\|_{T V}=\sup _{B \in \mathcal{S}}\left|\mu_{1}(B)-\mu_{2}(B)\right|,\left(\mu_{1}, \mu_{2} \in \mathcal{P}(S)\right) \tag{1.3.48}
\end{equation*}
$$

Condition (12.3.20) implies that $T^{* N}$ is a strict contraction:

$$
\begin{equation*}
d_{T V}\left(T^{* N} \mu_{1}, T^{* N} \mu_{2}\right) \leq(1-\delta) d_{T V}\left(\mu_{1}, \mu_{2}\right) \tag{1.3.49}
\end{equation*}
$$

Since $\left(\mathcal{P}(S), d_{T V}\right)$ is a complete metric space, (1.3.49) implies the existence of a unique fixed point $\pi$ of $T^{* N}$, and

$$
\begin{equation*}
d_{T V}\left(T^{* k N} \mu, \pi\right) \leq(1-\delta)^{k} d_{T V}(\mu, \pi) \leq(1-\delta)^{k},(k=1,2, \cdots) \tag{1.3.50}
\end{equation*}
$$

Since $d_{T V}\left(T^{*(k N+j)} \mu_{1}, \pi\right)=d_{T V}\left(T^{* k N}\left(T^{* j} \mu\right), \pi\right) \leq(1-\delta)^{k}$ for all $j=0,1$, $\cdots, N-1$, (12.3.21) follows.

It is known that Doeblin minorization is in fact necessary as well as sufficient for uniform (in $x$ ) exponential convergence in total variation distance to a unique invariant probability $\pi$ (see Nummelin [20], Theorem 6.15).

We next consider a local minorization condition on a set $A_{0} \in \mathcal{S}$ given by

$$
\begin{equation*}
p^{(N)}(x, B) \geq \delta \nu(B) \forall x \in A_{0}, B \in A_{0} \cap \mathcal{S} \tag{1.3.51}
\end{equation*}
$$

for some $N \geq 1, \delta>0$, and a probability measure $\nu$ on $(S, \mathcal{S})$ such that $\nu\left(A_{0}\right)=1$. A set $A_{0}$ satisfying (12.3.24) is sometimes called a ( $\nu-$ ) small set. If, in addition, $A_{0}$ is a recurrent set, i.e.,

$$
\begin{equation*}
L\left(x, A_{0}\right)=1 \quad \forall x \in S \tag{1.3.52}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{x \in A_{0}} E_{x} \tau_{A_{\circ}}<\infty \tag{1.3.53}
\end{equation*}
$$

where $E_{x}$ denotes expectation when $X_{0} \equiv x$, there exists a unique invariant probability. The following result is due to Athreya and Ney [18], Nummelin [19].

Theorem 1.3.2 If the local minorization (12.3.24) holds on a recurrent set $A_{0}$, and (12.3.26) holds, then there exists a unique invariant probability $\pi$ and, for all $x \in S$,
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$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{j=1}^{n} p^{(j)}(x, \cdot)-\pi\right\|_{T V} \rightarrow 0 \text { as } n \rightarrow \infty \tag{1.3.54}
\end{equation*}
$$

To understand the main ideas behind the proof, consider the Markov process $\left\{X_{\tau^{(n)}}\right.$ : $n=0,1, \cdots\}$ on ( $A_{0}, A_{0} \cap \mathcal{S}$ ) observed at successive return times $\tau^{(n)}$ to $A_{0}: \tau^{(0)}=0, \tau^{(1)}=$ $\tau_{A_{0}}, \tau^{(n)}=\inf \left\{j>\tau^{(n-1)}: X_{j} \in A_{0}\right\}(n \geq 1)$. Its transition probability $p_{A_{0}}(x, d y)$ has the Doeblin minorization property (12.3.20) with $N=1$; therefore, by Theorem 3.1, it has a unique invariant probability $\pi_{0}$ on $\left(A_{0}, A_{0} \cap \mathcal{S}\right)$. Given any $B \in \mathcal{S}$ the proportion of time spent in $B$ during the time period $\{0,1, \cdots, n\}$, namely, $n^{-1} \sum_{j=1}^{n} 1_{\left\{X_{j} \in B\right\}}$, can now be shown to converge (a.s. $\pi_{0}$ ) to

$$
\begin{equation*}
\pi(B):=\frac{1}{E_{\pi_{0}} \tau_{A_{0}}} E_{\pi_{0}} \sum_{1}^{\tau_{A_{0}}} \mathbf{1}_{\left\{X_{j} \in B\right\}}=\frac{1}{E_{\pi_{0}} \tau_{A_{0}}} \int_{A_{0}} p_{A_{0}}(x, B) \pi_{0}(d x) \tag{1.3.55}
\end{equation*}
$$

where $E_{\pi_{0}}$ denotes expectation under $\pi_{0}$ as the initial distribution (on $A_{0}$ ) and, for general $B \in \mathcal{S}, x \in A_{0}$,

$$
\begin{equation*}
p_{A_{0}}(x, B):=\sum_{n=1}^{\infty} \operatorname{Prob}\left(X_{n} \in B, X_{k} \in A_{0}^{c} \text { for } 1 \leq k<n\right) \tag{1.3.56}
\end{equation*}
$$

Note that (12.3.29) is consistent with the notation $p_{A_{0}}(x, d y)$ as the transition probability of $\left\{X_{\tau^{(n)}}: n=0,1, \cdots\right\}$ on $A_{0}$. Viewed as a measure on ( $S, \mathcal{S}$ ) (for each $x \in A_{0}$ ), the total mass of $p_{A_{0}}(x, \cdot)$ is $p_{A_{0}}(x, S)=E_{x} \tau_{A_{0}}$. The probability $\pi$ in (12.3.28) is the unique invariant probability for $p(x, d y)$ on $(S, \mathcal{S})$.

It is known that if $\mathcal{S}$ is countably generated, then the local minorization condition (12.3.24) on a recurrent set $A_{0}$ is equivalent to Harris recurrence (i.e., $\nu$-recurrence) of $\left\{X_{n}: n=0,1, \cdots\right\}$.

In order to apply Theorem 3.2 one needs to find a set $A_{0}$ satisfying (12.3.24), (12.3.25), (12.3.26). The following result provides an effective criterion for a set $A_{0}$ to satisfy (12.3.25), (12.3.26).

Theorem 1.3.3 (Foster-Tweedie Drift Criterion). Suppose $A_{0} \in \mathcal{S}$ is such that a local minorization condition (12.3.24) holds. Assume that, in addition, there exists a nonnegative measurable function $V$ on $S$ such that

$$
\begin{align*}
& \text { (i) } \int_{S} V(y) p(x, d y) \leq V(x)-1 \quad \forall x \in A_{0}^{c} \\
& \text { (ii) } \sup _{x \in A_{0}} \int_{S} V(y) p(x, d y)<\infty \tag{1.3.57}
\end{align*}
$$

Then there exists a unique invariant probability $\pi$ and (12.3.27) holds. If, in addition, the Markov process is strongly aperiodic in the sense that (12.3.24) holds with $N=1$, then

$$
\begin{equation*}
\left\|p^{(n)}(x, \cdot)-\pi\right\|_{T V} \rightarrow 0 \text { as } n \rightarrow \infty \quad(x \in S) \tag{1.3.58}
\end{equation*}
$$

One proves this by showing that (12.3.30) implies (Meyn and Tweedie [21], p. 265)

$$
E_{x} \tau_{A_{0}} \leq \begin{cases}V(x) & \forall x \in A_{0}^{c}  \tag{1.3.59}\\ 1+\int_{S} V(y) p(x, d y) & \forall x \in A_{0}\end{cases}
$$

so that (12.3.25) and (12.3.26) both hold under (12.3.30).

By strengthening (12.3.30)(i) to: there exists $\theta<1$ such that

$$
\begin{equation*}
\int_{S} V(y) p(x, d y) \leq \theta V(x) \quad \forall x \in A_{0}^{c} \tag{1.3.60}
\end{equation*}
$$

One obtains geometric ergodicity, namely,
Theorem 1.3.4 (Geometric Ergodicity). Suppose (12.3.24), (12.3.30)(ii) and (12.3.33) holds (for some $\theta<1$ ) for a measurable function $V$ having values, in $[1, \infty)$. Then there exists $\rho \in(0,1)$ and a function $C(x)$ with values in $(0, \infty)$ such that

$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{j=1}^{n} p^{(j)}(x, \cdot)-\pi\right\|_{T V} \leq C(x) \rho^{n} \quad \forall x \in S, n \geq 1 \tag{1.3.61}
\end{equation*}
$$

If, in addition (12.3.24) holds with $N=1$, then one has

$$
\begin{equation*}
\left\|p^{(n)}(x, \cdot)-\pi(\cdot)\right\|_{T V} \leq C(x) \rho^{n} \quad \forall x \in S, n \geq 1 \tag{1.3.62}
\end{equation*}
$$

For a proof of this see Meyn and Tweedie [21], Chapter 15.

### 1.3.2 Iteration of I.I.D. Random Maps

Many Markov processes, if not a majority, that arise in applications are specified as stochastic, or randomly perturbed, dynamical systems. In continuous time there may be given by, e.g., stochastic differential equations, and in discrete time by stochastic difference equations or recursions. Among examples of the latter type are the autoregressive models. In general, these discrete time processes are represented as actions of random iteration of i.i.d. random maps on $S$.

Since such representations often arise from, and display, physical dynamical considerations, they also in many instances suggest special methods of analysis of large time behavior. Additionally, the present topic gains significance from the fact that most Markov processes may be represented as actions of iterated i.i.d. random maps, as the following proposition shows.

To be precise, let $S$ be a Borel subset of a Polish space $\mathcal{X}$. Recall that a Polish space $\mathcal{X}$ is a topological space which is metrizable as a complete separable metric space. For example, $S$ may be a Borel subset of a euclidean space. Let $\mathcal{S}$ be the Borel sigma field of $S$. For random maps $\alpha_{n}(n \geq 1)$ on $S$ into itself we will write $\alpha_{1} x:=\alpha_{1}(x), \alpha_{n} \alpha_{n-1} \cdots \alpha_{1} x:=$ $\alpha_{n} \circ \alpha_{n-1} \circ \cdots \circ \alpha_{1} x$.

Proposition 1.3.5 Let $p(x, d y)$ be a transition probability on $(S, \mathcal{S})$, where $S$ is a Borel subset of a Polish Space and $\mathcal{S}$ is the Borel sigma field on $S$. There exists (i) a probability space $(\Omega, \mathcal{F}, P)$ and (ii) a sequence of i.i.d. random maps $\left\{\alpha_{n}: n=1,2, \cdots\right\}$ on $S$ into itself such that $\alpha_{n} x$ has distribution $p(x, d y)$. In particular, the recursion

$$
\begin{equation*}
X_{0} \equiv x_{0}, X_{n}=\alpha_{n} X_{n-1} \quad(n \geq 1) \tag{1.3.63}
\end{equation*}
$$

or, $X_{n}=\alpha_{n} \alpha_{n-1} \cdots \alpha_{1} x_{0}(n \geq 1), X_{0}=x_{0}$, defines a Markov process $\left\{X_{n}: n \geq 0\right\}$ with initial state $x_{0}$ and transition probability $p$.

Conversely, given a sequence of i.i.d. random maps $\left\{\alpha_{n}: n \geq 1\right\}$ on any measurable state space $(S, \mathcal{S})$ (not necessarily a Borel subset of a Polish space), one may define the Markov process $\left\{X_{n}: n=0,1,2, \cdots\right\}$ having the transition probability

$$
\begin{equation*}
p(x, B):=\operatorname{Prob}\left(\alpha_{1} x \in B\right), \quad x \in S, B \in \mathcal{S} . \tag{1.3.64}
\end{equation*}
$$

Note that one requires the event $\left\{\omega \in \Omega: \alpha_{1}(\omega) x \in B\right\}$ to belong to the sigma field $\mathcal{F}$ (of the underlying probability spaces $(\Omega, \mathcal{F}, P)$ ), and also $x \rightarrow p(x, B)$ must be measurable on $(S, \mathcal{S})$. These two requirements are satisfied if $(\omega, x) \rightarrow \alpha_{1}(\omega) x$ is measurable on $(\Omega \times S, \mathcal{F} \otimes \mathcal{S})$ into $(S, \mathcal{S})$. A random map is defined to be a map satisfying the last measurability property.

Example 1 (Random Walk). Here $S=\mathbb{Z}^{k}$ or $\mathbb{R}^{k}$, and

$$
\begin{equation*}
X_{n+1}=X_{n}+\varepsilon_{n+1}(n \geq 0), X_{0} \equiv x_{0} \tag{1.3.65}
\end{equation*}
$$

where $\left\{\varepsilon_{n}\right\}$ are i.i.d. One may take $\alpha_{n}(\omega) x:=x+\varepsilon_{n}(\omega)(x \in S), n \geq 1$.
Example 2 (Linear Models). Here $S=\mathbb{R}^{k}$, and given a $k \times k$ matrix $A$ and an i.i.d. sequence of mean zero random vectors $\left\{\varepsilon_{n}: n \geq 1\right\}$ one defines

$$
\begin{equation*}
X_{n+1}=A X_{n}+\varepsilon_{n+1}(n \geq 0), X_{0} \equiv x_{0} \tag{1.3.66}
\end{equation*}
$$

Take $\alpha_{n}(\omega)$ to be the map $\alpha_{n}(\omega) x=A x+\varepsilon_{n}(\omega)(n \geq 1)$.
Example 3 (Autoregressive Models). Let $p \geq 1, \beta_{0}, \beta_{1}, \cdots, \beta_{p-1}$ real constants, $\left\{\eta_{n}\right.$ : $n \geq p\}$ an i.i.d. sequence of mean zero real-valued random variables, and let $Y_{0}, Y_{1}, \cdots, Y_{p-1}$ be independent of $\left\{\eta_{n}: n \geq p\right\}$. Define

$$
\begin{equation*}
Y_{n+p}=\sum_{i=0}^{p-1} \beta_{i} Y_{n+i}+\eta_{n+p} \quad(n \geq 0) \tag{1.3.67}
\end{equation*}
$$

Then $\left\{Y_{n}: n \geq 0\right\}$ is said to be an autoregressive process of order $p$ or, in brief, an $A R(p)$ process. Now let

$$
\begin{equation*}
\mathbf{X}_{n}=\left(Y_{n}, Y_{n+1}, \cdots, Y_{n+p-1}\right)^{\prime} \quad(n \geq 0) \tag{1.3.68}
\end{equation*}
$$

Then one may write

$$
\begin{equation*}
\mathbf{X}_{n}=A \mathbf{X}_{n-1}+\varepsilon_{n} \quad(n \geq 0) \tag{1.3.69}
\end{equation*}
$$

where $A$ is the $p \times p$ matrix

$$
A=\left[\begin{array}{cccccccccc}
0 & 1 & 0 & 0 & . & . & . & . & 0 & 0  \tag{1.3.70}\\
0 & 0 & 1 & 0 & . & . & . & . & 0 & 0 \\
. & . & . & . & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & . & . & . & . & 0 & 1 \\
\beta_{0} & \beta_{1} & \beta_{2} & \beta_{3} & . & . & . & . & \beta_{p-2} & \beta_{p-1}
\end{array}\right]
$$

and

$$
\begin{equation*}
\varepsilon_{n}=\left(0,0, \cdots, 0, \eta_{n+p-1}\right)^{\prime} \quad(n \geq 1) \tag{1.3.71}
\end{equation*}
$$

Thus one may treat this example as a special case of Example 1. If $A$ is a stable matrix, i.e., the eigenvalues of $A$ are all of modulus less than one (thus lying inside the unit circle in the complex plane), then the series

$$
\begin{equation*}
\sum_{n=0}^{\infty} A^{n} \varepsilon_{n+1} \tag{1.3.72}
\end{equation*}
$$

converges to a random vector $\mathbf{Z}$, say, and it follows that the Markov process $\left\{\mathbf{X}_{n}: n \geq 0\right\}$ has a unique invariant probability, say $\pi$, and $\mathbf{X}_{n}$ converges in distribution to $\pi$ as $n \rightarrow \infty$, no matter what the initial distribution is. The eigenvalues of $A$ are the (generally complex valued) solutions of the equation (in $\lambda$ )

$$
\begin{equation*}
0=\operatorname{det}(A-\lambda \mathbf{1})=(-1)^{p+1}\left(\beta_{0}+\beta_{1} \lambda+\cdots+\beta_{p-1} \lambda^{p-1}-\lambda^{p}\right) \tag{1.3.73}
\end{equation*}
$$

The following result is now immediate.

Proposition 1.3.6 If the roots of the polynomial equation (1.3.73) all lie inside the unit circle, namely in $\{z \in \mathbb{C}:|z|<1\}$, then (a) the Markov process $\left\{\boldsymbol{X}_{n}: n \geq 0\right\}$ defined by (12.3.43) has a unique invariant probability $\pi$ and $\boldsymbol{X}_{n}$ converges in distribution to $\pi$ as $n \rightarrow \infty$, and (b) the $A R(p)$ process $\left\{Y_{n}: n \geq 0\right\}$ is asymptotically stationary, with $Y_{n}$ converging in distribution to the (marginal) distribution $\pi_{1}$ of $Z_{1}$ where $\boldsymbol{Z}=\left(Z_{1}, \cdots, Z_{p}\right)$ has distribution $\pi$.

In the statement above the term asymptotic stationarity may be formally defined as follows. Let $Y_{n}(n \geq 1)$ be a sequence of random variables with values in a Polish spaces $S$ with Borel sigma field $\mathcal{S}$. The sequence $\left\{Y_{n}: n \geq 1\right\}$ is said to be asymptotically stationary if the distribution $Q_{m}$ of $\mathbf{Y}_{m}:=\left(Y_{m}, Y_{m+1}, \cdots\right)$ on $\left(S^{\infty}, \mathcal{S}^{\otimes \infty}\right)$ converges weakly to the distribution $Q_{\infty}$, of a stationary process, say, $\mathbf{U}=\left(U_{1}, U_{2}, \cdots\right)$, as $m \rightarrow \infty$. It may be checked that weak convergence in the space $\mathcal{P}\left(S^{\infty}\right)$ of all probability measures on $\left(S^{\infty}, \mathcal{S}^{\otimes \infty}\right)$ is equivalent to weak convergence of all finite dimensional distributions.

Example 4 (ARMA Models). To define an autoregressive moving-average process of order $(p, q)$, briefly $A R M A(p, q)$, let $\beta_{0}, \beta_{1}, \cdots, \beta_{p-1}$ and $\theta_{1}, \theta_{2}, \cdots, \theta_{q}$ be $p+q$ real numbers (constants), $\left\{\eta_{n}: n \geq p\right\}$ an i.i.d. sequence of real-valued mean-zero random variables, and ( $Y_{0}, Y_{1}, \cdots, Y_{p-1}$ ) a given $p$-tuple of real-valued random variables. The ARMA $(p, q)$ process $\left\{Y_{n}: n \geq 0\right\}$ is then given, recursively, by

$$
\begin{equation*}
Y_{n+p}=\sum_{i=0}^{p-1} \beta_{i} Y_{n+i}+\sum_{j=1}^{q} \theta_{j} \eta_{n+p-j}+\eta_{n+p} \quad(n \geq 0) \tag{1.3.74}
\end{equation*}
$$

As in Example 3, this admits a Markovian representation

$$
\begin{equation*}
\mathbf{X}_{n+1}=B \mathbf{x}_{n}+\varepsilon_{n+1} \quad(n \geq 0) \tag{1.3.75}
\end{equation*}
$$

where $\mathbf{X}_{n}, \boldsymbol{\varepsilon}_{n}$ are $(p+q)$-dimensional random vectors,

$$
\begin{align*}
\mathbf{X}_{n} & :=\left(Y_{n}, Y_{n+1}, \cdots, Y_{n+p-1}, \eta_{n+p-q}, \cdots, \eta_{n+p-1}\right)^{\prime} \\
\varepsilon_{n} & :=\left(0,0, \cdots, 0, \eta_{n+p-1}, 0,0, \cdots, 0, \eta_{n+p-1}\right)^{\prime}, \quad(n \geq 0) \tag{1.3.76}
\end{align*}
$$

with only the $p$ th and $(p+q)$ th coordinates of $\varepsilon_{n}$ as $\eta_{n+p-1}$ and the others are zero. The $(p+q) \times(p+q)$ matrix $B$ in (3.34) is given by

$$
\left[\begin{array}{ll}
A & \\
0 & C
\end{array}\right]=B
$$

where $A$ is the matrix (3.29) and

$$
C=\left[\begin{array}{ccccccc}
0 & 0 & 0 & . & . & 0 & 0  \tag{1.3.77}\\
0 & 0 & 0 & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & 0 & 0 \\
0 & 0 & 0 & . & . & . & 0 \\
\theta_{q} & \theta_{q-1} & . & . & & \theta_{2} & \theta_{1} \\
0 & 1 & 0 & 0 & . & 0 & 0 \\
0 & 0 & 1 & 0 & . & 0 & 0 \\
. & . & . & . & . & . & . \\
0 & 0 & 0 & 0 & . & 1 & 0 \\
0 & 0 & 0 & 0 & & 0 & 0
\end{array}\right] .
$$

The eigenvalues of $B$ are the $p$ eigenvalues of $A$ and $q$ zeros. Therefore, $B$ is stable if and only if $A$ is stable. Thus we arrive at

Proposition 1.3.7 If the roots of (1.3.73) all lie inside the unit circle in the complex plane then (a) the Markov process $\left\{\boldsymbol{X}_{n}: n \geq 0\right\}$ defined by (12.3.47), (12.3.49), has a unique invariant probability $\pi$, and (b) the ARMA ( $p, q$ ) process $\left\{Y_{n}: n \geq 0\right\}$ is asymptotically stationary with $Y_{n}$ converging in distribution to the (marginal) distribution $\pi_{1}$ of $Z_{1}$ where $Z=\left(Z_{1}, \cdots, Z_{p+q}\right)$ has distribution $\pi$.

Example 5 (Nonlinear Autoregressive Models). Let $p \geq 1$. Consider the real-valued process defined recursively by

$$
\begin{equation*}
Y_{n+p}=h\left(Y_{n}, Y_{n+1}, \cdots, Y_{n+p-1}\right)+\varepsilon_{n+p}(n \geq 0) \tag{1.3.78}
\end{equation*}
$$

where (i) $\left\{\varepsilon_{n}: n \geq p\right\}$ is an i.i.d. sequence of mean-zero random variables with a common density which is positive on $\mathbb{R}$, (ii) $h$ is a real-valued measurable function on $\mathbb{R}^{p}$ which is bounded on compacts, (iii) $\left(Y_{0}, Y_{1}, \cdots, Y_{p-1}\right)$ is a given $p$-tuple of random variables independent of $\left\{\varepsilon_{n}: n \geq p\right\}$. By applying the Foster-Tweedie drift criterion for geometric ergodicity (Theorem 3.4) on may prove the following result.

Proposition 1.3.8 In addition to assumptions (i)-(iii) above, assume that there exist $a_{i} \geq$ $0,(i=1, \cdots, p)$ with $\sum_{1}^{p} a_{i}<1$, and $R>0$ such that

$$
\begin{equation*}
|h(\boldsymbol{y})| \leq \sum_{i=1}^{p} a_{i} y_{i} \quad \text { for } \quad|y|>R \tag{1.3.79}
\end{equation*}
$$

Then the Markov process

$$
\begin{equation*}
\boldsymbol{X}_{n}:=\left(Y_{n}, Y_{n+1}, \cdots, Y_{n+p-1}\right), \quad(n \geq 0) \tag{1.3.80}
\end{equation*}
$$

has a unique invariant probability $\pi$ and is geometrically ergodic. In particular, $\left\{Y_{n}: n \geq 0\right\}$ is asymptotically stationary and $Y_{n}$ converges in distribution to a probability $\pi_{1}$ on $\mathbb{R}$, the convergence being exponentially fast in total variation distance.

### 1.3.3 Ergodicity of Non-Harris Processes

The general criteria for ergodicity, or the existence of a unique invariant probability, presented in Section 1.3 .1 apply only to processes which are Harris, i.e., $\varphi$-irreducible with respect to a non-trivial sigma finite measure $\varphi$. We now consider certain classes of Markov processes for which no such $\varphi$ may exist. These often arise as actions of iterations of i.i.d. random maps on a state space $(S, \mathcal{S})$.

Theorem 1.3.9 below applies to Markov processes on a complete separable metric space ( $S, \rho$ ), with a Borel sigma field $\mathcal{S}$, on which are defined an i.i.d. sequence of random Lipschitz maps $\left\{\alpha_{n}: n \geq 1\right\}: X_{n}:=\alpha_{n} \alpha_{n-1} \cdots \alpha_{1} X_{0}(n \geq 1)$, $X_{0}$ independent of $\left\{\alpha_{n}: n \geq 1\right\}$. Lipschitz constant of a function $f$, i.e., $L_{f}$ is the smallest constant $M$ such that $\rho(f(x), f(y)) \leq$ $M \rho(x, y)$ for all $x, y$. The following result due to Diaconis and Freedman [22] says, roughly speaking, that if the (harmonic) average of $L_{\alpha_{1}}$ is less than one and if, for some $x_{0} \in S$, $\alpha_{1} x_{0}$ remains bounded on the average, then $X_{n}$ has a unique invariant probability.

Theorem 1.3.9 Let $(S, \rho)$ be a complete separable metric space such that the i.i.d. maps $\alpha_{n}(n \geq 1)$ satisfy

$$
\begin{equation*}
E \log L_{\alpha_{1}}<0 \tag{1.3.81}
\end{equation*}
$$

If, in addition, for some $x_{0} \in S$ one has

$$
\begin{equation*}
E \rho\left(\alpha_{1} x_{0}, x_{0}\right)<\infty \tag{1.3.82}
\end{equation*}
$$

then (a) there exists a unique invariant probability and the Markov process $\left\{X_{n}: n \geq 0\right\}$ is asymptotically stationary and ergodic, no matter what the initial distribution is.

To understand the main idea behind the proof, note that for the processes $X_{n}(x)$ and $X_{n}(y)$ corresponding to $X_{0} \equiv x$ and $X_{0} \equiv y$, respectively,

$$
\rho\left(X_{n}(x), X_{n}(y)\right) \leq L_{\alpha_{n}} \rho\left(X_{n-1}(x), X_{n-1}(y)\right) \leq \cdots \leq\left(\prod_{j=1}^{n} L_{\alpha_{j}}\right) \rho(x, y)
$$

Taking logarithms, and using the strong law of large numbers and (12.3.55), one shows that $\sup _{x \in B} \rho\left(X_{n}(x), X_{n}(y)\right) \rightarrow 0$ a.s. as $n \rightarrow \infty$ for every bounded $B \subset S$. In particular, if there exists an invariant probability, say, $\pi, p^{(n)}(x, d z)$ converges weakly to it as $n \rightarrow \infty$, for every $x$. Therefore, there can not be more than one invariant probability. Now the condition (1.3.82), in conjunction with (12.3.55), implies tightness of $\left\{p^{(n)}\left(x_{0}, d z\right): n=\right.$ $1,2, \cdots\}$, proving (a). Asymptotic stationarity follows from this (See the remark following the statement of Proposition 3.6).

It may be noted that for (3.40) one allows the possibility $E \log L_{\alpha_{1}}=-\infty$, and even that of $\operatorname{Prob}\left(L_{\alpha_{1}}=0\right)>0$.

One may also relax (12.3.55), (1.3.82) by requiring the inequalities to hold for the $N$-fold composition $\alpha_{N} \cdots \alpha_{2} \alpha_{1}$, for some $N \geq 1$. From this extension of Theorem 3.8 one may device the ergodicity of $\mathbf{X}_{n}$ in the $A R(p)$ model of Example 3, Section 1.3.1.

Among many applications we mention the construction of fractal images by iteration of i.i.d. $\alpha_{n}(n \geq 1)$, where $\alpha_{n}$ takes values in a given finite set of affine maps. The affine maps themselves are chosen using some features of the target image (Diaconis and Freedman [22], Diaconis and Shahshahami [23], Barnsley and Elton [24], Barnsley [25]).

The next result is a generalization of a theorem of Dubins and Freedman [26] on monotone maps on an interval. Following an earlier generalization by Bhattacharya and Lee [27] to closed subsets of $\mathbb{R}^{k}$, and open or semi open rectangles, the theorem below is derived in Bhattacharya and Majumdar [28].

Theorem 1.3.10 Let $\left\{\alpha_{n}: n \geq 1\right\}$ be a sequence of i.i.d. maps on a measurable space $(S, \mathcal{S})$ with the following properties: There exists a class of sets $\mathcal{A} \subset \mathcal{S}$ such that (i) $\alpha_{1}^{-1} A \in$ $\mathcal{A}$ a.s. $\forall A \in \mathcal{A}$, (ii) there exists $N \geq 1$ and $\delta>0$ such that $\operatorname{Prob}\left(\left(\alpha_{N} \cdots \alpha_{2} \alpha_{1}\right)^{-1} A=S\right.$ or $\phi) \geq \delta>\forall A \in \mathcal{A}$, and (iii) Under $d(\mu, \nu):=\sup \{|\mu(A)-\nu(A)|: A \in \mathcal{A}\},(\mathcal{P}(S), d)$ is a complete metric space, where $\mathcal{P}(S)$ is the set of all probability measures on $(S, \mathcal{S})$. Then there exists a unique invariant probability $\pi$ for the Markov process generated by the iterations of $\left\{\alpha_{n}: n \geq 1\right\}$, and one has

$$
\begin{equation*}
\sup _{x \in S, A \in \mathcal{A}}\left|p^{(n)}(x, A)-\pi(A)\right| \leq(1-\delta)^{\left[\frac{n}{N}\right]}, n \geq 1 \tag{1.3.83}
\end{equation*}
$$

where $[n / N]$ is the integer part of $n / N$.
For a proof note that for arbitrary $\mu, \nu \in \mathcal{P}(S)$,

$$
\begin{align*}
& d\left(T^{* N} \mu, T^{* N} \nu\right) \equiv \sup _{A \in \mathcal{A}}\left|T^{* N} \mu(A)-T^{* N} \nu(A)\right| \\
& \leq(1-\delta) d(\mu, \nu) \tag{1.3.84}
\end{align*}
$$

by assumptions (i) and (ii). Thus $T^{* N}$ is a strict contraction on ( $\left.\mathcal{P}(S), d\right)$. By the assumption (iii) of completeness it now follows that $T^{* N}$ has a unique fixed point $\pi$ and that $d\left(T^{* k N} \mu \pi\right) \leq(1-\delta)^{k} d(\mu, \pi)$, for all $k=1,2, \cdots$. From this (3.42) follows on setting $\mu=p^{(n)}(x, d z)$.

As a first consequence of Theorem 1.3.9, one obtains the following result of Dubins and Freedman [26].

Corollary 1.3.11 Let $\left\{\alpha_{n}: n \geq 1\right\}$ be i.i.d. monotone random maps on an interval $S=J$. If there exist $N \geq 1, x_{0} \in J$ and $\delta>0$ such that

$$
\begin{equation*}
\operatorname{Prob}\left(\alpha_{N} \cdots \alpha_{1} x \leq x_{0} \forall x \text { or } \alpha_{N} \cdots \alpha_{1} x \geq x_{0} \forall x\right) \geq \delta, \tag{1.3.85}
\end{equation*}
$$

then there exists a unique invariant probability $\pi$ and one has

$$
\begin{equation*}
\sup _{x, c}\left|\operatorname{Prob}\left(X_{n}(x) \leq c\right)-\pi(\{x \in J: x \leq c\})\right| \leq(1-\delta)^{\left[\frac{n}{N}\right]} . \tag{1.3.86}
\end{equation*}
$$

To derive this from Theorem 1.3.9, one takes $\mathcal{A}$ to be the class of all intervals of the form $A=\{x \in J: x \leq c\}, A=\{x \in J: x<c\}$, and their complements. Assumption (i) of Theorem 1.3.9 is immediate due to monotonicity, while (ii) follows from (12.3.61). Finally, the distance $d$ in this case is just the supremum distance between cumulative distribution functions, and therefore $(\mathcal{P}(S), d)$ is complete.

The above result for monotone maps has many applications. Among theoretical consequences, it provides criteria for ergodicity for processes generated by iterations of i.i.d. random quadratic maps (see Bhattacharya and Rao [29], Bhattacharya and Waymire [30]). For applications to economics see Bhattacharya and Waymire [6], pp. 178-180, and Bhattacharya and Majumdar [31].

It is possible to generalize (12.3.24) to i.i.d. monotone maps on arbitrary partially ordered spaces. See, e.g., Bhattacharya and Lee [27] and Hopenhayn and Prescott [32]. A particular application to the Ising model of mathematical physics due to Propp and Wilson [33] is derived in detail in Diaconis and Freedman [22].

### 1.3.4 References

Orey [16], Nummelin [20] and Meyn and Tweedie [21] are standard references for $\varphi$ irreducible and Harris recurrent processes. Doeblin's pioneering work on geometric ergodicity is contained in Doeblin [13], [14]. Theorem 3.2, obtained independently by Athreya and Ney [18] and Nummelin [19], has its roots in the notion of $C$-sets in Orey [16]. Theorems 3.3, 3.4 on drift criteria for ergodicity and geometric ergodicity were obtained by Tweedie [17], [34].

Proofs of Proposition 3.5 on representation by iteration of i.i.d. random maps may be found in Kifer [35], pp. 7-9, and Bhattacharya and Waymire [6], p. 228. The result is due to Blumenthal and Carson [36], at least under the condition of continuity. The treatment of $A R(p)$ and $A R M A(p, q)$ models given here follows Bhattacharya and Waymire [6], pp. 166-173.

Theorem 3.8 for ergodicity under (harmonic) average contraction is due to Diaconis and Freedman [22]. This generalizes earlier work by Dubins and Freedman [26], Bhattacharya and Lee [37], Barnsley and Elton [24] and others. The basic work for ergodicity under iteration of i.i.d. monotone maps is due to Dubins and Freedman [26], who obtained Corollary 3.10 for compact intervals and continuous maps. An extension to measurable maps on intervals was given by Yahav [38]. Bhattacharya and Lee [27] generalized the results to measurable monotone maps on closed subsets of $\mathbb{R}^{k}$ and other sets, and derive functional CLTs for appropriate classes of functions on the state space. Hopenhayn and Prescott [32] provide an extension to general partially ordered spaces. Theorem 3.10, which includes these results on ergodicity, is derived in Bhattacharya and Majumdar [28].

### 1.4 Continuous Time Markov Processes on General State Spaces

It is not difficult to extend the notions of $\phi$-irreducibility, Harris recurrence, Doeblin minorization, etc. to continuous parameter Markov processes $\left\{X_{t}: t \geq 0\right\}$ on general state spaces ( $S, \mathcal{S}$ ), and one can derive analogues of Theorems 3.1-3.4 in this case. Our aim in this section is, however, to briefly introduce jump processes and processes with independent increments.

### 1.4.1 Processes with Independent Increments

A process $\left\{X_{t}: t \geq 0\right\}$ with values in $\mathbb{R}$ is said to have independent increments if $X_{t_{i+1}}$ $X_{t_{i}}, i=0,1, \cdots, n-1$ are independent random variables for every finite set of time points $0=t_{0}<t_{1}<\cdots<t_{n}$. This is equivalent to requiring that, for all $0<s<t, X_{t}-X_{s}$ is independent of $\mathcal{G}_{s}:=\sigma\left\{X_{u}: 0 \leq u \leq s\right\}$. Such a process is said to be homogeneous if the distribution of $X_{t}-X_{s}$ depends only on $t-s$ for all $0 \leq s<t$, i.e., $X_{t+h}-X_{s+h}$ has the same distribution as $X_{t}-X_{s}$ for all $0 \leq s<t$, and all $h>0$. For processes with homogeneous independent increments, the distribution of $X_{t}-X_{s}$ is infinitely divisible (i.d.), since for each $n \geq 1, X_{t}-X_{s}$ may be expressed as the sum of $n$ i.i.d. random variables. Conversely, given any infinitely divisible law $\gamma$, there exists a homogeneous process with independent increments $\left\{X_{t}: t \geq 0\right\}$ such that $X_{t+1}-X_{t}$ has distribution $\gamma$, for all $t \geq 0$. For a fixed initial value, say, $X_{0}=0$ (or $X_{0}=x_{0}$ ), all finite-dimensional distributions of a process with homogeneous independent increments are determined by this i.d. law $\gamma$ of $X_{1}-X_{0}$. We will choose a version of such a process which has right-continuous sample paths with finite left limits. This is always possible (See Doob [39]).

Crucial to the sample path analysis of such processes is the following result of Paul Lévy [40]-[42].

Theorem 1.4.1 Let $\left\{X_{t}: t \geq 0\right\}$ be a homogeneous process with independent increments. (a) If the process has continuous sample paths almost surely, then it is Gaussian, i.e., a Brownian motion. (b) If $t \rightarrow X_{t}$ is an increasing step function with jumps of size one only, almost surely, then the process is a Poisson process.

This theorem may be proved by expressing $X_{t}-X_{s}$ as a sum of $n$ i.i.d. random variables ( $n=2,3, \cdots$ ) and computing the limit of the characteristic function of the sum as $n \rightarrow \infty$. For a detailed proof see Itô [43], Section 1.4.

Consider now an arbitrary process $\left\{X_{t}: t \geq 0\right\}$ with homogeneous independent increments. Let $\mathcal{B}_{\varepsilon}$ denote the Borel sigma field of $\{x \in \mathbb{R}:|x|>\varepsilon\} \equiv \mathbf{R}_{\varepsilon}$. Let $\nu_{t}(B)$ denote the number of jumps of $\left\{X_{u}: 0 \leq u \leq t\right\}$ in $B \in \mathcal{B}_{\varepsilon}$. Then $\left\{\nu_{t}(B): t \geq 0\right\}$ is a process with independent increments, whose sample paths are nondecreasing step functions with jumps of size one only. Hence, by Theorem 4.1(b), $\left\{\nu_{t}(B): t \geq 0\right\}$ is a Poisson process, for each $B \in \mathcal{B}_{\varepsilon}$. We now use another remarkable result of Lev́y, which says that two processes with independent increments are independent if they do not have any common points of discontinuity (a.s.). This implies that if $B_{1}, B_{2}, \cdots, B_{n}$ are disjoint sets in $\mathcal{B}_{\varepsilon}$, then the Poisson processes $\left\{\nu_{t}\left(B_{i}\right): t \geq 0\right\}, i=1,2, \cdots, n$, are independent. Hence $\nu_{t}(d x)$ is a random measure on $\left(\mathbf{R}_{\varepsilon}, \mathcal{B}_{\varepsilon}\right)$, and defines a Poisson random field. The contribution to $X_{t}$ of all jumps of size greater than $\varepsilon$ is then given by

$$
\begin{equation*}
X_{t, \varepsilon}:=\sum_{\left\{x \in \mathbf{R}_{\varepsilon}: X_{s}-X_{s-}=x \text { for some } s \in[0, t]\right\}} x=\int_{\mathbf{R}_{s}} x \nu_{t}(d x) . \tag{1.4.87}
\end{equation*}
$$

Write $\Psi_{t}(B):=E \nu_{t}(B), B \in \mathcal{B}_{\varepsilon}$. Then $\Psi_{t}=t \Psi_{1}$ is a measure on $\left(\mathbf{R}_{\varepsilon}, \mathcal{B}_{\varepsilon}\right)$. One may now think of letting $\varepsilon \downarrow 0$ in (4.1) to get $X_{t, 0+}$, say, as the limit so that $X_{t}-X_{t, 0+}$ is continuous. This limit, indeed, exists in probability provided

$$
\begin{equation*}
\lambda_{t}:=\lim _{\varepsilon \downarrow 0} E \nu_{t}\left(\mathbf{R}_{\varepsilon}\right)<\infty \tag{1.4.88}
\end{equation*}
$$

In that case $\lambda_{t}=t \lambda$ for some $\lambda>0$, in view of homogeneity, and the process $\left\{X_{t, 0+}: t \geq 0\right\}$ has at most finitely many (jump) discontinuities in any finite interval of time. Such a process is called a compound Poisson process with the Poisson parameter $\lambda$ and jump distribution $\mu(d x)$, where $\mu(B)=E\left(\nu_{1}(B)\right) / \lambda$ for $B$ a Borel subset of $\{x \in \mathbb{R}: x \neq 0\}$. Compound Poisson processes arise, for example as models of net receipts of insurance (i.e., premium receipts minus payoffs of claims). When the limit (12.4.76) is infinite, the limit (12.4.75) as $\varepsilon \downarrow 0$ may not exist. However, if $E X_{t}^{2}<\infty$, one may center $X_{t, \varepsilon}$ to get a representation

$$
\begin{equation*}
X_{t}=X_{i}^{(0)}+\lim _{n \rightarrow \infty} \int_{\left\{x: \frac{1}{n} \leq|x| \leq 1\right\}} x\left[\nu_{t}(d x)-\Psi_{t}(d x)\right]+\int_{\{x:|x|>1\}} x \nu_{t}(d x) \tag{1.4.89}
\end{equation*}
$$

where $\left\{X_{t}^{(0)}: t \geq 0\right\}$ is a process with continuous sample paths (a.s.) and, therefore, is a Brownian motion (possibly with a drift). Also, $\Psi_{t}(d x)=t \Psi_{1}(d x)$. More generally, without assuming $E X_{t}^{2}<\infty$, one has the representation

$$
\begin{equation*}
X_{t}=X_{t}^{(0)}+\int_{\{x:|x|>0\}}\left\{x \nu_{t}(d x)-\frac{x}{1+x^{2}} \Psi_{t}(d x)\right\} \tag{1.4.90}
\end{equation*}
$$

these representations one can derive the Lévy-Khinchin representation of characteristic functions of infinitely divisible laws, recalling the characteristic functions of normal and Poisson random variables: There exist constants $m, \sigma^{2} \geq 0$ such that

$$
\begin{equation*}
E e^{i \xi\left(X_{1}-X_{0}\right)}=\exp \left\{i m \xi-\frac{\xi^{2} \sigma^{2}}{2}+\int_{\{x \neq 0\}}\left(e^{i \xi x}-1-\frac{i \xi x}{1+x^{2}}\right) \Psi_{1}(d x)\right\} \tag{1.4.91}
\end{equation*}
$$

As a special case, suppose $\int_{\{x \neq 0\}} \frac{x}{1+x^{2}} \Psi_{1}(d x)=\theta$, say, exists. By centering the process so that $m+\theta=0$ and assuming $\sigma^{2}=0$ (i.e., the continuous part does not exist), one arrives at a pure jump process. If, in addition, $\Psi_{1}$ is finite the process is a compound Poisson process.

The stable process of index $\alpha, 0<\alpha \leq 2$, also arises as special cases ( $\alpha=2$ corresponds to $\Psi_{1}=0$ ).

### 1.4.2 Jump Processes

Jump processes may be thought of as generalizations of continuous parameter Markov chains considered in Section 1.2.4. As in the case of such chains, a jump process $\left\{X_{t}: t \geq 0\right\}$ may be represented by means of (a) an embedded discrete parameter Markov process $\left\{Y_{n}: n=\right.$ $0,1,2, \cdots\}$ with an arbitrary (one-step) transition probability $\bar{p}(x, d y)$ on a general state space $(S, \mathcal{S})$, with the restriction $\bar{p}(x,\{x\})=0$ for all $x$, and (b) for each specification of $\left\{Y_{n}: n=0,1,2, \cdots\right\}$ a sequence of holding times $T_{0}, T_{1}, \cdots$ whose conditional distribution given $\sigma\left\{Y_{n}: n \geq 0\right\}$ is that of an independent sequence of exponential random variables with parameters $\lambda\left(Y_{0}\right), \lambda\left(Y_{1}\right), \cdots$. Here $\lambda(\cdot)$ is a nonnegative measurable function on $(S, \mathcal{S})$. The process $X_{t}:=Y_{n}$ for $\tau_{n}:=T_{0}+T_{1}+\cdots+T_{n} \leq t<\tau_{n+1}, n \geq 0$, is then a jump Markov process. The infinitesimal transition rates are

$$
\begin{align*}
& q(x, B)=\lambda(x) \bar{p}(x, B) \quad \text { for } x \notin B \\
& q(x,\{x\})=-\lambda(x) \tag{1.4.92}
\end{align*}
$$

if $\lambda(x)>0$. If $\lambda(x)=0$, then the state $x$ is absorbing, and one takes $q(x, B)=0 \forall B \in \mathcal{S}$.

### 1.4.3 References

Theorem 4.1 is due to Lévy [40], [41]. After the subject was introduced by de Finetti [44] and Kolmogorov [45], the general case was fully developed by Lévy [40]. (Also see Lévy [42]). The elegant representation (4.4) of Lévy was made precise by Itô [46]. The so-called Lévy-Khinchin representation (4.5) of infinitely divisible laws is due essentially to Lévy [40], following the derivation of the case of finite variances by Kolmogorov [45]. Khinchin [47] was the first to give an analytic derivation of (4.5).

Jump processes, sometimes called the pure jump processes, have been studied by Pospisil [48], Feller [49], [50], Doeblin [51], and Doob [52]. For complete treatments see Doob [39] and Gikhman and Skorokhod [53].

### 1.5 Markov Processes and Semingroup Theory

Let $(S, \mathcal{S})$ be a measurable space and $p(t ; x, d y)(t>0, x \in S)$ a transition probability on it. That is, (i) for every $t>0$ and every $x \in S, B \rightarrow p(t ; x, B)$ is a probability measure on ( $S, \mathcal{S}$ ), (ii) for every $t>0$ and every $B \in \mathcal{S}, x \rightarrow p(t ; x, B)$ is measurable on ( $S, \mathcal{S}$ ), and (iii) the Chapman-Kolmogorov equation holds:

$$
\begin{equation*}
p(t+s ; x, B)=\int_{S} p(t ; z, B) p(s ; x, d z) \tag{1.5.93}
\end{equation*}
$$

Let $\mathbb{B}(S)$ denote the Banach space of all real-valued bounded measurable functions $f$ on $S$, with the sup norm $\|f\|:=\sup \{|f(x)|: x \in S\}$. Define the transition operator $T_{t}: \mathbb{B}(S) \rightarrow$ $\mathbb{B}(S)$ by

$$
\begin{equation*}
\left(T_{t} f\right)(x)=\int_{S} f(y) p(t ; x, d y), \quad(t>0) \tag{1.5.94}
\end{equation*}
$$

By the Chapman-Kolmogorov equation, $\left\{T_{t}: t>0\right\}$ is a one-parameter semigroup of (commuting) linear operators on the Banach space $\mathbb{B}(S)$ :

$$
\begin{equation*}
T_{t+s} f=T_{t}\left(T_{s} f\right)=T_{s}\left(T_{t} f\right) \tag{1.5.95}
\end{equation*}
$$

Also, each $T_{t}$ is a contraction, namely, $\left\|T_{t}\right\|:=\sup \left\{\left\|T_{t} f\right\|: f \in \mathbb{B}(S),\|f\| \leq 1\right\} \leq 1$. For

$$
\begin{equation*}
\left\|T_{t} f\right\| \equiv \sup _{x}\left|\left(T_{t} f\right)(x)\right| \leq \sup _{y}|f(y)| \equiv\|f\| \tag{1.5.96}
\end{equation*}
$$

One-parameter semigroups arise in other contents also. For example, if $\mathcal{X}$ is an arbitrary Banach space and $A$ is a bounded linear operator on $\mathcal{X}$, then

$$
\begin{equation*}
T_{t} h:=e^{t A} h \equiv \sum_{n=0}^{\infty} \frac{t^{n}}{n!} A^{n} h(h \in \mathcal{X} ; t>0) \tag{1.5.97}
\end{equation*}
$$

defines a one-parameter semigroup of operators on $\mathcal{X}$. One of our objectives in the present section is to identify semigroups on $\mathbb{B}(S)$ (or on supspaces of $\mathbb{B}(S)$ ) which yield transition probabilities and, therefore, Markov processes. One of the most useful applications of semigroup theory to Markov processes is Feller's construction (Feller [54]-[56]) of all onedimensional diffusions. This is briefly presented in Section 1.5.2. Semigroup theory also provides a basic connection between second order linear parabolic equations and diffusions, discussed in Section 1.6.

### 1.5.1 The Hille-Yosida Theorem

We consider Banach spaces $\mathcal{X}$ which are either real or complex. We will denote the scalar field by $F$ (i.e., $F=\mathbb{R}$ or $\mathbb{C}$ ), and the norm by $\|\cdot\|$. Let $A$ be a linear operator defined on a linear supspace $D_{A}$ into $\mathcal{X}$. $A$ is closed if its graph $\left\{\langle f, A f\rangle: f \in D_{A}\right\}$ is a closed subset of $\mathcal{X} \times \mathcal{X}$ in the product topology. The closed graph theorem implies that if $A$ is a closed operator and $D_{A}$ is closed, then $A$ is bounded (see Folland [57], p. 155).

Given a linear operator $A$ defined on a linear subspace $D_{A} \subset \mathcal{X}$, the resolvent set of $A$ is

$$
\begin{align*}
& \rho(A):=\left\{\lambda \in F: \lambda-A \equiv \lambda I-A: D_{A} \rightarrow \mathcal{X}\right. \text { is one-to-one and onto, } \\
& \left.\quad(\lambda-A)^{-1} \text { is bounded on } \mathcal{X}\right\} . \tag{1.5.98}
\end{align*}
$$

Note that if $\rho(A) \neq \emptyset$ then $A$ is closed, since $\lambda-A$ is closed for $\lambda \in \rho(A)$. For $\lambda \in \rho(A), R_{\lambda}:=$ $(\lambda-A)^{-1}$ is called the resolvent operator.

Let $\left\{T_{t}: t>0\right\}$ be a one-parameter contraction semigroup on $\mathcal{X}$, i.e., (i) $T_{t}$ is a bounded linear operator on $\mathcal{X}$, for each $t>0$, (ii) $T_{t+s}=T_{t} T_{s} \forall t>0, s>0$, and (iii) $\left\|T_{t} f\right\| \leq\|f\| \forall f \in \mathcal{X}(t>0)$. Let $\mathcal{X}_{0}:=\left\{f \in \mathcal{X}:\left\|T_{t} f-f\right\| \rightarrow 0\right.$ as $\left.t \downarrow 0\right\}$ be the center of the semigroup. Then $\mathcal{X}_{0}$ is a closed subset of $\mathcal{X}$ and is, therefore, a Banach space with the norm $\|\cdot\|$. In the case $\mathcal{X}_{0}=\mathcal{X}$, the semigroup $\left\{T_{t}: t>0\right\}$ is said to be strongly continuous.

The infinitesimal generator $A$ of a one-parameter semigroup $\left\{T_{t}: t>0\right\}$ is defined by

$$
\begin{equation*}
A f=\lim _{t \downarrow 0} \frac{T_{t}-f}{t} \tag{1.5.99}
\end{equation*}
$$

for all $f \in \mathcal{X}$ for which the limit exists (in norm). The set of all such $f$ is called the domain of the infinitesimal generator and denoted $D_{A}$. Clearly, $D_{A} \subset \mathcal{X}_{0}$. Some basic properties of $\left\{T_{t}: t>0\right\}$ are as follows.

Proposition 1.5.1 Let $\left\{T_{t}: t>0\right\}$ be a strongly continuous one-parameter contraction semigroup on $\mathcal{X}$. Then
(a) $t \rightarrow T_{t} f$ is continuous on $[0, \infty)$, with $T_{0}$ as the identity for all $f \in \mathcal{X}$;
(b) $D_{A}$ is dense in $\mathcal{X}$;
(c) for every $f \in D_{A}$ and all $t>0$, one has
(i)
(ii)

$$
\begin{array}{r}
T_{t} f \in D_{A} \\
A T_{t} f=T_{t} A f  \tag{1.5.100}\\
T_{t} f-f=\int_{0}^{t} T_{s} A f d s
\end{array}
$$

(d) A is closed;
(e) if Re $\lambda>0$, then $\lambda \in \rho(A),\left\|R_{\lambda}\right\| \leq 1 / R e \lambda$, and

$$
\begin{equation*}
R_{\lambda} f=\int_{0}^{\infty} e^{-\lambda t} T_{t} f d t, \forall f \in \mathcal{X} \tag{1.5.101}
\end{equation*}
$$

The proof of (a) follows from continuity at $t=0$, and the semigroup property. The proof of (c) is also simple. For the rest one shows that, for $\lambda>0$, the operator $S_{\lambda}$, defined on $\mathcal{X}$ by $S_{\lambda} f:=\int_{0}^{\infty} e^{-\lambda t} T_{i} f d t$, satisfies (1) $\left\|S_{\lambda}\right\| \leq 1 / \lambda,(2)\left(T_{h} S_{\lambda} f-S_{\lambda} f\right) / h \rightarrow \lambda S_{\lambda} f-f$ as $h \downarrow 0$. This implies $A S_{\lambda} f=\lambda S_{\lambda} f-f$, so that $(\lambda-A) S_{\lambda} f=f, \forall f \in \mathcal{X}$. Hence $S_{\lambda}=(\lambda-A)^{-1} \equiv R_{\lambda}$. In particular, $\lambda \in \rho(A)$. Relations (d), (e) follow from this. (b) follows from the fact that the distribution with the exponential p.d.f. $\lambda e^{-\lambda t}$ converges weakly to the Dirac measure $\delta_{0}$ as $\lambda \rightarrow \infty$, so that $\lambda R_{\lambda} f \rightarrow f$ as $\lambda \rightarrow \infty, \forall f \in \mathcal{X}$. Note
that the range of $\lambda R_{\lambda} \equiv \lambda(\lambda-A)^{-1}$ is the domain of $A$; hence, for any $f \in \mathcal{X}, \lambda R_{\lambda} f(\lambda>0)$ are elements in $D_{A}$ which converge to $f$ as $\lambda \rightarrow \infty$.

The next result is the centerpiece of the theory of one-parameter contraction semigroups.
Theorem 1.5.2 (Hille-Yosida). A linear operator $A$ is the infinitesimal generator of a strongly continuous one-parameter contraction semigroup on $\mathcal{X}$ if and only if the following conditions hold: (1) $A$ is densely defined, i.e., $\bar{D}_{A}=\mathcal{X}$, (2) $\forall \lambda>0, \lambda \in \rho(A)$ and $\left\|R_{\lambda}\right\| \leq$ $1 / \lambda$.

For a proof and for applications to Markov processes, see Dynkin [4], or Ethier and Kurtz [58].

Consider now the special case of the real Banach space $\mathcal{X}=\widehat{C}(S)$ of real-valued continuous functions on a locally compact separable metric space $S$ which vanish at infinity. Endow $\widehat{C}(S)$ with the sup norm $\|f\|:=\sup \{|f(x)|: x \in S\}$. Note that $\widehat{C}(S)$ satisfies the hypothesis of the Hille-Yosida theorem and, in addition, satisfies the "maximum principle"

$$
\begin{equation*}
A f\left(x_{0}\right) \leq 0 \quad \text { if } f\left(x_{0}\right) \equiv \sup _{x \in S} f(x) \geq 0\left(f \in D_{A}\right) \tag{1.5.102}
\end{equation*}
$$

Then the contraction semigroup $\left\{T_{t}: t>0\right\}$ generated by $A$ are, by the Riesz Representation Theorem (see, e.g., Folland [57], p. 216), given by

$$
\begin{equation*}
\left(T_{t} f\right)(x)=\int_{S} f(y) p(t ; x, d y) \quad f \in \widehat{C}(S) \tag{1.5.103}
\end{equation*}
$$

where $p(t ; x, d y)$ are nonnegative measures on $(S, \mathcal{S})$ (with $\mathcal{S}$ as the Borel sigma field) satisfying the Chapman-Kolmogorov equation (5.1). In general, however, one only knows that $p(t ; x, S) \leq 1(t>0, x \in S)$. Additional ("boundary") conditions may be required to ensure that $p(t ; x, S)=1(t>0, x \in S)$. But even in the defective case $p(t ; x, S)<1$ (for some $t>0, x \in S$ ) one may introduce a state $\Delta_{\infty}$, the so-called state at infinity, and assign $p\left(t ; x,\left\{\Delta_{\infty}\right\}\right)=1-p(t ; x, S), p\left(t ; \Delta_{\infty},\left\{\Delta_{\infty}\right\}\right)=1$ for all $t>0$. Then, with this augmented $p(t ; x, d y)$, one has a transition probability of a Markov process on $\left(S \cup\left\{\Delta_{\infty}\right\}, \overline{\mathcal{S}}\right)$, where $\overline{\mathcal{S}}=\mathcal{S} \cup\left\{A \cup\left\{\Delta_{\infty}\right\}: A \in \mathcal{S}\right\}$. The state $\Delta_{\infty}$ is then an absorbing state. On the other hand, the transition operators $\bar{T}_{t}$, say, corresponding to this augmented $p$ have an infinitesimal generator, say, $\widehat{A}$ which satisfies, of course, the hypothesis of the Hille-Yosida theorem as well as the "maximum principle" (12.5.127). In general, in case of defective $p$, there are other extensions to Markov transition probabilities. In the next section we will consider these extensions for Feller's construction of all one-dimensional diffusions.

The simplest example of an infinitesimal generator for a Markov process is the matrix operator $Q=\left(\left(q_{i j}\right)\right)$ on a finite state space $S$, as described in Section 1.2 .4 (See (1.2.33)$(1.2 .36)$ ), satisfying $q_{i j} \geq 0 \forall i \neq j, \sum_{j \in S} q_{i j}=0 \forall i \in S$. With the discrete topology, $S$ is compact metric, and $\widehat{C}(S)$ is the set of all functions on $S$. The semigroup $T_{t}$ is then given by

$$
\begin{equation*}
T_{t}=e^{t Q},\left(T_{t} f\right)(x)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!}\left(Q^{n} f\right)(x), p(t ; i, j)=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} q_{i j}^{(n)} \tag{1.5.104}
\end{equation*}
$$

where $Q^{n}$ is the matrix product $Q \cdots Q$, and $Q^{n} \equiv\left(\left(q_{i n}^{(n)}\right)\right)_{i, j \in S}$. Such a construction also holds if $S$ is denumerable, provided $\sup \left\{-q_{i i} \equiv \sum_{j \neq i} q_{i j}: i \in S\right\}<\infty$.

Before concluding this subsection let us point out that an abstract formulation of Kolmogorov's backward equation is given by the relation

$$
\begin{equation*}
\frac{d}{d t} T_{t} f=A T_{t} f \quad\left(f \in D_{A}\right) \tag{1.5.105}
\end{equation*}
$$

which is obtained on differentiating the first and third expressions in (5.3) with respect to $s$ and setting $s=0$.

### 1.5.2 Semigroups and One-Dimensional Diffusions

In a series of classic papers Feller [54]-[56] adapted and extended the Hille-Yosida theory of semigroups to construct the class of all nonsingular one-dimensional Markov processes whose sample paths are continuous up to a killing time $\zeta$ or the time to reach a boundary, whichever is smaller. Nonsingularity in this context means that from any point in the interior of the state space the process can move to the left as well as to the right with positive probability. We will only consider the so-called Feller processes for which the transition probability $p(t ; x, d y)$ is weakly continuous: that is $x \rightarrow p(t ; x, d y)$ is weakly continuous. One also refers to this property as the Feller property of the transition probability.

Consider an interval $(a, b)$ with $-\infty \leq a<b \leq \infty$. The compactification of $a$ (or, $b$ ) is finite; this has the usual meaning of adding $a$ (or, $b$ ) to the open interval. If $a$ (or, $b$ ) is infinite, one still includes this infinite point $-\infty$ (or, $\infty$ ) and gives $[a, b]$ the topology under which $[a, b]$ is homeomorphic to a compact interval. Without loss of generality we assume $a<0<b$.

Assume for simplicity that there is no killing, i.e., the process does not terminate at a point in the interior $(a, b)$. Such a process is characterized by (1) a strictly increasing and continuous scale function $s(x)$ on $(a, b)$ and a strictly increasing and right-continuous function $m(x)$ on ( $a, b$ ) called the speed function, and (3) boundary conditions, in case the boundary can be reached in finite time from the interior with positive probability. The scale function is determined up to an additive constant from the requirement that

$$
\begin{equation*}
\phi(x):=\frac{s(d)-s(x)}{s(d)-s(c)}, \quad c \leq x \leq d \tag{1.5.106}
\end{equation*}
$$

equals the probability that the process sarting at $x \in[c, d] \subset(a, b)$ reaches $c$ before $d$. The speed function is determined up to the addition of an affine linear function of $s$ by the requirement

$$
\begin{equation*}
\left(\frac{d}{d m(x)} \frac{d}{d s(x)}\right) M(x)=-\dot{1} \quad c<x<d, M(c)=0=M(d) \tag{1.5.107}
\end{equation*}
$$

where $M(x)$ is the expected time to reach $c$ or $d$ starting at $x \in[c, d]$. Without loss of generality, assume $s(0)=0, m(0)=0$. Given $s(\cdot)$ and $m(\cdot)$ a unique Markov process is determined up to the time one of the boundary points $a$ or $b$ is reached. In the case the boundary point $a$ is inaccessible, i.e.,

$$
\begin{equation*}
\int_{a}^{0} m(x) d s(x)=-\infty \tag{1.5.108}
\end{equation*}
$$

the point $a$ cannot be reached in finite time and no boundary condition needs to be prescribed at $a$. Similarly, if $b$ is inaccessible, i.e.,

$$
\begin{equation*}
\int_{0}^{b} m(x) d s(x)=\infty \tag{1.5.109}
\end{equation*}
$$

the point $b$ cannot be reached in finite time, and no boundary condition is necessary at $b$. In the case both boundary points are inaccessible, the operator $\frac{d}{d m(x)} \frac{d}{d s(x)}=A$, say, is the infinitesimal generator of a semigroup of transition operators $\left\{T_{t}: t>0\right\}$ on the Banach space $C[a, b]$ of all real-valued continuous functions on $[a, b]$, with the "sup norm": $\|f\|=\max \{|f(x)|: x \in[a, b]\}$. The corresponding transition probability $p(t ; x, d y)(t>$ $0, x \in(a, b))$ then defines a conservative strong Markov process on the state space $S=(a, b)$, which may be constructed to have continuous sample paths.

If the boundary point, say $b$ is accessible, i.e., the integral (5.17) is finite, but

$$
\begin{equation*}
\int_{0}^{b} s(x) d m(x)=\infty \tag{1.5.110}
\end{equation*}
$$

then $b$ is called an exit boundary. If, on the other hand, $b$ is inaccessible but the integral in (5.18) is finite, then $b$ is called an entrance boundary. In the case of an exit boundary, say $b$, starting from $x \in(a, b)$ the process reaches $b$ with positive probability; but it cannot reenter $(a, b)$ in a continuous trajectory. If $b$ is an entrance boundary, starting from $x \in(a, b)$ the process cannot reach $b$; but if it starts from $b$ it reenters ( $a, b$ ) instantaneously in a continuous trajectory. If the boundary point $a$ is accessible, but

$$
\begin{equation*}
\int_{a}^{0} s(x) d m(x)=-\infty \tag{1.5.111}
\end{equation*}
$$

then it is said to be an exit boundary. On the other hand, if $a$ is inaccessible, but the integral in (5.19) is finite, then $a$ is said to be an entrance boundary. If $a$ is inaccessible and (5.19) holds then it is a natural boundary. Similarly, if $b$ is inaccessible and (5.18) holds then $b$ is a natural boundary.

Next suppose a boundary point, say $b$, is accessible and the integral (5.18) is finite, then $b$ is a regular boundary. In this case the process starting at $x \in(a, b)$ reaches $b$ with positive probability, and a boundary condition needs to be specified at $b$. The most general boundary condition at $b$ is then given by

$$
\begin{equation*}
\theta f(b)+\int_{[a, b]} \frac{f(b)-f(x)}{s_{1}(b)-s_{1}(x)} q(d x)+\gamma(A f)(b)=0,(A:=(d / d m(x)(d / d s(x))) \tag{1.5.112}
\end{equation*}
$$

for all $f$ belonging to the domain $D_{A_{1}}$ of the generator, say, $A_{1}$ of the diffusion. Here $\theta \geq 0, \gamma \geq 0, q$ is a finite measure on $[a, b]$, and $s_{1}$ is a continuous nondecreasing function on $[a, b]$ which equals the scale function $s$ in a neighborhood of $b$. Also, one must have

$$
\begin{equation*}
\text { either } \quad \gamma>0, \quad \text { or } \quad \int_{[a, b]} \frac{q(d x)}{s_{1}(b)-s_{1}(x)}=\infty \tag{1.5.113}
\end{equation*}
$$

The integrand in (5.20) equals $(d f(x) / d s(x))_{x=b}$ at $x=b$. Thus one may write (5.20) as

$$
\begin{equation*}
\theta f(b)+\delta\left(\frac{d f(x)}{d s(x)}\right)_{x=b}+\int_{[a, b)}(f(b)-f(x)) q_{1}(d x)+\gamma(A f)(b)=0 \tag{1.5.114}
\end{equation*}
$$

where $\delta=q(\{b\})$ and $q_{1}(d x)=q(x) /\left(s_{1}(b)-s_{1}(x)\right)$ on $[a, b)$. In particular, if $q_{1}$ is a finite measure then

$$
\begin{equation*}
\delta+\gamma>0 \tag{1.5.115}
\end{equation*}
$$

Similarly, if $a$ is a regular boundary, then for $f \in D_{A_{1}}$

$$
\begin{equation*}
\theta^{\prime} f(a)-\delta^{\prime}\left(\frac{d f(x)}{d s(x)}\right)_{x=a}+\int_{(a, b]}(f(a)-f(x)) q_{1}^{\prime}(d x)+\gamma^{\prime}\left(A_{1} f\right)(a)=0 \tag{1.5.116}
\end{equation*}
$$

for some nonnegative constants $\theta^{\prime}, \delta^{\prime}, \gamma^{\prime}$, and a measure $q_{1}^{\prime}(d x)$. If $q_{1}^{\prime}$ is a finite measure then

$$
\begin{equation*}
\delta^{\prime}+\gamma^{\prime}>0 \tag{1.5.117}
\end{equation*}
$$

We may now state Feller's characterization of all one dimensional diffusions in Theorems $5.3,5.4$ below. We will say that a Markov process on a state space $(S, \mathcal{S})$ with a transition probability $p(t ; x, d y)$ is conservative if $p(t ; x, S)=1$ for all $f>0, x \in S$.

Theorem 1.5.3 Let $A \equiv(d / d m(x))(d / d s(x))$ be defined on the Banach space $C[a, b]$. Let $D_{A}$ denote the set of all $f \in C[a, b]$ such that $A f \in C[a, b]$. Then A with domain $D_{A}$ is the infinitesimal generator of a Markov semigroup $\left\{T_{t}: t>0\right\}$ if and only if $a$ and $b$ are both inaccessible, i.e., iff (5.16) and (5.17) hold. The corresponding Markov process is conservative and may be constructed to have continuous sample paths and the strong Markov property.

The continuity of the sample paths may be ensured by verifying the Dynkin-Snell criterion (See Theorem 1.1). By virtue of the construction of the semigroup on $C[a, b], T_{t} f \in$ $C[a, b]$ if $f \in C[a, b]$, i.e., $x \rightarrow p(t ; x, d y)$ is weakly continuous. Therefore, the Markov process has the strong Markov property. For the processes characterized by the next theorem, the sample paths may be continuous only up to the time of reaching one of the boundaries; but in any case the sample paths can be taken to be right-continuous, and this together with the Feller property implies the strong Markov property.

We continue to use the notation of Theorem 5.3 to denote $D_{A}$ the set of all $f \in C[a, b]$ such that $(d / d m(x))(d / d s(x)) f(x) \in C[a, b]$. For a linear operator $A_{1}$ on $C[a, b]$, write $A_{1} \subset A$ if $D_{A_{1}} \subset D_{A}$ and $A_{1} f=A f$ for $f \in D_{A_{1}}$.

Theorem 1.5.4 Let a be a regular boundary point, i.e., both integrals in (5.16) and (5.19) are finite. If $p(t ; x, d y)$ is the Feller transition probability, possibly defective, corresponding to a semigroup $\left\{T_{t}: t>0\right\}$ generated by an infinitesimal generator $A_{1} \subset A$ then, for every $f \in D_{A_{1}}$, (5.24) holds along with (5.25) if $q_{1}^{\prime}$ is finite. If $b$ is a regular boundary point, i.e., both integrals in (5.17) and (5.18) are finite, then for $A_{1} \subset A$ to be an infinitesimal generator of a Markov semigroup on $C[a, b]$, (5.22) must hold, along with (5.23) if $q_{1}$ is finite for every $f \in D_{A_{1}}$.

For self-contained proofs of Theorems 5.3, 5.4 see Mandl [59], or Itô and McKean [60].
The transition probability under the conditions of Theorem 5.4 is conservative if and only if $\theta^{\prime}$ is zero (in (5.24)) in the case of $a$ is a regular boundary, and $\theta$ is zero (in (5.22)) in the case of $b$ is a regular boundary point.

Suppose $b$ is a regular boundary, and $\theta=0=\gamma$, and $q_{1}$ is the zero measure, i.e., (5.22) reduces to

$$
\begin{equation*}
\left(\frac{d f(x)}{d s(x)}\right)_{x=b}=0, \quad f \in D_{A_{1}} \tag{1.5.118}
\end{equation*}
$$

then the diffusion is said to have a (pure) reflection at $b$. In this case on reaching $b$ the process instantaneously returns to $(a, b)$ continuously. If all the terms in (5.22) vanish except the last term, i.e.,

$$
\begin{equation*}
(A f)(b) \equiv\left(\frac{d}{d m(x)} \frac{d f(x)}{d s(x)}\right)_{x=b}=0, \quad f \in D_{A_{1}} \tag{1.5.119}
\end{equation*}
$$

then the diffusion is absorbing at $b$. In this case once the process reaches $b$ it stays there ever after. If all the terms in (5.22) are zero except $\theta$, i.e.,

$$
\begin{equation*}
f(b)=0, \quad f \in D_{A_{1}}, \tag{1.5.120}
\end{equation*}
$$

then the process is nonconservative and is not defined for times $t \geq \tau_{b}:=\inf \{t>0: \omega(t)=$ $b\}, \omega \in C([0, \infty) \rightarrow[a, b])$. If all terms in (5.22) vanish except for the integral term and $\gamma$, and $q_{1}$ is finite, then on reaching $b$ the process remains there for an exponentially distributed holding time and then jumps into $[a, b)$ according to the (normalized) $q_{1}$ distribution, and
continues in a continuous trajectory until a boundary is reached again, etc. If (5.22) reduces to

$$
\begin{equation*}
\delta\left(\frac{d f(x)}{d s(x)}\right)_{x=b}+\gamma(A f)(b)=0 \tag{1.5.121}
\end{equation*}
$$

with $\delta>0, \gamma>0$, the process has continuous trajectories and on reaching $b$ immediately enters ( $a, b$ ) continuously, but its motion is slower than in the case (5.26). Such a boundary is sometimes called a sticky boundary. Entirely analogous descriptions apply, of course, to boundary behavior at $a$.

For examples, consider first the standard one-dimensional Brownian motion $\left\{B_{t}^{x}: t \geq\right.$ $0\}$, starting at $x(x \in \mathbb{R})$. Its transition probability density $p(t ; x, y)$ satisfies Kolmogorov's backward equation

$$
\begin{equation*}
\frac{\partial p(t ; x, y)}{\partial t}=\frac{1}{2} \frac{\partial^{2} p(t ; x, y)}{\partial x^{2}} \quad(t>0 ;-\infty<x<\infty,-\infty<y<\infty) \tag{1.5.122}
\end{equation*}
$$

Here $a=-\infty, b=\infty$ are inaccessible boundaries. More generally, consider a diffusion on $(-\infty, \infty)$ with drift velocity $\mu(x)$ and diffusion coefficient $\sigma^{2}(x)>0$, where $\mu(x)$ and $\sigma^{2}(x)$ are locally Lipschitzian. Its transition probability density satisfies the backward equation

$$
\begin{align*}
\frac{\partial p(t ; x, y)}{\partial t} & =\mu(x) \frac{\partial p(t ; x, y)}{\partial x}+\frac{1}{2} \sigma^{2}(x) \frac{\partial^{2} p(t ; x, y)}{\partial x^{2}}(t>0 ; x, y \in \mathbb{R}) \\
& =A p(t ; x, y) \tag{1.5.123}
\end{align*}
$$

Here $a=-\infty, b=\infty$, and $a, b$ are inaccessible boundaries. One may take

$$
\begin{equation*}
s(x)=\int_{0}^{x} e^{-I(0, z)} d z, m(x)=\int_{0}^{x} \frac{1}{2 \sigma^{2}(z)} e^{I(0, z)} d z \tag{1.5.124}
\end{equation*}
$$

with the usual convention $\int_{c}^{d}=-\int_{d}^{c}$, and with

$$
\begin{equation*}
I(0, z):=\int_{0}^{z} \frac{2 \mu(y)}{\sigma^{2}(y)} d y \tag{1.5.125}
\end{equation*}
$$

When, as above, the state space is taken to be $(-\infty, \infty)$, a boundary point, say $b$, being accessible means that the process escapes to infinity from the state space in finite time with positive probability. This phenomenon is also known as explosion. In other words, one has explosion (i.e., accessibility of $-\infty$ and/or $+\infty$ ) if and only if (see (5.16), (5.17)) at least one of the following conditions holds:

$$
\begin{align*}
& \int_{-\infty}^{0}\left(\int_{x}^{0} \frac{1}{2 \sigma^{2}(z)} e^{I(0, z)} d z\right) e^{-I(0, x)} d x<\infty \\
& \int_{0}^{\infty}\left(\int_{0}^{x} \frac{1}{2 \sigma^{2}(z)} e^{I(0, z)} d z\right) e^{-I(0, x)} d x<\infty \tag{1.5.126}
\end{align*}
$$

Assume now that the diffusion governed by (5.31) is nonexplosive, i.e., conservative on $(-\infty, \infty)$, so that both integrals in (5.34) diverge. As in the case of Markov chains, one may define a diffusion $\left\{X_{t}: t \geq 0\right\}$ to be recurrent if

$$
\begin{equation*}
\operatorname{Prob}\left(\tau_{c}<\infty \mid X(0)=x\right)=1 \quad \forall x, c \tag{1.5.127}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{c}:=\inf \left\{t \geq 0: X_{t}=c\right\} \tag{1.5.128}
\end{equation*}
$$

Sometimes (5.35) is referred to as point recurrence, which is special to one-dimensional diffusions. This probability of reaching a point $c$, starting from a point $x \neq c$, is zero for all nonsingular diffusions in multidimension.

If (5.35) does not hold, the diffusion on $(-\infty, \infty)$ (governed by (5.31)) is said to be transient. One may show that this is equivalent to

$$
\begin{equation*}
\operatorname{Prob}\left(\left|X_{t}\right| \rightarrow \infty \quad \text { as } \quad t \rightarrow \infty \mid X_{0}=x\right)=1 \quad \forall x \tag{1.5.129}
\end{equation*}
$$

A (recurrent) diffusion is said to be positive recurrent if

$$
\begin{equation*}
E\left(\tau_{c} \mid X_{0}=x\right)<\infty \quad \forall x, c \tag{1.5.130}
\end{equation*}
$$

A recurrent diffusion which is not positive recurrent is said to be null recurrent.
Theorem 1.5.5 Consider the diffusion on $(-\infty, \infty)$ governed by (5.31) with $\mu(x), \sigma^{2}(x)$ locally Lipschitzian, $\sigma^{2}(x)>0$ for all $x$. (a) The diffusion is recurrent if and only if both integrals in (5.34) diverge and

$$
\begin{equation*}
\int_{-\infty}^{0} e^{-I(0, z)} d z \equiv \int_{-\infty}^{0} e^{I(z, 0)} d z=\infty, \int_{0}^{\infty} e^{-I(0, z)} d z=\infty \tag{1.5.131}
\end{equation*}
$$

(b) The diffusion is positive recurrent if and only if both integrals in (5.34) diverge and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{1}{2 \sigma^{2}(z)} e^{I(0, z)} d z<\infty \tag{1.5.132}
\end{equation*}
$$

If the diffusion is positive recurrent then it has a unique invariant probability whose density is given by

$$
\begin{equation*}
\pi(x)=\frac{c}{2 \sigma^{2}(x)} e^{I(0, x)} \tag{1.5.133}
\end{equation*}
$$

$c$ being the normalizing constant.
Part (a) may be proved by letting $c \downarrow-\infty$, or $d \uparrow \infty$, in (5.14) and showing that the limits converge to 1 if $s(x) \rightarrow-\infty$ as $x \rightarrow-\infty$, and $s(x) \rightarrow+\infty$ as $x \rightarrow+\infty$. Part (b) is similarly proved by solving (5.15) for $M(x)$ and letting $c \downarrow-\infty$, or $d \uparrow \infty$. The computation of the unique invariant probability may be checked by showing that $\pi(x)$ is the unique normalized solution of the adjoint equation $A^{*} \pi(x)=0$, where

$$
\begin{equation*}
\left(A^{*} g\right)(x)=-\frac{d}{d x}(\mu(x) g(x))+\frac{1}{2} \frac{d^{2}}{d^{x^{2}}}\left(\sigma^{2}(x) g(x)\right) \tag{1.5.134}
\end{equation*}
$$

Next we consider some examples, following Karlin and Taylor [61], of diffusions which model stochastic changes over time of gene frequencies in a large biological population. Consider a biological population of size $N$ comprising two genetic types $A$ and $a$.

The limiting form, as the size $N \rightarrow \infty$, of the proportion $X_{t}$ of type $A$ genes at time $t$ in the absence of mutation and selection may be represented as a diffusion on $[0,1]$ with $\mu(x)=0$ and $\sigma^{2}(x)=\sigma^{2} x(1-x), \sigma^{2}>0$. The boundaries 0 and 1 are easily seen to be regular, and one assigns absorbing boundary conditions at 0 and 1.

More generally, allowing mutations from type $A$ to type $a$ to occur at a rate $\gamma_{1}$ and that from type $a$ to type $A$ to occur at a rate $\gamma_{2}, X_{t}$ is modeled as a diffusion on [0,1] with

$$
\begin{equation*}
\mu(x)=-\gamma_{1} x+\gamma_{2}(1-x), \sigma^{2}(x)=\sigma^{2} x(1-x) \tag{1.5.135}
\end{equation*}
$$

Since 0 does not belong to the interior of the state space here, one may define the scale function by

$$
\begin{align*}
I\left(\frac{1}{2}, x\right) & =\int_{\frac{1}{2}}^{x} \frac{2 \mu(z)}{\sigma^{2}(z)} d z=-\frac{2 \gamma_{1}}{\sigma^{2}} \int_{\frac{1}{2}}^{x} \frac{d z}{1-z}+\frac{2 \gamma_{2}}{\sigma^{2}} \int_{\frac{1}{2}}^{x} \frac{d z}{z} \\
& =\frac{2 \gamma_{1}}{\sigma^{2}} \log (1-x)+\frac{2 \gamma_{2}}{\sigma^{2}} \log x-\left(\frac{2 \gamma_{1}}{\sigma^{2}}+\frac{2 \gamma_{2}}{\sigma^{2}}\right) \log \frac{1}{2}, \\
e^{I\left(\frac{1}{2}, x\right)} & =c_{1} x^{2 \gamma_{2} / \sigma^{2}}(1-x)^{2 \gamma_{1} / \sigma^{2}}\left(c_{1}=2^{2 \gamma_{1} / \sigma^{2}+2 \gamma_{2} / \sigma^{2}}\right), \\
e^{-I\left(\frac{1}{2}, x\right)} & =\left(1 / c_{1}\right) x^{-2 \gamma_{2} / \sigma^{2}}(1-x)^{-2 \gamma_{1} / \sigma^{2}}, \\
s(x) & =\int_{\frac{1}{2}}^{x} e^{-I\left(\frac{1}{2}, y\right)} d y \sim\left(1 / c_{1}\right) \int_{\frac{1}{2}}^{x} y^{-2 \gamma_{2} / \sigma^{2}} d y(\text { as } x \downarrow 0) . \tag{1.5.136}
\end{align*}
$$

Here $\sim$ indicates that the ratio of the two sides goes to one. Thus, as $x \downarrow 0$,

$$
s(x) \sim\left\{\begin{array}{l}
\left(1 / c_{1}\right)\left(-2 \gamma_{2} / \sigma^{2}+1\right)^{-1}\left[x^{-2 \gamma_{2} / \sigma^{2}+1}-\left(\frac{1}{2}\right)^{-2 \gamma_{2} / \sigma^{2}+1}\right]  \tag{1.5.137}\\
\rightarrow-\infty \quad \text { if } \gamma_{2} / \sigma^{2}>\frac{1}{2} \\
\rightarrow \text { a finite constant if } \gamma_{2} / \sigma^{2} \leq \frac{1}{2}
\end{array}\right.
$$

Similarly,

$$
\begin{align*}
m(x) & :=\int_{\frac{1}{2}}^{x} \frac{2}{\sigma^{2}(z)} e^{I\left(\frac{1}{2}, z\right)} d z=\frac{2 c_{1}}{\sigma^{2}} \int_{\frac{1}{2}}^{x} z^{2 \gamma_{2} / \sigma^{2}-1}(1-z)^{2 \gamma_{2} / \sigma^{2}-1} d z \\
& \rightarrow \text { a finite constant as } x \downarrow 0 \quad \forall \gamma_{2} \geq 0 . \tag{1.5.138}
\end{align*}
$$

It follows that there exists a constant $c^{\prime}>0$ such that

$$
\int_{\frac{1}{2}}^{x} m(x) d s(x) \sim-c^{\prime} \int_{\frac{1}{2}}^{x} z^{-2 \gamma_{2} / \sigma^{2}} d z=\left(\frac{-c^{\prime}}{-2 \gamma_{2} / \sigma^{2}+1}\right)\left[x^{-2 \gamma_{2} / \sigma^{2}+1}-\left(\frac{1}{2}\right)^{-2 \gamma_{2} / \sigma^{2}+1}\right]
$$

Hence the boundary 0 is inaccessible if $\gamma_{2} / \sigma^{2}>\frac{1}{2}$, and accessible if $\gamma_{2} / \sigma^{2} \leq 1 / 2$. On the other hand, for some $c^{\prime}>0$

$$
\int_{\frac{1}{2}}^{x} s(z) d m(z) \sim c_{1}^{\prime} \int_{\frac{1}{2}}^{x} z^{-2 \gamma_{2} / \sigma^{2}+1} z^{2 \gamma_{2} / \sigma^{2}-1} d z
$$

converges to a finite constant at $x \downarrow 0$, for all $\gamma_{2} \geq 0$. Therefore, if $\gamma_{2} / \sigma^{2}>\frac{1}{2}$ then 0 is an entrance boundary; and for $0 \leq \gamma_{2} / \sigma^{2} \leq \frac{1}{2}, 0$ is a regular boundary point and in the latter case one prescribes an absorbing condition at 0 . Similar conditions apply to boundary 1 to show that it is an entrance boundary if $\gamma_{1} / 2 \sigma^{2}>1 / 2$ and a regular boundary if $\gamma_{1} / 2 \sigma^{2} \leq \frac{1}{2}$.

As a final example, consider a diffusion on $[0,1]$ modeling the evolution of the fraction of type $A$ genes without mutation, but with selection favoring $A$ :

$$
\begin{equation*}
\mu(x)=\gamma x(1-x), \sigma^{2}(x)=\sigma^{2} x(1-x)\left(\gamma>0, \sigma^{2}>0\right) \tag{1.5.139}
\end{equation*}
$$

Here

$$
\begin{align*}
I\left(\frac{1}{2}, x\right) & =\int_{\frac{1}{2}}^{x} \frac{2 \gamma}{\sigma^{2}} d z=\frac{2 \gamma}{\sigma^{2}}\left(x-\frac{1}{2}\right), e^{I\left(\frac{1}{2}, x\right)}=e^{\left(2 \gamma / \sigma^{2}\right)\left(x-\frac{1}{2}\right)}, \\
s(x) & =\int_{\frac{1}{2}}^{x} e^{\gamma / \sigma^{2}} e^{-\left(2 \gamma / \sigma^{2}\right) z} d z=\frac{1}{2 \gamma / \sigma^{2}}\left(1-e^{-2 \gamma / \sigma^{2}\left(x-\frac{1}{2}\right)}\right) \\
m(x) & =\int_{\frac{1}{2}}^{x} \frac{2}{\sigma^{2} z(1-z)} e^{-\gamma / \sigma^{2}} \cdot e^{\left(2 \gamma / \sigma^{2}\right) z} d z . \tag{1.5.140}
\end{align*}
$$

It is simple to check that 0 is inaccessible and is a natural boundary. On the other hand, 1 is accessible and is an exit boundary.

Finally, given a diffusion $\left\{X_{t}: t \geq 0\right\}$ one can introduce a killing at an exponential rate $k(\cdot)$ as follows. Conditionally, given a path $\left\{X_{t}(\omega): t \geq 0\right\}$, the probability that the process is not killed up to time $t$ is $\exp \left\{-\int_{0}^{t} k\left(X_{s}(\omega)\right) d s\right\} ; t \geq 0$. If $\left\{X_{t}: t \geq 0\right\}$ is governed by (5.31) with infinitesimal generator $A=\frac{1}{2} \sigma^{2}(x) d^{2} / d x^{2}+\mu(x) d / d x$, then the new process $\left\{Y_{t}: t \geq 0\right\}$ observed up to the time of killing, has the generator $A_{1}:=A-k(\cdot)$, i.e.,

$$
\begin{equation*}
A_{1} f(x)=A f(x)-k(x) f(x) \quad \forall f \in D_{A_{1}} \tag{1.5.141}
\end{equation*}
$$

For applications to genetics, see Karlin and Taylor [61], pp. 272-284.

### 1.5.3 References

Comprehensive treatments of connections between semigroup theory and Markov processes may be found in Dynkin [4] and Ethier and Kurtz [58]. Feller's derivation of all semigroups of transition operators of one-dimensional (Fellerian) Markov processes with continuous trajectories up to the boundary (and all possible boundary conditions for such processes) is contained in [54]-[56], with a correction due to Wentzell [62]. A detailed exposition of Feller's theory is given in Mandl [59].

Itô-McKean [60] contains a complete account of one-dimensional Fellerian diffusions, including singular cases, and gives a construction using Brownian local time. These local times and their many fascinating properties were found by Lévy [42]. A mathematically regorous derivation of the existence of a continuous Brownian local time is due to Trotter [63]. A very readable treatment of conservative one-dimensional diffusions and their construction by the use of local times may be found in Freedman [64].

### 1.6 Stochastic Differential Equations

In the last section Feller's construction of all one-dimensional diffusions by the use of HilleYosida theory of semigroups has been reviewed, and their properties discussed. There are two other general methods for constructing diffusions. One of them is to use the theory of partial differential equations (PDE) for second order linear parabolic equations to construct the transition probability densities $p(t ; x, y)$ as fundamental solutions of the initial value problems for such equations. See, e.g., Dynkin [4] and Friedman [64] for this. Once these are constructed and their smoothness established, Markov processes with continuous trajectories, and having the strong Markov property, may be constructed by standard probabilistic methods. The PDE method is also the most effective in providing proofs of smoothness of the solutions of initial value problems (for parabolic equations) as well as boundary value problems (for parabolic and elliptic equations). In addition, in multidimension the theory of semigroups, without the intervention of PDE or probabilistic methods, has proved to be difficult to use to construct transition probabilities of diffusions.

The third method of constructing diffusions using the fascinating theory of stochastic differential equations (SDE), principally due to K. Itô [66], is the most attractive of all from the probabilistic point of view. Among its advantages are (1) the ease with which one can construct diffusions in multidimension with arbitrary locally Lipschitzian coefficients and without the requirement of ellipticity or nonsingularity, (2) analysis in function space $C\left([0, T]: \mathbb{R}^{k}\right)$ of such quantities as density of one diffusion with respect to another having the same nonsingular diffusion matrix but different drift velocities (Cameron-Martin-Girsanov Theorem), (3) relatively simple derivations of asymptotic properties, and (4) elegant extensions to manifolds. We will only briefly survey some basic facts in this section. For complete
treatments one may look up a number of texts, e.g., McKean [67], Ikeda and Watanabe [68], Friedman [69], Karatzas and Shreve [70], and Rogers and Williams [71].

### 1.6.1 Stochastic Integrals, SDE, Itô's Lemma

Consider the stochastic differential equation

$$
\begin{equation*}
d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t} \quad(t \geq 0) \tag{1.6.142}
\end{equation*}
$$

where $\left\{X_{t}: t \geq 0\right\}$ is a $k$-dimensional process, $b(\cdot)$ a locally Lipschitzian vector field in $\mathbb{R}^{k}\left(b(x)=\left(b_{1}(x) b_{2}(x), \cdots, b_{k}(x)\right.\right.$ with each $b_{i}(x)$ real-valued $), \sigma(x)$ a locally Lipschitzian $(k \times k)$ matrix-valued function, and $\left\{B_{t}: t \geq 0\right\}$ a $k$-dimensional standard Brownian motion independent of the initial value $X_{0}$. The equation (6.1) is to be interpreted in its integral version

$$
\begin{align*}
X_{t} & =X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\int_{0}^{t} \sigma\left(X_{s}\right) d B_{s}, \quad(t \geq 0) \\
\left(X_{t}^{(i)}\right. & \left.=X_{0}^{(i)}+\int_{0}^{t} b_{i}\left(X_{s}\right) d s+\int_{0}^{t} \sigma_{i} .\left(X_{s}\right) \cdot d B_{s} \quad(i=1, \cdots, k)\right) \tag{1.6.143}
\end{align*}
$$

Here $\sigma_{i}(x)$ denotes the $i$ th row vector of $\sigma(x)$, and $\sigma_{i}\left(X_{s}\right) \cdot d B_{s}=\sum_{j=1}^{k} \sigma_{i j}$ $\left(X_{s}\right) d B^{(j)}(s)$, so that the stochastic integral $\int_{0}^{t} \sigma_{i}\left(X_{s}\right) \cdot d B_{s}$ is really a sum of $k$ stochastic integrals, each with respect to a one-dimensional standard Brownian motion. Thus one needs to define the stochastic integral

$$
\int_{0}^{t} f(s) d \bar{B}_{s}
$$

say, where $\left\{\bar{B}_{s}: s \geq 0\right\}$ is one of the standard one-dimensional Brownian motions $B^{(j)}(\cdot)$ and $\{f(s, \omega): s \geq 0\}$ is a nonanticipative right-continuous real-valued square-integrable stochastic process. Nonanticipativity means $f(s, \cdot)$ is $\mathcal{F}_{s}$-measurable for every $s \geq 0$, where $\left\{\mathcal{F}_{s}: s \geq 0\right\}$ is an increasing family of sigma-fields on a probability space $(\Omega, \mathcal{F}, P), \mathcal{F}_{s} \subset \mathcal{F}$, such that $B_{s}$ is $\mathcal{F}_{s}-$ measurable and $\left\{B_{t}-B_{s}: t \geq s\right\}$ is independent of $\mathcal{F}_{s}$. First let $f(s, \omega)$ be a nonanticipative step functional (n.a.s.f.) on an interval $[0, T]$, i.e., there exist $0=$ $t_{0}<t_{1}<\cdots<t_{m}=T$ constants, and $\mathcal{F}_{t_{i}}$-measurable square integrable random variables $f_{i}(i=0,1, \cdots, m)$ such that $f(s)=f_{i}$ for $t_{i} \leq s<t_{i+1}(i=0,1, \cdots, m-1), f(T)=f_{m}$. Then define, for $s \in\left[t_{i_{0}}, t_{i_{0}+1}\right]\left(i_{0}=0,1, \cdots, m-1\right)$, the stochastic integral

$$
\int_{s}^{t} f(u) d \bar{B}_{u}=\left\{\begin{array}{l}
f_{i_{0}}\left(\bar{B}_{t}-\bar{B}_{0}\right) \text { for } t_{i_{0}} \leq t \leq t_{i_{0}}+1  \tag{1.6.144}\\
\sum_{i=i_{0}}^{j-1} f_{i}\left(\bar{B}_{t_{i+1}}-\bar{B}_{t_{i}}\right)+f_{j}\left(\bar{B}_{t}-\bar{B}_{t_{j}}\right) \text { for } t \in\left(t_{i}, t_{j+1}\right] \\
\left(j=i_{0}+1, \cdots, m\right)
\end{array}\right.
$$

In view of the fact that $\bar{B}_{t}-\bar{B}_{s}$ is orthogonal to all square-integrable $\mathcal{F}_{s}$-measurable random variables $(0 \leq s<t)$, it is simple to see that $\int_{0}^{t} f(s) d \bar{B}_{s}(0 \leq t \leq T)$ is a continuous, additive, square-integrable $\mathcal{F}_{t}$-martingale ( $0 \leq t \leq T$ ):

$$
\begin{align*}
& \int_{0}^{t} f(u) d \bar{B}_{u}=\int_{0}^{s} f(u) d \bar{B}_{u}+\int_{s}^{t} f(u) d \bar{B}_{u} \\
& E\left(\int_{0}^{t} f(u) d \bar{B}_{u} \mid \mathcal{F}_{s}\right)=\int_{0}^{s} f(u) d \bar{B}_{u}(0 \leq s<t \leq T) \tag{1.6.145}
\end{align*}
$$

and

$$
\begin{align*}
& E\left[\left(\int_{0}^{t} f(u) d \bar{B}_{u}\right)^{2} \mid \mathcal{F}_{s}\right]=E\left[\int_{0}^{t} f^{2}(u) d u \mid \mathcal{F}_{s}\right] \\
& E\left[\int_{0}^{t} f(u) d \bar{B}_{u}\right]^{2}=E \int_{0}^{t} f^{2}(u) d u=\int_{0}^{t} E f^{2}(u) d u,(0 \leq s \leq T) \tag{1.6.146}
\end{align*}
$$

Using (3.6.4), (3.6.5), one may now extend the definition of the stochastic integral to all square integrable right-continuous nonanticipative processes $f(s)(s \geq 0)$, and derive (3.6.4), (3.6.5) for the latter.

Having defined the stochastic integral, also called the Itô integral, for all square integrable nonanticipative stochastic processes, we may solve the stochastic differential equations (SDE), or Itô equations, (3.6.2) by the method of successive approximations with the 0th approximation given by $X_{t}^{(0)} \equiv X_{0}$ for all $t \geq 0$. The successive approximation scheme is given by

$$
\begin{equation*}
X_{t}^{(n+1)}=X_{0}+\int_{0}^{t} b\left(X_{s}^{(n)}\right) d s+\int_{0}^{t} \sigma\left(X_{s}^{(n)}\right) d B_{s}, t \geq 0 \tag{1.6.147}
\end{equation*}
$$

Using Doob's maximal inequality for square integrable martingales (See, e.g., Bhattacharya and Waymire [6], p. 52), one shows that for Lipschitzian coefficients $b(\cdot), \sigma(\cdot)$, for every $T>0,\left\{X_{t}^{(n)}: 0 \leq t \leq T\right\}$ converges (in probability in the sup-norm on $[0, T]$ ) to a continuous nonanticipative square integrable stochastic process $\left\{X_{t}: t \geq 0\right\}$ which satisfies (3.6.2). In the same manner, one shows that such a solution is unique up to a $P$-null set. This process $\left\{X_{t}: t \geq 0\right\}$ is the desired solution to the SDE (3.6.2). This is then shown to be a Markov process, which has the strong Markov property since it has continuous sample paths and the Feller property:

Theorem 1.6.1 If $b(\cdot)$ and $\sigma(\cdot)$ are Lipschitzian then, for any given $X_{0}$ independent of the Brownian motion $\left\{B_{t}: t \geq 0\right\}$ there exists a unique (up to a $P$-null set) continuous nonanticipative solution to (6.1) having the strong Markov property.

By allowing $b(\cdot), \sigma(\cdot)$ to be only locally Lipschitz, one may construct unique solutions to (3.6.1) up to stopping times $\tau_{n}:\left\{t \geq 0:\left|X_{t}\right|=n\right\}$, starting from $X_{0}=x$, with $n>|x|$, and piecing them together construct $X_{t}$ up to an explosion time $\zeta=\lim _{n \uparrow \infty} \tau_{n}$. A sufficient conditon for nonexplosion (i.e., for $\zeta=\infty$ a.s. for all initial $x$ ) and one for explosion have been given by Khas'minskii [72] (Also see Bhattacharya and Waymire [6], pp. 615-616).

One of the most distinctive and important features of the Itô calculus is Itô's Lemma, which when applied to functions of $X_{t}$ says the following:

Theorem 1.6.2 (Itô's Lemma). Let $\phi(t, x)$ be a bounded real-valued function on $[0, \infty) \times \mathbb{R}^{k}$ such that $\phi_{0}(t, x):=\partial \phi(t, x) / \partial t, \phi_{r}(t, x):=\partial \phi(t, x) / \partial x^{(r)}, \phi_{r r^{\prime}}(t, x):=\partial^{2} \phi(t, x) / \partial x^{(r)} \partial x^{\left(r^{\prime}\right)}$ are bounded and continuous, $1 \leq r, r^{\prime} \leq k$. Then

$$
\begin{equation*}
d \phi\left(t, X_{t}\right)=\left\{\phi_{0}\left(t, X_{t}\right)+L \phi\left(t, X_{t}\right)\right\} d t+\operatorname{grad} \phi\left(t, X_{t}\right) \cdot \sigma\left(X_{t}\right) d B_{t} \tag{1.6.148}
\end{equation*}
$$

where $\operatorname{grad} \phi(t, x)=\left(\phi_{1}(t, x), \cdots, \phi_{k}(t, x)\right)^{\prime}$ and $L$ is the generator of the diffusion $\left\{X_{t}\right.$ : $t \geq 0\}$, namely,

$$
\begin{align*}
L \phi(t, x)= & \frac{1}{2} \sum_{r, r^{\prime}=1}^{k} a_{r r^{\prime}}(x) \phi_{r r^{\prime}}(t, x)+\sum_{r=1}^{k} b_{r}(x) \phi_{r}(t, x), \\
& \left(a(x):=\sigma(x) \sigma^{\prime}(x)\right) . \tag{1.6.149}
\end{align*}
$$

In particular, it follows from Theorem 6.2 that

$$
\begin{equation*}
Z_{t}:=\phi\left(t, X_{t}\right)-\int_{0}^{t}\left\{\phi_{0}\left(u, X_{u}\right)+L \phi\left(u, X_{u}\right)\right\} d u \quad(t \geq 0) \tag{1.6.150}
\end{equation*}
$$

is a martingale, so that $E Z_{t}=E Z_{0}$, i.e.,

$$
\begin{equation*}
E \phi\left(t, X_{t}\right)-E \int_{0}^{t}\left\{\phi_{0}\left(u, X_{u}\right)+L \phi\left(u, X_{u}\right)\right\} d u=E \phi\left(0, X_{0}\right), \quad \forall t \geq 0 \tag{1.6.151}
\end{equation*}
$$

The extra second order terms involving $\phi_{r r^{\prime}}$ in (6.8) arise due to the fact that the Taylor expression has to be carried up to second order derivatives to take into account Brownian squared variation $\left(d B_{t}\right)^{2} \simeq d t$.

Among diverse applications of Itô's Lemma let us mention the derivation of criteria for different types of asymptotic behavior of $\left\{X_{t}: t \geq 0\right\}$. First, let $\left\{X_{t}: t \geq 0\right\}$ be a onedimensional diffusion with $\sigma^{2}(x)>0$ for all $x$. Consider the solution $\phi(x)$ of the two-point boundary value problem

$$
\begin{equation*}
L \phi(x)=0, \quad c<x<d, \quad \phi(c)=1, \phi(d)=0 \tag{1.6.152}
\end{equation*}
$$

One can explicitly solve for $\phi$ and show that it can be extended to all of $\mathbb{R}$ so as to be bounded and have bounded and continuous first and second order derivatives. Applying the martingale property of (6.9) and the optional stopping rule one has (6.10) with $t$ replaced by $\tau:=\tau_{c} \wedge \tau_{d}$ where $\tau_{y}:=\inf \left\{t \geq 0: X_{t}=y\right\}$, so that

$$
\begin{equation*}
E \phi\left(X_{\tau}\right)=\phi(x), \quad c<x<d \tag{1.6.153}
\end{equation*}
$$

where $X_{0}=x$. The left side is just the probability $P\left(\tau_{c}<\tau_{d} \mid X_{0}=x\right)$. Letting $d \uparrow \infty$, one obtains $P\left(\tau_{c}<\infty \mid X_{0}=x\right)$, for all $x>c$. Similarly, letting $c \downarrow-\infty$ in $\phi(x)$ one obtains $P\left(\tau_{d}<\infty \mid X_{0}=x\right)$ for all $x<d$. If both these limiting probabilities are one, then the diffusion is recurrent, otherwise it is transient. In this way one obtains a simple derivation of the criteria of transience and recurrence of Section 1.5 for the case of diffusions with drift $b(\cdot)$ and diffusion coefficient $\sigma^{2}(x)>0$ (See Theorem 5.5(a)). Next consider the two-point boundary value problem

$$
\begin{equation*}
L \psi(x)=-1, \quad c<x<d, \quad \psi(c)=0=\psi(d) \tag{1.6.154}
\end{equation*}
$$

Then, by Itô's Lemma one gets (instead of (6.12)) the relation

$$
\begin{equation*}
0=E \psi\left(X_{\tau}\right)+E\left(\tau \mid X_{0}=x\right)=\psi(x), \quad c<x<d \tag{1.6.155}
\end{equation*}
$$

where $\tau=\tau_{c} \wedge \tau_{d}$ as before. Since one may explicitly solve (6.13) by successive integrations to obtain $\psi(x)$, on letting $d \uparrow \infty$ one gets $E\left(\tau_{c} \mid X_{0}=x\right)$, for all $x>c$. Similarly one obtains $E\left(\tau_{d} \mid X_{0}=x\right)$ for all $x<d$ by letting $c \downarrow-\infty$ in $\psi(x)$. If both these limits are finite then one has positive recurrence. Otherwise (assuming recurrence) one has null recurrence. This yields the criteria in Theorem $5.5(\mathrm{~b})$. These considerations can be extended to multidimension. For example, let $\left\{X_{t} \equiv B_{t}: t \geq 0\right\}$ be a $k$-dimensional standard Brownian motion, $k \geq 2$. In this case $L=\frac{1}{2} \Delta$, where $\Delta$ is the Laplacian. The solution to the Dirichlet problem

$$
\begin{equation*}
\Delta \phi(x)=0, \quad c<|x|<d, \phi(x)=1 \text { for }|x|=c, \phi(x)=0 \text { for }|x|=d \tag{1.6.156}
\end{equation*}
$$

can be computed explicitly, since in this $\phi$ must be radial $\phi(x)=g(|x|)$ for some $g$. Hence (6.15) reduces to a one-dimensional equation of the form (6.11) (but with $g(r)$ in place of
$\phi(x)$ in (6.11)). Indeed, the solution is

$$
\phi(x)= \begin{cases}\frac{\log d-\log |x|}{\log d-\log \mid} & \text { for } k=2,  \tag{1.6.157}\\ \frac{(c /|x|)^{k}-2}{1-(c / d)^{k-2}} & \text { for } k>2, c<|x|<d .\end{cases}
$$

Using Itô's Lemma to $\phi\left(X_{t}\right)$ one shows, exactly as before, that $\phi(x)=P(X(\cdot)$ reaches the set $\{|y|=c\}$ before $\left.\{|y|=d\} \mid X_{0}=x\right)$. Once again letting $d \uparrow \infty$ one obtains the probability that Brownian motion reaches the set $\{|y|=c\}$ starting at a point $x$ with $|x|>c$. If this limiting probability is one the process is recurrent, otherwise transient. In this manner it turns out from (6.16) that two-dimensional Brownian motion (as well as the one-dimensional B.M.) is recurrent, while higher dimensional Brownian motions are transient. One may apply this method to derive criteria for transience and recurrence for general multidimensional diffusions. Although one cannot in general solve explicitly the Dirichlet problem (1.6.156) for a general elliptic operator $L$ (in place of the Laplacian $\Delta$ ), one may derive appropriate inequalities by finding $\phi$ such that $L \phi(x) \leq 0$ for $c<|x|<d$. Similarly, one may obtain criteria for null and positive recurrence for multidimensional diffusions generated by elliptic operators $L$ with nonsingular matrix-valued function $a(x):=\sigma(x) \sigma^{\prime}(x)$, by solving $L \phi(x)=$ $-1(c<|x|<d)$ with $\phi(x)=1$ if $|x|=c$ and $\phi(x)=0$ for $|x|=d$, or at least by finding a $\phi$ satisfying an inequality $L \phi(x) \leq-1$. For such criteria for transience, null recurrence and positive recurrence for multidimensional diffusions, see Khas'minskii [72], Friedman [69], pp. 196-201, Bhattacharya [73]. Positive recurrent diffusions $X_{t}$ have unique invariant probabilities and approach the equilibrium in total variation distance as $t \uparrow \infty$.

Theorems $6.1,6.2$ both easily extend to the case of nonhomogeneous diffusions on $\mathbb{R}^{k}$ governed by the Itô equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(u, X_{u}\right) d u+\int_{0}^{t} \sigma\left(u, X_{u}\right) d B_{u} \quad(t \geq 0) \tag{1.6.158}
\end{equation*}
$$

where there exists a constant $M>0$ such that for all $s, t \in[0, \infty)$, and $x, y \in \mathbb{R}^{k}$,

$$
\begin{align*}
& |b(s, x)-b(t, y)| \leq M(|t-s|+|x-y|) \\
& \|\sigma(s, x)-\sigma(t, y)\| \leq M(|t-s|+|x-y|) \tag{1.6.159}
\end{align*}
$$

with $\|\cdot\|$ denoting the matrix norm. The solution of (6.17) is a Markov process; but it is nonhomogeneous in time with a transition probability $p(s, x ; t, d y)$ denoting the conditional distribution of $X_{t}$, given $X_{s}=x$, which is not just a function of $t-s$ (and $\left.x\right), 0 \leq s<t$. The form of Itô's Lemma remains unchanged, with $b(t, x), a(t, x):=\sigma(t, x) \sigma^{\prime}(t, x)$ in place of $b(x), a(x)$, respectively.

### 1.6.2 Cameron-Martin-Girsanov Theorem and the Martingale Problem

The distribution on a finite time interval $[0, t]$ of a Brownian motion with only a timedependent drift, namely, $\left\{X_{s}:=B_{s}-\int_{0}^{t} \gamma(u) d u, 0 \leq s \leq t\right\}$ with a nonrandom function $\gamma(\cdot)$, was shown by Cameron and Martin [74] to be absolutely continuous with respect to the distribution of $\left\{B_{s}, 0 \leq s \leq t\right\}$. The density was represented as $\exp \left\{\int_{0}^{t} \gamma(u) \cdot d B_{u}-\right.$ $\left.\frac{1}{2} \int_{0}^{t}|\gamma(u)|^{2} d u\right\}$. This was made use of in computing distributions of various functionals of the process $X_{t}$ (See [75]). A far reaching generalization of this was given by Girsanov [76]. Crucial in this development is the fact that for a bounded nonanticipative functional $f(t), t \geq 0$, with value in $\mathbb{R}^{k}$,

$$
\begin{equation*}
M_{t}:=\exp \left\{\int_{0}^{t} f(s) \cdot d B_{s}-\frac{1}{2} \int_{0}^{t}|f(s)|^{2} d s\right\}, t \geq 0 \tag{1.6.160}
\end{equation*}
$$

is a martingale. In particular, $E M_{t}=E M_{0}=1$ for all $t \geq 0$. This is relatively simple to establish for bounded nonanticipative step functionals (see (6.3)), and the general assertion follows by approximation. Note that for nonrandom $f(\cdot)$, as in the Cameron-Martin density, the result follows from (1) independence of Brownian increments and (2) $E\left[\exp \left\{\left(c \cdot B_{s}\right)^{2}-\right.\right.$ $\left.\left.\frac{1}{2}|c|^{2} s\right\}\right]=1$ for $c \in \mathbb{R}^{k}$.

Let $(\Omega, \mathcal{F}, P)$ denote the original probability space on which the standard Brownian motion $\left\{B_{t}: t \geq 0\right\}$ on $\mathbb{R}^{k}$ is defined, with respect to a filtration $\left\{\mathcal{F}_{t}: t \geq 0\right\}$ (i.e., $B_{t}$ is $\mathcal{F}_{i}$-measurable and $\left\{B_{t}-B_{s}: t \geq s\right\}$ is independent of $\mathcal{F}_{s}$ ). Using the martingale property of (6.19) one may now define a new probability measure $Q_{T}$ on $\left(\Omega, \mathcal{F}_{T}\right), T>0$ arbitrary finite, by

$$
\begin{equation*}
Q_{T}(A)=\int_{A} M_{T} d P \quad\left(A \in \mathcal{F}_{T}\right) \tag{1.6.161}
\end{equation*}
$$

Note that if $A \in \mathcal{F}_{t}, t \leq T$, then by the martingale property of $M_{t}(t \geq 0)$, one has $Q_{T}(A)=$ $Q_{t}(A)$. In the case of the Cameron-Martin nonrandom $\gamma(\cdot)$, one may show without much difficulty that under $Q_{T}$ (i.e., on $\left(\Omega, \mathcal{F}_{T}, Q_{T}\right)$ ) the process $\left\{\widetilde{B}_{t}:=B_{t}-\int_{0}^{t} \gamma(u) d u: 0 \leq t \leq T\right\}$ is a standard $k$-dimensional Brownian motion on $[0, T]$. This last fact remains true for arbitrary bounded nonanticipative functionals $f(s), s \geq 0$, in place of $\gamma(\cdot)$. The essential tools for the proof of this are (1) Itô's Lemma and (2) a result of Lévy [42], which says that a process $\left\{Z_{t}=\left(Z_{t}^{(1)}, \cdots, Z_{t}^{(k)}\right): t \geq 0\right\}$ is a $k$-dimensional standard Brownian motion with respect to a filtration $\left\{\mathcal{F}_{t}: t \geq 0\right\}$ if (a) $t \rightarrow Z_{t}$ is a.s. continuous, (b) $Z_{t}^{(i)}-Z_{0}^{(i)}, t \geq 0$, is a $\left\{\mathcal{F}_{t}\right\}$-martingale for each $i, 1 \leq i \leq k$, and (c) $\left(Z_{t}^{(i)}-Z_{0}^{(i)}\right)\left(Z_{t}^{(j)}-Z_{0}^{(j)}\right)=\delta_{i j} t, t \geq 0$ is a $\left\{\mathcal{F}_{t}\right\}$-martingale for every pair $i, j$. Here $\delta_{i j}$ is Kronecker's delta.

In the case $\gamma(\cdot)$ is nonrandom, it follows from the above that under $Q_{T},\left\{B_{t}=\widetilde{B}_{t}+\right.$ $\left.\int_{0}^{t} \gamma(u) d u, 0 \leq t \leq T\right\}$ is a standard Brownian motion with a drift $\gamma(\cdot)$, since $\left\{\widetilde{B}_{t}: 0 \leq t \leq T\right\}$ is a standard Brownian motion on $[0, T]$. But under $P,\left\{B_{t}: 0 \leq t \leq T\right\}$ is a standard Brownian motion on $[0, T]$. The Cameron-Martin formula follows from this. Girsanov's generalization is given by

Theorem 1.6.3 (Cameron-Martin-Girsanov Theorem). Let $b(t, x), \gamma(t, x)$ be Lipschitzian vector fields $\left(t \geq 0, x \in \mathbb{R}^{k}\right)$ and $\sigma(t, x)$ a nonsingular Lipschitzian matrix-valued function such that $\sigma^{-1}(t, x)$ is bounded on $[0, T] \times \mathbb{R}^{k}$ for every $T>0$. Consider two diffusions defined on $(\Omega, \mathcal{F}, P)$ governed by

$$
\begin{align*}
& X_{t}^{x}=x+\int_{0}^{t} b\left(u, X_{u}^{x}\right) d u+\int_{0}^{t} \sigma\left(u, X_{u}^{x}\right) d B_{u}, t \geq 0 \\
& Y_{t}^{x}=x+\int_{0}^{t}\left\{b\left(u, Y_{u}^{x}\right)+\gamma\left(u, Y_{u}^{x}\right)\right\} d u+\int_{0}^{t} \sigma\left(u, Y_{u}^{x}\right) d B_{u}, t \geq 0 \tag{1.6.162}
\end{align*}
$$

where $\left\{B_{t}: t \geq 0\right\}$ is a standard $k$-dimensional Brownian motion with respect to a filtration $\left\{\mathcal{F}_{t}: t \geq 0\right\}$. Then the distribution $P_{2, T}$, say, of $Y^{(T)}:=\left\{Y_{t}^{x}: 0 \leq t \leq T\right\}$ is absolutely continuous with respect to the distribution $P_{1, T}$ of $X^{(T)}:=\left\{X_{t}^{x}: 0 \leq t \leq T\right\}$, and for every real-valued bounded continuous function $f$ on $C([0, T] \rightarrow \mathbb{R})$ one has

$$
\begin{equation*}
E f \circ Y^{(T)}=E\left(f \circ X^{(T)}\right) M_{T} \tag{1.6.163}
\end{equation*}
$$

where

$$
\begin{align*}
M_{t} & =\exp \left\{\int_{0}^{t} \sigma^{-1}\left(u, X_{u}^{x}\right) \gamma\left(u, X_{u}^{x}\right) \cdot d B_{u}-\frac{1}{2} \int_{0}^{t}\left|\sigma^{-1}\left(u, X_{u}^{x}\right) \gamma\left(u, X_{u}^{x}\right)\right|^{2} d u\right\} \\
& (0 \leq t \leq T) \tag{1.6.164}
\end{align*}
$$

To prove this define $Q_{T}$ as in (6.20) but with $M_{T}$ defined by (6.23). Then $\left\{\widetilde{B}_{t}:=\right.$ $\left.B_{t}-\int_{0}^{t} \sigma^{-1}\left(u, X_{u}^{x}\right) \gamma\left(u, X_{u}^{x}\right) d u: 0 \leq t \leq T\right\}$ is a standard $k$-dimensional Brownian motion on $[0, T]$ under $Q_{T}$. Now one may write

$$
\begin{equation*}
X_{t}^{x} x+\int_{0}^{t}\left\{b\left(u, X_{u}^{x}\right)+\gamma\left(u, X_{u}^{x}\right)\right\} d u+\int_{0}^{t} \sigma\left(u, X_{u}^{x}\right) d \widetilde{B}_{u} \tag{1.6.165}
\end{equation*}
$$

so that the distribution of $X^{(T)}$ under $Q_{T}$ is the same as the distribution of $Y^{(T)}$ under $P$. Therefore writing $E$ for expectation under $P$, and $E_{Q_{T}}$ that under $Q_{T}$,

$$
\begin{equation*}
E\left(f \circ Y^{(T)}\right)=E_{Q_{T}}\left(f \circ X^{(T)}\right)=E\left(\left(f \circ X^{(T)}\right) M_{T}\right) \tag{1.6.166}
\end{equation*}
$$

In particular, writing $h\left(X^{(T)}\right)=E\left[M_{T} \mid X^{(T)}\right]$, one has

$$
\begin{equation*}
\frac{d P_{2, T}}{d P_{1, T}}=h\left(X^{(T)}\right) \tag{1.6.167}
\end{equation*}
$$

It has been shown by Novikov [77] that the martingale property of $M_{T}(t \geq 0)$ in (6.19) holds if

$$
\begin{equation*}
E \exp \left\{\int_{0}^{t}|f(s)|^{2} d s\right\}<\infty \quad \forall t>0 \tag{1.6.168}
\end{equation*}
$$

Therefore, one may define the probability measure $Q_{T}$ on $\mathcal{F}_{T}$ for all $T>0$ under the Novikov condition (6.27). This allows one to construct diffusions with nonsmooth coefficients, by extending the Cameron-Martin Girsanov theorem. But even broader classes of diffusions were constructed by Stroock and Varadhan [78], [79] by means of their martingale problem formulation. For simplicity let us only consider the case of time-homogeneous diffusions on $\mathbb{R}^{k}$. Note that for Lipschitzian coefficients $b(\cdot)$ and $\sigma(\cdot)$, for every twice continuously differentiable function $\phi$ with compact support, $Z_{t}:=\phi\left(X_{t}\right)-\int_{0}^{t} L \phi\left(X_{u}\right) d u, t \geq 0$, is a martingale (see (6.9)). Conversely, let $b(\cdot), \sigma(\cdot)$ be measurable and bounded, and consider the space $\left(\Omega=C\left([0, \infty) \rightarrow \mathbb{R}^{k}\right), \mathcal{F}=\right.$ Borel sigma field of $\left.\Omega\right)$. If there exists for each $x \in \mathbb{R}^{d}$ a unique probability measure $P_{x}$ such that on $\left(\Omega, \mathcal{F}, P_{x}\right)$, with $\left\{X_{t}: t \geq 0\right\}$ denoting the coordinate process $X_{t}(\omega)=\omega(t)$,

$$
\begin{equation*}
\phi\left(X_{t}\right)-\int_{0}^{t} L \phi\left(X_{u}\right) d u, \quad t \geq 0 \tag{1.6.169}
\end{equation*}
$$

is a martingale for every infinitely differentiable $\phi$ with compact support, then the margingale problem is said to be well posed. In this case the coordinate process $\left\{X_{t}: t \geq 0\right\}$ is a Markov process with the strong Markov property, for each initial state $x$. A sufficient condition for well posedness due to Stroock and Varadhan [79] is that (1) $b(\cdot)$ is bounded measurable and (2) $\sigma(\cdot)$ is nonsingular continuous, $\sigma(\cdot)$ and $\sigma^{-1}(\cdot)$ are bounded. The main results of the Itô calculus, such as Theorems 6.2, 6.3 extend in this case, although the pathwise unique solutions of the $\operatorname{SDE}$ (3.6.1), required for the validity of Theorem 6.1, may not exist. One may also relax the boundedness conditions on $b(\cdot)$ and $\sigma(\cdot)$ and the boundedness of $\sigma^{-1}(\cdot)$ by requiring them to hold on compacts. Then one may define a diffusion up to an explosion time $\zeta$. Khas'minskii's test for nonexplosion may be extended in this case (See Stroock and Varadhan [79], Section 10.2, pp. 254-259). Similarly, the Khas'minskii criteria for transience, null recurrence and positive recurrence may also be extended (See Bhattacharya [73]).

Apart from extending the construction of diffusions to broader classes of coefficients, the martingale problem formulation leads to broad, simple and verifiable conditions for a
sequence of discrete parameter Markov processes, with decreasing step sizes and increasing number of transitions per unit time, to converge in distribution to a diffusion. Similarly, broad conditions on convergence in distribution of a sequence of diffusions to a limiting diffusion may also be derived. For this see Stroock and Varadhan [79], Chapter 11.

### 1.6.3 Probabilistic Representation of Solutions to Elliptic and Parabolic Partial Differential Equations

It has been already pointed out in Section 1.6.1 that Itô's Lemma and the optional stopping theorem of martingale theory lead to the probabilistic representation of the solutions to certain boundary value problems. More generally, let $L$ be an elliptic operator

$$
\begin{equation*}
L=\frac{1}{2} \sum_{r, r^{\prime}=1}^{k} a_{r r^{\prime}}(x) \frac{\partial^{2}}{\partial x^{(r)} \partial x^{\left(r^{\prime}\right)}}+\sum_{r=1}^{k} b_{r}(x) \frac{\partial}{\partial x^{(r)}} \tag{1.6.170}
\end{equation*}
$$

where $a(x):=\left(\left(a_{r r^{\prime}}(x)\right)\right)$ is symmetric and positive definite, and $b(x)$ and $a(x)$ are locally Lipschitzian. In particular, $a(x)$ is uniformly elliptic in bounded domains $G$, i.e., the smallest eigenvalue of $a(x)$ is bounded away from zero for $x \in G$. An elliptic boundary value problem

$$
\begin{align*}
L \phi(x)=f(x), & x \in G \\
\phi(x)=g(x), & x \in \partial G \tag{1.6.171}
\end{align*}
$$

is said to be well posed if, for given bounded continuous $f$ on $\bar{G}$ and continuous $g$ on $\partial G$, there exists a unique $\phi$ satisfying (6.30) which is continuous on $\bar{G}=G \cup \partial G$. A well known sufficient condition for well posedness for a uniformly elliptic operator $L$ in a bounded open set $G$ is that every point $x \in \partial G$ be a Poincaré point, i.e., there exists a truncated cone $C_{x}$ with vertex at $x$ such that $C_{x} \backslash\{x\}$ is contained in the complement of $\bar{G}$.

Theorem 1.6.4 Let $G$ be a bounded open subset of $\mathbb{R}^{k}$ with all its boundary points as Poincaré points. Assume that $L$ is uniformly elliptic in $G$ and that $b(\cdot)$ and $a(\cdot)$ are Lipschitzian in $\bar{G}$. Then for every given continuous function $f$ in $\bar{G}$ and every given continuous $g$ on $\partial G$, the elliptic boundary value problem (6.30) has a unique solution $\phi$, and $\phi$ has the representation

$$
\begin{equation*}
\phi(x)=E\left(g\left(X_{\tau}^{x}\right)\right)+E \int_{0}^{\tau} f\left(X_{s}^{x}\right) d s, \quad x \in \bar{G} \tag{1.6.172}
\end{equation*}
$$

Here $\left\{X_{t}^{x}: t \geq 0\right\}$ is the diffusion on $\mathbb{R}^{k}$, starting at $x$, generated by $L$, and $\tau=\inf \{t \geq 0$ : $\left.X_{t}^{x} \in \partial G\right\}$.

To derive the representation (1.6.172) one uses Itô's Lemma (Theorem 6.2) to $\phi$ (or to a smooth extension of $\phi$ to $\mathbb{R}^{k}$ having compact support), and optional stopping, to get (see (6.10) with $\tau$ in place of $t$, and $\phi_{0}=0$ )

$$
\begin{equation*}
E \phi\left(X_{\tau}^{x}\right)-E \int_{0}^{\tau} L \phi\left(X_{s}^{x}\right) d s=\phi(x), \quad x \in \bar{G} \tag{1.6.173}
\end{equation*}
$$

Since $\phi\left(X_{\tau}^{x}\right)=g\left(X_{\tau}^{x}\right)$ and $L \phi\left(X_{s}^{x}\right)=f\left(X_{s}^{x}\right)$ for $s<\tau,(6.32)$ is the same as (6.31).
We next turn to the initial value problem

$$
\begin{align*}
\frac{\partial u}{\partial t}(t, x) & =L u(t, x) \quad\left(t>0, x \in \mathbb{R}^{k}\right) \\
\lim _{t \downarrow 0} u(t, x) & =f(x) \quad\left(x \in \mathbb{R}^{k}\right) \tag{1.6.174}
\end{align*}
$$

where $f$ is a given (initial) function. Under suitable conditions on $L$, the fundamental solution to the initial value (or Cauchy-) problem (6.33) is a function $p(t ; x, y)(t>0 ; x, y \in$ $\mathbb{R}^{k}$ ) satisfying

$$
\begin{align*}
& \frac{\partial p(t ; x, y)}{\partial t}=L p(t ; x, y) \quad\left(t>0, x, y \in \mathbb{R}^{k}\right) \\
& \lim _{t \downarrow 0} p(t ; x, y) d y=\delta_{x}(d y) \tag{1.6.175}
\end{align*}
$$

Here the limit is in the topology of weak convergence of probability measures, and $\delta_{x}$ is the Dirac measure at $x$. This fundamental solution is also the transition probability density of the diffusion $\left\{X_{t}: t \geq 0\right\}$. Thus (6.33) is just Kolmogorov's backward equation, and one has

$$
\begin{equation*}
u(t, x)=\left(T_{t} f\right)(x) \equiv E f\left(X_{t}^{x}\right) \tag{1.6.176}
\end{equation*}
$$

provided $f$ is continuous and bounded. A more general result is the following. We will write $\sigma(x)$ for the positive square root of the matrix $a(x)$.

Theorem 1.6.5 (Feynman-Kac Formula). Let $b(\cdot)$ and $\sigma(\cdot)$ be Lipschitzian, $\sigma(\cdot)$ non singular, $f$ a bounded continuous function and $V$ a continuous function which is bounded above. (a) Suppose $u(t, x)$ is a solution of

$$
\begin{align*}
& \frac{\partial u(t, x)}{\partial t}=L u(t, x)+V(x) u(t, x) \quad\left(t>0, x \in \mathbb{R}^{k}\right) \\
& \lim _{t \downarrow 0} u(t, x)=f(x) \quad\left(x \in \mathbb{R}^{k}\right) \tag{1.6.177}
\end{align*}
$$

such that (i) $u(t, x)$ is bounded on $(0, c] \times \mathbb{R}^{k}$ for every $c>0$, (ii) $u(t, x)$ and $L u(t, x)$ are continuous on $(0, \infty) \times \mathbb{R}^{k}$ and bounded on $[c, d] \times \mathbb{R}^{k}$ for all $0<c<d$. Then

$$
\begin{equation*}
u(t, x)=E\left[f\left(X_{t}^{x}\right) \exp \left\{\int_{0}^{t} V\left(X_{s}^{x}\right) d s\right\}\right] \quad\left(t \geq 0, x \in \mathbb{R}^{k}\right) \tag{1.6.178}
\end{equation*}
$$

(b) In particular, the solution to (6.36) is unique, and (6.37) holds, if b( $\cdot$ ), $\sigma(\cdot), \sigma^{-1}(\cdot)$ are all bounded and Lipschitzian.

The Feynman-Kac representation (6.37) follows from an application of Itô's Lemma to $\phi\left(s, Y^{(s)}\right)$ for the function $\phi(s, y):=u\left(t-s, y^{(1)}\right) \exp \left\{y^{(2)}\right\}$ for $0 \leq s<t, y=\left(y^{(1)}, y^{(2)}\right) \in$ $\mathbb{R}^{k} \times \mathbb{R}^{1}$, and with

$$
Y^{(1)}(s)=X_{s}^{x}, \quad Y^{(2)}(s)=\int_{0}^{s} V\left(X_{u}^{x}\right) d u, \quad Y(s)=\left(Y^{(1)}(s), Y^{(2)}(s)\right)
$$

For the existence and uniqueness of the solution to (6.36), see Friedman [69].
The Feynman-Kac Formula is important in quantum mechanics. It is also a very useful result for the derivation of distributions of many important functionals of diffusions $\left\{X_{t}^{x}\right.$ : $t \geq 0\}$ (See Feynman [80] and Kac [81], [82]).

### 1.6.4 References

The Gaussian process with independent increments, now universally referrred to as Brownian motion, made its appearance as early as 1900 in an article by Bachelier [82] on financial mathematics. The name Brownian motion gained a permanent place in mathematics and science following Einstein's pioneering work [84] on the kinetic theory of the transport of a
solute of dilute concentration through a liquid medium. In particular, this work provided an explanation of experimental observations by the English botanist Robert Brown on the movement of large colloidal molecules in a solution. The first rigorous construction of Brownian motion with continuous sample paths was given by Wiener [85].

An early occurrence of a stochastic differential equation may be found in Langevin [86]. The first rigorous introduction of stochastic integration with respect to Brownian increments seems to be due to Paley, Wiener and Zygmund [87] who considered only nonrandom integrands. The fundamental work on stochastic integration and stochastic differential equations outlined in this section is due to Itô [88], [89], [66]. Somewhat later, and independently of Itô, Gikhman [90], [91] derived many of the same results. A generalization to stochastic integration with respect to martingales was introduced by Doob [39], and this was extended much further to a complete theory of stochastic integration with respect to semi-martingales by the French school led by Meyer [92], [93].

For comprehensive modern treatments of the theory of stochastic differential equations we refer to the books by Ikeda and Watanabe [68], Karatzas and Shreve [70], Rogers and Williams [71], and Revuz and Yor [94]. Less comprehensive but readable accounts and applications may be found in Arnold [95], Friedman [65], McKean [67], Lipsler and Shiryaev [96], and Bhattacharya and Waymire [6].

## Other Topics

Among the most notable omissions in the present survey is the theory of large deviations for Markov processes, developed largely by Donsker and Varadhan [97], [98], Varadhan [99], and Freidlin and Wentzell [100].

Another important topic omitted from our discussion is the precise estimation of the speed of convergence of the $n$-step transition probability $p^{(n)}(x, d y)$ of an ergodic Markov process to its unique equilibrium $\pi$. For Markov chains, including random walks on groups, with finite but large state spaces, the pioneering work is that of Diaconis [101], [102], who discovered the fascinating cutoff phenomena for certain important classes of chains. If $n$ lies just a little to the left of the cutoff point then $\left\|p^{(n)}(x, d y)-\pi(d y)\right\|_{T V}$ is close to one, i.e., the approximation is almost as bad as it can be. But if $n$ lies just a little to the right of the cutoff point then the above total variation distance is close to zero. For sharp bounds on the error of approximation for more general chains see Diaconis and Stroock [103], Diaconis and Saloff-Coste [104] and Fill [105]. For diffusions on compact Riemannian manifolds, Chen and Wang [106] have recently developed coupling methods to estimate the speed of convergence to equilibrium of the transition probability $p(t ; x, d y)$, as $t \rightarrow \infty$, and used this to improve upon some of the best known estimates of the spectral gap of the LaplaceBeltrami operator which had been obtained by differential geometers and global analysts. Also see Holly, Kusuoka and Stroock [107] for a different method. The precise estimation of the speed of convergence is also important in the analysis of certain classes of multiscale phenomena arising in geosciences. See Bhattacharya and Götze [108] and Bhattacharya [109] for this analysis.
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## Chapter 2

# Semimartingale Theory and Stochastic Calculus 
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#### Abstract

K. Itô invented his famous stochastic calculus on Brownian motion in 40's. In the same period, J.L. Doob developed a martingale theory and related stochastic processes to an increasing family of $\sigma$-algebras $\left(\mathcal{F}_{t}\right)$ of events, where $\mathcal{F}_{t}$ expresses the information avilable until time $t$. From 60's to 70's the "Strasbourg school", headed by P.A. Meyer, developed a modern theory of martingales, the general theory of stochastic processes, and stochastic caluculs on semimartingales. It turned out soon that semimartingales constitute the largest class of right-continuous adapted integrators with respect to which stochastic integrals of simple predictable integrands satisfy the theorem of dominated convergence in probability. Stochastic calculus on semimartingales not only became an important tool for modern probability theory and stochastic processes, but also has broad applications to many branches of mathematics (e.g. partial differential equations, differential geometry, stochastic control), physics, engineering, mathematical finance and all other domains in which random dynamic structures are involved.

This chapter offers a concise and detailed overview of semimartingale theory and stochastic calculus. In Section 1, we present main results about the martingale theory and the general theory of stochastic processes. In Section 2 we introduce systematically the stochastic integrals of real-valued and vector-valued local martingales and semimartingales, for both predictable and progressive integrands. We present Itô's formula, the Doléans exponential formula, Tanaka-Meyer's formula for local times of semimartingales, the Fisk-Stratonovich integral, and the Itô stochastic differential equation. A general result about the existence and uniqueness of solutions of a stochastic differential equation driven by a semimartingale is also presented in Section 2. Finally, in Section 3, we present main ingredients of stochastic calculus on semimartingales, which are: stochastic integration w.r.t. random measures, charateristics of semimartingales, calculus on Lévy processes, Girsanov's theorems, martingale representation theorems. The characterization theorem for semimartingales and some sufficient conditions for the uniform integrability of exponential martingales are also included in this section.
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semimartingale theory and stochastic calculus. The financial support from the National Natural Science Foundation of China (grant 79790130) and the Ministry of Science and Technology (the 973 project on mathematics) is acknowledged by the author.

### 2.1 General Theory of Stochastic Processes and Martingale Theory

In this section we will introduce the general theory of stochastic processes and martingale theory. Both theories are not only important basis for semimartingale theory and stochastic calculus based on semimartingales, but also indispensable tools for studying Markov processes and random point processes. For the sake of completeness, we include a short review on the classical theory of martingales. Most of results presented in this section can be found in He et al. (1992) [Ref. 1]. For those results not included in Ref. 1, we will indicate their references.

### 2.1.1 Classical Theory of Martingales

## Discrete Time Martingales

Let $(\Omega, \mathcal{F}, \mathbf{P})$ be a probability space and $\left(\mathcal{F}_{n}, n \geq 0\right)$ an increasing sequence of sub- $\sigma$-fields of $\mathcal{F}$. We call $\left(\mathcal{F}_{n}\right)$ a filtration. Put $\mathcal{F}_{\infty} \hat{=} \sigma\left(\bigcup_{n} \mathcal{F}_{n}\right)$ and $\mathcal{F}_{-1}=\mathcal{F}_{0}$. A sequence of r.v.'s $\left(X_{n}, n \geq 0\right)$ is said to be $\left(\mathcal{F}_{n}\right)$-adapted (resp.predictable), if each $X_{n}$ is $\mathcal{F}_{n-}$ (resp. $\mathcal{F}_{n-1}$ )measurable.

We denote $\overline{\mathbb{N}}_{0}=\{0,1,2, \cdots, \infty\}$. Let $T$ be an $\overline{\mathbb{N}}_{0}$-valued r.v.. If $\forall n \in \mathbb{N}_{0},[T=n] \in \mathcal{F}_{n}$, $T$ is called an $\left(\mathcal{F}_{n}\right)$-stopping time. For a stopping time $T$ we put

$$
\mathcal{F}_{T}=\left\{A \in \mathcal{F}_{\infty}: A \cap[T=n] \in \mathcal{F}_{n}, \forall n \geq 0\right\}
$$

then $\mathcal{F}_{T}$ is a $\sigma$-field. Let $\left(X_{n}\right)$ be an adapted sequence of r.v.'s and $T$ a stopping time. Then. .$_{T} I_{[T<\infty]}$ is $\mathcal{F}_{T}$-measurable.

Definition 2.1.1 $A n\left(\mathcal{F}_{n}\right)$-adapted sequence of r.v.'s $\left(X_{n}, n \geq 0\right)$ is called a martingale (supermartingale, submartingale) if each $X_{n}$ is integrable and

$$
\mathbf{E}\left[X_{n+1} \mid \mathcal{F}_{n}\right]=X_{n}\left(\leq X_{n}, \geq X_{n}\right) \text { a.s. }
$$

It is called a local martingale, if there exists an increasing sequence ( $T_{n}$ ) of stopping times with $\lim _{n} T_{n}=\infty$ such that for each $k\left(X_{n \wedge T_{k}} I_{\left[T_{k}>0\right]}, n \geq 0\right)$ is a martingale.

A martingales (or supermartingales) $\left(X_{n}, n \in \mathbb{N}_{0}\right)$ is called right-closable, if there exists an $0 . X_{\infty} \in \mathcal{F}_{\infty}$, such that for all $n \in \mathbb{N}_{0}, \mathbf{E}\left[X_{\infty} \mid \mathcal{F}_{n}\right]=X_{n}\left(\leq X_{n}\right)$ a.s.. In this case, ( $X_{n}, n \in \overline{\mathbb{N}}_{0}$ ) is called a right-closed martingale (or supermartingale).

It is obvious that if $\left(X_{n}\right)$ and $\left(Y_{n}\right)$ are (super)martingales, then $\left(X_{n}+Y_{n}\right)$ is a (super)martingale and ( $X_{n} \wedge Y_{n}$ ) is a supermartingale. If ( $X_{n}$ ) is a (sub)martingale and $f: \mathbf{R} \longrightarrow \mathbf{R}$ is a (non-decreasing) convex function on $\mathbf{R}$, such that each $f\left(X_{n}\right)$ is integrable, then by Jensen's inequality, $\left(f\left(X_{n}\right)\right)$ is a submartingale.

The main results presented below about discrete martingales are due to J. L. Doob (1953) [Ref. 2].

Theorem 2.1.2 (maximal inequalities) If $N \geq 1,\left(X_{n}\right)_{n \leq N}$ is a submartingale, then for $\lambda>0$,

$$
\lambda \mathbf{P}\left(\sup _{n \leq N} X_{n} \geq \lambda\right) \leq \int_{\left[\sup _{n \leq N} X_{n} \geq \lambda\right]} X_{N} d \mathbf{P}
$$

$$
\lambda \mathbf{P}\left(\sup _{n \leq N}\left|X_{n}\right| \geq \lambda\right) \leq 2 \mathbb{E}\left[X_{N}^{+}\right]-\mathbf{E}\left[X_{0}\right]
$$

Theorem 2.1.3 (Doob's inequalities) Let $N \geq 1,\left(X_{n}\right)_{n \leq N}$ be a martingale or a nonnegative submartingale. Put $X_{N}^{*}=\sup _{n \leq N}\left|X_{n}\right|$. Then for $\lambda>0, p \geq 1$ and $q>1$, we have

$$
\begin{gathered}
\mathbf{P}\left(X_{N}^{*} \geq \lambda\right) \leq \lambda^{-p} \mathbf{E}\left[\left|X_{N}\right|^{p}\right] \\
\left(\mathbf{E}\left[\left(X_{N}^{*}\right)^{q}\right]\right)^{1 / q} \leq \frac{q}{q-1}\left(\mathbf{E}\left[\left|X_{N}\right|^{q}\right]\right)^{1 / q}, \\
\mathbf{E}\left[X_{N}^{*}\right] \leq \frac{e}{e-1}\left(1+\sup _{n \leq N} \mathbf{E}\left[\left|X_{n}\right| \log ^{+}\left|X_{n}\right|\right]\right) .
\end{gathered}
$$

Let $\left(X_{n}\right)$ be an $\left(\mathcal{F}_{n}\right)$-adapted sequence and $[a, b]$ a finite closed interval. Put

$$
\begin{array}{rlrl}
T_{0} & =\inf \left\{n \geq 0: X_{n} \leq a\right\}, & T_{1} & =\inf \left\{n>T_{0}: X_{n} \geq b\right\} \\
T_{2 j} & =\inf \left\{n>T_{2 j-1}: X_{n} \leq a\right\}, T_{2 j+1} & =\inf \left\{n>T_{2 j}: X_{n} \geq b\right\}
\end{array}
$$

$\left(T_{n}\right)$ is an increasing sequence of stopping times. We denote by $U_{a}^{b}[X, N]$ the number of upcrossing of $[a, b]$ by sequence $\left(X_{0}, \cdots, X_{N}\right)$. Then

$$
\left[U_{a}^{b}[X, k]=j\right]=\left[T_{2 j-1} \leq N<T_{2 j+1}\right] \in \mathcal{F}_{N},
$$

so that $U_{a}^{b}[X, N]$ is an $\mathcal{F}_{N}$-measurable r.v. .
Theorem 2.1.4 (upcrossing inequality) Let $N \geq 1,\left(X_{n}\right)_{n \leq N}$ be a supermartingale. Then

$$
\mathbf{E} U_{a}^{b}[X, N] \leq \frac{1}{b-a} \mathbf{E}\left[\left(X_{N}-a\right)^{-}\right]
$$

As an application of this inequality one obtains the following martingale convergence theorem.

Theorem 2.1.5 Let $\left(X_{n}\right)$ be a supermartingale (resp. martingale).

1) If $\sup _{n} E\left[X_{n}^{-}\right]<\infty$ (or equivalently, $\sup _{n} E\left[\left|X_{n}\right|\right]<\infty$ ), then $X_{n}$ a.s. converges to an integrable r.v. $X_{\infty}$ as $n \rightarrow \infty$. If $\left(X_{n}\right)$ is a non-negative supermartingale, then for each $n \geq 0$,

$$
E\left[X_{\infty} \mid \mathcal{F}_{n}\right] \leq X_{n} \quad \text { a.s. }
$$

2) If $\left(X_{n}\right)$ is uniformly integrable, then $X_{n}$ a.s. and $L^{1}$-converges to an integrable r.v. $X_{\infty}$, and $\forall n \geq 0$,

$$
\mathbf{E}\left[X_{\infty} \mid \mathcal{F}_{n}\right] \leq X_{n}\left(\text { resp. }=X_{n}\right) \quad \text { a.s. }
$$

In particular, if $X_{n}=\mathbf{E}\left[\xi \mid \mathcal{F}_{n}\right]$ with $\xi$ being an integrable r.v., then $X_{n}$ a.s. and $L^{1}$ converges to $\mathbf{E}\left[\xi \mid \mathcal{F}_{\infty}\right]$.

As an application of Theorem 3.1.5, we obtain the following result which shows that martingales with bounded increments either converge or oscillate between $+\infty$ and $-\infty$.

Theorem 2.1.6 (Ref. 2) Let $\left(X_{n}\right)$ be a martingale with $X_{0}=0$ and $\left|X_{n+1}-X_{n}\right| \leq M<$ $\infty$, where $M$ is a constant. Put

$$
C=\left\{\lim _{n \rightarrow \infty} X_{n} \text { exists and finite }\right\}, \quad D=\left\{\limsup _{n \rightarrow \infty}=+\infty, \text { and } \liminf _{n \rightarrow \infty}=-\infty\right\}
$$

Then $\mathbf{P}(C \cup D)=1$.

Using Theorem 2.1.6 we can prove the following generalization of the Borel-Cantelli Lemma [Ref. 2]: Let $\left(\mathcal{F}_{n}\right)$ be a filtration with $\mathcal{F}_{0}=\{\emptyset, \Omega\}$ and $\left(A_{n}\right)$ a sequence of events with $A_{n} \in \mathcal{F}_{n}$. Then $\left\{A_{n}\right.$ i.o. $\}=\left\{\sum_{n=1}^{\infty} \mathbf{P}\left(A_{n} \mid \mathcal{F}_{n-1}\right)=\infty\right\}$. (Hints: Let $X_{0}=0, X_{n}=$ $\left.\sum_{m=1}^{n} I_{A_{m}}-\mathbf{P}\left(A_{m} \mid \mathcal{F}_{m-1}\right), n \geq 1.\right)$

We now turn to the convergence of "reverse" supermartingales with the index set $-\mathbf{N}_{0}=$ $\{\cdots,-2,-1,0\}$. Let $\left(\mathcal{F}_{n}\right)_{n \in-N_{0}}$ be a sequence of sub- $\sigma-$ fields of $\mathcal{F}$ such that for all $n \in$ $-\mathbf{N}_{0}, \mathcal{F}_{n-1} \subset \mathcal{F}_{n}$. An $\left(\mathcal{F}_{n}\right)$-adapted stochastic sequence $\left(X_{n}\right)_{n \in-\mathbf{N}_{0}}$ is called a martingale (supermartingale), if for each $n \in-\mathbf{N}_{0}, X_{n}$ is integrable and

$$
\mathbf{E}\left[X_{n} \mid \mathcal{F}_{n-1}\right]=X_{n-1}\left(\leq X_{n-1}\right) \text { a.s. . }
$$

Theorem 2.1.7 Let $\left(X_{n}\right)_{n \in-\mathrm{N}_{0}}$ be a supermartingale. Then $\lim _{n \rightarrow-\infty} X_{n}$ exists a.s. If $\lim _{n \rightarrow-\infty} \mathrm{E}\left[X_{n}\right]<+\infty$, a.s., then $\left(X_{n}\right)$ is uniformly integrable, $X_{n}$ a.s. and $L^{1}$-converges to $X_{-\infty}$.

Corollary 2.1.8 Let $\xi$ be an integrable r.v. and $\left(\mathcal{G}_{n}\right)_{n \in I N_{0}}$ be a decreasing sequence of sub- $\sigma$-fields of $\mathcal{F}$. Put $\xi_{n}=\mathbf{E}\left[\xi \mid \mathcal{G}_{n}\right]$, then $\xi_{n}$ a.s. and $L^{1}$-converges to $\mathbf{E}\left[\xi \mid \bigcap_{n} \mathcal{G}_{n}\right]$.

The following are Doob's stopping theorems for right-closed (super)martingales and general (super)martingales.

Theorem 2.1.9 Let $\left(X_{n}, n \in \overline{\mathbb{N}}_{0}\right)$ be a martingale (resp. supermartingale), $S$ and $T$ two stopping times. Then $X_{S}$ and $X_{T}$ are integrable and

$$
\mathrm{E}\left[X_{T} \mid \mathcal{F}_{S}\right]=X_{S \wedge T}\left(\text { resp. } \leq X_{S \wedge T}\right) \text { a.s. }
$$

Theorem 2.1.10 1) Let $\left(X_{n}, n \in \mathbb{N}_{0}\right)$ be a martingale, $S$ and $T$ two finite stopping times. If $X_{T}$ is integrable, then

$$
\begin{equation*}
\mathrm{E}\left[X_{T} \mid \mathcal{F}_{S}\right]=X_{S \wedge T}, \quad \text { a.s. } \tag{10.1}
\end{equation*}
$$

if and only if

$$
\lim _{n \rightarrow \infty} \mathbf{E}\left[X_{n} I_{[T \geq n]} \mid \mathcal{F}_{S}\right]=0, \quad \text { a.s. }
$$

In particular, if $\liminf \lim _{n \rightarrow \infty} \mathbf{E}\left[\left|X_{n}\right| I_{[T \geqslant n]}\right]=0$, (10.1) holds.
2) Let $\left(X_{n}, n \in \mathbb{N}_{0}\right)$ be a supermartingale, $S$ and $T$ two finite stopping times. If $X_{T}$ is integrable and

$$
\limsup _{n \rightarrow \infty} \mathbf{E}\left[X_{n} I_{[T \geq n]} \mid \mathcal{F}_{S}\right] \geq 0, \quad \text { a.s. }
$$

then we have

$$
\begin{equation*}
\mathbf{E}\left[X_{T} \mid \mathcal{F}_{S}\right] \leq X_{S \wedge T}, \quad \text { a.s. } \tag{10.2}
\end{equation*}
$$

In particular, if $\lim \inf _{n \rightarrow \infty} \mathrm{E}\left[X_{n}^{-} I_{[T \geq r]}\right]=0$, (10.2) holds.
As a consequence of Theorem 2.1.10 we have
Corollary 2.1.11 Let $\left(X_{n}, n \in \mathbb{N}_{0}\right)$ be a martingale (resp. supermartingale) and $T$ a stopping time with $\mathbf{E}[T]<\infty$. If there exists a constant $C$ such that for all $n$

$$
\mathbf{E}\left[\left|X_{n+1}-X_{n}\right| \mid \mathcal{F}_{n}\right] \leq C \text { a.s. on }[\mathrm{T} \geq \mathrm{n}+1],
$$

then $\mathrm{E}\left[\left|X_{T}\right|\right]<\infty$, and

$$
\left.\mathbf{E}\left[X_{T}\right]=\mathbf{E}\left[X_{0}\right] \quad \text { (resp. } \leq \mathbf{E}\left[X_{0}\right]\right)
$$

Let $\left(M_{n}, n \geq 0\right)$ be a martingale and $\left(H_{n}\right)$ a predictable sequence. We denote $\Delta M_{n}=$ $M_{n}-M_{n-1}$ and put

$$
X_{0}=H_{0} M_{0}, X_{n}=H_{0} M_{0}+\sum_{i=1}^{n} H_{i} \Delta M_{i}, n \geq 1
$$

The sequence $\left(X_{n}\right)$ is called the martingale transform of $M$ by $H$ and denoted by H.M.
Theorem 2.1.12 (Ref. 3) Let $X=\left(X_{n}, n \geq 0\right)$ be an adapted sequence. The following properties are equivalent:

1) $X$ is a local martingale;
2) For every $n, X_{n+1}$ is $\sigma$-integrable w.r.t. $\mathcal{F}_{n}$ and $\mathbb{E}\left[X_{n+1} \mid \mathcal{F}_{n}\right]=X_{n}$, a.s.;
3) $X$ is a martingale transform.

The following theorem solves an optimal stopping problem.
Theorem 2.1.13 (Ref. 3, 4) (Snell envelope)] Let $\left(Z_{n}\right)_{0 \leq n \leq N}$ be an adapted sequence of integrable r.v. We define by backward induction a sequence $\left(U_{n}\right)$ as follows: let $U_{N}=Z_{N}$, and

$$
U_{n}=\operatorname{Max}\left(Z_{n}, \mathbf{E}\left[U_{n+1} \mid \mathcal{F}_{n}\right]\right), \quad n \leq N-1,
$$

Then $\left(U_{n}\right)$ is a supermartingale, and is the smallest supermartingale dominating $\left(Z_{n}\right)$ (i.e. $U_{n} \geq Z_{n}$ for all $n$ ). Moreover, if we denote by $\mathcal{T}_{n, N}$ the set of stopping times taking values in $\{n, \cdots, N\}$ and let $T_{n}=\inf \left\{j \geq n: U_{j}=Z_{j}\right\}$, where $\inf \emptyset:=N$, then each $T_{n}$ is a stopping time, $\left(U_{n}^{T_{0}}\right)$ is a martingale, and we have for all $0 \leq n \leq N$,

$$
U_{n}=\mathbf{E}\left[Z_{T_{n}} \mid \mathcal{F}_{n}\right]=\operatorname{ess} \sup \left\{\mathbf{E}\left[Z_{T} \mid \mathcal{F}_{T}\right]: T \in \mathcal{T}_{n, N}\right\}
$$

Moreover, the maximum of expected values $\mathbf{E}\left[Z_{T}\right]$ on $\mathcal{T}_{n, N}$ is attended at $T_{n}$, and the optimal value is equal to $\mathrm{E}\left[U_{n}\right]$, namely,

$$
\mathbf{E}\left[U_{n}\right]=\mathbf{E}\left[Z_{T_{n}}\right]=\sup \left\{\mathbf{E}\left[Z_{T}\right]: T \in \mathcal{T}_{n, N}\right\}
$$

We call $\left(U_{n}\right)$ the Snell envelope of $\left(Z_{n}\right)$.

## Continuous Time Martingales

Let $(\Omega, \mathcal{F}, \mathbf{P})$ be a probability space and $\mathbf{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$ an increasing sequence of sub- $\sigma$ fields of $\mathcal{F}$. Put $\mathcal{F}_{\infty}=\sigma\left(\bigcup_{t} \mathcal{F}_{t}\right)$. If for all $t \geq 0, \mathcal{F}_{t+}=\bigcap_{s>t} \mathcal{F}_{s}=\mathcal{F}_{t}, \mathbf{F}$ is said to be right-continuous.

An $\overline{\mathbf{R}}_{+}$-valued r.v. $T$ is called an $\mathbf{F}$-stopping time, if for each $t \geq 0,[T \leq t] \in \mathcal{F}_{t}$. For any $\mathbf{F}$-stopping time $T$, put

$$
\mathcal{F}_{T}=\left\{A \in \mathcal{F}_{\infty}: \forall t \in \mathbb{R}_{+}, A[T \leq t] \in \mathcal{F}_{t}\right\}
$$

$\mathcal{F}_{T}$ is a $\sigma$-field.
Let $X, Y$ be two processes. If for each $t \in \mathbb{R}_{+}, X_{t}=Y_{t}$, a.s., then we call $Y$ a version of $X$. If for almost all $\omega$, two paths $X .(\omega)$ and $Y .(\omega)$ are the same, we say that $X$ and $Y$ are indistinguishable from each other. Here and hereafter we don't distinguish between two indistinguishable processes. In particular, by a right-continuous process we mean a process with almost all paths being right-continuous functions on $\mathbf{R}_{+}$.

A process $X$ is called $\mathbf{F}$-adapted, if for each $t \geq 0, X_{t}$ is $\mathcal{F}_{t}$-measurable. An $\mathbf{F}$-adapted process $X=\left(X_{t}\right)_{t \geq 0}$ is called an $\mathbf{F}$-martingale (supermartingale, submartingale), if each $X_{t}$ is integrable and for $0 \leq s<t$,

$$
\mathrm{E}\left[X_{t} \mid \mathcal{F}_{t}\right]=X_{s}\left(\leq X_{s}, \geq X_{s}\right) \quad \text { a.s. }
$$

Theorem 2.1.14 Assume $\mathbf{F}$ is right-continuous. An $\mathbf{F}$-supermartingale $\left(X_{t}\right)$ has a rightcontinuous version if and only if $t \mapsto \mathbb{E}\left[X_{t}\right]$ is a right-continuous function on $\mathbf{R}_{+}$. In particular, any $\mathbf{F}$-martingale has a right-continuous version.

The following five theorems are direct consequence of the corresponding results for discrete time case.

Theorem 2.1.15 (Doob's Inequalities) Let $\left(X_{t}\right)$ be a right-continuous martingale or nonnegative submartingale. Put $X^{*}=\sup _{t \geq 0}\left|X_{t}\right|$. For any $\lambda>0 p \geq 1$ and $q>1$,

$$
\begin{gathered}
\mathbf{P}\left(X^{*} \geq \lambda\right) \leq \lambda^{-p} \sup _{t} \mathbb{E}\left[\left|X_{t}\right|^{p}\right] \\
\left(\mathbf{E}\left[\left(X^{*}\right)^{q}\right]\right)^{1 / q} \leq \frac{q}{q-1} \sup _{t \geq 0}\left(\mathbf{E}\left[\left|X_{t}\right|^{q}\right)^{1 / q}\right. \\
\mathbf{E}\left[X^{*}\right] \leq \frac{e}{e-1}\left(1+\sup _{t \geq 0} \mathbf{E}\left[\left|X_{t}\right| \log ^{+}\left(\left|X_{t}\right|\right)\right]\right)
\end{gathered}
$$

Theorem 2.1.16 If $\left(X_{t}\right)$ is a right-continuous supermartingale such that $\sup _{t} I \mathbb{E}\left[\mid X_{t}^{-} \|<\right.$ $\infty$ (or equivalently, $\sup _{t} \mathbb{E}\left[\left|X_{t}\right|\right]<\infty$ ), then as $t \rightarrow \infty, X_{t}$ a.s converges to an integrable r.v. $X_{\infty}$. If $\left(X_{t}\right)$ is nonnegative, then $\left(X_{t}, t \in \bar{R}_{+}\right)$is a (right-closed) supermartingale.

Theorem 2.1.17 If $\left(X_{i}\right)$ is a uniformly integrable right-continuous martingale (supermartingale), then as $t \rightarrow \infty, X_{t}$ a.s. and $L^{1}$-converges to an integrable r.v. $X_{\infty}$. Moreover, $\left(X_{t}, t \in \overline{\mathbb{R}}_{+}\right)$is a martingale (supermartingale).
Theorem 2.1.18 Let $\left(X_{t}\right)_{t>0}$ be a right-continuous supermartingale w.r.t. $\left(\mathcal{F}_{t}\right)_{t>0}$. Put $\mathcal{F}_{0}=\bigcap_{s>0} \mathcal{F}_{s}$. If $\sup _{t>0} \mathbf{E}\left[X_{t}\right]<\infty$, then as $t \downarrow 0, X_{t}$ a.s. and $L^{1}$-converges to an $\mathcal{F}_{0}$-measurable r.v. $X_{0}$, and $\left(X_{t}\right)_{t \geq 0}$ is a $\left(\mathcal{F}_{t}\right)$-supermartingale.
Theorem 2.1.19 Let $\left(X_{t}, t \in \overline{I R}_{+}\right)$be a right-continuous martingale (supermartingale). If $S$ and $T$ are two stopping times with $S \leq T$, then $X_{S}, X_{T}$ are integrable and

$$
\mathbf{E}\left[X_{T} \mid \mathcal{F}_{S}\right]=X_{S}\left(\leq X_{S}\right) \quad \text { a.s. }
$$

Theorem 2.1.20 Let $X$ be a non-negative right-continuous supermartingale. Put $T=$ $\inf \left\{t>0: X_{t}=0\right.$ or $\left.X_{t-}=0\right\}$, then for a.e. $\omega$ and all $t \in[T(\omega), \infty), X_{t}(\omega)=0$.
Theorem 2.1.21 Let $X^{1} \leq X^{2} \leq \cdots$ be a sequence of right-continuous supermartingales with $\sup _{n} \mathbb{E}\left[X_{0}^{n}\right]<0$. Then $X_{t}=\sup _{n} X_{t}^{n}, t \geq 0$, is a right-continuous supermartingale.

### 2.1.2 General Theory of Stochastic Processes

Let $(\Omega, \mathcal{F})$ be a measurable space. A process on $(\Omega, \mathcal{F})$ is simply a collection of measurable functions $\left\{X_{t}, t \in \Lambda\right\}$, defined on $(\Omega, \mathcal{F})$, where $\Lambda$ is a time parameter set. If $\Lambda$ is an interval of $\mathbf{R}=(-\infty, \infty),\left(X_{t}\right)$ is called a process in continuous time. If $\Lambda$ is a subset of $\mathbf{N}=\{0,1,2, \cdots\},\left(X_{t}\right)$ is called a process in discrete time. For a fixed $\omega \in \Omega$, the function $t \mapsto X_{t}(\omega)$ defined on $\Lambda$ is called a sample path of the process $\left(X_{t}\right)$. A process in continuous time having continuous paths is called a continuous process.

In the sequel we assume the time parameter set $\Lambda$ is $\mathbf{R}_{+}$. We call an increasing family $\left(\mathcal{F}_{t}\right)$ of sub- $\sigma$-algebras of $\mathcal{F}$ a filtration.

The general theory of stochastic processes contains four parts: 1) the measurable structure of stochastic processes; 2) the section theorem, which provides an approach of studying trajectory properties of a stochastic process through values of the process taken at stopping times; 3) the projection theory of measurable processes, which is a generalization of the conditional expectation in probability theory; 4) the dual projections of finite variation processes, which are defined via projections of random measures.

## Optional and Predictable Processes

Let $(\Omega, \mathcal{F})$ be a measurable space equipped with a filtration $\mathbf{F}=\left(\mathcal{F}_{t}\right)_{t \geq 0}$. Set $\mathcal{F}_{\infty}=\vee_{t \geq 0} \mathcal{F}_{t}$ and

$$
\begin{aligned}
\mathcal{F}_{t+} & =\bigcap_{s>t} \mathcal{F}_{s}, t \geq 0 \\
\mathcal{F}_{t-} & =\bigwedge_{s<t} \mathcal{F}_{s}=\sigma\left(\bigcup_{s<t} \mathcal{F}_{s}\right), t>0
\end{aligned}
$$

By convention, we put $\mathcal{F}_{0-}=\mathcal{F}_{0}, \mathcal{F}_{\infty-}=\mathcal{F}_{\infty}$. The filtration $\mathbf{F}$ is called right-continuous, if for each $t \geq 0, \mathcal{F}_{t}=\mathcal{F}_{t+}$. Obviously, $\mathbf{F}_{+}=\left(\mathcal{F}_{t+}\right)_{t \geq 0}$ is right-continuous.

For an $\mathbf{F}$-stopping time $T$, we put

$$
\begin{aligned}
\mathcal{F}_{T+} & =\left\{A \in \mathcal{F}_{\infty}: \forall t \in \mathbb{R}_{+}, A[T \leq t] \in \mathcal{F}_{t+}\right\} \\
\mathcal{F}_{T} & =\left\{A \in \mathcal{F}_{\infty}: \forall t \in \mathbb{R}_{+}, A[T \leq t] \in \mathcal{F}_{t}\right\} \\
\mathcal{F}_{T-} & =\mathcal{F}_{0} \vee \sigma\left\{A[t<T]: A \in \mathcal{F}_{t}, t \in \mathbb{R}_{+}\right\}
\end{aligned}
$$

Then $\mathcal{F}_{T+}, \mathcal{F}_{T}, \mathcal{F}_{T-}$ are all $\sigma$-fields and it holds that $\mathcal{F}_{T-} \subset \mathcal{F}_{T} \subset \mathcal{F}_{T+}$. For each natural number $n \geq 1$, put

$$
T_{n}=\sum_{k=1}^{\infty} \frac{k}{2^{n}} I_{\left[\frac{k-1}{2^{n}} \leq T<\frac{k}{\left.2^{n}\right]}\right.}+(+\infty) I_{[T=+\infty]}
$$

Then $T_{n}$ are stopping times and $T_{n} \downarrow T$.
Let $A \in \mathcal{F}_{T}$. Put

$$
T_{A}=T I_{A}+(+\infty) I_{A^{c}}
$$

then $T_{A}$ is a stopping time. We call $T_{A}$ the restriction of $T$ on $A$.
Definition 2.1.22 Let $U, V$ be $\overline{\mathbf{R}}_{+}$-valued function on $\Omega$ with $U \leq V$. Put

$$
\begin{aligned}
& \llbracket U, V \rrbracket=\left\{(\omega, t) \in \Omega \times \mathbb{R}_{+}: U(\omega) \leq t \leq V(\omega)\right\} \\
& \llbracket U, V \llbracket=\left\{(\omega, t) \in \Omega \times \mathbb{R}_{+}: U(\omega) \leq t<V(\omega)\right\}
\end{aligned}
$$

Similarly, we can define $\rrbracket U, V \rrbracket$ and $\rrbracket U, V \llbracket$. They are called random intervals. $\llbracket U, U \rrbracket$ will be denoted by $\llbracket U \rrbracket$ and called the graph of $U$.

A random set $B$ is called a thin set, if it can be expressed as a countable union of graphs of stopping times.

Definition 2.1.23 1) A process is called cadlag process, if its sample paths are rightcontinuous with left-limits. "cadlag" is an acronym from the French "continu à droit, limité à gauche." Similarly we can define "caglad" process.
2) A process is called an increasing process, if it is a cadlag process with nonnegative initial values and its paths are increasing functions.
3) A process is called a finite variation (FV) process or process of finite variation, if it is cadlag and its paths are of finite variation on each compact interval of $\mathbf{R}_{+}$.
4) Let $X=\left(X_{t}\right)_{t \geq 0}$ be a stochastic process. If $X_{t}(\omega)$, as a function of $(\omega, t)$, is $\mathcal{F} \times$ $\mathcal{B}\left(\mathbf{R}_{+}\right)$-measurable, $X$ is said to be measurable; if for each $t \in \mathbb{R}_{+}$, the restriction of $X$ on $\Omega \times[0, t]$ is $\mathcal{F}_{t} \times \mathcal{B}([0, t])$-measurable, $X$ is said to be progressively measurable (or simply, progressive).
5) The smallest $\sigma$-field on $\Omega \times \mathbb{R}_{+}$such that all cadlag (resp. left-continuous) adapted processes are measurable is called the optional (resp. predictable) $\sigma$-field and denoted by $\mathcal{O}$ (resp. $\mathcal{P}$ ). A random set or stochastic process is called an optional (resp. predictable) set or process if it is $\mathcal{O}$ (resp. $\mathcal{P}$ )-measurable.

Theorem 2.1.24 1) Every progressive process is measurable and adapted.
2) Every right-continuous (or left-continuous) process is progressive.
3) If $\left(X_{t}\right)$ is a progressive process and $T$ is a stopping time, then $X_{T} I_{[T<\infty]}$ is $\mathcal{F}_{T^{-}}$ measurable.
4) Every optional process is progressive.

Theorem 2.1.25 1) We denote by $\mathcal{T}$ the collection of all stopping times. Then

$$
\mathcal{O}=\sigma\{\llbracket S, \infty \llbracket: S \in \mathcal{T}\}
$$

2) Put

$$
\begin{aligned}
& \left.\left.\mathcal{C}_{1}=\left\{A \times\{0\}: A \in \mathcal{F}_{0}\right\} \cup\{A \times] s, t\right]: 0<s<t, s, t \in \mathcal{Q}_{+}, A \in \bigcup_{r<s} \mathcal{F}_{r}\right\} \\
& \mathcal{C}_{2}=\left\{A \times\{0\}: A \in \mathcal{F}_{0}\right\} \cup\left\{A \times\left[s, t\left[: 0<s<t, s, t \in \mathcal{Q}_{+}, A \in \bigcup_{r<s} \mathcal{F}_{r}\right\},\right.\right. \\
& \mathcal{C}_{3}=\left\{A \times\{0\}: A \in \mathcal{F}_{0}\right\} \cup\{\rrbracket S, \infty \llbracket: S \in \mathcal{T}\},
\end{aligned}
$$

where $\mathcal{Q}_{+}$denotes the set of all positive rational numbers. Then $\sigma\left(\mathcal{C}_{1}\right)=\sigma\left(\mathcal{C}_{2}\right)=\sigma\left(\mathcal{C}_{3}\right)=\mathcal{P}$. In particular, $\mathcal{P} \subset \mathcal{O}$.

Corollary 2.1.26 Let $\left(X_{t}\right)$ be a predictable processes and $T$ a stopping time. Then $X^{T}$ is a predictable process and $X_{T} I_{[T<\infty]} \in \mathcal{F}_{T-}$. Here and henceforth, $X^{T}$ stands for the process $X$ stopped at $T$, namely,

$$
X_{t}^{T}(\omega)=X_{t \wedge T(\omega)}(\omega)
$$

Theorem 2.1.27 If $\left(X_{t}\right)_{t \geq 0}$ is an adapted cadlag process, then there exists a sequence of strictly positive stopping times $\left(T_{n}\right)$ such that

$$
[\Delta X \neq 0]:=\left\{(\omega, t): 0<t<+\infty, X_{t}(\omega) \neq X_{t-}(\omega)\right\}=\bigcup_{n} \llbracket T_{n} \rrbracket
$$

Definition 2.1.28 An $\overline{\mathbf{R}}_{+}$-valued function $T$ on $\Omega$ is called a predictable time, if $\llbracket T, \infty \llbracket$ is a predictable set. A stopping time $T$ is called an accessible time, if there exists a sequence of predictable times $\left(T_{n}\right)$ such that $\llbracket T \rrbracket \subset \bigcup_{n} \llbracket T_{n} \rrbracket$.

The following theorem characterizes predictable processes within cadlag adapted processes.

Theorem 2.1.29 Let $X=\left(X_{t}\right)$ be a cadlag adapted process. Then $X$ is a predictable process if and only if $X$ satisfies the following conditions:

1) there exists a sequence of strictly positive predictable times $\left(T_{n}\right)$ such that $[\Delta X \neq 0] \subset$ $\bigcup_{n} \llbracket T_{n} \rrbracket$,
2) for each predictable time $T, X_{T} I_{[T<\infty]} \in \mathcal{F}_{T-}$.

Let $A=\left(A_{t}\right)_{t \geq 0}$ be an $F V$ process. For each $\omega \in \Omega$, the function of finite variation $A$. $(\omega)$ on $\mathbf{R}_{+}$can be uniquely decomposed as $A .(\omega)=A^{c}(\omega)+A^{d}(\omega)$, where $A^{c}(\omega)$ is a continuous function of finite variation, $A^{d}(\omega)$ is a purely discontinuous function of finite variation:

$$
A_{t}^{d}(\omega)=\sum_{0<s \leq t} \Delta A_{s}(\omega)
$$

We call $A^{c}$ the continuous part of $A$ and $A^{d}$ the purely discontinuous part of $A$. An FV process $A$ is said to be purely discontinuous if $A^{c}=0$.

The Stieltjes integral of a measurable process $H$ w.r.t. an FV process $A$ is defined path by path:

$$
B_{t}(\omega)=\int_{[0, t]} H_{s}(\omega) d A_{s}(\omega)=H_{0} A_{0}+\int_{0}^{t} H_{s}(\omega) d A_{s}(\omega)
$$

We denote $\left(B_{t}\right)$ by $H_{\dot{s}} A$ or simply $H . A$. We denote by $L_{S}(A)$ the set of all measurable processes which are Stieltjes integrable w.r.t. $A$.

Theorem 2.1.30 Let $A=\left(A_{t}\right)$ be an $F V$ process and $H \in L_{S}(A)$.

1) If $H$ is progressive and $A$ is adapted, then $H . A$ is adapted.
2) if $H$ and $A$ are predictable, then so is H.A.

Let $\left(\tau_{t}\right)$ be an increasing process. If for each $t \in \mathbb{R}_{+} \tau_{t}$ is an $\left(\mathcal{F}_{t}\right)$-stopping time, we call $\left(\tau_{t}\right)$ a random time-change. Put $\mathcal{G}_{t}=\mathcal{F}_{\tau_{t}}$. We call $\left(\mathcal{G}_{t}\right)$ the filtration induced by $\tau$.

Theorem 2.1.31 Assume that $\left(\mathcal{F}_{t}\right)$ is right-continuous.

1) Let $\left(\mathcal{G}_{t}\right)$ be the filtration induced by a random time-change $\left(\tau_{t}\right)$. Then $\left(\mathcal{G}_{t}\right)$ is rightcontinuous.
2) Let $\left(A_{t}\right)$ be an adapted increasing process with $A_{\infty}=\infty$. Put

$$
\tau_{t}=\inf \left\{s>0: A_{s}>t\right\}, \quad \mathcal{G}_{t}=\mathcal{F}_{\tau_{t}}
$$

Then $\left(\tau_{t}\right)$ is a random time-change, called the one associated to A. If $\left(A_{t}\right)$ is continuous, then for any $\left(\mathcal{F}_{t}\right)$-stopping time $\sigma, A_{\sigma}$ is a $\left(\mathcal{G}_{t}\right)$-stopping time, and we have $\mathcal{F}_{\sigma} \subset \mathcal{G}_{A_{\sigma}}$. If $\left(A_{t}\right)$ is further strictly increasing, then $\mathcal{F}_{\sigma}=\mathcal{G}_{A_{\sigma}}$.

## Section Theorem and Its Applications

Let $(\Omega, \mathcal{F}, \mathbf{P})$ be a probability space equipped with a filtration $\mathbf{F}=\left(\mathcal{F}_{t}\right) . \mathbf{F}=\left(\mathcal{F}_{t}\right)$ is said to be complete, if $(\Omega, \mathcal{F}, \mathbf{P})$ is complete and $\mathcal{F}_{0}$ contains all $\mathbf{P}$-null sets. If $\mathbf{F}$ is complete and right-continuous, we say that $\mathbf{F}$ satisfies the usual conditions.

A probability space $(\Omega, \mathcal{F}, \mathbf{P})$ equipped with a right-continuous filtration $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ is called a filtered probability space or stochastic basis and denoted by $(\Omega, \mathcal{F}, \mathbf{F}, \mathbf{P})$. If $(\Omega, \mathcal{F}, \mathbf{P})$ is complete and $\mathbf{F}$ satisfies the usual conditions, we call $(\Omega, \mathcal{F}, \mathbf{F}, \mathbf{P})$ a complete stochastic basis. Any stochastic basis $(\Omega, \mathcal{F}, \mathbf{F}, \mathbf{P})$ can be completed as follows: First we complete the probability space $(\Omega, \mathcal{F}, \mathbf{F}, \mathbf{P})$ and then let $\mathcal{F}_{t}^{P}$ be the $\sigma$-field generated by $\mathcal{F}_{t}$ and all $\mathbf{P}$-null sets.

A subset $\Lambda$ of $\Omega \times \mathbb{R}_{+}$is called an evanescent set (w.r.t. $\mathbf{P}$ ), if the projection of $\Lambda$ on $\Omega$ is a $\mathbf{P}$-null set. Two processes $X=\left(X_{t}\right)$ and $Y=\left(Y_{t}\right)$ are said to be indistinguishable (denoted by $X=Y$ ), if $\left\{(\omega, t): X_{t}(\omega) \neq Y_{t}(\omega)\right\}$ is an evanescent set. If $\left\{(\omega, t): X_{t}(\omega)>Y_{t}(\omega)\right\}$ is an evanescent set, we write $X \leq Y$.

The following theorem is called the section theorem. It is one of the most important results in the general theory of stochastic processes.

Theorem 2.1.32 Let $A$ be an optional (resp. accessible, predictable) set. Then for any $\epsilon>0$ there exists a stopping time (resp. accessible time, predictable time) $T$ such that

1) $\llbracket T \rrbracket \subset A$;
2) $\mathbf{P}(T<\infty) \geq \mathbf{P}(\pi(A))-\epsilon$.

Here $\pi(A)=\left\{\omega: \exists t \in \mathbf{R}_{+}\right.$such that $\left.(\omega, t) \in A\right\}$ is the projection of $A$ on $\Omega$.
We give below some applications of the section theorem.

Theorem 2.1.33 Let $X=\left(X_{t}\right)$ and $Y=\left(Y_{t}\right)$ be two optional (resp. predictable) processes. If for each bounded stopping time (resp. predictable time) $T$ we have $X_{T} \leq Y_{T}$ a.s., then $X \leq Y$. In particular, if for each bounded stopping time (resp. predictable time) $T$ we have $X_{T}=Y_{T}$ a.s., then $X=Y$.

Definition 2.1.34 1) A stopping time $T$ is said to be (a.s.) foretellable, if there exists a sequence of stopping times $\left(T_{n}\right)$ such that on $[T>0]$ we have $T_{n}<T$ (a.s.), for all $n$, and $\lim _{n} T_{n}=T$ (a.s.).
2) A stopping time $T$ is called a totally inaccessible time, if for each predictable time $S$ we have $\mathbf{P}(T=S<\infty)=0$.

Theorem 2.1.35 For each stopping time there exists $A \subset[T<\infty], A \in \mathcal{F}_{T-}$ such that $T_{A}$ is an accessible time and $T_{A^{c}}$ is a totally inaccessible time.
$T_{A}$ and $T_{A^{c}}$ are called the accessible and totally inaccessible part of $T$ and denoted by $T^{a}$ and $T^{i}$, respectively.

Theorem 2.1.36 Let $X=\left(X_{t}\right)$ be a cadlag adapted process. Then there exists a sequence $\left(T_{n}\right)$ of strictly positive stopping times satisfying the following conditions:
i) $\left.[\Delta X \neq 0] \subset \cup_{n}\left[T_{n}\right]\right\}$,
ii) each $T_{n}$ is predictable or totally inaccessible,
iii) $\llbracket T_{n} \rrbracket \cap \llbracket T_{m} \rrbracket=\emptyset$, for $n \neq m$.

The following theorem describes the structure of an adapted or predictable FV process.
Theorem 2.1.37 If $A$ is an adapted (resp. predictable) FV process, then so is $A^{d}$ and there exists a sequence $\left(S_{n}\right)$ of strictly positive stopping times (resp. predictable times) with disjoint graphs such that

$$
A_{t}^{d}=\sum_{n} \Delta A_{S_{n}} I_{\left[S_{n} \leq t\right]}
$$

Moreover, any adapted $F V$ process $A$ admits the following unique decomposition:

$$
A=A^{c}+A^{d a}+A^{d i}
$$

where $A^{c}$ is a continuous adapted $F V$ process, $A^{d a}$ and $A^{d i}$ are purely discontinuous adapted $F V$ processes, $A^{d a}$ has only accessible jumps, $A^{d i}$ has only totally inaccessible jumps.

Definition 2.1.38 Let $A \subset \Omega \times \mathbb{R}_{+}$. Put

$$
D_{A}(\omega)=\inf \left\{t \in \mathbb{R}_{+}:(\omega, t) \in A\right\}, \omega \in \Omega
$$

$D_{A}$ is called the debut of $A$. Here and henceforth, we follow the convention that inf $\emptyset=+\infty$.
Theorem 2.1.39 1) If $\left(\mathcal{F}_{t}\right)$ satisfies the usual conditions, the debut of any progressive set is a stopping time.
2) All predictable times are a.s. foretellable. If $\left(\mathcal{F}_{t}\right)$ is complete, all predictable times are foretellable.
3) If $\left(\mathcal{F}_{t}\right)$ is complete, any evanescent measurable process is a predictable process and any right-continuous adapted process is an optional process.
4) If $\left(\mathcal{F}_{t}\right)$ is complete, any right-continuous supermartingale is indistinguishable to a cadlag process.
5) If $\left(\mathcal{F}_{t}\right)$ satisfies the usual conditions, any martingale has a cadlag version.

Theorem 2.1.40 Assume that $\left(\mathcal{F}_{t}\right)$ is complete. If $X$ is a cadlag adapted process, then $X$ is predictable if and only if it satisfies the following conditions:
i) For any totally inaccessible time $S$, on $[S<\infty]$ we have $X_{S}=X_{S-}$ a.s.,
ii) For any predictable time $T, X_{T} I_{[T<\infty]}$ is $\mathcal{F}_{T-\text {-measurable }}$.

The following theorem is the predictable form of Doob's stopping theorem. It is the basis for defining predictable projections of measurable processes.

Theorem 2.1.41 Assume that $\left(\mathcal{F}_{t}\right)$ satisfies the usual conditions. If $\left(X_{t}, t \in \overline{\mathbf{R}}_{+}\right)$is a cadlag supermartingale (resp. martingale), then for any predictable time $T$ and stopping time $U$ with $U \geq T, X_{U}$ and $X_{T-}$ are integrable and we have

$$
\mathbf{E}\left[X_{U} \mid \mathcal{F}_{T-}\right] \leq X_{T-}\left(\text { resp. }=X_{T-}\right) \text { a.s. }
$$

In particular, if $\xi$ is an integrable r.v. and $S, T$ are two predictable times, then we have

$$
\mathbf{E}\left[\mathbf{E}\left[\xi \mid \mathcal{F}_{S-}\right] \mid \mathcal{F}_{T-}\right]=\mathbf{E}\left[\xi \mid \mathcal{F}_{(S \wedge T)-}\right] \text { a.s. . }
$$

Corollary 2.1.42 Assume that $\left(\mathcal{F}_{t}\right)$ satisfies the usual conditions.

1) Any right-continuous predictable martingale is continuous.
2) Let $T$ be a stopping time. Then $T$ is a predictable time, if and only if for any bounded cadlag martingale $M$ one has $\mathbf{E}\left[\Delta M_{T}\right]=0$, where $\Delta M_{0}=\Delta M_{\infty}=0$ by convention.

Definition 2.1.43 1) Let $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ be a complete filtration. $\mathbf{F}$ is said to be quasi-leftcontinuous, if $\mathcal{F}_{T}=\mathcal{F}_{T-}$ for any predictable time $T$.
2) An adapted cadlag process $X$ is said to be quasi-left-continuous, if for each predictable time $T$ we have $X_{T}=X_{T-}$, a.s. on $[T<\infty]$.

Theorem 2.1.44 The following conditions are equivalent:

1) $\mathbf{F}$ is quasi-left-continuous,
2) Every accessible time is a predictable time,
3) Every cadlag $\mathbf{F}$-martingale is quasi-left-continuous.

## Projections of Measurable Processes

We assume that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space and $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ is a filtration satisfying the usual conditions. We shall define projections of processes via conditional expectations of random variables. For convenience we use the generalized conditional expectations.

Definition 2.1.45 Let $(\Omega, \mathcal{F}, \mathbf{P})$ be a probability space and $\mathcal{G}$ a sub- $\sigma$-field of $\mathcal{F}$. A r.v. $\xi$ is said to be $\sigma$-integrable w.r.t $\mathcal{G}$, if there exist $\Omega_{n} \in \mathcal{G}, \Omega_{n} \uparrow \Omega$ such that each $\xi I_{\Omega_{n}}$ is integrable, or equivalently, there exists a $\mathcal{G}$-measurable real r.v. $\eta>0$ such that $\xi \eta$ is integrable.

Theorem 2.1.46 Let $\xi$ be a r.v., $\sigma$-integrable w.r.t. $\mathcal{G}$. Put

$$
\mathcal{C}=\left\{A \in \mathcal{G}: \mathbf{E}\left[\xi \mid I_{A}\right]<+\infty\right\}
$$

Then there exists uniquely a $\mathcal{G}$-measurable real r.v. $\eta$ such that for all $A \in \mathcal{C}$ we have

$$
\mathbf{E}\left[\xi I_{A}\right]=\mathbf{E}\left[\eta I_{A}\right]
$$

We call $\eta$ is the conditional expectation of $\xi$ w.r.t. $\mathcal{G}$, and denote it by $\mathbf{E}[\xi \mid \mathcal{G}]$.

It is easy to prove that the above generalized conditional expectation posses all properties of the ordinary conditional expectation.
Theorem 2.1.47 Let $\left(X_{t}\right)$ be a measurable process such that for every stopping time $T$, $X_{T} I_{[T<\infty]}$ is $\sigma$-integrable w.r.t. $\mathcal{F}_{T}$. Then there exists a unique optional process, denoted by ${ }^{\circ} X$, such that for every stopping time $T$ we have

$$
\mathbf{E}\left[X_{T} I_{[T<\infty]} \mid \mathcal{F}_{T}\right]={ }^{\circ} X_{T} I_{[T<\infty]} \quad \text { a.s. }
$$

In this case, we say that $X$ has the optional projection ${ }^{\circ} X$.
Obviously, every progressive process $X$ has the optional projection and ${ }^{\circ} X$ is an optional version of $X$.

Theorem 2.1.48 Let $X=\left(X_{t}\right)$ be a measurable process such that for every predictable time $T, X_{T} I_{[T<\infty]}$ is $\sigma$-integrable w.r.t. $\mathcal{F}_{T-}$. Then there exists a unique predictable process, denoted by ${ }^{p} X$, such that for every predictable time $T$ we have

$$
\mathbf{E}\left[X_{T} I_{[T<\infty]} \mid \mathcal{F}_{T-}\right]={ }^{p} X_{T} I_{[T<\infty]} \quad \text { a.s. }
$$

In this case, we say that $X$ has the predictable projection ${ }^{p} X$.
Let $X$ be a cadlag martingale. Then by Theorem 1.1.41, $X_{\text {_ }}$ is the predictable projection of $X$. Here by convention, $X_{0-}=X_{0}$.

The following theorem shows that the projection has a property, similar to the smoothing property of conditional expectation.
Theorem 2.1.49 Let $X$ be a measurable process and $Y$ an optional (resp. predictable) process. If the optional (resp. predictable) projection of $X$ exists, then so does $X Y$ and

$$
{ }^{o}(X Y)=\left({ }^{o} X\right) Y \quad\left(\text { resp. }{ }^{p}(X Y)=\left({ }^{p} X\right) Y\right)
$$

## Dual Projections of FV Processes

First of all we define the measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$generated by an increasing process.
Definition 2.1.50 Let $A$ be an increasing process. We define a set-function $\mu_{A}$ as follows:

$$
\mu_{A}(H)=\mathbf{E}\left[\int_{[0, \infty[ } I_{H}(\cdot, s) d A_{s}(\cdot)\right], H \in \mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)
$$

Then $\mu_{A}$ is a measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$. We call it the measure generated by $A$.
Put

$$
T_{n}(\omega)=\inf \left\{t \geq 0: A_{t}(\omega) \geq n\right\}
$$

Then $T_{n}$ is a r.v., $\llbracket 0, T \llbracket \in \mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right), \bigcup_{n} \llbracket 0, T_{n} \llbracket=\Omega \times \mathbb{R}_{+}$, and $\mu_{A}(\llbracket 0, T \llbracket) \leq n$. Consequently, $\mu_{A}$ is a $\sigma$-finite measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$. Obviously, $\mu_{A}$ doesn't charge evanescent sets and for all $t \geq 0, F \in \mathcal{F}$, we have

$$
\mu_{A}(F \times[0, t])=\mathbf{E}\left[I_{F} A_{t}\right]
$$

Theorem 2.1.51 A measure $\mu$ on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$is generated by certain increasing process if and only if for each $t \geq 0$ the set-function $G_{t}$ on $(\Omega, \mathcal{F})$, defined by

$$
G_{t}(F)=\mu(F \times[0, t]), F \in \mathcal{F}
$$

is a $\sigma$-finite measure and absolutely continuous w.r.t. $\mathbf{P}$. The increasing process generating $\mu$ is unique.

Definition 2.1.52 Let $\mu$ be a measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$not charging evanescent sets. $\mu$ is called an optional (resp. predictable) measure, if for any bounded measurable process $X$, we have

$$
\mu(X)=\mu^{o}(X) \quad\left(\text { resp. } \mu(X)=\mu\left({ }^{p} X\right)\right)
$$

where $\mu(X)=\int_{\Omega \times R_{+}} X d \mu$.
Below we define the projections of measures. They are the basis for studying the dual predictable projection of an increasing process.

Theorem 2.1.53 Let $\mu$ be a $\sigma$-finite measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$not charging evanescent sets. For any positive bounded measurable process $X$, set

$$
\mu^{o}(X)=\mu\left({ }^{\circ} X\right), \quad \mu^{p}(X)=\mu\left({ }^{p} X\right)
$$

Then $\mu^{o}$ (resp. $\mu^{p}$ ) is an optional (resp. predictable) measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$not charging evanescent sets. We call $\mu^{o}$ (resp. $\mu^{p}$ ) the optional (resp. predictable) projections of $\mu$.

Obviously, $\mu$ and $\mu^{p}$ coincide on the optional $\sigma$-field $\mathcal{O}, \mu$ and $\mu^{p}$ coincide on the predictable $\sigma$-field $\mathcal{P}$. Besides, in order for $\mu$ be an optional (resp. predictable) measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$it is necessary and sufficient that $\mu=\mu^{o}$ (resp. $\mu=\mu^{p}$ ).

Theorem 2.1.54 Let $\mu_{A}$ be the measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$generated by an increasing process A. Then $\mu_{A}$ is optional (resp. predictable), if and only if $A$ is adapted (resp. predictable).

Theorem 2.1.55 Let $A$ and $B$ be two adapted (resp. predictable) increasing processes. The following statements are equivalent:

1) For almost all $\omega, d B .(\omega) \ll d A .(\omega)$,
2) $\mu_{B} \ll \mu_{A}$ on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$,
3) $\mu_{B} \ll \mu_{A}$ on $\mathcal{O}$ (resp. $\mathcal{P}$,
4) There exists a non-negative optional (resp. predictable) process $H$, denoted by $\frac{d B}{d A}$, such that $B=H . A$, a.s..

Let $A$ be an increasing process. If $A_{\infty}=\lim _{n \rightarrow \infty} A_{n}$ is integrable, $A$ is called an integrable increasing process. If $A_{0}$ is $\sigma$-integrable w.r.t. $\mathcal{F}_{0}$ and there exist stopping times $T_{n} \uparrow \infty$ a.s. such that $A_{T_{n}}-A_{0}$ are integrable, $A$ is said to be locally integrable. If there exist $T_{n} \uparrow \infty$ a.s. such that each $A_{T_{n}-}-I_{\left[T_{n}>0\right]}$ is integrable, $A$ is said to be prelocally integrable. An FV process is called a process of integrable variation, if its total variation is integrable. Similarly, we can define processes of prelocally (resp. locally) integrable variation.

Obviously, any adapted FV process is of prelocally integrable variation, any predictable FV process is of locally integrable variation.

Theorem 2.1.56 Let $\mu$ be a measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$generated by an increasing process $A$, and $\mu^{o}$ (resp. $\mu^{p}$ ) be the optional (resp. predictable) projection of $\mu$. Then $\mu^{o}$ (resp. $\mu^{p}$ ) is generated by an adapted (resp. predictable) increasing process if and only if $A$ is prelocally (resp. locally) integrable.

Theorem 1.1.56 hints us to give the following definition.
Definition 2.1.57 Let $A$ be a prelocally (resp. locally) integrable increasing process. We denote by $A^{\circ}$ (resp. $A^{p}$ ) the adapted (predictable) increasing process generating the measure $\mu_{A}^{o}\left(r e s p . \mu_{A}^{p}\right)$ and call $A^{o}$ (resp. $A^{p}$ ) the dual optional (resp. predictable) projection of $A$. If $A$ is adapted, we often use notation $\widetilde{A}$ to denote $A^{p}$ and call $\widetilde{A}$ the compensator of $A$.

The above definition can be extended naturally to processes of prelocally or locally integrable variation.

Theorem 2.1.58 Let $A$ be a process of prelocally (resp. locally) integrable variation and $H$ be an optional (resp. predictable) process. If $H \in L_{S}(A)$ and H.A is of prelocally (resp. locally) integrable variation, then $H \in L_{S}\left(A^{o}\right)$ (resp. $H \in L_{S}\left(A^{p}\right)$ and $(H . A)^{o}=H . A^{o}$ (resp. $(H . A)^{p}=H . A^{p}$ ). Moreover, for any stopping time $T$, we have

$$
\mathbf{E}\left[\int_{[0, T]}\left|H_{s} \| d A_{s}^{o}\right|\right] \leq \mathbb{E}\left[\int_{[0, T]}\left|H_{s} \| d A_{s}\right|\right]
$$

and for any predictable time $T$, we have

$$
\mathbf{E}\left[\int_{[0, T]}\left|H_{s} \| d A_{s}^{p}\right|\right] \leq \mathbb{E}\left[\int_{[0, T]}\left|H_{s} \| d A_{s}\right|\right]
$$

Theorem 2.1.59 Let $A$ be a process of prelocally (resp. locally) integrable variation and $H$ be an optional (resp. predictable) process. If $H \in L_{S}(A) \cap L_{S}\left(A^{\circ}\right)$ (resp. $H \in L_{S}(A) \cap$ $L_{S}\left(A^{p}\right)$ ) and H. $A^{\circ}$ (resp. H. $A^{p}$ ) is of prelocally (resp. locally) integrable variation, then $H . A$ itself is a process of prelocally (resp. locally) integrable variation.

Theorem 2.1.60 Let $A$ be an adapted (resp. predictable) FV process and $H$ be a measurable process having optional (resp. predictable) projection such that $H \in L_{S}(A)$ and H.A is of prelocally (resp. locally) integrable variation. Then ${ }^{\circ} H \in L_{S}(A)$ (resp. ${ }^{p} H \in L_{S}(A)$ ) and $(H \cdot A)^{o}=\left({ }^{\circ} H\right) \cdot A\left(r e s p .(H . A)^{p}=\left({ }^{p} H\right) \cdot A\right)$.

The following theorem gives a martingale characterization of the dual predictable projection.

Theorem 2.1.61 Let $A$ be an adapted process of integrable variation and $B$ a predictable process of integrable variation. Then $B$ is the dual predictable projection of $A$ if and only if $A-B$ is a uniformly integrable martingale with initial value zero. As a consequence, we have $\Delta\left(A^{p}\right)={ }^{p}(\Delta A)$.

### 2.1.3 Modern Martingale Theory

We assume that $(\Omega, \mathcal{F}, \mathbf{P})$ is a complete probability space and $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ is a filtration satisfying the usual conditions. All martingales we consider will be assumed to be cadlag. We use the following notations:
$\mathcal{A}\left(\mathcal{A}_{\text {loc }}\right)$ - the collection of all adapted processes of (locally) integrable variation.
$\mathcal{A}^{+}\left(\mathcal{A}_{\text {loc }}^{+}\right)$——the collection of all adapted (locally) integrable increasing processes.
$\mathcal{V}$ - the collection of all adapted FV processes.
$\mathcal{V}^{+}$——the collection of all adapted increasing processes.
$\mathcal{T}$-—the collection of all stopping times.
$\mathcal{M}$-the collection of all uniformly integrable martingales.

## Doob-Meyer's Decomposition

For any class $\mathcal{G}$ of processes we denote by $\mathcal{G}_{0}$ the sub-class of $\mathcal{G}$ consisting of all elements of $\mathcal{G}$ with null initial value. For an adapted process of integrable variation $A$ we denote its predictable dual projection by $\widetilde{A}$ instead of $A^{p}$.

A measurable process $X$ is said to be of class $(D)$ if $\left\{X_{T} I_{[T<\infty]}: T \in \mathcal{T}\right\}$ is uniformly integrable. From Doob's stopping theorem we know that all uniformly integrable martingales and nonnegative right-closed submartingales are of class $(D)$.

Let $Z=\left(Z_{t}\right)$ be a nonnegative supermartingale. If $\lim _{t \rightarrow \infty} \mathbf{E}\left[Z_{t}\right]=0$, we call $Z$ a potential.

Theorem 2.1.62 Let $A=\left(A_{t}\right)$ be a predictable integrable increasing process with $A_{0}=0$ and $Z=\left(Z_{t}\right)$ be the optional projection of $\left(A_{\infty}-A_{t}\right)$. Then $Z$ is a potential of class $(D)$. We call $Z$ the potential generated by $A$.

Theorem 2.1.63 Let $Z$ be a potential of class ( $D$ ). Then there exists a unique predictable integrable increasing process $A$ with $A_{0}=0$ such that $Z$ is generated by $A$.

As a consequence of Theorem 2.1.63 we obtain the following Doob-Meyer's decomposition theorem for supermartingales of class ( $D$ ), due to Meyer (1962) [Ref. 5].

Theorem 2.1.64 Let $X$ be a supermartingale of class $(D)$. Then $X$ can be decomposed uniquely as

$$
X=M-A
$$

where $M$ is a uniformly integrable martingale, $A$ is a predictable integrable increasing process with $A_{0}=0$. (1.6) is called the Doob-Meyer's decomposition of $X$.

## Martingales with Integrable Variation and Uniformly Square Integrable Martingales

A martingale is called a martingale with integrable variation, if it is also an FV process of integrable variation. We denote by $\mathcal{W}$ the collection of all martingales with integrable variation.

Theorem 2.1.65 If $M \in \mathcal{W}$, then for any bounded martingale $N$ we have

$$
\mathbf{E}\left[M_{\infty} N_{\infty}\right]=\mathbf{E}\left[M_{0} N_{0}+\sum_{s>0} \Delta M_{s} \Delta N_{s}\right]
$$

Moreover, $\left(L_{t}\right)=\left(M_{t} N_{t}-\sum_{s \leq t} \Delta M_{s} \Delta N_{s}\right)$ is a uniformly integrable martingale.
The following theorem shows the special role of predictable processes in the theory of stochastic integration.

Theorem 2.1.66 If $M \in \mathcal{W}$ and $H$ is a predictable process such that

$$
\mathbf{E}\left[\int_{[0, \infty[ }\left|H_{s} \| d M_{s}\right|\right]<\infty
$$

then $H . M \in \mathcal{W}$.
A martingale $M$ is called a uniformly square integrable martingale, if $\sup _{t} \mathbb{E}\left[M_{t}^{2}\right]<\infty$. We denote by $\mathcal{M}^{2}$ the collection of all uniformly square integrable martingales and denote by $\mathcal{M}^{2, c}$ the collection of all continuous uniformly square integrable martingales.

Let $M \in \mathcal{M}$. Then $M \in \mathcal{M}^{2}$ if and only if $\mathbf{E}\left[M_{\infty}^{2}\right]<\infty$. In fact we have

$$
\mathbf{E}\left[M_{\infty}^{2}\right]=\sup _{t} \mathbb{E}\left[M_{t}^{2}\right]
$$

Moreover, $\mathcal{M}^{2}$ is a Hilbert space with inner product given by ( $M, N$ ) $=\mathbf{E}\left[M_{\infty} N_{\infty}\right]$, and it is isomorphic to $L^{2}(\Omega, \mathcal{F}, \mathbf{P})$ through the mapping $M \mapsto M_{\infty}$.

Theorem 2.1.67 If $\left(M^{n}\right)_{n \geq 1}$ converges to $M$ in $\mathcal{M}^{2}$, then there exists a subsequence $\left(M^{n_{k}}\right)_{k \geq 1}$ such that for almost all $\omega$, $M_{t}^{n_{k}}(\omega)$ converges to $M_{t}(\omega)$ uniformly in $t \in \mathbb{R}_{+}$. Consequently, $\mathcal{M}^{2, c}$ is a closed subspace of $\mathcal{M}^{2}$.

Definition 2.1.68 Let $\mathcal{M}^{2, d}$ denote the orthogonal complement of $\mathcal{M}^{2, c}$ in $\mathcal{M}^{2}$. We call elements of $\mathcal{M}^{2, d}$ purely discontinuous uniformly square integrable martingales.

Let $M \in \mathcal{M}^{2, d}$. Obviously, we have $M_{0}=0$, a.s. . Let $M \in \mathcal{M}^{2}$. Then $M$ admits the following unique decomposition:

$$
M=M_{0}+M^{c}+M^{d}
$$

where $M^{c} \in \mathcal{M}_{0}^{2, c}, M^{d} \in \mathcal{M}^{2, d}$. We call $M^{c}$ the continuous martingale part of $M$ and $M^{d}$ the purely discontinuous martingale part of $M$.

Let $M \in \mathcal{M}^{2}$ and $T$ be a stopping time. Then

$$
\left(M^{T}\right)^{c}=\left(M^{c}\right)^{T}, \quad\left(M^{T}\right)^{d}=\left(M^{d}\right)^{T}
$$

Theorem 2.1.69 1) Let $M \in \mathcal{M}^{2}$. Then

$$
\mathbf{E}\left[M_{0}^{2}\right]+\mathbf{E}\left[\sum_{s>0}\left(\Delta M_{s}\right)^{2}\right] \leq \mathbb{E}\left[M_{\infty}^{2}\right]
$$

and the equality holds if and only if $M-M_{0} \in \mathcal{M}^{2, d}$.
2) If $M, N \in \mathcal{M}^{2}$, then

$$
\mathbf{E}\left[M_{0} N_{0}\right]+\mathbf{E}\left[\sum_{s>0}\left|\Delta M_{s} \Delta N_{s}\right|\right] \leq \sqrt{\mathbf{E}\left[M_{\infty}^{2}\right]} \sqrt{\mathbf{E}\left[N_{\infty}^{2}\right]} .
$$

3) If $M \in \mathcal{M}^{2, d}$, then for any $N \in \mathcal{M}^{2}$ we have

$$
\mathbf{E}\left[M_{\infty} N_{\infty}\right]=\mathbf{E}\left[\sum_{s} \Delta M_{s} \Delta N_{s}\right]
$$

In addition, $\left(L_{t}\right)=\left(M_{t} N_{t}-\sum_{s \leq t} \Delta M_{s} \Delta N_{s}\right)$ is a uniformly integrable martingale.
4) $\mathcal{M}_{0}^{2} \cap \mathcal{W} \subset \mathcal{M}^{2, d}$.

Definition 2.1.70 Let $M \in \mathcal{M}^{2}$. $M^{2}$ is a submartingale of class $(D)$, since by Doob's inequality we have $M_{\infty}^{*}=\sup _{t}\left|M_{t}\right| \in L^{2}$. Thus according to Doob-Meyer's decomposition theorem there exists a unique predictable integrable increasing process, denoted by $\langle M\rangle$, such that $M^{2}-\langle M\rangle \in \mathcal{M}_{0} .\langle M\rangle$ is called the predictable quadratic variation or the sharp bracket process of $M$. For $M, N \in \mathcal{M}^{2}$, put

$$
\langle M, N\rangle=\frac{1}{2}[\langle M+N\rangle-\langle M\rangle-\langle N\rangle] .
$$

$\langle M, N\rangle$ is called the predictable quadratic covariation or the sharp bracket process of $M$ and $N$.

Definition 2.1.71 For $M, N \in \mathcal{M}^{2}$, put

$$
[M, N]_{t}=M_{0} N_{0}+\left\langle M^{c}, N^{c}\right\rangle_{t}+\sum_{0<s \leq t} \Delta M_{s} \Delta N_{s}, \quad t \geq 0
$$

$[M, N]$ is an adapted process of integrable variation, called the quadratic covariation of $M$ and $N$. The process $[M, M]$ (or simply, $[M]$ ) is an adapted integrable increasing process, called the quadratic variation or bracket process of $M$.

Theorem 2.1.72 Let $M, N \in \mathcal{M}^{2}$.

1) $[M, N]$ is the unique adapted process of integrable variation such that $M N-[M, N] \in$ $\mathcal{M}_{0}$ and $\Delta[M, N]=\Delta M \Delta N$.
2) $\langle M, N\rangle$ is the dual predictable projection of $[M, N]$.

The following theorem is a basis for the definition of stochastic integrals.
Theorem 2.1.73 (Kunita-Watanabe inequality) Let $M, N \in \mathcal{M}^{2}$, and $H, K$ be two measurable processes. Then

$$
\begin{aligned}
& \int_{[0, \infty]}\left|H_{s} K_{s}\right|\left|d\langle M, N\rangle_{s}\right| \\
& \quad \leq\left(\int_{[0, \infty[ } H_{s}^{2} d\langle M\rangle_{s}\right)^{1 / 2}\left(\int_{[0, \infty]} K_{s}^{2} d\langle N\rangle_{s}\right)^{1 / 2} \text { a.s. }, \\
& \mathbf{E}\left[\int_{[0, \infty[ }\left|H_{s} K_{s}\right|\left|d\langle M, N\rangle_{s}\right|\right] \\
& \quad \leq\left\|\sqrt{\int_{[0, \infty[ } H_{s}^{2} d\langle M\rangle_{s}}\right\|_{p}\left\|\sqrt{\int_{[0, \infty[ } K_{s}^{2} d\langle N\rangle_{s}}\right\|_{q} \text { a.s. },
\end{aligned}
$$

where $p, q$ is a pair of conjugate indices, $\|\cdot\|_{p}$ is the $L^{p}$-norm. A similar result holds for $[M, N],[M]$ and $[N]$.

## Local Martingales and Semimartingales

Definition 2.1.74 Let $M$ be a cadlag adapted process. If there exist stopping times $T_{n} \uparrow$ $+\infty$ such that each $M^{T_{n}}-M_{0}$ is uniformly integrable martingale (resp. martingale of integrable variation). Then $M$ is called a local martingale (resp. local martingale of locally integrable variation). We call $\left(T_{n}\right)$ the localizing sequence for $M$.

We denote by $\mathcal{M}_{\text {loc }}$ (resp. $\mathcal{W}_{\text {loc }}$ ) the collection of all local martingales (resp. local martingales of locally integrable variation). We set $\mathcal{M}_{\text {loc }, 0}=\left\{M \in \mathcal{M}_{\text {loc }}: M_{0}=0\right\}$.

Lemma 2.1.75 Let $M$ be a local martingale and $\epsilon>0$. Put

$$
A=\sum_{s \leq} \Delta M_{s} I_{\left[\left|\Delta M_{s}\right|>\epsilon\right]},
$$

then $A \in \mathcal{A}_{\text {loc }}$.
The following is the fundamental theorem for local martingales.
Theorem 2.1.76 Let $M$ be a local martingale. Then for any $\epsilon>0, M$ admits the following decomposition:

$$
M=M_{0}+U+V
$$

where $U \in \mathcal{M}_{\text {loc }, 0}$ with $|\Delta U| \leq \epsilon$ and $V \in \mathcal{W}_{\text {loc }, 0}$.
Corollary 2.1.77 1) If $M \in \mathcal{M}_{\mathrm{loc}}$, then for all $t \geq 0, \sum_{s \leq t}\left(\Delta M_{s}\right)^{2}<\infty$ a.s..
2) $\mathcal{M}_{\text {loc }} \cap \mathcal{V}=\mathcal{W}_{\text {loc }}$.
3) Let $A \in \mathcal{V}$. Then $A \in \mathcal{A}_{\text {loc }}$ if and only if there exists a predictable $F V$ process $B$ such that $A-B$ is a local martingale.

If $M \in \mathcal{M}_{\text {loc }, 0}$ has a decomposition $M=U+V$ with $U \in \mathcal{M}_{\text {loc }}^{2, d}$ and $V \in \mathcal{W}_{\text {loc }}$, we call $M$ a purely discontinuous local martingale. We denote by $\mathcal{M}_{\text {loc }}^{c}$ (resp. $\mathcal{M}_{\text {loc }}^{d}$ ) the collection of all continuous (resp. purely discontinuous) local martingales.

We denote by $\mathcal{M}_{\mathrm{loc}}^{d a}$ (resp. $\mathcal{M}_{\mathrm{loc}}^{d i}$ ) the set of all purely discontinuous local martingales with accessible (resp. totally inaccessible) jumps.

Theorem 2.1.78 Any local martingale $M$ admits the following unique decomposition:

$$
M=M_{0}+M^{c}+M^{d}=M_{0}+M^{c}+M^{d a}+M^{d i}
$$

where $M^{c} \in \mathcal{M}_{\mathrm{loc}, 0}^{c}, M^{d} \in \mathcal{M}_{\mathrm{loc}}^{d}, M^{d a} \in \mathcal{M}_{\mathrm{loc}}^{d a}$, and $M^{d i} \in \mathcal{M}_{\mathrm{loc}}^{d i}$. We call $M^{c}$ the continuous martingale part of $M$ and $M^{d}$ the purely discontinuous martingale part of $M$.

Definition 2.1.79 Let $M$ and $N$ be two local martingales. Put

$$
[M, N]_{t}=M_{0} N_{0}+\left\langle M^{c}, N^{c}\right\rangle_{t}+\sum_{0<s \leq t} \Delta M_{s} \Delta N_{s}
$$

Then $[M, N]$ is an adapted $F V$ process, called quadratic covariation of $M$ and $N .[M, M]$ (or simply, $[M]$ ) is an adapted increasing process, called the quadratic variation or bracket process of $M$.

If $[M, N] \in \mathcal{A}_{\text {loc }}$, we denote by $\langle M, N\rangle$ the dual predictable projection of $[M, N]$. If $M, N \in \mathcal{M}_{\mathrm{loc}}^{2}$, then $[M, N] \in \mathcal{A}_{\mathrm{loc}}$.

Theorem 2.1.80 1) Let $M \in \mathcal{M}_{\text {loc }}$. Then $M=0$ iff $[M]=0 ; M \in \mathcal{M}_{\text {loc }}^{c}$ iff $[M]$ is continuous; $M \in \mathcal{M}_{\mathrm{loc}}^{d}$ iff $[M]$ is purely discontinuous.
2) If $M \in \mathcal{M}_{\mathrm{loc}}$, then $\sqrt{[M]}$ is a locally integrable increasing process.
3) If $M, N \in \mathcal{M}_{\text {loc }}$, then $[M, N]$ is the unique adapted $F V$ process such that $M N$ $[M, N] \in \mathcal{M}_{\mathrm{loc}, 0}$ and $\Delta[M, N]=\Delta M \Delta N$.

The following theorem shows that martingale transforms can be considered as stochastic integrals of simple integrands w.r.t. a local martingale.

Theorem 2.1.81 Let $M$ be a local martingale, $S$ and $T$ two stopping times with $S \leq T$, and $\xi$ an $\mathcal{F}_{S}$-measurable real r.v.. Put $H=\xi I_{\rrbracket S, T \rrbracket}$. Then $L=\xi\left(M^{T}-M^{S}\right)$ is a local martingale, and for any local martingale $N$ we have

$$
[L, N]=\xi\left([M, N]^{T}-[M, N]^{S}\right)=H \cdot[M, N]
$$

The following theorem gives a characterization for jump processes of local martingales. It plays an important role in the definition of stochastic integrals w.r.t. local martingales.

Theorem 2.1.82 Let $H$ be an optional process such that $[H \neq 0]$ is a thin set. Then $H$ is a jump process of a local martingale, if and only if
i) ${ }^{p} H=0$,
ii) $\sqrt{\Sigma_{s \leq} \leq H_{s}^{2}} \in \mathcal{A}_{\text {loc }}^{+}$.

Definition 2.1.83 Let $X=\left(X_{t}\right)$ be a cadlag adapted process. If $X$ can be expressed as the sum of a local martingale $M$ and an adapted $F V$ process $A$ :

$$
X=M+A
$$

we call $X$ a semimartingale. The continuous martingale part of $M$ in the above decomposition is uniquely determined by $X$. We call it the continuous martingale part of $X$ and denote it by $X^{c}$.

We denote by $\mathcal{S}$ the collection of all semimartingales.
Let $X, Y$ be two semimartingales. Put

$$
[X, Y]_{t}=X_{0} Y_{0}+\left\langle X^{c}, Y^{c}\right\rangle_{t}+\sum_{s \leq t} \Delta X_{s} \Delta Y_{s}, t \geq 0
$$

Then $[X, Y]$ is called the quadratic covariation of $X$ and $Y .[X, X]$ (or simply, $[X]$ ) is an adapted increasing process, called the quadratic variation or bracket process of $X$. If $[X, Y] \in \mathcal{A}_{\text {loc }}$, we denote by $\langle X, Y\rangle$ the dual predictable projection of $[X, Y]$.

Definition 2.1.84 Let $X \in \mathcal{S}$. If $X$ can be expressed as $X=M+A$, where $M$ is a local martingale and $A$ is a process of locally integrable variation, we call $X$ a special semimartingale.

We denote by $\mathcal{S}_{p}$ the collection of all special semimartingales.
Theorem 2.1.85 Let $X \in \mathcal{S}_{p}$. Then $X$ admits the following unique decomposition:

$$
X=M+A
$$

where $M$ is a local martingale, $A$ is a predictable $F V$ process with $A_{0}=0$. We call this decomposition the canonical decomposition of $X$.

The following theorem gives some useful characterizations of special semimartingales.
Theorem 2.1.86 Let $X$ be a semimartingale. The following statements are equivalent:

1) $X$ is a special semimartingale,
2) $\sqrt{[X]}$ is a locally integrable increasing process,
3) $X^{*}=\left(X_{t}^{*}\right)$ is a locally integrable increasing process.

Definition 2.1.87 Let $X$ be an adapted cadlag process. If for each $t \in \mathbb{R}_{+}, X_{t}$ is integrable, and

$$
\left.\operatorname{Var}(\mathrm{X})=\sup _{\tau} \sum_{\mathrm{i}=0}^{\mathrm{n}} \mathbb{E}\left[\mid \mathrm{X}_{\mathrm{t}_{\mathrm{i}}}-\mathbf{E}\left[\mathrm{X}_{\mathrm{t}_{\mathrm{i}+1}} \mid \mathcal{F}_{\mathrm{t}_{\mathrm{i}}}\right]\right]\right]<+\infty
$$

where the supremum is taken over the set of all finite partitions $\tau$ of $[0, \infty]$ of the form $0=t_{0}<t_{1}<\cdots<t_{n}<t_{n+1}=\infty$, and $X_{\infty}=0$ by convention, then $X$ is called a quasi-martingale.

Theorem 2.1.88 Let $X$ be an adapted cadlag process. Then $X$ is a quasi-martingale if and only if $X$ is the difference of two nonnegative cadlag supermartingales. In particular, any quasi-martingale is a special semi-martingale, and any special semimartingale is a local quasi-martingale. Moreover, if $X$ is a quasi-martingale, then $X$ can be uniquely decomposed as the difference of two nonnegative cadlag supermartingales $V^{\prime}$ and $V^{\prime \prime}$ such that $\operatorname{Var}(X)=$ $\mathbf{E}\left[V_{0}^{\prime}+V_{0}^{\prime \prime}\right]$. This decomposition is called Rao's decomposition.

From Theorem 1.1.88 it is easy to see that the quasi-martingale property is preserved under random time-changes or reductions of the filtration.

## Martingale Spaces $\mathcal{H}^{1}, \mathcal{B M O}$ and $\mathcal{H}^{p}$

The contents of this subsection belong to the fine parts of modern martingale theory. The terminology $\mathcal{B M O}$, an acronym of bounded mean oscillation, is borrowed from modern analysis.

Definition 2.1.89 We denote by $\mathcal{H}^{1}$ the set of all local martingales $M$ such that

$$
\|M\|_{\mathcal{H}^{1}}:=\mathrm{E}\left[\sqrt{[M]_{\infty}}\right]<\infty
$$

Each element of $\mathcal{H}^{1}$ is called an $\mathcal{H}^{1}$-martingale.
Obviously, $\mathcal{H}^{1}$ is a vector space. $\|\cdot\|_{\mathcal{H}^{1}}$ is a norm on $\mathcal{H}^{1}$.
Theorem 2.1.90 1) $\mathcal{M}_{\text {loc }}=\mathcal{H}_{\text {loc }}^{1}$.
2) If $M \in \mathcal{M}^{2}$, then $M \in \mathcal{H}^{1}$ and $\|M\|_{\mathcal{H}^{\infty}} \leq\|M\|_{\mathcal{M}^{2}}$.
3) If $M \in \mathcal{W}$, then $M \in \mathcal{H}^{1}$ and $\|M\|_{\mathcal{H}^{1}} \leq\|M\|_{\mathcal{A}}:=\mathbf{E}\left[\int_{[0, \infty[ }\left|d M_{s}\right|\right]$.
4) The collection of all bounded martingale (denoted by $\mathcal{M}^{\infty}$ ) is dense in $\mathcal{H}^{1}$. For $M \in \mathcal{M}^{\infty}$ we have

$$
\|M\|_{\mathcal{B M O}} \leq 2\left\|M_{\infty}\right\|_{L^{\infty}}
$$

Definition 2.1.91 We denote by $\mathcal{B M O}$ the set of all uniformly square integrable martingales $M$ such that

$$
\|M\|_{\mathcal{B M O}}:=\sup _{T \in \mathcal{F}} \sqrt{\frac{\mathbf{E}\left(M_{\infty}-M_{T-}-I_{[T>0]}\right)^{2}}{\mathbf{P}(T<\infty)}}<\infty
$$

where $T$ is the collection of all stopping times and $\frac{0}{0}=0$ by convention. Each element of $\mathcal{B M O}$ is called a $\mathcal{B M O}$-martingale.

It is easy to check that $\mathcal{B M O}$ is a linear space, $\|\cdot\|_{\mathcal{B} \mathcal{M O}}$ is a norm on $\mathcal{B M O}$.
Theorem 2.1.92 Let $M$ be a local martingale. The following statements are equivalent:

1) $M \in \mathcal{B M O}$,
2) There exist constants $c_{1}, c_{2}>0$ such that $\left|M_{0}\right| \leq c_{1}$ a.s., and for any stopping time $T\left|\Delta M_{T}\right| \leq c_{1}$ a.s. and

$$
\mathbf{E}\left([M]_{\infty}-[M]_{T}\right) \leq c_{2}^{2} \mathbf{P}(T<\infty)
$$

3) There exists constants $c_{1}, c_{2}>0$ such that $\left|M_{0}\right| \leq c_{1}$ a.s., $|\Delta M| \leq c_{1}$ and for all $t \geq 0$,

$$
\mathbf{E}\left[[M]_{\infty} \mid \mathcal{F}_{t}\right]-[M]_{t} \leq c_{2}^{2} \quad \text { a.s. }
$$

In particular, $\mathcal{B M O}$-martingales are locally bounded martingales.
The following theorem is a fundamental result about $\mathcal{H}^{1}$-and $\mathcal{B M O}$-martingales.
Theorem 2.1.93 (Fefferman's inequality) Let $M$ and $N$ be two local martingales and $U$ a progressive process. Then

$$
\left.\mathbf{E}\left[\int_{[0, \infty[ } \mid U_{s} \| d[M, N]_{s}\right]\right] \leq \sqrt{2} \mathbf{E}\left[\left(\int_{[0, \infty[ } U_{s}^{2} d[M]_{s}\right)^{1 / 2}\right]\|N\|_{\mathcal{B M O}}
$$

In particular, when $U=1$, we have

$$
\mathbf{E}\left[\int_{[0, \infty[ }\left|d[M, N]_{s}\right|\right] \leq \sqrt{2}\|M\|_{\mathcal{H}^{1}}\|N\|_{\mathcal{B M O}}
$$

Theorem 2.1.94 Let $M \in \mathcal{H}^{1}$. Then $M$ is a uniformly integrable martingale, and

$$
\left\|M_{\infty}\right\|_{L^{1}} \leq 2 \sqrt{2}\|M\|_{\mathcal{H}^{1}}
$$

The following theorem gives a useful characterization for $\mathcal{B M O}$-martingales.

Theorem 2.1.95 Let $N \in \mathcal{M}^{2}$. Then $N \in \mathcal{B M O}$ if and only if there is a constant $c>0$ such that for all $M \in \mathcal{M}^{2}$ (or equivalently, for all bounded martingale $M$ ),

$$
\left|\mathbf{E}[M, N]_{\infty}\right| \leq c\|M\|_{\mathcal{H}^{1}}
$$

In this case, $\|N\|_{\mathcal{B M O}} \leq \sqrt{5} c$.
The following theorem shows that $\mathcal{B M O}$ can be considered as the dual space of $\mathcal{H}^{1}$.
Theorem 2.1.96 Let $\left(\mathcal{H}^{1}\right)^{*}$ be the Banach space formed by all bounded linear functionals on $\mathcal{H}^{1}$ (i.e., $\left(\mathcal{H}^{1}\right)^{*}$ is the dual space of $\mathcal{H}^{1}$ ). Let $N \in \mathcal{B M O}$. Put

$$
\varphi_{N}(M)=\mathbf{E}[M, N]_{\infty}, \quad M \in \mathcal{H}^{1}
$$

Then $N \mapsto \varphi_{N}$ is a one to one linear mapping from $\mathcal{B M O}$ onto $\left(\mathcal{H}^{1}\right)^{*}$ and

$$
\frac{1}{\sqrt{2}}\left\|\varphi_{N}\right\| \leq\|N\|_{\mathcal{B M O}} \leq \sqrt{5}\left\|\varphi_{N}\right\|
$$

where $\|\varphi\|$ denotes the norm of bounded linear function $\varphi$. In particular, $\mathcal{B M O}$ with norm $\|\cdot\|_{\mathcal{B M O}}$ is a Banach space.

Theorem 2.1.97 (Davis' inequalities) Let $M$ be a local martingale. We have

$$
\begin{gathered}
\mathbf{E}\left[M_{\infty}^{*}\right] \leq 2 \sqrt{6}\|M\|_{\mathcal{H}^{1}} \\
\|M\|_{\mathcal{H}^{1}} \leq(7+4 \sqrt{2}) \mathbf{E}\left[M_{\infty}^{*}\right] .
\end{gathered}
$$

As an important consequence of Davis' inequalities, we have
Theorem 2.1.98 Let $M$ be a local martingale. Then $M \in \mathcal{H}^{1}$ if and only if $\mathbf{E}\left[M_{\infty}^{*}\right]<\infty$. Furthermore, $\|M\|_{\mathcal{H}^{1}}$ and $\left\|M_{\infty}^{*}\right\|_{L^{1}}$ are two equivalent norms on $\mathcal{H}^{1}$. In particular, $\mathcal{H}^{1}$ with norm $\|\cdot\|_{\mathcal{H}^{1}}$ is a Banach space.

Definition 2.1.99 Let $\Phi(t)$ be a nonnegative monotone increasing convex function $\mathbf{R}_{+}$with $\Phi(0)=0 . \Phi(t)$ is called a moderate convex function if there is a constant $c>0$ such that for all $t \geq 0, \Phi(2 t) \leq c \Phi(t)$.

Let $\Phi(t)$ be a moderate convex function and $\varphi$ be its right derivative. We define a constant $\rho$ by:

$$
\rho=\sup _{u \geq 0} \frac{u \varphi(u)}{\Phi(u)}
$$

The following is the celebrated Burkholder-Davis-Gundy inequality.
Theorem 2.1.100 (B-D-G inequality) Let $M$ be a local martingale and $\Phi$ be a moderate increasing convex function on $\mathbf{R}_{+}$such that $\Phi\left(M_{\infty}^{*}\right)$ and $\Phi\left(\sqrt{[M]_{\infty}}\right)$ are integrable. Then

$$
\begin{aligned}
& \rho^{-(\rho+1)}(7+4 \sqrt{2})^{-\rho} \mathbf{E}\left[\Phi\left(\sqrt{[M]_{\infty}}\right)\right] \\
& \quad \leq \mathbf{E}\left[\Phi\left(M_{\infty}^{*}\right)\right] \leq \rho^{\rho+1}(2 \sqrt{6})^{\rho} \mathbf{E}\left[\Phi\left(\sqrt{[\sqrt{M}]_{\infty}}\right)\right]
\end{aligned}
$$

where $\rho$ is defined in Definition 1.1.99.
Remark Let $\Phi(t)=t^{p}(p>1)$. The corresponding B-D-G inequality is called Burkholder's inequality.

The next theorem gives a John-Nirenberg type inequality for $\mathcal{B M O}$ martingales.
Theorem 2.1.101 Let $M \in \mathcal{B M O}$ and $\|M\|_{\mathcal{B M O}}=m$.

1) If $\lambda<\frac{1}{8 m}$, then

$$
\mathbf{E}\left[e^{\lambda M_{\infty}^{*}}\right]<\frac{6}{1-8 m \lambda}
$$

2) If $\lambda<\frac{1}{m^{2}}$, then for any stopping time $T$,

$$
\mathbf{E}\left[\exp \left\{\lambda\left([M]_{\infty}-[M]_{T-} I_{[T>0]}\right)\right\} \mid \mathcal{F}_{T}\right] \leq \frac{1}{1-\lambda m^{2}}
$$

Definition 2.1.102 Let $M$ be a local martingale, $1<p<\infty$. Put

$$
\begin{aligned}
& \|M\|_{\mathcal{H}^{p}}=\left(\mathbf{E}\left[\left(\sqrt{[M]_{\infty}}\right)^{p}\right]\right)^{1 / p}=\left\|\sqrt{[M]_{\infty}}\right\|_{L^{p}} \\
& \mathcal{H}^{p}=\left\{M \in \mathcal{M}_{\mathrm{loc}}:\|M\|_{\mathcal{H}^{p}}<\infty\right\}
\end{aligned}
$$

Each element of $\mathcal{H}^{p}$ is called an $\mathcal{H}^{p}$-martingale. Obviously, $\mathcal{H}^{p}$ is a linear space and $\|\cdot\|_{\mathcal{H}^{p}}$ is a norm on $\mathcal{H}^{p}$.

Theorem 2.1.103 1) Let $1<p<\infty$. Put

$$
\mathcal{M}^{p}=\left\{M \in \mathcal{M}:\left\|M_{\infty}\right\|_{L^{p}}<\infty\right\}
$$

Then $\mathcal{H}^{p}=\mathcal{M}^{p},\|M\|_{\mathcal{H}^{p}},\left\|M_{\infty}^{*}\right\|_{L^{p}}$ and $\left\|M_{\infty}\right\|_{L^{p}}$ are equivalent norms.
2) Let $(p, q)$ be a pair of conjugate indexes. Then the dual space of $\mathcal{H}^{p}$ is $\mathcal{H}^{q}$. Moreover, if $M \in \mathcal{H}^{p}$ and $N \in \mathcal{H}^{q}$, then $K=M N-[M, N] \in \mathcal{H}^{1}$.

### 2.2 Stochastic Integrals

The stochastic integral is of the form $\int_{[0, t]} H_{s} d X_{s}$, where both the integrand $\left(H_{t}\right)$ and the integrator $\left(X_{t}\right)$ are stochastic processes. In 1944, K. Itô first defined the stochastic integrals of adapted measurable processes w.r.t. a Brownian motion (cf [Ref. 6, 7]). The key character of the stochastic integrals is that the resulting processes are martingales. In 1967, H. Kunita and S. Watanabe [Ref. 8] defined stochastic integrals of progressive processes w.r.t. square integrable martingales. In 1970, C. Doléans-Dade and P. A. Meyer [Ref. 9] defined the stochastic integrals of locally bounded predictable processes w.r.t. local martingales and semimartingales. In 1976, P. A. Meyer [Ref. 10] introduced the stochastic integrals of optional processes w.r.t. local martingales. In 1979, J. Jacod [Ref. 11] defined the stochastic integrals of unbounded predictable processes w.r.t. semimartingales (see also Ref. 12, 13). In this section we present the definition and properties of stochastic integrals, the change of variables formula (Itô's formula), Doléans-Dade exponential formula, the local times of semimartingales, and stochastic differential equations driven by semimartingales. As in Section 1, most of results in this section can be found in Ref. 1. We only indicate the references for those results which are not included in Ref. 1.

### 2.2.1 Stochastic Integrals w.r.t. Local Martingales

## Predictable Integrands

We begin with the one-dimensional case. Let $M$ be a real local martingale with the decomposition $M=M_{0}+M^{c}+M^{d}$ and $H$ be a predictable process. We want to define the "stochastic integral" of $H$ w.r.t. $M$, denoted by $H . M$. If $H=\xi I_{\rrbracket S, T \rrbracket}$, where $S \leq T$ are two stopping
times and $\xi$ is $\mathcal{F}_{S}$-measurable, then $H . M$ should naturally defined as $H . M=\xi\left(M^{T}-M^{S}\right)$. Then by Theorem 1.1.81, for any local martingale $N$, we have $[H . M, N]=H .[M, N]$. This property characterizes uniquely an element $H . M$ of $\mathcal{M}_{\text {loc }}$. If we want that $H . M$ satisfies this property for general integrands $H$, then by Theorem 1.1.80, a necessary condition for $H$ is that $H^{2} \in L_{S}([M])$ and $\sqrt{H^{2} \cdot[M]} \in \mathcal{A}_{\text {loc }}^{+}$. Fortunately, under this condition we can effectively define a local martingale $H . M$ to meet that property. First, by using the KunitaWatanabe inequality (Theorem 1.1.73) we can define a continuous local martingale $L^{\prime}$ such that $\left[L^{\prime}, N\right]=H .\left[M^{c}, N\right]$ for any local martingale $N$. Second, by using the characterization for jump processes of local martingales (Theorem 1.1.82) we can define uniquely an $L^{\prime \prime} \in \mathcal{M}_{\mathrm{loc}}^{d}$ such that $\Delta L^{\prime \prime}=H \Delta M$. Finally, we put $H . M=L^{\prime}+L^{\prime \prime}$. Then for any local martingale $N$, we have

$$
[H . M, N]=H .[M, N] .
$$

We call $H . M$ the stochastic integral of $H$ w.r.t. $M$. Sometimes we denote also this integral by $H_{\dot{m}} M$ to insist that the obtained process is required to be a local martingale.

Let $M$ be a local martingale. We denote by $L_{m}(M)$ the set of all predictable processes $H$ such that $H^{2} \in L_{S}([M])$ and $\sqrt{H^{2} \cdot[M]} \in \mathcal{A}_{\text {loc }}^{+}$.

In the sequel, we also use the following notations to denote stochastic integrals: for $t \geq 0$

$$
\begin{gathered}
\int_{[0, t]} H_{s} d M_{s}=(H \cdot M)_{t} \\
\int_{0}^{t} H_{s} d M_{s}=\int_{(0, t]} H_{s} d M_{s}=\left(\left(H I_{\rrbracket 0, \infty \llbracket}\right) \cdot M\right)_{t}
\end{gathered}
$$

The concept of stochastic integral will be generalized below, but we always use the same notations for stochastic integrals.

The following theorem characterizes the stochastic integrals.
Theorem 2.2.1 Let $M$ be a local martingale and $H \in L_{m}(M)$. Then $H . M$ is the unique local martingale such that $[H . M, N]=H .[M, N]$ holds for every local martingale $N$.

The following theorem summarizes the fundamental properties of stochastic integrals.
Theorem 2.2.2 Let $M$ be a local martingale, $H, K \in L_{m}(M)$.

1) $L_{m}(M)=L_{m}\left(M^{c}\right) \cap L_{m}\left(M^{d}\right),(H \cdot M)^{c}=H \cdot M^{c},(H . M)^{d}=H \cdot M^{d}$.
2) $(H . M)_{0}=H_{0} M_{0}, \Delta(H . M)=H \Delta M$.
3) $H+K \in L_{m}(M)$, and $(H+K) \cdot M=H \cdot M+K \cdot M$.
4) If $H^{\prime}$ is a predictable process, then $H^{\prime} \in L_{m}(H . M)$ if and only if $H H^{\prime} \in L_{m}(M)$. If it is the case, we have

$$
H^{\prime} \cdot(H \cdot M)=\left(H^{\prime} H\right) \cdot M
$$

5) If $T$ is a stopping time, then

$$
(H \cdot M)^{T}=H \cdot M^{T}=\left(H I_{\llbracket 0, T \rrbracket}\right) \cdot M .
$$

Theorem 2.2.3 Let $M$ be a local martingale.

1) If $A$ is a predictable $F V$ process, then $\Delta A \in L_{m}(M)$ and

$$
(\Delta A) \cdot M=[M, A]-M_{0} A_{0} .
$$

2) If $T>0$ is a predictable time, then $I_{\llbracket T \rrbracket} \in L_{m}(M)$ and

$$
I_{\llbracket T \rrbracket} \cdot M=\Delta M_{T} I_{\llbracket T, \infty \llbracket}
$$

The following theorem shows that the stochastic integrals coincides with the Stieltjes integral when the integrator is a local martingale of finite variation and both integrals exist.

Theorem 2.2.4 If $M \in \mathcal{W}_{\text {loc }}$ and $H \in L_{m}(M) \cap L_{S}(M)$, then $H_{\dot{m}} M=H_{\dot{s}} M$.
Theorem 2.2.5 Let $M \in \mathcal{W}_{\text {loc }}$.

1) If $\sum_{s \leq .}\left|H_{s} \Delta M_{s}\right| \in \mathcal{A}_{\text {loc }}^{+}$, then $H \in L_{m}(M) \cap L_{S}(M)$.
2) If $H \in L_{m}(M)$ and $\sum_{s \leq .}\left|H_{s} \Delta M_{s}\right| \in \mathcal{V}^{+}$, then $H \in L_{S}(M)$.

Theorem 2.2 .6 (Ref. 11 (Kunita-Watanabe Decomposition)) If $M, N \in \mathcal{M}_{\mathrm{loc}}^{2}$, then $N$ has the following decomposition:

$$
N=N_{0}+H \cdot M+L
$$

where $H=\frac{d\left\langle M, N-N_{0}\right\rangle}{d(M\rangle}, H . M, L \in \mathcal{M}_{\mathrm{loc}}^{2}$, and $L_{0}=0, L M$ is a local martingale.
Now we turn to the vector stochastic integrals (cf. Ref. 12). Let $M=\left(M^{i}\right)_{i \leq n}$ be an $\mathbf{R}^{n}$-valued local martingale and $H=\left(H^{i}\right)_{i \leq n}$ an $\mathbf{R}^{n}$-valued predictable process. If for each $i, H^{i} \in L_{m}\left(M^{i}\right)$, then we define naturally the componentwise stochastic integral as

$$
H \cdot M=\sum_{i=1}^{n} H^{i} \cdot M^{i}
$$

In order for the stochastic integral to have good properties, such as representing a real local martingale as a stochastic integral w.r.t. a vector local martingales, we need to consider a larger class of integrands. To this end, we take an adapted increasing process $\Gamma$ (e.g., $\left.\Gamma=\sum_{i=1}^{n}\left[M^{i}, M^{i}\right]\right)$ such that $d\left[M^{i}, M^{j}\right] \ll d \Gamma, \forall i, j \leq n$, and let

$$
\gamma^{i j}=\frac{d\left[M^{i}, M^{j}\right]}{d \Gamma}
$$

We denote by $L_{m}(M)$ the set of all $\mathbf{R}^{n}$-valued predictable processes $H$ such that

$$
\sqrt{\left(\sum_{i, j=1}^{n} H^{i} \gamma^{i j} H^{j}\right) \cdot \Gamma} \in \mathcal{A}_{\mathrm{loc}}^{+} .
$$

It is easy to see that the space $L_{m}(M)$ doesn't depend on the choice of $\Gamma$. Similar to the real local martingale case, for $H \in L_{m}(M)$ we can define uniquely a real local martingale, denoted by $H . M$, such that for any real local martingale $N$,

$$
[H \cdot M, N]=\left(\sum_{i=1}^{n} H^{i} \gamma^{i N}\right) \cdot \Gamma
$$

where $\gamma^{i N}=\frac{d\left[M^{i}, N\right]}{d \Gamma}$. We call $H . M$ the (vector) stochastic integral of $H$ w.r.t. $M$. Sometimes we denote also this integral by $H_{\dot{m}} M$. If $H, K \in L_{m}(M)$, then

$$
[H \cdot M, K . M]=\left(\sum_{i, j=1}^{n} H^{i} \gamma^{i j} K^{j}\right) \cdot \Gamma
$$

The properties of vector stochastic integrals are similar to that of the scalar case.
Theorem 2.2.7 (Ref. 12) Let $M=\left(M^{i}\right)_{i \leq n}$ be a vector local martingale. If $\left[M^{i}, M^{j}\right]=$ $0, \forall i \neq j$, then $L_{m}(M)=\left\{H=\left(H^{i}\right)_{i \leq n}: H^{i} \in L_{m}\left(M^{i}\right), \forall i \leq n\right\}$, and the vector stochastic integral coincides with the componentwise stochastic integral.

## Progressive and Adapted Integrands

Let $M$ be a continuous local martingale and $H$ a progressive process. Then there exists $L \in \mathcal{M}_{l o c}$ such that $[L, N]=H .[M, N]$ holds for all $N \in \mathcal{M}_{l o c}$ iff $H^{2} \in L_{S}([M])$. In this case, there exists a predictable process $K \in L_{m}(M)$ such that $K . M=L$. We say that $H$ is integrable w.r.t. $M$, and $L$ is called the stochastic integral of $H$ w.r.t. $M$, denoted by $H . M$.

Let $M$ be a purely discontinuous local martingale and $H$ a progressive process. If $H \Delta M$ has predictable projection and there exists a purely discontinuous local martingale $L$ such that $\Delta L=H \Delta M-p(H \Delta M)$, we call $L$ the compensated stochastic integral of $H$ w.r.t. $M$, and denote $L=H_{\dot{c}} M$.

The above observation leads to the following
Definition 2.2.8 Let $M$ be a local martingale and $H$ a progressive process. If $H^{2} \in$ $L_{S}\left(\left[M^{c}\right]\right),{ }^{p}(H \Delta M)$ exists and

$$
\sqrt{\sum_{s \leq}\left(H_{s} \Delta M_{s}-p(H \Delta M)_{s}\right)^{2}} \in \mathcal{A}_{\mathrm{loc}}^{+}
$$

then we put

$$
H_{\dot{c}} M=H_{0} M_{0}+H \cdot M^{c}+H_{\dot{c}} M^{d}
$$

$H_{\dot{c}} M$ is called the compensated stochastic integral of $H$ w.r.t. M. We often write H.M instead of $H_{\dot{c}} M$.

Example 2.2.9 1) Let $M$ be a purely discontinuous local martingale. Put $H=I_{[\Delta M \neq 0]}$. Then the compensated stochastic integral of $H$ w.r.t. $M$ exists and $H_{c} M=M$.
2) Let $M$ be a local martingale and $X$ a semimartingale. Then $\Delta X_{\dot{c}} M$ exists if and only if $[X, M] \in \mathcal{A}_{\text {loc }}$. If it is the case then $\Delta X_{\dot{c}} M=[X, M]-\langle X, M\rangle$.

The compensated stochastic integral is a generalization of the predictable stochastic integral. However, the conditions for the existence of compensated stochastic integrals are hard to verify, and we have no characterization for compensated stochastic integrals. The following theorem gives a sufficient condition for the existence of compensated stochastic integrals, originally proposed by P. A. Meyer [Ref. 10].

Theorem 2.2.10 Let $M$ be a local martingale and $H$ a progressive process. If $\sqrt{H^{2} \cdot[M]} \in$ $\mathcal{A}_{\text {loc }}^{+}$, then $H_{\dot{c}} M$ exists, and it is the unique local martingale $L$ such that for any bounded martingale $N, \quad[L, N]-H .[M, N] \in \mathcal{M}_{l o c, 0}$. Besides, if we assume already $H^{2} \in L_{S}([M])$, then the condition $\sqrt{H^{2} \cdot[M]} \in \mathcal{A}_{\mathrm{loc}}^{+}$is also necessary for the existence of $H_{\dot{c}} M$.

The following theorem generalizes Itô's stochastic integrals of adapted measurable processes w.r.t. a Brownian motion.

Theorem 2.2.11 Let $M$ be a continuous local martingale with $M_{0}=0$. Assume that there exists a deterministic continuous increasing function $a=\left(a_{t}\right)$ such that for almost all $\omega$ $d[M](\omega) \ll d a$. Let $H$ be an adapted measurable process. Then there exists $L \in \mathcal{M}_{l o c}$ such that $[L, N]=H .[M, N]$ holds for all $N \in \mathcal{M}_{\text {loc }}$ if and only if $H^{2} \in L_{S}([M])$. In this case, there exists a predictable process $K$ such that $K \in L_{m}(M)$ and $K . M=L . L$ is called the stochastic integral of $H$ w.r.t. $M$, and denoted by H.M.

### 2.2.2 Stochastic Integrals w.r.t. Semimartingales

## Predictable Integrands

We begin with the real-valued semimartingale case.
Lemma 2.2.12 Let $X$ be a semimartingale and $H$ a predictable process. Let $X=M+A$ and $X=N+B$ be two decompositions of $X$, where $M, N \in \mathcal{M}_{l o c}$ and $A, B \in \mathcal{V}_{0}$. If $H \in L_{m}(M) \cap L_{S}(A)$ and $H \in L_{m}(N) \cap L_{S}(B)$, then

$$
H_{\dot{m}} M+H_{\dot{s}} A=H_{\dot{m}} N+H_{\dot{s}} B
$$

Based on Lemma 1.2.12 we propose the following definition.
Definition 2.2.13 Let $X$ be a semimartingale and $H$ a predictable process. If there exists a decomposition $X=M+A$, where $M \in \mathcal{M}_{\text {loc }}$ and $A \in \mathcal{V}_{0}$, such that $H \in L_{m}(M) \cap L_{S}(A)$, we say that $H$ is integrable w.r.t. $X$ (or simply $H$ is $X$-integrable), and call $X=M+A$ an $H$-decomposition of $X$. In this case we put

$$
H . X=H_{\dot{m}} M+H_{\dot{s}} A
$$

$H . X$ is independent of $H$-decompositions of $X$, and is called the stochastic integral of $H$ w.r.t. $X$. We denote by $L(X)$ the collection of all predictable processes which are integrable w.r.t. semimartingale $X$.

Remark 1) Let $X$ be a semimartingale and $X=M+A$ be a decomposition of $X$, where $M \in \mathcal{M}_{l o c}$ and $A \in \mathcal{V}_{0}$. Then any locally bounded predictable process $H$ is $X$-integrable, and $X=M+A$ is an $H$-decomposition of $X$.
2) Let $M$ be a local martingale. Then $L_{m}(M) \subset L(M)$ and for $H \in L_{m}(M)$ two definitions of stochastic integrals coincide. In general, $H \in L(M)$ does not imply that $H . M$ is a local martingale, unless we know $H . M$ is a special semimartingale (see below Corollary 1.2.16) or H.M is bounded below by a constant (see below Theorem 1.2.20).
3) Let $X$ be an adapted $F V$ process. If $H \in L(X) \cap L_{S}(X)$, then $H . X=H_{\dot{s}} X$. In general, $H \in L(X)$ does not imply that $H \in L_{S}(X)$, unless $H . X \in \mathcal{V}$ (see below Theorem 1.2.17) or $X$ is predictable (see below Theorem 1.2.33).

The next theorem summarizes the fundamental properties of stochastic integrals of predictable processes w.r.t. semimartingales.

Theorem 2.2.14 Let $X$ be a semimartingale, and $H \in L(X)$.

1) $(H . X)^{c}=H . X^{c}, \Delta(H . X)=H \Delta X,(H . X)_{0}=H_{0} X_{0}$.
2) For any stopping time $T$

$$
(H \cdot X)^{T}=H \cdot X^{T}=\left(H I_{[0, T]}\right) \cdot X,(H \cdot X)^{T-}=H \cdot X^{T-} .
$$

3) For any semimartingale $Y,[H \cdot X, Y]=H \cdot[X, Y]$.
4) If $Y$ is a semimartingale and $H \in L(Y)$, then $H \in L(X+Y)$ and $H .(X+Y)=$ H.X + H.Y.
5) If $K$ is a predictable process and $|K| \leq|H|$, then $K \in L(X)$.

Theorem 2.2.15 Let $X$ be a special semimartingale and $H \in L(X)$. Then $H . X$ is a special semimartingale if and only if the canonical decomposition of $X$ is an $H$-decomposition of $X$.

Corollary 2.2.16 1) If $M$ is a local martingale, $H \in L(M)$ and $H . M$ is a special semimartingale, then $H \in L_{m}(M)$ and $H . M$ is a local martingale. In particular, for any continuous local martingale $M$, we have $L_{m}(M)=L(M)$.
2) If $X \in \mathcal{V}$ and $H \in L(X)$ with $H . X \in \mathcal{V}$, then $H \in L_{S}(X)$.

The next theorem is an important consequence of Theorem 1.2.16.
Theorem 2.2.17 Let $X$ be a semimartingale and $H \in L(X)$. Let $U$ be an optional set such that $U \supset[|H \Delta X|>1$ or $|\Delta X|>1]$ and for almost all $\omega$, for each $t>0,\{s:(\omega, s) \in$ $U\} \cap[0, t]$ contains at most a finite number of points. Put

$$
A_{t}=\sum_{s \leq t} \Delta X_{s} I_{\{(\cdot, s) \in U\}}, \quad Z_{t}=X_{t}-A_{t}, t \geq 0
$$

Then $H \in L(Z)$, and the canonical decomposition $Z=N+B$ of the special semimartingale $Z$ is an $H$-decomposition of $Z$.

In Theorem 1.2.17, if we put $U=[|H \Delta X|>1$ or $|\Delta X|>1]$, then $X=N+(B+A)$ is an $H$-decomposition of $X$, where $N \in \mathcal{M}_{l o c}$. Moreover, we have $|\Delta N| \leq 2$ (since $|\Delta B| \leq 1$ ), so $N$ is a locally bounded martingale. Using this fact and Theorem 1.2.17 we can prove the following important properties of stochastic integrals.

Theorem 2.2.18 Let $X$ be a semimartingale.

1) $H, K \in L(X) \Longrightarrow H+K \in L(X)$.
2) Let $H \in L(X)$ and $K$ be a predictable process. Then $K \in L(H . X)$ if and only if $K H \in L(X)$. In this case, we have K. $(H \cdot X)=(K H) \cdot X$.
3) Let $H$ be a predictable process. If there exist stopping times $T_{n} \uparrow \infty$ such that $H \in$ $L\left(X^{T_{n}}\right)$ for each $n$, then $H \in L(X)$.

Let $\tau=\left(\tau_{t}\right)$ be a random time-change and $X$ be an adapted cadlag process. We say that $\tau$ is $X$-continuous, if for any $t \in \mathbf{R}_{+}, X$ is constant on $\left[\tau_{t-}, \tau_{t}\right]$, a.s., where $\tau_{t-}=0$ by convention.

The following theorem shows how semimartingales, covariation processes and stochastic integrals are transformed by a random time-change.

Theorem 2.2.19 Let $X$ be an $\mathbf{F}$-local martingale (resp. semimartingale) and let $\tau=\left(\tau_{t}\right)$ be a random time-change with induced filtration $\mathbf{G}=\left(\mathcal{G}_{t}\right)$ such that $\tau$ is $X$-continuous. Then $X \circ \tau$ is a G-local martingale (resp. semimartingale) and we have $[X \circ \tau]=[X] \circ \tau$, a.s. . Furthermore, if $H \in L_{m}(X)$ (resp. $\in L(X)$ ), then $H \circ \tau \in L_{m}(X \circ \tau)$ (resp. $\in L(X \circ \tau)$ ), and $(H \circ \tau) .(X \circ \tau)=(H . X) \circ \tau$.

Now we turn to the vector stochastic integrals of semimartingales. Let $X=\left(X^{i}\right)_{i \leq n}$ be an $\mathbf{R}^{n}$-valued semimartingale and $H=\left(H^{i}\right)_{i \leq n}$ an $\mathbf{R}^{n}$-valued predictable process. If for each $i, H^{i} \in L\left(X^{i}\right)$, then we define naturally the componentwise stochastic integral as

$$
H \cdot X=\sum_{i=1}^{n} H^{i} \cdot X^{i}
$$

Like the martingale case, we can extend this componentwise integral to a vector integral allowing a larger class of integrands. To this end, we need to define the vector Stieltjes integral. Let $A=\left(A^{i}\right)_{i \leq n}$ be an $\mathbf{R}^{n}$-valued adapted FV process. We take an adapted increasing process $\Gamma$ (e.g., $\Gamma_{t}=\sum_{i=1}^{n} \int_{[0, t]}\left|d A_{s}\right|$ ) such that $\left|d A^{i}\right| \ll d \Gamma, \forall i \leq n$, and let

$$
\gamma^{i}=\frac{d A^{i}}{d \Gamma}
$$

We denote by $L_{S}(A)$ the set of all $\mathbf{R}^{n}$-valued measurable processes $H=\left(H^{i}\right)_{i \leq n}$ such that

$$
\sum_{i=1}^{n} H^{i} \gamma^{i} \in L_{S}(\Gamma)
$$

The space $L_{S}(A)$ doesn't depend on the choice of $\Gamma$. If $H=\left(H^{i}\right)_{i \leq n} \in L_{S}(A)$, put

$$
H_{\dot{s}} A=\left(\sum_{i=1}^{n} H^{i} \gamma^{i}\right)_{\dot{s}} \Gamma
$$

We call $H_{\dot{s}} A$ the vector Stieltjes integral of $H$ w.r.t. $A$.
For vector semimartingales we have a similar result as Lemma 1.2.12. So we can define the vector semimartingale integral in the same manner as in Definition 1.2.13. Its properties are similar to that in the one-dimensional case.

As pointed out before, the stochastic integral of a predictable process w.r.t. a local martingale is not necessarily a local martingale. However, we have the following two results: the first one is due to Emery (1980), the second one is due to Ansel-Stricker (1994).

Theorem 2.2.20 (Ref. 14, 15) 1) Let $M \in \mathcal{M}_{\mathrm{loc}}$. If $H \in L(M)$ and $H \Delta M \geq 0$, then $H . M \in \mathcal{M}$. In particular, if $\Delta M \geq 0$, then $L_{m}(M)=L(M)$.
2) Let $M=\left(M^{1}, \cdots, M^{n}\right)$ be a vector-valued local martingale and $H \in L(M)$. Then $H . M$ is a local martingale if and only if there exist a sequence of stopping tomes $T_{n}$ tending to $\infty$ and a sequence of integrable r.v.'s $\theta_{n}$ taking negative values such that $H \cdot \Delta M^{T_{n}} \geq \theta_{n}$. In particular, if $H . M$ is bounded below by a constant, then $H . X$ is a local martingale.

The following is the so-called optional decomposition theorem for vector-valued semimartingales. This theorem has important applications in mathematical finance.

Theorem 2.2.21 (Ref. 16, 17) Let $S$ be an $\mathbf{R}^{d}$-valued semimartingale. We denote by $\mathcal{P}$ the set of all probability measures $\mathbf{Q}$ such that $\mathbf{Q}$ is equivalent to $\mathbf{P}$ and $S$ is a local martingale under $\mathbf{Q}$. Assume that $\mathcal{P} \neq \emptyset$. If $X$ is a local supermartingale under each $\mathbf{Q} \in \mathcal{P}$, then there exist an adapted increasing process with $C_{0}=0$ and an $\mathbf{R}^{d}$-valued predictable process $H$ such that $H$ is $S$-integrable under each $\mathbf{Q} \in \mathcal{P}$ and $X=X_{0}+H . S-C$.

Note that in contrast to the standard Doob-Meyer decomposition, the process $C$ is in general not predictable and not uniquely determined.

The following result is a direct consequence of Theorem 1.2.20 and 1.2.21.
Theorem 2.2.22 (Ref. 16) Let $S$ be an $\mathbf{R}^{d}$-valued semimartingale and $\mathcal{P}$ be the set of all probability measures $\mathbf{Q}$ such that $\mathbf{Q}$ is equivalent to $\mathbf{P}$ and $S$ is a local martingale under $\mathbf{Q}$. Assume that $\mathcal{P} \neq \emptyset$. If $X$ is a local martingale under each $\mathbf{Q} \in \mathcal{P}$, then there exists an $\mathbf{R}^{d}$-valued predictable process $H$ such that $H$ is $S$-integrable under each $\mathbf{Q} \in \mathcal{P}$ and $X=X_{0}+H . S$.

## Progressive Integrands

Now we extend stochastic integrals of predictable processes w.r.t. semimartingales to progressive integrands such that they include stochastic Stieltjies integrals (cf. Ref. 18).

We denote by $\mathcal{M}_{\mathrm{loc}}^{q}\left(\right.$ resp. $\left.\mathcal{V}^{q}\right)$ the set of all quasi-continuous local martingales (resp. adapted FV processes). We put

$$
\mathcal{S}^{q}=\mathcal{M}_{\mathrm{loc}}^{q}+\mathcal{V}^{q}, \quad \mathcal{S}^{d a}=\mathcal{M}_{\mathrm{loc}}^{d a}+\mathcal{V}^{d a} .
$$

Then we have

$$
\mathcal{S}=\mathcal{S}^{d a} \oplus \mathcal{S}^{q} \text { direct sum }
$$

where $\mathcal{S}$ is the set of all semimartingales.
Let $X \in \mathcal{S}$. We denote by $X=X^{d a}+X^{q}$ the decomposition of $X$ following $\mathcal{S}^{d a} \oplus$ $\mathcal{S}^{q}$ direct sum. It is obvious that we have

$$
L(X)=L\left(X^{d a}\right) \cap L\left(X^{q}\right), \quad H \cdot X=H \cdot X^{d a}+H \cdot X^{q}, \quad \forall H \in L(X)
$$

For a progressive process $H$ we will define its integrals w.r.t. $X^{d a}$ and $X^{q}$ separately and then make a summation.

Let $X \in \mathcal{S}^{d a}$ and $H$ be a predictable process. It is easy to prove that $H \in L(X)$ if only if there exists a (unique) $Y \in \mathcal{S}^{d a}$ such that $\Delta Y=H \Delta X$. This suggests the following

Definition 2.2.23 (Ref. 18) Let $X \in \mathcal{S}^{d a}$. A progressive process $H$ is said to be $X$ integrable, denoted by $H \in I(X)$, if there exists a (unique) $Y \in \mathcal{S}^{d a}$ such that $\Delta Y=H \Delta X$. In this case we put $H . X=Y$ and call $H . X$ the stochastic integral of $H$ w.r.t. $X$.

Lemma 2.2.24 (Ref. 18) Let $M \in \mathcal{M}_{\mathrm{loc}}^{q}$. Let $H$ be a progressive process and $K$ be a predictable process such that $\left[{ }^{\circ} H \neq K\right]$ is a thin set, where ${ }^{\circ} H$ is the optional projection of $H$. Assume that $K \in L_{m}(M)$ and $\sum_{s \leq}\left|H_{s}-K_{s}\right|\left|\Delta M_{s}\right| \in \mathcal{V}$. Then any predictable process $K^{\prime}$ such that $\left[{ }^{\circ} H \neq K\right]$ is a thin set verifies the above condition. Moreover, we have $K . M=K^{\prime} \cdot M$ and

$$
\sum_{s \leq \cdot}\left|H_{s}-K_{s} \| \Delta M_{s}\right|=\sum_{s \leq \cdot}\left|H_{s}-K_{s}^{\prime}\right|\left|\Delta M_{s}\right|
$$

In this case we say $H$ is $M$-integrable in the local martingale sense and denote $H \in I_{m}(M)$. Its integral w.r.t. $M$ is defined by

$$
H \cdot M=K . M+\sum_{s \leq}\left(H_{s}-K_{s} \Delta M_{s}\right) .
$$

Lemma 2.2.25 (Ref. 18) Let $X \in \mathcal{S}^{q}$ and $H$ be a progressive process. Assume there exists a so-called $H$-decomposition $X=M+A$ with $M \in \mathcal{M}_{\mathrm{loc}}^{q}$ and $A \in \mathcal{V}^{q}$ such that $H \in I_{m}(M) \cap L_{S}(A)$. Then the sum H.M + H.A doesn't depend on the choice of the $H-$ decomposition. In this case, $H$ is said to be $X$-integrable, denoted by $H \in I(X)$, and its integral w.r.t. $M$ is defined by

$$
H \cdot X=H \cdot M+H \cdot A .
$$

Finally, we can give the following
Definition 2.2.26 (Ref. 18) Let $X \in \mathcal{S}$. A progressive process $H$ is said to be $X$ integrable, denoted by $H \in I(X)$, if $H$ is separately $X^{d a}$-integrable and $X^{q}$-integrable. If $H \in I(X)$, the integral of $H$ w.r.t. $X$ is defined by $H . X=H . X^{d a}+H . X^{q}$.

Remark This integral extends that of predictable processes w.r.t. semimartingales and includes the stochastic Stieltjes integral of progressive processes w.r.t. adapted FV processes.

### 2.2.3 Convergence Theorems for Stochastic Integrals

The following theorem, due to Lenglart [Ref. 19] is the key for the study of convergence of stochastic integrals.

Theorem 2.2.27 (Lenglart's Inequality) Let $X$ be an adapted cadlag process and $A$ an adapted increasing process such that for any bounded (or, equivalently, finite) stopping time $T$,

$$
\mathbf{E}\left[\left|X_{T}\right|\right] \leq \mathbf{E}\left[A_{T}\right]
$$

Then for any constants $c>0, d>0$, stopping time $T$ and measurable set $H$, we have

$$
\left.\mathbf{P}\left(H \cap\left[X_{T}^{*} \geq c\right]\right) \leq \frac{1}{c} \mathbf{E}\left[A_{T} \wedge\left(d+\sup _{t \leq T} \Delta A_{t}\right)\right]+\mathbf{P}\left(H \cap\left[A_{T} \geq d\right]\right)\right)
$$

If furthermore $A$ is predictable, we have

$$
\left.\mathbf{P}\left(H \cap\left[X_{T}^{*} \geq c\right]\right) \leq \frac{1}{c} \mathbf{E}\left[A_{T} \wedge d\right]+\mathbf{P}\left(H \cap\left[A_{T} \geq d\right]\right)\right)
$$

From Theorem 2.2 .27 we can prove easily the following
Theorem 2.2.28 Let $M \in \mathcal{M}_{\mathrm{loc}}^{2}, T$ be a stopping time and $B$ a measurable set. Assume $H, H^{(n)} \in L_{m}(M), n \geq 1$, and $\left(H-H^{(n)}\right) . M \in \mathcal{M}_{l o c}^{2}, n \geq 1$. If

$$
I_{B} \int_{[0, T]}\left(H_{s}-H_{s}^{(n)}\right)^{2} d\langle M\rangle_{s} \xrightarrow{P} 0
$$

then

$$
I_{B} \sup _{s \leq T}\left|(H \cdot M)_{s}-\left(H^{(n)} \cdot M\right)_{s}\right| \xrightarrow{P} \mathbf{0} .
$$

The next theorem is a convergence theorem for stochastic integrals.
Theorem 2.2.29 Let $X$ be a semimartingale, $T$ a finite stopping time, $B$ a measurable set, and let $H, H^{(n)}, n \geq 1$, be locally bounded predictable processes. If for almost all $\omega \in B$ $\left(H^{(n)}(\omega)\right)_{n \geq 1}$ is uniformly bounded and convergent to $H .(\omega)$ on $[0, T(\omega)]$, then

$$
I_{B} \sup _{t \leq T}\left|\left(H^{(n)} \cdot X\right)_{t}-(H \cdot X)_{t}\right| \xrightarrow{P} 0
$$

Definition 2.2.30 Let $T$ be a finite stopping time and $\left(T_{n}\right)_{n \geq 0}$ an increasing sequence of stopping times with $T_{0}=0$ and $\sup _{n} T_{n}=T$. We say that $\tau: 0=T_{0} \leq T_{1} \leq \cdots$ is a stochastic partition of interval $[0, T]$, if for almost all $\omega$, the sequence $\left(T_{n}(\omega)\right)$ is stationary (i.e., there exists a natural number $n(\omega)$ such that $T_{n}(\omega)=T(\omega)$ when $n \geq n(\omega)$ ); in other words, for almost all $\omega\left(T_{n}(\omega)\right)$ forms a finite partition of interval $[0, T(\omega)]$. Let

$$
\delta(\tau)=\sup _{j}\left|T_{j+1}-T_{j}\right|
$$

$\delta(\tau)$ is a finite r.v., and is called the mesh of partition $\tau$.
The following theorem shows that the stochastic integrals of left-continuous processes w.r.t. semimartingales are of Riemann-Stieltjes type.

Theorem 2.2.31 Let $X$ be a semimartingale, $H$ an adapted cadlag or left-continuous process, and $T$ a finite stopping time. If

$$
\tau^{(n)}: 0=T_{0}^{(n)} \leq T_{1}^{(n)} \leq \cdots, n \geq 1
$$

be a sequence of stochastic partitions of $[0, T]$ such that $\lim _{n} \delta\left(\tau^{(n)}\right)=0$ a.s., then

$$
\sup _{t \leq T}\left|\sum_{i} H_{T_{i}^{(n)}}\left(X_{T_{i+1}^{(n)} \wedge t}-X_{T_{i}^{(n)} \wedge t}\right)-\int_{0}^{t} H_{s-} d X_{s}\right| \xrightarrow{P} 0, \quad n \rightarrow \infty .
$$

The following is the dominated convergence theorem for stochastic integrals.
Theorem 2.2.32 Let $X$ be a semimartingale, $H \in L(X), K^{(n)}$ and $K$ be predictable processes such that $\left|K^{(n)}\right| \leq|H|,|K| \leq|H|$. Let $B \in \mathcal{F}$ and $T$ be a finite stopping time. If for almost all $\omega \in B$ we have $\lim _{n \rightarrow \infty} K_{t}^{(n)}(\omega)=K_{t}(\omega)$ for all $t \in[0, T(\omega)]$, then

$$
I_{B} \sup _{t \leq T}\left|\left(K^{(n)} \cdot X\right)_{t}-(K . X)_{t}\right| \xrightarrow{\mathbf{P}} 0, n \rightarrow \infty .
$$

In particular, if we put $H^{(n)}=H I_{[|H| \leq n]}$, then for all $t \geq 0$,

$$
\sup _{s \leq T}\left|\left(H^{(n)} \cdot X\right)_{s}-(H \cdot X)_{s}\right| \xrightarrow{\mathbf{P}} 0, \quad n \rightarrow \infty
$$

From Theorems 1.2.32 and Corollary 1.2.16 we can prove the following result.
Theorem 2.2.33 If $A$ is a predictable $F V$ process and $H \in L(A)$, then $H \in L_{S}(A)$, and $H . A=H_{\dot{s}} A$.

The following theorem is an easy consequence of Theorem 1.2.32.
Theorem 2.2.34 Let $X$ be a semimartingale and $H \in L(X)$ with $[H \neq 0]$ being a thin set. If for each $t \in \mathbb{R}, \quad \sum_{s \leq t}\left|H_{s}\right|\left|\Delta X_{s}\right|<\infty$, a.s., then

$$
(H . X)_{t}=H_{0} X_{0}+\sum_{s \leq t} H_{s} \Delta X_{s}
$$

The following theorem justifies the terminologies "quadratic variation" and "quadratic covariation."

Theorem 2.2.35 Let $X$ and $Y$ be two semimartingales. If $T$ is a finite stopping time, and $\tau_{n}: 0=T_{0}^{n} \leq T_{1}^{n} \leq \cdots$ is a sequence of stochastic partitions of $[0, T]$ with $\delta\left(\tau_{n}\right)$ tending to zero, then

$$
\sup _{t \leq T}\left|\sum_{i}\left(X_{T_{i+1}^{n} \wedge t}-X_{T_{i}^{n} \wedge t}\right)\left(Y_{T_{i+1}^{n} \wedge t}-Y_{T_{i}^{n} \wedge t}\right)+X_{0} Y_{0}-[X, Y]_{t}\right| \xrightarrow{P} 0 .
$$

Lemma 2.2.36 Let $M$ be a local martingale, and $H$ be a progressive process such that H. $M \in \mathcal{H}^{1}$ and

$$
\mathbf{E}\left[\left(\int_{[0, \infty[ } H_{s}^{2} d[M]_{s}\right)^{1 / 2}\right]<\infty
$$

Then for any $N \in \mathcal{B} \mathcal{M O},[H . M, N]-H .[M, N]$ is a martingale with integrable variation. In particular, $\mathbf{E}[H . M, N]_{\infty}=\mathbf{E}\left[\int_{[0, \infty[ } H_{s} d[M, N]_{s}\right]$.

The following theorem is an extension of the first Davis inequality (see Theorem 1.1.97).
Theorem 2.2.37 Let $M$ be a local martingale, $H$ be a progressive process such that $\sqrt{H^{2} \cdot[M]}$ is locally integrable. Then for any stopping time $T$ we have

$$
\mathbf{E}\left[(H . M)_{T}^{*}\right] \leq 2 \sqrt{6} \mathbf{E}\left[\left(\int_{[0, T]} H_{s}^{2} d[M]_{s}\right)^{1 / 2}\right]
$$

As an application of Theorem 1.2.37, we obtain the following convergence theorem for progressive stochastic integrals.

Theorem 2.2.38 Let $M$ be a local martingale. We denote by $L^{0}(M)$ the set of all progressive processes $H$ such that $\sqrt{H^{2} \cdot[M]} \in \mathcal{A}_{\mathrm{loc}}^{+}$. Let $\left(H^{(n)}\right) \subset L^{0}(M), H \in L^{0}(M)$ and $T$ be a stopping time.

1) If $\mathbf{E}\left[\left(\int_{[0, T]}\left(H_{s}^{(n)}-H_{s}\right)^{2} d[M]_{s}\right)^{1 / 2}\right] \rightarrow 0$, then

$$
\mathbf{E}\left[\sup _{t \leq T}\left|\left(H^{(n)} \cdot M\right)_{t}-(H . M)_{t}\right|\right] \rightarrow 0
$$

2) If $\sum_{n=1}^{\infty} \mathbf{E}\left[\left(\int_{[0, T]}\left(H_{s}^{(n)}-H_{s}\right)^{2} d[M]_{s}\right)^{1 / 2}\right]<\infty$, then

$$
\sup _{t \leq T}\left|\left(H^{(n)} . M\right)_{t}-(H . M)_{t}\right| \rightarrow 0 . \quad \text { a.s. }
$$

We end this section with a result about stochastic integrals of processes depending on a parameter.

Theorem 2.2.39 (Ref. 20) Let $(S, \mathcal{S})$ be a measurable space and $X$ be a continuous semimartingale. Let $\left(H_{t}(s)\right)_{t \geq 0}, s \in \mathcal{S}$ be a family of processes which are progressive on $S \times \mathbf{R}_{+}$ in the sense that for every $t \geq 0$, the mapping $(s, t, \omega) \mapsto H_{t}(s, \omega)$ is $\mathcal{S} \times \mathcal{B}([0, t]) \times \mathcal{F}_{t}$ measurable. If for every $s \in S, H(s) \in L(X)$, then the family $Y_{t}(s)=(H(s) . X)_{t}$ has a version that is progressive on $S \times \mathbf{R}_{+}$, and continuous for each $s \in S$.

### 2.2.4 Itô's Formula and Doléans Exponential Formula

In this section we present the change of variables formula for semimartingales (Itô's formula), the most powerful tool in stochastic calculus.

To begin with, from Theorem 1.2.31 and 1.2.35 we can deduce the following
Theorem 2.2.40 If $X$ and $Y$ are two semimartingales, then we have the following formula of integration by parts:

$$
X_{t} Y_{t}=\int_{0}^{t} X_{s-} d Y_{s}+\int_{0}^{t} Y_{s-} d X_{s}+[X, Y]_{t}, \quad t \geq 0
$$

From the formula of integration by parts one can prove easily the following
Theorem 2.2.41 (Itô's Formula) Let $X^{1}, \cdots, X^{d}$ be semimartingales, and $F$ be a $C^{2}$ function on $\mathbf{R}^{d}$ (i.e. $F$ has continuous partial derivatives of the first and the second order). Put $X_{t}=\left(X_{t}^{1}, \cdots, X_{t}^{d}\right)\left(\left(X_{t}\right)\right.$ is also called an $n$-dimensional semimartingale $)$. Then

$$
F\left(X_{t}\right)-F\left(X_{0}\right)=\sum_{j=1}^{d} \int_{0}^{t} D_{j} F\left(X_{s-}\right) d X_{s}^{j}+\sum_{0<s \leq t} \eta_{s}(F)+\frac{1}{2} A_{t}(F)
$$

where

$$
\begin{gathered}
\eta_{s}(F)=F\left(X_{s}\right)-F\left(X_{s-}\right)-\sum_{j=1}^{d} D_{j} F\left(X_{s-}\right) \Delta X_{s}^{j} \\
A_{t}(F)=\sum_{i, j=1}^{d} \int_{0}^{t} D_{i j} F\left(X_{s-}\right) d\left(\left(X^{j}\right)^{c},\left(X^{j}\right)^{c}\right\rangle_{s}
\end{gathered}
$$

$D_{j} F=\frac{\partial F}{\partial x_{j}}, D_{i j} F=\frac{\partial^{2} F}{\partial x_{i} \partial x_{j}}$, and the series $\sum_{0<s \leq t} \eta_{s}(F)$ is absolutely convergent.

Remark 1) We have the following refinement of Theorem 1.2.41. Let $d=n+m$, and $X^{1}, \cdots, X^{n}$ be semimartingales, and $X^{n+1}, \cdots, X^{n+m}$ be adapted $F V$ processes. Let $F$ be a continuous function on $\mathbf{R}^{n+m}$, of class $C^{2}$ w.r.t. the first $n$ variables and of class $C^{1}$ w.r.t. the last $m$ variables (it may be $n=0$ or $m=0$ ). Put $X_{t}=\left(X_{t}^{1}, \cdots, X_{t}^{n+m}\right)$. Then

$$
\begin{aligned}
F\left(X_{t}\right)-F\left(X_{0}\right)=\sum_{j=1}^{n+m} & \int_{0}^{t} D_{j} F\left(X_{s-}\right) d X_{s}^{j}+\sum_{0<s \leq t} \eta_{s}(F) \\
& +\frac{1}{2} \sum_{i, j=1}^{n} \int_{0}^{t} D_{i j} F\left(X_{s-}\right) d\left\langle\left(X^{i}\right)^{c},\left(X^{j}\right)^{c}\right\rangle_{s}
\end{aligned}
$$

2) Itô's formula can be applied to a function defined on an open domain of $\mathbf{R}^{n}$. For example, if $X$ and $Y$ are two semimartingales with $\left[Y=0\right.$ or $\left.Y_{-}=0\right]$ being evanescent, then by using Itô's formula we can prove that $X / Y$ is a semimartingale.
3) One can apply Itô's formula to complex valued semimartingales. As an example, let $X, Y$ be continuous semimartingales, and put $Z_{t}=X_{t}+i Y_{t}$. Then for any analytic function $f$ we have

$$
f\left(Z_{t}\right)=f\left(Z_{0}\right)+\int_{0}^{t} f^{\prime}\left(Z_{s}\right) d Z_{s}+\frac{1}{2} \int_{0}^{t} f^{\prime \prime}\left(Z_{s}\right) d[Z, Z] s
$$

As an application of Itô's formula, we obtain the Lévy's characterization of Brownian motion.

Theorem 2.2.42 Let $B_{t}=\left(B_{t}^{1}, \cdots, B_{t}^{d}\right)$ be a d-dimensional $\left(\mathcal{F}_{t}\right)$-adapted continuous process. Then $\left(B_{t}\right)$ is an $\mathcal{F}$-Brownian motion if and only if each $\left(B_{t}^{i}\right)$ is an $\left(\mathcal{F}_{t}\right)$-local martingale and for $1 \leq i, j \leq d, B_{t}^{i} B_{t}^{j}-\delta_{i j} t$ is an $\left(\mathcal{F}_{t}\right)$-local martingale (i.e. $\left\langle B^{i}, B^{j}\right\rangle_{t}=\delta_{i j} t$ ).

Lemma 2.2.43 Let $M$ be a continuous local martingale. Then for almost all $\omega$. $(\omega)$ and $\langle M\rangle .(\omega)$ have the same constancy intervals, i.e., for any $a<b$ if $M(\omega)$ is constant on $[a, b]$, so is $\langle M\rangle .(\omega)$ and vice versa.

By Theorem 1.2.42 and Lemma 1.2.43 we obtain the following result, due to Knight (1971) [Ref. 21].

Theorem 2.2.44 Let $M=\left(M^{1}, \cdots, M^{d}\right)$ be a d-dimensional continuous local martingale with $M_{0}=0$ such that $\left\langle M^{i}, M^{j}\right\rangle=0$ for $i \neq j$ and $\left\langle M^{i}\right\rangle_{\infty}=\infty$ for each $i$. Put

$$
\tau_{t}^{i}=\inf \left\{s:\left\langle M^{i}\right\rangle_{s}>t\right\}, B_{t}^{i}=M_{\tau_{t}}^{i}, \mathcal{G}_{t}=\mathcal{F}_{\tau_{t}}, t \geq 0,1 \leq i \leq d
$$

Then $B=\left(B^{1}, \cdots, B^{d}\right)$ is a standard d-dimensional Brownian motion.
Theorem 2.2.45 Let $X$ be a semimartingale. Put

$$
V_{t}=\prod_{0<s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}} \quad\left(V_{0}=1\right)
$$

Then for almost all $\omega$ the above infinite product is absolutely convergent for all $t>0$, and $V=\left(V_{t}\right)$ is an adapted purely discontinuous process of finite variation.

Theorem 2.2.46 Let

$$
\begin{equation*}
Z_{t}=\exp \left\{X_{t}-X_{0}-\frac{1}{2}\left\langle X^{c}\right\rangle_{t}\right\} \prod_{0<s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}} \tag{46.1}
\end{equation*}
$$

Then $Z=\left(Z_{t}\right)$ is the unique semimartingale satisfying the stochastic integral equation

$$
Z_{t}=1+\int_{0}^{t} Z_{s}-d X_{s}
$$

We call $Z$ the Doléans (stochastic) exponential of $X$, and denote it by $\mathcal{E}(X)$. (46.1) is called the Doléans exponential formula, due to Doléans-Dade [Ref. 222].

By using the Doléans exponential formula, we obtain the following result on multiplicative decompositions of nonnegative submartingales.

Theorem 2.2.47 Let $X$ be a strictly positive submartingale with canonical decomposition $X=M+A$, where $M \in \mathcal{M}_{\text {loc }}, A \in \mathcal{A}^{+}$with $A_{0}=0$ and $A$ is predictable. Then $X$ can be uniquely expressed as $X=B N$, where $B$ is an increasing predictable process with $B_{0}=1$, and $N$ is a martingale. Moreover, we have

$$
B=\mathcal{E}\left(X_{-}^{-1} \cdot A\right), \quad N=B^{-1} . M
$$

More generally, we have
Theorem 2.2.48 (Ref. 11) Let $X$ be a strictly positive special semimartingale with $X_{-}>0$ and $X_{0}=1$. Then $X$ admits a unique multiplicative decomposition $X=M A$, where $M$ is a positive local martingale and $A$ is a positive predictable $F V$ process with $A_{0}=1$. If furthermore $X$ is a supermartingale, then $A$ is decreasing.

Theorem 2.2.49 Let $X, Y \in \mathcal{S}$. Then $\mathcal{E}(X) \mathcal{E}(Y)=\mathcal{E}(X+Y+[X, Y])$.

As an application of Theorem 1.2.49 we obtain a multiplicative decomposition of an exponential semimartingale.

Theorem 2.2.50 (Ref. 23) Let $X$ be a special semimartingale with the canonical decomposition $X=N+A$, where $N$ is a local martingale and $A$ is a predictable FV process. Assume that $X_{0}=0$ and $[\Delta A=-1]$ is evanescent. Then $\frac{1}{1+\Delta A}$ is locally bounded, and we have

$$
\mathcal{E}(X)=\mathcal{E}(M) \mathcal{E}(A)
$$

where $M=\frac{1}{1+\Delta A} \cdot N$.
In fact, by Theorem 1.2.49 we have $\mathcal{E}(M) \mathcal{E}(A)=\mathcal{E}(M+[M, A]+A)$. However, $M+[M, A]$ is a local martingale and has the same continuous martingale part and same jumps as $N$ has, so we have $M+[M, A]=N$.

Theorem 2.2.51 (Ref. 24) Let $Z$ be a semimartingale with $[\Delta Z=-1]$ being evanescent and let $H$ be an adapted cadlag process (not necessarily a semimartingale). Then the unique solution of the equation

$$
X_{t}=H_{t}+\int_{0}^{t} X_{s-} d Z_{s}, \quad t \geq 0
$$

is given by

$$
X_{t}=H_{t}+\mathcal{E}(Z)_{t}\left\{\int_{0}^{t} \mathcal{E}(Z)_{s-}^{-1} H_{s-} d Z_{s}-\int_{0}^{t} \mathcal{E}(Z)_{s}^{-1} H_{s-} d[Z]_{s}\right\}
$$

If $H$ is a semimartingale, $X_{t}$ has another expression:

$$
X_{t}=\mathcal{E}(Z)_{t}\left\{H_{0}+\int_{0}^{t} \mathcal{E}(Z)_{s-}^{-1} d H_{s}-\int_{0}^{t} \mathcal{E}(Z)_{s}^{-1} d[H, Z]_{s}\right\}
$$

### 2.2.5 Local Times of Semimartingales

Let $X$ be a semimartingale, $f$ be a continuous convex function on $\mathbf{R}$, and $f^{\prime}$ be its left derivative. Approximating $f$ by $C^{\infty}$-functions and using Itô's formula we can prove that $f(X)$ is a semimartingale and

$$
\begin{align*}
f\left(X_{t}\right)=f\left(X_{0}\right) & +\int_{0}^{t} f^{\prime}\left(X_{s-}\right) d X_{s}  \tag{2.2.1}\\
& +\sum_{0<s \leq t}\left[f\left(X_{s}\right)-f\left(X_{s-}\right)-f^{\prime}\left(X_{s-}\right) \Delta X_{s}\right]+C_{t} \tag{2.2.2}
\end{align*}
$$

where $C=\left(C_{t}\right)$ is a continuous adapted increasing process with $C_{0}=0$. In particular, if we take $f(x)=(x-a)^{+}$or $f(x)=(x-a)^{-}$we obtain

Theorem 2.2.52 Let $X$ be a semimartingale and $a \in \mathbf{R}$. Then

$$
\begin{aligned}
\left(X_{t}-a\right)^{+}=\left(X_{0}-a\right)^{+} & +\int_{0}^{t} I_{\left[X_{s-}>a\right]} d X_{s}+\sum_{0<s \leq t}\left[I_{\left[X_{s-}>a\right]}\left(X_{s}-a\right)^{-}\right. \\
& \left.+I_{\left[X_{s-} \leq a\right]}\left(X_{s}-a\right)^{+}\right]+\frac{1}{2} L_{t}^{a}(X) \\
\left(X_{t}-a\right)^{-}=\left(X_{0}-a\right)^{-} & -\int_{0}^{t} I_{\left[X_{\left.s_{-} \leq a\right]}\right.} d X_{s}+\sum_{0<s \leq t}\left[I_{\left[X_{s-}>a\right]}\left(X_{s}-a\right)^{-}\right. \\
& \left.+I_{\left[X_{s-} \leq a\right]}\left(X_{s}-a\right)^{+}\right]+\frac{1}{2} L_{t}^{a}(X)
\end{aligned}
$$

where $L_{t}^{a}(X)$ is a continuous adapted increasing process with $L_{0}^{a}(X)=0$. For almost all $\omega$ the measure $d L^{a}(X)(\omega)$ does not charge the set $\left\{t: X_{t-}(\omega) \neq a\right\}$ and the interior of $\left\{t: X_{t-}(\omega)=a\right\}$.
$L_{t}^{a}(X)$ is called the local time of $X$ at a. The above two equalities are called TanakaMeyer formulas.

Integrating $I_{\left[X_{-}=a\right]}$ and $I_{\left[X_{-} \leq a\right]}$ w.r.t. the two sides of the first Tanaka-Meyer formula, we obtain the following two formulas for local times.

Corollary 2.2.53 Let $X$ be a semimartingale and $a \in \mathbf{R}$. Then

$$
\begin{aligned}
& L_{t}^{a}(X)=2\left[\int_{0}^{t} I_{\left[X_{s-}=a\right]} d\left(X_{s}-a\right)^{+}-\sum_{0<s \leq t} I_{\left[X_{s-}=a\right]}\left(X_{s}-a\right)^{+}\right], \\
& L_{t}^{a}(X)=2\left[\int_{0}^{t} I_{\left[X_{s-} \leq a\right]} d\left(X_{s}-a\right)^{+}-\sum_{0<s \leq t} I_{\left[X_{s-} \leq a\right]}\left(X_{s}-a\right)^{+}\right] .
\end{aligned}
$$

Expressing $\left(C_{t}\right)$ in (2.2.1) by means of local times, we obtain a generalization of Itô's formula as follows.

Theorem 2.2.54 Let $X$ be a semimartingale and let $f$ be a continuous convex function on $\mathbf{R}$ and $f^{\prime}$ its left derivative. Then

$$
\begin{aligned}
f\left(X_{t}\right) & =f\left(X_{0}\right)+\int_{0}^{t} f^{\prime}\left(X_{s-}\right) d X_{s} \\
& +\sum_{0<s \leq t}\left[f\left(X_{s}\right)-f\left(X_{s-}\right)-f^{\prime}\left(X_{s-}\right) \Delta X_{s}\right]+\frac{1}{2} \int_{-\infty}^{\infty} L_{t}^{a}(X) \rho(d a)
\end{aligned}
$$

where $\rho$ is the second order derivative off in the sense of generalized functions ( $\rho$ is a Radon measure).

Corollary 2.2.55 Let $X$ be a semimartingale and $g$ be a nonnegative or bounded Borel function. Then

$$
\int_{0}^{t} g\left(X_{s}\right) d\left\langle X^{c}\right\rangle_{s}=\int_{-\infty}^{\infty} L_{t}^{a}(X) g(a) d a
$$

Theorem 2.2.56 Let $X \in \mathcal{S}$ and $f$ be the difference of two continuous convex functions on $\mathbf{R}$. For any $a \in \mathbf{R}$ we set $A(a)=\{x: f(x=a)\}$ and $B(a)=\left\{x: f(x)=a,\left|f_{r}^{\prime}(x)\right|+\left|f_{l}^{\prime}(x)\right|>\right.$ $0\}$, where $f_{r}^{\prime}\left(\right.$ resp. $\left.f_{l}^{\prime}\right)$ stands for the right (resp. left) derivative of $f$. Then $B(a)$ is at most countable and we have

$$
L_{t}^{a}(f(X))=\sum_{x \in B(a)}\left[f_{r}^{\prime}(x)^{+} L_{t}^{x}(X)+f_{l}^{\prime}(x)^{-} L_{t}^{-x}(-X)\right]
$$

### 2.2.6 Fisk-Stratonovich Integrals

The content of this section is taken from Protter (1990) [Ref. 24]. Let $X$ and $Y$ be two continuous semimartingales. Let $t>0$ and

$$
\tau_{n}: 0=t_{0}^{n}<t_{1}^{n}<\cdots<t_{m(n)}^{n}=t
$$

be a sequence of finite partitions of $[0, t]$ with $\delta\left(\tau_{n}\right)$ tending to zero. According to Theorem 2.26, as $n \rightarrow \infty$,

$$
\begin{aligned}
I_{n}(t)= & \sum_{i} \frac{1}{2}\left(Y_{t_{i}^{n}}+Y_{t_{i+1}^{n}}\right)\left(X_{t_{i+1}^{n}}-X_{t_{i}^{n}}\right) \\
& \xrightarrow{P} \int_{0}^{t} Y_{s} d X_{s}+\frac{1}{2}\left([X, Y]_{t}-X_{0} Y_{0}\right) .
\end{aligned}
$$

We denote this limit by $\int_{0}^{t} Y_{s} \circ d X_{s}$. It is easy to verify that this integral obeys the rules of ordinary calculus. Namely, for any continuous semimartingale $X$ in $\mathbf{R}^{d}$ and function $f \in C^{3}\left(\mathbf{R}^{d}\right)$, we have

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t} f_{i}^{\prime}\left(X_{s}\right) \circ d X_{s}^{i}, \text { a.s., } t \geq 0
$$

More generally, we pose the following
Definition 2.2.57 (Ref. 24) Let $X$ and $Y$ be two semimartingales. We put

$$
\int_{0}^{t} Y_{s} \circ d X_{s}=\int_{0}^{t} Y_{s-} d X_{s}+\frac{1}{2}\left\langle X^{c}, Y^{c}\right\rangle
$$

We call this integral the Fisk-Stratonovich integral ( $F$-S integral, for short) of $Y$ w.r.t. $X$. In the literature, it is often called the Stratonovich integral.
Theorem 2.2.58 (Ref. 24) Let $X=\left(X^{1}, \cdots, X^{d}\right)$ be and-dimensional semimartingale, and $F$ be a $C^{3}$-function on $\mathbf{R}^{d}$. Then

$$
\begin{aligned}
F\left(X_{t}\right)-F\left(X_{0}\right) & =\sum_{j=1}^{d} \int_{0}^{t} D_{j} F\left(X_{s-}\right) \circ d X_{s}^{j} \\
& +\sum_{0<s \leq t}\left[F\left(X_{s}\right)-F\left(X_{s-}\right)-\sum_{j=1}^{d} D_{j} F\left(X_{s-}\right) \Delta X_{s}^{j}\right] .
\end{aligned}
$$

Now we extend the F-S integral to non-semimartingale integrands. To this end we need a general notion of quadratic covariation of stochastic processes.

Definition 2.2.59 (Ref. 24) Let $X$ and $Y$ be adapted cadlag processes. The quadratic covariation of $X$ and $Y$, if it exists, is defined to be an $F V$ process, denoted by $[X, Y]$, such that

$$
\sup _{t \leq T}\left|\sum_{i}\left(X_{T_{i+1}^{n} \wedge t}-X_{T_{i}^{n} \wedge t}\right)\left(Y_{T_{i+1}^{n} \wedge t}-Y_{T_{i}^{n} \wedge t}\right)+X_{0} Y_{0}-[X, Y]_{t}\right| \xrightarrow{P} 0, \quad n \rightarrow \infty,
$$

where $\tau_{n}: 0=T_{0}^{n} \leq T_{1}^{n} \leq \cdots$ is any sequence of stochastic partitions of $[0,+\infty)$ with $\lim _{n \rightarrow \infty} \sup _{m} T_{m}^{n}=\infty$ and $\delta\left(\tau_{n}\right)$ tending to zero.

If $[X, X]$ exists, we say $X$ has finite quadratic variation. If $[X, X]$ and $[Y, Y]$ exist then $[X+Y, X+Y]$ and $[X, Y]$ exist and the polarization identity holds:

$$
[X, Y]=\frac{1}{2}([X+Y, X+Y]-[X, X]-[Y, Y])
$$

Lemma 2.2.60 (Ref. 24) Let $X=\left(X^{1}, \cdots, X^{d}\right)$ be an d-dimensional semimartingale, and $f$ be a $C^{1}$-function on $\mathbf{R}^{d}$. Then $f(X)$ has finite quadratic variation.

Definition 2.2.61 (Ref. 24) Let $H$ be an adapted cadlag process and $X$ a semimartingale. If $[H, X]$ exists, we put

$$
\int_{0}^{t} H_{s} \circ d X_{s}=\int_{0}^{t} H_{s} d X_{s}+\frac{1}{2}\left([X, Y]^{c}-X_{0} Y_{0}\right)
$$

We call this integral the Fisk-Stratonovich integral ( $F$-S integral, for short) of $H$ w.r.t. $X$.
Theorem 2.2 .62 (Ref. 24) Let $X=\left(X^{1}, \cdots, X^{d}\right)$ be an d-dimensional semimartingale, and $F$ be a $C^{2}$-function on $\mathbf{R}^{d}$. Then

$$
\begin{aligned}
F\left(X_{t}\right)-F\left(X_{0}\right) & =\sum_{j=1}^{d} \int_{0}^{t} D_{j} F\left(X_{s-}\right) \circ d X_{s}^{j} \\
& +\sum_{0<s \leq t}\left[F\left(X_{s}\right)-F\left(X_{s-}\right)-\sum_{j=1}^{d} D_{j} F\left(X_{s-}\right) \Delta X_{s}^{j}\right]
\end{aligned}
$$

Theorem 2.2.63 (Ref. 24) Let $X$ be a semimartingale with $X_{0}=0$. Then the unique solution of the stochastic integral equation

$$
Z_{t}=Z_{0}+\int_{0}^{t} Z_{s-} \circ d X_{s}
$$

is given by

$$
Z_{t}=Z_{0} \exp \left(X_{t}\right) \prod_{0<s \leq t}\left(1+\Delta X_{s}\right) e^{-\Delta X_{s}}
$$

and it is called the Fisk-Stratonovich exponential.

### 2.2.7 Stochastic Differential Equations

In this subsection we mainly present some basic results about the Itô stochastic differential equation (in short: SDE). We refer the reader to Karatzas and Shreve (1991) [Ref. 25]. A general result about the existence and uniqueness of solutions of stochastic differential equations driven by semimartingales is also mentioned.

Definition 2.2.64 Let $\left(B_{t}\right)_{t \geq 0}$ be a d-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion and $0 \leq t_{0} \leq T$. Let $b:\left[t_{0}, T\right] \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ and $\sigma:\left[t_{0}, T\right] \times \mathbb{R}^{m} \rightarrow M^{m, d}$ be Borel measurable maps, where $M^{m, d}$ is the set of all $m \times d$-matrices. An $\mathbb{R}^{m}$-valued continuous $\left(\mathcal{F}_{t}\right)$-adapted process $X$ is said to be a solution of the following Itô stochastic differential equation

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right) d B_{t}, t \in\left[t_{0}, T\right], \quad X_{t_{0}}=\xi \tag{64.1}
\end{equation*}
$$

with $\xi=\left(\xi^{1}, \cdots, \xi^{m}\right)$ being $\mathcal{F}_{t_{0}-\text { measurable, if } X \text { satisfies the stochastic integral equation }}$

$$
\begin{equation*}
X_{t}^{i}=\xi^{i}+\int_{t_{0}}^{t} b^{i}\left(s, X_{s}\right) d s+\sum_{j=1}^{d} \int_{0}^{t} \sigma_{j}^{i}\left(s, X_{s}\right) d B_{\mathbf{s}}^{j}, 1 \leq i \leq m, t \in\left[t_{0}, T\right] \tag{64.2}
\end{equation*}
$$

Such a solution of (64.1) is called a strong solution meaning that it is based on the path of the underlying Brownian motion $\left(B_{t}\right)$. In particular, a strong solution is adapted to the natural filtration of the Brownian motion $\left(B_{t}\right)$. If such a strong solution doesn't exists, we have to find a Brownian motion $\left(B_{t}\right)$ on a suitable stochastic basis and an adapted process $\left(X_{t}\right)$ such that $X_{0}$ has the given distribution and (64.2) holds. Such a process $\left(X_{t}\right)$ is known as a weak solution of (64.1).

In the sequel we denote

$$
|x|^{2}=\sum_{i=1}^{m} x_{i}^{2}, \quad|\gamma|^{2}=\operatorname{tr}\left(\gamma \gamma^{\mathrm{T}}\right)=\sum_{\mathrm{j}=1}^{\mathrm{d}} \sum_{\mathrm{i}=1}^{\mathrm{m}}\left(\gamma^{\mathrm{ij}}\right)^{2}
$$

for $x \in \mathbb{R}^{m}$ and $\gamma \in M^{m, d}$. For notational simplicity, we take $t_{0}=0$.
Theorem 2.2.65 If $b$ and $\sigma$ are Lipschitz in $x$ :

$$
\begin{equation*}
|b(t, x)-b(t, y)|+|\sigma(t, x)-\sigma(t, y)| \leq K|x-y| \tag{65.1}
\end{equation*}
$$

and satisfy the linear growth condition in $x$ :

$$
\begin{equation*}
|b(t, x)|+|\sigma(t, x)| \leq K(1+|x|), \tag{65.2}
\end{equation*}
$$

where $K$ is a constant, then (64.1) has a unique solution $X$. Moreover, if on $[0, T] b$ and $\sigma$ satisfies the polynomial growth condition in $x$ :

$$
\begin{equation*}
\sup _{0 \leq t \leq T}|b(t, x)|+|\sigma(t, x)| \leq C\left(1+|x|^{2 \mu}\right), \quad x \in \mathbb{R}^{m} \tag{65.3}
\end{equation*}
$$

for some constant $C>0, \mu \geq 1$ and $I E\left[|\xi|^{2 \mu}\right]<\infty$, then we have

$$
\mathbb{E}\left[\sup _{0 \leq t \leq T}\left|X_{t}\right|^{2 \mu}\right] \leq K_{1}+K_{2} \mathbb{E}\left[|\xi|^{2 \mu}\right]
$$

Remark If $b$ and $\sigma$ are only locally Lipschitz in the sense that for each positive constant $L$ there is a constant $K$ such that (65.1) is satisfied for $x$ and $y$ with $|x| \leq L,|y| \leq L$, then (64.1) still has a unique solution. If $b$ and $\sigma$ are continuous w.r.t. $t$, then one can prove that the unique solution to (64.1) is a diffusion process, usually called an Itô diffusion. Its drift vector is $b$ and the diffusion matrix is $a=\sigma \sigma^{\tau}$.

If in (64.1) $b$ and $\sigma$ are linear functions in $x$ :

$$
b(t, x)=G(t) x+g(t) ; \quad \sigma(t, x)=\left(H_{1}(t) x+h_{1}(t), \cdots, H_{d}(t) x+h_{d}(t)\right)
$$

where $G$ and $H_{i}(t)$ are $m \times m$ matrices, $g(t)$ and $h_{i}(t)$ are $\mathbb{R}^{m}$-valued functions, we call (64.1) a linear SDE.

The following theorem gives an explicit expression for the solution of a linear SDE.
Theorem 2.2.66 Assume that $G, g, H_{i}, h_{i}$ are measurable locally bounded functions. Then the unique solution of linear $S D E$ (64.1) with $X_{0}=c$ is given by

$$
X_{t}=\Phi_{t}\left(c+\int_{0}^{t} \Phi_{s}^{-1} d Y_{s}\right)
$$

where

$$
d Y_{t}=\left(g(t)-\sum_{i=1}^{d} H_{i}(t) h_{i}(t)\right) d t+\sum_{i=1}^{d} h_{i}(t) d B_{t}^{i}
$$

and $\Phi_{t}$ is the solution of the homogeneous $S D E$

$$
d \Phi_{t}=G(t) \Phi(t) d t+\sum_{i=1}^{d} H_{i}(t) \Phi_{t} d B_{t}^{i}
$$

with initial value $\Phi_{0}=I$. In particular, if $c$ is a constant or a normal r.v., the solution of a linear SDE is a Gaussian process.
Remark If $G(t)=G$ and $H_{i}(t)=H_{i}, 1 \leq i \leq d$, do not depend on $t$ and $G, H_{1}, \cdots, H_{d}$ commute:

$$
G H_{i}=H_{i} G, H_{i} H_{j}=H_{j} H_{i}, \forall i, j
$$

then

$$
\Phi_{i}=\exp \left\{\left(G-\sum_{i=0}^{d} H_{i}^{2} / 2\right) t+\sum_{i=1}^{d} H_{i} B_{t}^{i}\right\}
$$

Example 2.2.67 Consider the following SDE:

$$
d X_{t}=-c X_{t} d t+\sigma d B_{t}, X_{0}=\xi
$$

Its unique solution is

$$
X_{t}=e^{-c t}\left(\xi+\sigma \int_{0}^{t} e^{c s)} d B_{s}\right)
$$

It is called the Ornstein-Uhlenbeck process. The SDE is called the Langevin equation, because it was originally introduced by Langevin (1908) to model the velocity of a physical Brownian particle. If $\xi$ is a constant or a normal r.v., then $\left(X_{t}\right)$ is a Gaussian process.

For a one-dimensional SDE (i.e. $m=d=1$ ), the following result due to Yamada and Watanabe (1971) [Ref. 26] relaxes considerably the conditions on the existence and uniqueness of the solutions to (64.1).
Theorem 2.2.68 (Ref. 26) Assume $m=d=1$. In order for (64.1) to have a unique solution it suffices that $b$ is continuous and Lipschitz in $x$ and $\sigma$ is continuous with the property

$$
|\sigma(t, x)-\sigma(t, y)| \leq \rho(|x-y|)
$$

for all $x$ and $y$ and $t$, where $\rho: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a strictly increasing function with $\rho(0)=0$ and for any $\epsilon>0$,

$$
\int_{(0, \epsilon)} \rho^{-2}(x) d x=\infty
$$

The following theorem states the Feynman-Kac formula, which provides a probabilistic representation for the solution of a parabolic differential equation.

Theorem 2.2.69 Let $u$ be a continuous, real valued function on $[0, T] \times \mathbb{R}^{d}$, of class $C^{1,2}$ on $[0, T) \times \mathbb{R}^{d}$, which is the solution of the Cauchy problem

$$
\begin{equation*}
-\frac{p u}{p t}+k u=\mathcal{A}_{t} u+g, \quad(t, x) \in[0, T) \times \mathbb{R}^{d} \tag{69.1}
\end{equation*}
$$

subject to the terminal condition

$$
\begin{equation*}
u(T, x)=f(x), \quad x \in \mathbb{R}^{d} \tag{69.2}
\end{equation*}
$$

Here $f: \mathbb{R}^{d} \rightarrow \mathbb{R}, k: \mathbb{R}^{d} \rightarrow \mathbb{R}_{+}$, and $g:[0, T] \times \mathbb{R}^{d}$ are continuous functions. Assume that $u$, $f$ and $g$ satisfy the polynomial growth condition in $x$ :

$$
|f(x)|+|g(x)|+\sup _{0 \leq t \leq T}|u(t, x)| \leq C\left(1+|x|^{2 \mu}\right), \quad x \in \mathbb{R}^{d}
$$

for some constant $C>0, \mu \geq 1$. Then $u$ admits the representation

$$
\begin{aligned}
u(t, x) & =\mathbb{E}^{t, x}\left[f\left(X_{T}\right) \exp \left\{-\int_{t}^{T} k\left(\theta, X_{\theta}\right) d \theta\right\}\right. \\
& \left.+\int_{t}^{T} g\left(s, X_{s}\right) \exp \left\{-\int_{t}^{s} k\left(\theta, X_{\theta}\right) d \theta\right\} d s\right]
\end{aligned}
$$

where $\left\{\mathbf{P}^{t, x}, t \geq 0, x \in \mathbb{R}^{d}\right\}$ is the family of probability measures associated with the Markov process $\left(X_{t}\right)$. In particular, such a solution to (69.1) and (69.2) is unique.

If $k$ does not depend on $t$, then

$$
\begin{aligned}
u(t, x) & =\mathbb{E}^{0, x}\left[f\left(X_{t}\right) \exp \left\{-\int_{0}^{t} k\left(X_{\theta}\right) d \theta\right\}\right. \\
& \left.+\int_{0}^{t} g\left(t-s, X_{s}\right) \exp \left\{-\int_{0}^{s} k\left(X_{\theta}\right) d \theta\right\} d s\right]
\end{aligned}
$$

is the unique solution of the Cauchy problem

$$
\frac{\partial u}{\partial t}+k u=\mathcal{A}_{t} u+g, \quad(t, x) \in[0, T) \times \mathbb{R}^{d}
$$

subject to the initial condition

$$
u(0, x)=f(x), \quad x \in \mathbb{R}^{d}
$$

Now we consider the following stochastic differential equation driven by an $n$-dimensional semimartingale:

$$
\begin{equation*}
X=H+\sum_{i=1}^{n}\left(F_{i} X\right) \cdot Z^{i} \tag{*}
\end{equation*}
$$

where $Z=\left(Z^{1}, \cdots, Z^{n}\right)$ is an $n$-dimensional semimartingale where $Z_{0}=0$, $H=\left(H^{1}, \cdots, H^{m}\right)$ is an $m$-dimensional cadlag adapted process (i.e., each component $H^{i}$ is a cadlag adapted process) and $F_{i}, 1 \leq i \leq n$, are mappings from the set of all $m$-dimensional cadlag adapted processes to the set of all $n$-dimensional locally bounded predictable processes such that for each stopping time $T, F_{i}\left(X^{T-}\right)$ coincides with $F_{i} X$ on $\rrbracket 0, T \rrbracket . X=\left(X, \cdots, X^{m}\right)$ is the unknown process. For instance, let $f_{i}\left(\omega, s, x_{1}, \cdots, x_{m}\right)$ be an $n$-dimensional measurable function on $\Omega \times \mathbf{R}_{+} \times \mathbf{R}^{m}$ such that 1) for fixed $x_{1}, \cdots x_{m}$ and $s, f_{i}\left(\cdot, s, x_{1}, \cdots, x_{m}\right)$ is $\mathcal{F}_{s}$-measurable; 2) for almost all $\omega$ and for fixed $x_{1}, \cdots, x_{m}$,
$f_{i}\left(\omega, \cdot, x_{1}, \cdots, x_{m}\right)$ is left-continuous with right limits; 3) for almost all $\omega$ and all $s f_{i}(\omega, s, \cdot)$ is continuous. Put $\left(F_{i} X\right)_{t}=f_{i}\left(\omega, t, X_{t-}^{1}, \cdots, X_{t-}^{m}\right)$. Then $F_{i}$ meets the above requirements.

The equation (*) was first introduced and studied independently by Doléans-Dade (1976) [Ref. 27] and Protter (1997) [Ref. 28]. For further studies see Emery (1978) [Ref. 29], Métivier (1982) [Ref. 30] and Protter (1990) [Ref. 24].

The following theorem gives a sufficient condition for the existence and uniqueness of the solution of equation (*).

Theorem 2.2.70 If each $F_{i}$ satisfies the following Lipschitz condition

$$
\mathbf{E}\left[\left(F_{i} X-F_{i} Y\right)_{\infty}^{* 2}\right] \leq C \mathbf{E}\left[\sum_{i=1}^{m}\left(X^{i}-Y^{i}\right)_{\infty}^{* 2}\right]
$$

where $C$ is a constant, then equation (*) has a unique solution.

### 2.3 Stochastic Calculus on Semimartingales

In this section we present main results about stochastic calculus on semimartingales, which are: stochastic integration w.r.t. random measures, characteristics of semimartingales, calculus on Lévy processes, Girsanov's theorems, martingale representation theorems. The profound characterization theorem for semimartingales and some sufficient conditions for the uniform integrability of exponential martingales are also included. As in the previous sections, for those results which can be found in He et al. (1992) [Ref. 1] we omit the citations of the reference.

### 2.3.1 Stochastic Integration w.r.t. Random Measures

Let $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbf{P}\right)$ be a stochastic basis, $\mathcal{O}$ and $\mathcal{P}$ be optional and predictable $\sigma$-algebras on $\Omega \times \mathbf{R}_{+}$. Let $E=\mathbf{R}^{d} \backslash\{0\}$ and $\mathcal{B}(E)$ be its Borel $\sigma$-field. We put

$$
\begin{aligned}
& (\tilde{\Omega}, \tilde{\mathcal{F}})=\left(\Omega \times \mathbf{R}_{+} \times E, \mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)\right) \\
& \tilde{\mathcal{O}}=\mathcal{O} \times \mathcal{B}(E), \quad \tilde{\mathcal{P}}=\mathcal{P} \times \mathcal{B}(E)
\end{aligned}
$$

$\tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ ) is called optional (resp. predictable) $\sigma$-field in $\tilde{\Omega}$. An $\tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ )-measurable function defined on $\tilde{\Omega}$ is called an optional (resp. predictable) function on $\tilde{\Omega}$.

In the sequel, for a $\sigma$-field $\mathcal{G}$ on an abstract set $G$, we denote by $\mathcal{G}^{+}$(resp. $\mathcal{G}^{b}$ ) the set of all nonnegative (resp. bounded) $\mathcal{G}$-measurable functions on $G$.

Definition 2.3.1 An extended real function $\mu$ defined on $\Omega \times\left(\mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)\right)$ is called a random measure on $\mathbf{R}_{+} \times E$, if
i) for each fixed $\omega \in \Omega, \mu(\omega, \cdot)$ is a $\sigma$-finite measure on $\mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)$ with $\mu(\omega,\{0\} \times$ $E)=0$,
ii) for each $\hat{B} \in \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E), \mu(\cdot, \hat{B})$ is a r.v. on $(\Omega, \mathcal{F})$.

For a random measure $\mu$, we define

$$
M_{\mu}(\tilde{B})=\mathbf{E}\left[\int_{\mathbf{R}_{+} \times E} I_{\tilde{B}}(\omega, t, x) \mu(\omega, d t, d x)\right], \quad \tilde{B} \in \tilde{\mathcal{F}}
$$

Then $M_{\mu}$ is a measure on $(\tilde{\Omega}, \tilde{\mathcal{F}})$, called the measure generated by $\mu$. A random measure $\mu$ is said to be integrable if $M_{\mu}$ is a finite measure: $M_{\mu}(\tilde{\Omega})<\infty . \mu$ is said to be optionally (resp. predictably) $\sigma$-integrable, if the restriction of $M_{\mu}$ on $\tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ ) is a $\sigma$-finite measure.

The concept of random measure is a generalization of the concept of measure generated by an increasing process. In fact, let $A=\left(A_{t}(\omega)\right)$ be an increasing process. Take $E=\left\{x_{0}\right\}$, a set of one point, and $\mathcal{B}(E)=\{\emptyset, E\}$, then

$$
\mu(\omega, d t, d x)=d A_{t}(\omega) \delta_{x_{0}}(d x)
$$

is a random measure, and

$$
M_{\mu}(F \times[0, t] \times E)=\mu_{A}(F \times[0, t]), \quad F \in \mathcal{F}
$$

where $\delta_{x_{0}}$ denotes the Dirac measure at $x_{0}$ and $\mu_{A}$ is the measure on $\mathcal{F} \times \mathcal{B}\left(\mathbf{R}_{+}\right)$generated by $A$ (see Definition 1.1.50).

If $W \in \tilde{\mathcal{F}}^{+}$, then

$$
\nu(\omega, \hat{B})=\int_{\hat{B}} W(\omega, t, x) \mu(\omega, d t, d x), \quad \hat{B} \in \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)
$$

is a random measure. We denote it by $\nu=W \cdot \mu$ or $d \nu=W d \mu$. If $W \in \tilde{\mathcal{F}}$ is such that for every $t \geq 0, \int_{[0, t] \times E}|W| d \mu<\infty$, we define a FV process $W * \mu$ by

$$
W * \mu_{t}=\int_{[0, t] \times E} W d \mu, \quad t \geq 0
$$

Definition 2.3.2 $A$ random measure $\mu$ is called optional (resp. predictable), if for any $W \in \tilde{\mathcal{O}}^{+}$(resp. $\tilde{\mathcal{P}}^{+}$), $W * \mu$ is an optional (resp. predictable) process.

Theorem 2.3.3 1) If $\mu$ is a random measure such that for every $t \geq 0,1 * \mu_{t}<\infty$, then $\mu$ is optional (resp. predictable) if and only if for every $B \in \mathcal{B}(E), 1_{B} * \mu=(\mu([0, t] \times B))_{t \geq 0}$ is optional (resp. predictable).
2) If $\mu$ is an optional (resp. predictable) random measure and $W \in \tilde{\mathcal{O}}^{+}\left(\right.$resp. $\tilde{\mathcal{P}}^{+}$), then so is $\nu=W \cdot \mu$.
3) Let $\mu$ and $\nu$ be two optionally (resp. predictably) $\sigma$-integrable optional (resp. predictable) random measures. If the restrictions of $M_{\mu}$ and $M_{\nu}$ on $\tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ ) are identical, then $\mu=\nu$.
Theorem 2.3.4 Let $m$ be a measure on $(\tilde{\Omega}, \tilde{\mathcal{F}})$ such that its restriction on $\tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ ) is $\sigma$-finite. There exists an optional (resp. predictable) random measure $\mu$ such that $m=M_{\mu}$ if and only if
i) for any evanescent set $N \subset \Omega \times \mathbf{R}_{+}, m(N \times E)=0$.
ii) for any $\tilde{A} \in \tilde{\mathcal{O}}$ (resp. $\tilde{\mathcal{P}}$ ) with $m(\tilde{A})<\infty$ and bounded measurable process $X$,

$$
m\left(X I_{\tilde{A}}\right)=m\left({ }^{\circ} X I_{\tilde{A}}\right) \quad\left(\text { resp. } m\left(X I_{\tilde{A}}\right)=m\left({ }^{p} X I_{\tilde{A}}\right)\right)
$$

In this case, such a random measure $\mu$ is uniquely determined by $m$.
Corollary 2.3.5 Let $\mu$ be a predictably $\sigma$-integrable random measure. Then there exists a unique predictable random measure $\nu$ such that the restrictions of $M_{\mu}$ and $M_{\nu}$ coincide on $\tilde{\mathcal{P}}$.

We call $\nu$ the predictable projection or compensator of $\mu$, and denote it by $\mu^{p}$ or $\tilde{\mu}$.
Theorem 2.3.6 Let $\mu$ be a predictably $\sigma$-integrable random measure. If $W \in \tilde{\mathcal{F}}^{+}$is such that $\nu=W . \mu$ is a predictably $\sigma$-integrable random measure, then

$$
\tilde{\nu}=U \cdot \tilde{\mu}
$$

where $U$ is the Radon-Nikodym derivative of $\frac{d \nu}{d \mu}$ on $\tilde{\mathcal{P}}$. We denote $U=M_{\mu}[W \mid \tilde{\mathcal{P}}]$.

Corollary 2.3.7 Let $\mu$ be a predictably $\sigma$-integrable random measure. If $W \in \tilde{\mathcal{F}}$ is such that $X=W * \mu$ is a process with locally integrable variation, then $X$ has the dual predictable projection: $\tilde{X}=U * \tilde{\mu}$, where $U=M_{\mu}[W \mid \tilde{\mathcal{P}}]$.
Theorem 2.3.8 Let $\mu$ be a predictably $\sigma$-integrable random measure. If $W \in \tilde{\mathcal{P}}^{+}$and $T$ is a predictable time, then

$$
\int_{E} W(T, x) \tilde{\mu}(\{T\}, d x) I_{[T<\infty]}=\mathbf{E}\left[\int_{E} W(T, x) \mu(\{T\}, d x) I_{[T<\infty]} \mid \mathcal{F}_{T-}\right] \quad \text { a.s. }
$$

Definition 2.3.9 A random measure $\mu$ is called an integer-valued random measure if $\mu$ takes values in $\{0,1,2, \cdots,+\infty\}$, for all $t \geq 0 \mu(\{t\} \times E) \leq 1$, and $\mu$ is optional and optionally $\sigma$-integrable.

An integer-valued random measure $\mu$ on $\mathbf{R}_{+} \times E$ is called an extended Poisson measure relative to the filtration $\left(\mathcal{F}_{t}\right)$, if
(i) the measure $m$ defined by $m(A)=\mathbf{E}[\mu(A)]$ is $\sigma$-finite;
(ii) for every $s \in \mathbf{R}$ and every $A \in \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)$ such that $A \subset(s, \infty) \times E$ and that $m(A)<\infty$, the variable $\mu(\cdot, A)$ is independent of $\mathcal{F}_{s}$.

We call $m$ the intensity measure of $\mu$.
If $m$ satisfies $m(\{t\} \times E)=0$ for each $t \in \mathbb{R}_{+}$, then $\mu$ is called a Poisson measure. If $m$ has the form $m(d t, d x)=d t \times F(d x)$, where $F$ is a $\sigma$-finite measure on $(E, \mathcal{B}(E))$, then $\mu$ is called a homogeneous Poisson measure.
Theorem 2.3.10 A random measure $\mu$ is an integer-valued random measure if and only if

$$
\mu(\omega, d t, d x)=\sum_{s} I_{D}(\omega, s) \delta_{\left(s, \beta_{s}(\omega)\right)}(d t, d x)
$$

where $D$ is a thin set, $\beta=\left(\beta_{t}\right)$ is an optional process.
Definition 2.3.11 Let $X=\left(X_{t}\right)$ be a d-dimensional adapted cadlag process. Put

$$
\mu(\omega, d t, d x)=\sum_{s>0} I_{\left[\Delta X_{s}(\omega) \neq 0\right]}(s) \delta_{\left(s, \Delta X_{s}(\omega)\right)}(d t, d x) .
$$

Then $\mu$ is a predictably $\sigma$-integrable integer-valued random measure, called the jump measure of $X$.

We now turn to define the stochastic integral of a predictable function $W$ w.r.t. the compensated random measure $\mu-\nu$, where $\mu$ is a predictably $\sigma$-integrable integer-valued random measure and $\nu$ is its compensator. If $W * \mu \in \mathcal{A}_{\text {loc }}$, then $W * \nu \in \mathcal{A}_{\text {loc }}$ and we can define the stochastic integral of $W$ w.r.t. $\mu-\nu$ by

$$
W *(\mu-\nu)=W * \mu-W * \nu
$$

which is a local martingale. If $W$ satisfies $\int_{E}|W(t, x)| \hat{\nu}(\{t\}, d x)<\infty$ for all $t \geq 0$, we put

$$
\begin{aligned}
& \hat{W}_{t}=\int_{E} W(t, x) \nu(\{t\}, d x), \quad t \geq 0 \\
& \widetilde{W}_{t}=\int_{E} W(t, x) \mu(\{t\}, d x)-\hat{W}_{t}, \quad t \geq 0
\end{aligned}
$$

Clearly, $\widetilde{W}=\left(\widetilde{W_{t}}\right)$ and $\hat{W}=\left(\hat{W}_{t}\right)$ are all thin processes, and $\hat{W}$ is predictable. By Theorem 1.3.8, we have ${ }^{p}(\widetilde{W})=0$. Put

$$
\mathcal{G}(\mu)=\left\{W \in \tilde{\mathcal{P}}: \forall t \geq 0 \int_{E}|W(t, x)| \nu(\{t\}, d x)<\infty \text { and } \sqrt{\sum_{s}\left(\widetilde{W}_{s}\right)^{2}} \in \mathcal{A}_{\mathrm{loc}}^{+}\right\}
$$

Then by Theorem 1.1.82, for every $W \in \mathcal{G}(\mu)$ there exists a unique purely discontinuous local martingale $M$ such that $\Delta M=\widetilde{W}$. We call $M$ the stochastic integral of $W$ w.r.t. $\mu-\nu$, and denoted by $W *(\mu-\nu)$, or symbolically,

$$
M_{t}=\int_{[0, t] \times E} W(s, x)(\mu(d s, d x)-\nu(d s, d x)), \quad t \geq 0
$$

It is worth mentioning that the single integral $W * \mu$ or $W * \nu$ may be not defined.
Theorem 2.3.12 Let $W \in \mathcal{G}(\mu), M=W *(\mu-\nu)$, and $H$ be a predictable process. Then $H$ is integrable w.r.t $M$ if and only if $H W \in \mathcal{G}(\mu)$. In this case, we have

$$
H \cdot M=(H W) *(\mu-\nu)
$$

### 2.3.2 Characteristics of a Semimartingale

In this subsection, for any semimartingale we give its canonical representation based on its jump measure and introduce its characteristics. The latter is an important tool for studying semimartingales.

Lemma 2.3.13 Let $X$ be a d-dimensional special semimartingale, and $X=X_{0}+M+A$ be its canonical decomposition. Let $\mu$ be the jump measure of $X$ and $\nu$ be its compensator. Then $W^{i}(\omega, t, x)=x^{i}$ belongs to $\mathcal{G}(\mu)$, and the purely discontinuous martingale part of $M$ is given by

$$
M^{d}=x *(\mu-\nu)
$$

Theorem 2.3.14 Let $X$ be a d-dimensional semimartingale, $\mu$ be its jump measure, and $\nu$ be the compensator of $\mu$. Then

$$
\begin{equation*}
\left.X=X_{0}+\alpha+X^{c}+\left(x I_{[|x| \leq 1]}\right) *(\mu-\nu)+\left(x I_{[|x|>1]}\right)\right) * \mu \tag{14.1}
\end{equation*}
$$

where $X^{c}$ is the continuous martingale part of $X, \alpha$ is a d-dimensional predictable $F V$ process with $\alpha_{0}=0$. Moreover, we have

$$
\begin{gather*}
\nu(\{0\} \times E)=\nu\left(\mathbf{R}_{+} \times\{0\}\right)=0  \tag{14.2}\\
\left(|x|^{2} \wedge 1\right) * \nu \in \mathcal{A}_{\mathrm{loc}}^{+}  \tag{14.3}\\
\Delta \alpha_{t}=\int_{|x| \leq 1} x \nu(\{t\}, d x) \tag{14.4}
\end{gather*}
$$

(14.1) is called the canonical representation of semimaringale $X$.

Let $X$ be a $d$-dimensional semimartingale. Denote $\beta=\left(\beta_{i j}\right)$, where

$$
\beta_{i j}=\left\langle\left(X^{i}\right)^{c},\left(X^{j}\right)^{c}\right\rangle
$$

The triple $(\alpha, \beta, \nu)$ is called the local characteristics (or simply, characteristics) of semimartingale $X$, associated with the truncation function $h(x)=x I_{[|x| \leq 1]}$.

Corollary 2.3.15 Let $X=\left(X^{1}, \cdots, X^{d}\right)$ be a d-dimensional semimartingale with jump measure $\mu$ and Lévy measure $\nu$. Then $X$ is a special semimartingale if and only if

$$
\left(|x| I_{[|x|>1]}\right) * \mu=\sum_{s \leq .}\left(\left|\Delta X_{s}\right| I_{\left[\left|\Delta X_{s}\right|>1\right]}\right) \in \mathcal{A}_{\mathrm{loc}}
$$

If $X$ is a special semimartingale, its canonical decomposition is

$$
X=\left(X_{0}+X^{c}+x *(\mu-\nu)\right)+\left(\alpha+\left(x I_{[|x|>1]}\right) * \nu\right)
$$

Theorem 2.3.16 Let $X$ be a d-dimensional semimartingale having canonical representation (14.1), and $f$ be a bounded $C^{2}$-function on $\mathbf{R}^{d}$. Then the canonical decomposition of special semimartingale $f(X)$ is given by $f(X)=M+A$, where

$$
\begin{aligned}
M= & f\left(X_{0}\right)+\operatorname{grad} f\left(X_{-}\right) \cdot X^{c}+\left[f\left(X_{-}+x\right)-f\left(X_{-}\right)\right] *(\mu-\nu) \\
A= & \operatorname{grad} f\left(X_{-}\right) \cdot \alpha+\frac{1}{2} \operatorname{grad}^{2} f\left(X_{-}\right) \cdot \beta \\
& \quad+\left[f\left(X_{-}+x\right)-f\left(X_{-}\right)-x^{\tau} \operatorname{grad} f\left(X_{-}\right) I_{[|x| \leq 1]}\right] * \nu
\end{aligned}
$$

In particular, the special semimartingale $Y=e^{i \boldsymbol{u}^{\top} X}\left(u \in \mathbf{R}^{d}\right)$ has the following canonical decomposition:

$$
Y=Y_{0}+\left(Y_{-}\right) \cdot N+\left(Y_{-}\right) \cdot H
$$

where

$$
\begin{gathered}
N=i u^{\tau} X^{c}+\left(e^{i u^{\tau} x}-1\right) *(\mu-\nu) \\
H=i u^{\tau} \alpha-\frac{|u|^{2}}{2} \beta+\left(e^{i u^{\tau} x}-1-i u^{\tau} x I_{[|x| \leq 1]}\right) * \nu .
\end{gathered}
$$

Theorem 2.3.17 Let $M$ be a real locally square integrable martingale with characteristics $(\alpha, \beta, \nu)$ and $M_{0}=0$. Then

$$
\langle M\rangle=\beta+x^{2} * \nu
$$

### 2.3.3 Processes with Independent Increments and Lévy Processes

In this subsection, we present some results about processes with independent increments in terms of characteristic of semimartingales. In particular, we collect main results about processes with independent increments which are also semimartingales. As an application, we obtain the classical Lévy-Itô decomposition of a Lévy process.

A $d$-dimensional stochastic process $\left(X_{t}\right)$ is said to be stochastically continuous (or continuous in probability) if for all $t \geq 0$ and $\epsilon>0$,

$$
\lim _{s \rightarrow t} \mathbf{P}\left(\left|X_{s}-X_{t}\right|>\epsilon\right)=0
$$

The following theorem characterizes stochastic continuous semimartingales in terms of their characteristics.

Theorem 2.3.18 Let $X$ be a d-dimensional semimartingale with characteristics ( $\alpha, \beta, \nu$ ). Then $X$ is stochastically continuous if and only if for every $t>0 \nu(\{t\} \times E)=0$, a.s. . In this case, $\alpha$ is also stochastically continuous.

A d-dimensional process with independent increments (in short: PII) on a stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right), \mathbf{P}\right)$ is an adapted cadalag $\mathbf{R}^{d}$-valued process $X$ such that $X_{0}=0$ and for all $0 \leq s \leq t$ the variable $X_{t}-X_{s}$ is independent of $\mathcal{F}_{s}$. If the distribution of $X_{t}-X_{s}$ only depends on the difference $t-s$, the PII $X$ is called a process with stationary independent increments (in short: PSII) or Lévy process. Remark that the stationarity of the increments excludes the possibility of fixed jumps. So every Lévy process is stochastically continuous.

A Poisson process and a Wiener process are Lévy processes.
A stochastically continuous PII has no fixed jumps (i.e. $X_{t}=X_{t-}$, a.s., for all $t$ ).
Theorem 2.3.19 Let $\left(X_{t}\right)$ be a d-dimensional PII. Then $X$ is also a semimartingale if and only if for each $u \in \mathbf{R}^{d}$, the function $t \mapsto \mathbf{E}\left[e^{i u^{\tau} X_{t}}\right]$ has finite variation over finite intervals.

Theorem 2.3.20 Let $\left(X_{t}\right)$ be a d-dimensional semimartingale with $X_{0}=0$. Then it is a PII if and only if its characteristic ( $m, \beta, \nu$ ) is deterministic. In this case, the set of all fixed times of discontinuity is $J=\left\{t: \nu\left(\{t\} \times \mathbf{R}^{d}\right)>0\right\}$, and for all $s \leq t, u \in \mathbf{R}^{d}$, we have:

$$
\begin{aligned}
& \mathbf{E}\left[e^{i u^{\tau}\left(X_{t}-X_{s}\right)}\right] \\
= & \exp \left\{i u^{\tau}\left(m_{t}-m_{s}\right)-\frac{1}{2} u^{\tau}\left(\beta_{t}-\beta_{s}\right) u\right. \\
+ & \left.\int_{[s, t] \times E}\left(e^{i u^{\tau} x}-1-i u^{\tau} x I_{[|x| \leq 1]}\right) I_{J^{c}}(r) \nu(d r, d x)\right\} \\
\times & \prod_{s<r \leq t, r \in J}\left\{e^{-i u^{\top} \Delta m_{r}}\left[1+\int_{\mathbf{R}^{d}}\left(e^{i u^{\tau} x}-1\right) \nu(\{r\} \times d x)\right]\right\} .
\end{aligned}
$$

Corollary 2.3.21 A d-dimensional process $X$ is a Lévy process if and only if it is a semimartingale whose characteristics has the form

$$
m_{t}=b t, \beta_{t}(\omega)=C t, \nu(\omega ; d t, d x)=d t F(d x)
$$

where $b \in \mathbf{R}^{d}, C$ is a symmetric nonnegative $d \times d$ matrix, $F$ is a positive measure on $\mathbf{R}^{d}$ with $F(\{0\})=0$ and $\int\left(|x|^{2} \wedge 1\right) F(d x)<\infty$. We call $F$ the Lévy measure of $X$. In this case, for all $t \in \mathbf{R}_{+}, u \in \mathbb{R}^{d}$ we have

$$
\mathbf{E}\left[e^{i u^{\tau} X_{t}}\right]=\exp \left\{t\left(i u^{\tau} b-\frac{1}{2} u^{\tau} C u+\int_{E}\left(e^{i u^{\tau} x}-1-i u^{\tau} x I_{[|x| \leq 1]}\right) F(d x)\right)\right\} .
$$

In particular, we have

$$
\mathbf{E}\left[e^{i u^{\tau} X_{t}}\right]=\exp \{t \psi(u)\}
$$

where

$$
\psi(u)=\log \mathbb{E}\left[e^{i u^{\tau} X_{1}}\right]
$$

Theorem 2.3.22 Let $\left(X_{t}\right)$ be ad-dimensional PII without fixed jumps.. Put

$$
\varphi_{t}(u)=\mathbf{E}\left[e^{i u^{\tau} X_{t}}\right], \quad u \in \mathbf{R}^{d}
$$

Then for each $u \in \mathbf{R}^{d}, \varphi_{t}(u)$ is continuous, and

$$
Z_{t}(u)=\frac{e^{i u^{\tau} X_{t}}}{\varphi_{t}(u)}, t \geq 0
$$

is a martingale.
Theorem 2.3.23 Let $X$ be a d-dimensional PII without fixed jumps. Then there exists an $\mathbf{R}^{d}$-valued continuous deterministic function $f$ such that $X-f$ is a semimartingale. If $X$ itself is a semimartingale, then for all $u \in \mathbf{R}^{d}, \varphi_{t}(u)$ is a function of finite variation. Conversely, if for some $u \neq 0, \varphi_{t}(u)$ is a function of finite variation, then $X$ is a semimartingale.

Theorem 2.3.24 Let $X$ be a d-dimensional semimartingale without fixed jumps. Then $X$ is a PII if and only if its local characteristics $(\alpha, \beta, \nu)$ is deterministic.

The following theorem gives a description of PII without fixed jumps.

Theorem 2.3.25 Let $X$ be a d-dimensional PII without fixed jumps. Then

$$
\begin{equation*}
X_{t}=m_{t}+G_{t}+\int_{[0, t] \times[|x|>1]} x d \mu+\int_{[0, t] \times[|x| \leq 1]} x d(\mu-\nu) \tag{25.1}
\end{equation*}
$$

where

1) $m_{t}$ is a deterministic continuous function in $\mathbf{R}^{d}$ with $m_{0}=0$, and $G$ is a centered $d$-dimensional continuous Gaussian PII with $G_{0}=0$ (hence, $G$ is a martingale);
2) $\mu$ is the jump measure of $X$ which has the following properties:
i) For any $\hat{B} \in \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)$ with $\nu(\hat{B})<\infty, \mu(\hat{B})$ obeys a Poisson law with parameter $\nu(\hat{B})$. If $\hat{B} \subset] s, \infty\left[\times E\right.$ for some $s \geq 0$, then $\mu(\hat{B})$ is independent of $\mathcal{F}_{s}$,
ii) $\forall n \geq 1$ and disjoint sets $\hat{B}_{1}, \cdots, \hat{B}_{n} \in \mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E), \mu\left(\hat{B}_{1}\right), \cdots, \mu\left(\hat{B}_{n}\right)$ are independent;
3) $\nu$, the compensator of $\mu$, equals $\mathbf{E}[\mu]$ and is a $\sigma$-finite measure on $\mathcal{B}\left(\mathbf{R}_{+}\right) \times \mathcal{B}(E)$, and for each $t \geq 0, \nu\left(\mathbf{R}_{+} \times\{0\}\right)=\nu(\{t\} \times E)=0, \int_{[0, t] \times E}\left(x^{2} \wedge 1\right) d \nu<\infty$;
4) $X_{0}, G$ and $\mu$ are independent;
5) $X$ is quasi-left continuous.

In addition, we have

$$
\begin{equation*}
\varphi_{t}(u)=\exp \left\{i u^{\tau} m_{t}-\frac{1}{2} u^{\tau} \beta_{t} u+\int_{[0, t] \times E}\left(e^{i u^{\tau} x}-1-i u^{\tau} x I_{[|x| \leq 1]}\right) d \nu\right\} \tag{25.2}
\end{equation*}
$$

where $\beta_{t}$ is the covariance matrix of $G_{t}$, which is equal to the $d \times d$-matrix $\left(\left\langle G^{i}, G^{j}\right\rangle_{t}\right)$.
(25.1) is the famous Lévy-Itô decomposition of a PII without fixed jumps. We also call ( $m, \beta, \nu$ ) in (25.2) the characteristics of $X$. The law of the process $X$ is uniquely determined by its initial law and its characteristics.

Theorem 2.3.26 Let $X^{(1)}, \cdots, X^{(n)}$ be PII-semimartingales without fixed jumps. Then $X^{(1)}, \cdots, X^{(n)}$ are mutually independent if and only if

$$
\left[X^{(j)}, X^{(k)}\right]=0, j \neq k, j, k=1, \cdots, n .
$$

Theorem 2.3.27 Let $X$ be ad-dimensional PII without fixed jumps with $X_{0}=0$.

1) If $X$ is a semimartingale and $\mathbf{E}\left[\left|X_{t}\right|\right]<\infty, t>0$, then $X$ is a special semimartingale.
2) If $X$ is a special semimartingale, then $\mathbf{E}\left[\left|X_{t}\right|\right]<\infty, t>0$.
3) If $X$ is a local martingale, then $X$ is a martingale.
4) If $\Delta X$ is bounded, then for all $p>0$ and $0 \leq s<t, \mathbf{E}\left[\left|X_{t}-X_{s}\right|^{p}\right]<\infty$.

Theorem 2.3.28 Let $X$ be a d-dimensional PII without fixed jumps. Then $X$ is a Lévy process if and only if (25.1) holds with $m_{t}=b t, G_{t}=\sigma B_{t}$, and $d \nu=d t \times F(d x)$, where $b \in$ $\mathbb{R}^{d}, \sigma$ is a $d \times d$-matrix, $F$ is a $\sigma$ - finite measure on $E=\mathbf{R}^{d} \backslash\{0\}$ with $\int\left(|x|^{2} \wedge 1\right) F(d x)<\infty$, and $\left(B_{t}\right)$ is a d-dimensional Brownian motion independent with $\mu$. In this case we have

$$
F(A)=\mathbf{E}[\nu([0,1] \times A), \quad A \in \mathcal{B}(E) .
$$

Theorem 2.3.29 Let $X$ be a d-dimensional Lévy process with jump measure $\mu$ and Lévy measure $F$. Let $g$ be a Borel function on $\mathbf{R}_{+} \times E$.

1) If $\int_{\mathbf{R}_{+} \times E} g^{+} d s d F<\infty$, then

$$
\mathbf{E}\left[\exp \left\{\int_{\mathbf{R}_{+} \times E} g d \mu\right\}\right]=\exp \left\{\int_{\mathbf{R}_{+} \times E}\left(e^{g}-1\right) d s d F\right\}
$$

2) If $\int_{\mathbf{R}_{+} \times E} \frac{g^{2}}{1+|g|} d s d F<\infty$, then

$$
\mathbf{E}\left[\exp \left\{\int_{[0, t] \times E} g(s, x)[\mu(d s, d x)-F(d x) d s]\right\}\right]=\exp \left\{\int_{[0, t] \times E}\left(e^{g}-1-g\right) d s d F\right\}
$$

The following theorem generalizes the Lévy theorem on the martingale characterization of Brownian motion.

Theorem 2.3.30 Let $X$ be a process with $X_{0}=0$. Then $X$ is a Gaussian PII without fixed jumps if and only if the following conditions are satisfied:
i) There is a continuous deterministic function $f$ such that $Y=X-f$ is a continuous local martingale,
ii) The process $\langle Y\rangle$ is deterministic.

The following theorem gives a martingale characterization of Poisson process (due to S . Watanable).

Theorem 2.3.31 Let $X$ be an adapted point process, i.e.,

$$
X=\sum_{n=1}^{\infty} I_{\llbracket T_{n}, \infty \mathbb{1}}
$$

where $\left(T_{n}\right)$ is an increasing sequence of stopping times such that $T_{n} \uparrow \infty$ and for each $n \geq 0$ $T_{n}<\infty \Rightarrow T_{n}<T_{n+1}\left(T_{0}=0\right)$. Then the following two statements are equivalent:

1) $X$ is a (inhomogeneous) Poisson process (i.e. $\forall 0 \leq s<t, X_{t}-X_{s}$ has a Poisson distribution).
2) There is a continuous increasing function $\Lambda_{t}$ such that $X-\Lambda$ is a local martingale with initial value zero.

As a corollary of Theorem 1.3.31 we obtain a counterpart of Theorem 1.2.44.
Theorem 2.3.32 Let $X$ be an adapted point process with $X_{0}=0$ and a predictable increasing process $A$ be its compensator. Let $\left(\tau_{t}\right)$ be the random time-change associated with $A$. Then $\left(X_{\tau_{t}}\right)$ is a standard Poisson process.

### 2.3.4 Absolutely Continuous Changes of Probability

In this subsection we present Girsanov's theorems which describe how to transform the compensator of a random measure and the canonical representation of a semimartingale under absolutely continuous changes of probability. Some basic results on the uniform integrability of Doléans exponential martingales are presented as well. Finally, we present the characterization theorem for semimartingales which shows that semimartingales constitute the largest class of integrators w.r.t. which stochastic integrals of predictable processes can be reasonably defined.

## Girsanov's Theorems

Let $\mathbf{Q}$ be a probability measure on $\left(\Omega, \mathcal{F}_{\infty}\right)$. If $\forall t \in \mathbb{R}_{+}$the restriction of $\mathbf{Q}$ on $\mathcal{F}_{t}$ is absolutely continuous w.r.t. $\mathbf{P}$, we denote $\mathbf{Q} \ll$ loc $\mathbf{P}$, and put $Z_{t}=\left.\frac{d \mathbf{Q}}{d \mathbf{P}}\right|_{\mathcal{F}_{t}}$ (If on $\mathcal{F}_{\infty}$ we have $\mathbf{Q} \ll \mathbf{P}$, then $Z_{t}=\mathbf{E}\left[\left.\frac{d \mathbf{Q}}{d \mathbf{P}} \right\rvert\, \mathcal{F}_{t}\right]$ ). We always take the cadlag version of $\left(Z_{t}\right)$. If $\mathbf{Q} \ll{ }_{\mathrm{loc}} \mathbf{P}$, then under $\mathbf{Q}$ almost all trajectories of $Z$ are strictly positive functions.

Let $\mathbf{Q} \ll{ }_{\text {loc }} \mathbf{P}$. Then for any stopping time $T$, we have $d \mathbf{Q}=Z_{T} I_{[T<\infty]} d \mathbf{P}$ on $\mathcal{F}_{T} \cap[T<$ $\infty]$. Moreover, for any bounded stopping time $T, Z^{T}$ is a uniformly integrable martingale. Let $\left(X_{t}\right)$ be an $\left(\mathcal{F}_{t}\right)$-adapted cadlag process and $T$ a finite stopping time. Then by the Bayes rule for conditional expectation it is easy to prove that $(Z X)^{T}$ is a uniformly integrable martingale under $\mathbf{P}$ if and only if $X^{T}$ is a uniformly integrable martingale under $\mathbf{Q}$.

In this subsection we always assume that $\mathbf{Q} \lll$ loc $\mathbf{P}$ and denote $Z_{t}=\left.\frac{d \mathbf{Q}}{d \mathbf{P}}\right|_{\mathcal{F}_{t}}$.
The following lemma is essential for studying the changes of probability.
Lemma 2.3.33 Let $\left(X_{t}\right)$ be an $\left(\mathcal{F}_{t}\right)$-adapted cadlag process. Then $\left(X_{t}\right)$ is a $\mathbf{Q}$-local martingale if and only if there exist finite stopping times $T_{n} \uparrow+\infty, \mathbf{Q}-$ a.s., such that $(Z X)^{T_{n}}$ is a $\mathbf{P}$-local martingale. In particular, if $\mathbf{Q}$ and $\mathbf{P}$ are equivalent on $\mathcal{F}_{\infty}$, then $X$ is a $\mathbf{Q}$-local martingale if and only if $Z X$ is a $\mathbf{P}$-local martingale.

The following theorem shows that the semimartingale property is reserved under locally absolutely continuous changes of the probability.

Theorem 2.3.34 If $X$ is a $P$-semimartingale, then $X$ is a $\mathbf{Q}$-semimartingale and the quadratic variation $[X](\mathbf{Q})$ of $X$ under $\mathbf{Q}$ is equal to the quadratic variation $[X](\mathbf{P})$ of $X$ under $\mathbf{P}, ~ Q-a . s$. .

The following theorem is a Girsanov's theorem for local martingales.
Theorem 2.3.35 Let $X$ be a P-local martingale. Put

$$
T(\omega)=\inf \left\{t: Z_{t}(\omega)=0\right\}, U=\Delta X_{T} I_{\llbracket T, \infty \llbracket}
$$

Under $\mathbf{Q}$ we define

$$
Y_{t}=X_{t}-\int_{0}^{t} Z_{s}^{-1} d[X, Z]_{s}+\widetilde{U}_{t}, \quad t \geq 0
$$

where $\widetilde{U}$ is the dual predictable projection of $U$ under $\mathbf{P}$. Then $Y$ is a $\mathbf{Q}$-local martingale.
Corollary 2.3.36 Let $\left(X_{t}\right)$ be a continuous $P$-local martingale. If there exists a $P$-local martingale $L$ such that $Z=\mathcal{E}(L)$, then $Y_{t}=X_{t}-[X, L]_{t}$ is a $\mathbf{Q}$-local martingale.

The following corollary is the classic form of Girsanov's theorem. If $\left(H_{t}\right)$ is a deterministic function, the corresponding result is the Cameron-Martin theorem.

Corollary 2.3.37 Let $\left(B_{t}, 0 \leq t \leq T\right)$ be an $\left(\mathcal{F}_{t}\right)$-Brownian motion and $\left(H_{t}\right)$ an adapted measurable process such that $\int_{0}^{T} H_{s}^{2} d s<\infty$, a.s. . For $0 \leq t \leq T$, Put

$$
\begin{aligned}
Z_{t} & =\exp \left\{\int_{0}^{t} H_{s} d B_{s}-\frac{1}{2} \int_{0}^{t} H_{s}^{2} d s\right\} \\
B_{t}^{\prime} & =B_{t}-\int_{0}^{t} H_{s} d s
\end{aligned}
$$

Assume $\mathbf{E}\left[Z_{T}\right]=1$, i.e. $\left(Z_{t}, 0 \leq t \leq T\right)$ is a martingale. We define a new probability measure $\mathbf{Q}$ by $d \mathbf{Q}=Z_{T} d \mathbf{P}$. Then under $\mathbf{Q}$ process $\left(B_{t}^{\prime}, 0 \leq t \leq T\right)$ is an $\left(\mathcal{F}_{t}\right)$-Brownian motion.

Remark Let $\left(H_{t}\right)$ be an adapted measurable process such that $\forall t \in \mathbf{R}_{+}, \int_{0}^{t} H_{s}^{2} d s<\infty$ a.s., and that $\left(Z_{t}\right)$ is a martingale. Put $d \mathbf{Q}_{t}=Z_{t} d \mathbf{P}$, then it can be proved that there exists a unique probability measure $\mathbf{Q}$ on $\left(\Omega, \mathcal{F}_{\infty}\right)$ such that $\left.\mathbf{Q}\right|_{\mathcal{F}_{t}}=\mathbf{Q}_{t}, \forall t \in \mathbb{R}_{+}$. Thus under $\mathbf{Q}$, $\left(B_{t}^{\prime}\right)$ is an $\left(\mathcal{F}_{t}\right)$-Brownian motion.

Definition 2.3.38 Let $A$ be an adapted $F V$ process. If there exist stopping times $S_{n} \uparrow+\infty$ Q-a.s. such that for each $n, A^{S_{n}}$ is of locally $P$-integrable variation, we say that the dual predictable projection of $A$ under $\mathbf{P}$ exists $\mathbf{Q}$-a.s. . We denote still by $\widetilde{A}$ the $\mathbf{Q}$-a.s. defined process such that. $\widetilde{A}^{S_{n}}=\left(\widetilde{A^{S_{n}}}\right)$.

Theorem 2.3.39 Let $X$ be a P-local martingale. Then $X$ is a special $\mathbf{Q}$-semimartingle, if and only if the dual predictable projection of $[X, Z]$ under $\mathbf{P}$ exists $\mathbf{Q}-a . s$., (denoted by $\langle X, Z\rangle$ ). If it is the case, then

$$
X^{\prime}=X-\frac{1}{Z_{-}} \cdot\langle X, Z\rangle
$$

is a $\mathbf{Q}$-local martingale.
Corollary 2.3.40 If $X$ is a $\mathbf{P}$ semimartingale and $X^{c}$ is the continuous martingale part of $X$ under $\mathbf{P}$, then $\left.\left(X^{c}\right)^{\prime}=X^{c}-\frac{1}{Z-} .<X^{c}, Z\right\rangle$ is the continuous martingale part of $X$ under $\mathbf{Q}$.

Theorem 2.3.41 Suppose $X \in \mathcal{M}_{l o c, 0}(\mathbf{P})$ and $[X, Z] \in \mathcal{A}_{l o c}(\mathbf{P})$. Let $H$ be a predictable process such that $H \in L_{m}(X)$ under $\mathbf{P}$ (i.e., $\left.\sqrt{H^{2} \cdot[X]} \in \mathcal{A}_{l o c}(\mathbf{P})\right)$ and $[H . X, Z] \in \mathcal{A}_{l o c}(\mathbf{P})$. Set $X^{\prime}=X-\frac{1}{Z_{-}} \cdot\langle X, Z\rangle$. Then under $\mathbf{Q}, H \in L_{m}\left(X^{\prime}\right)$, and

$$
H \cdot X^{\prime}=H \cdot X-\frac{1}{Z_{-}} \cdot\langle H \cdot X, Z\rangle .
$$

Theorem 2.3.42 If $X$ is a $\mathbf{P}$-semimartingale and $H$ is a predictable process such that under $\mathbf{P}, H . X$ exists (denoted by $H_{\dot{\mathbf{P}}} X$ ). Then under $\mathbf{Q}, H . X$ exists (denoted by $H_{\dot{\mathbf{Q}}} X$ ), and $H_{\mathbf{Q}} X$ is $\mathbf{Q}$-indistinguishable from $H_{\mathbf{P}} X$.

As an application of Theorem 1.3.42, we obtain the following property of the stochastic integral.

Theorem 2.3.43 Let $X$ and $Y$ be two semimartingales, $H$ and $K$ two predictable processes such that $H . X$ and $K . Y$ exist. If $A \in \mathcal{F}$ is such that on $A, X$ and $Y$ are indistinguishable, $H$ and $K$ are indistinguishable, then on $A, H . X$ and $K . Y$ are indistinguishable as well.

The following theorem is the Girsanov's theorem for random measures.
Theorem 2.3.44 Let $\mu$ be a predictably $\sigma$-integrable integer-valued random measure and $\nu$ its compensator. Let $M_{\mu}^{\prime}$ (resp. $M_{\nu}^{\prime}$ ) be the measure generated by $\mu$ (resp. $\nu$ ) on $\tilde{\mathcal{F}}$ under Q. Then

1) $\operatorname{Under} \mathbf{Q}, M_{\mu}^{\prime}$ and $M_{\nu}^{\prime}$ are $\sigma$-finite on $\tilde{\mathcal{P}}$ and $M_{\mu}^{\prime} \ll M_{\nu}^{\prime}$ on $\tilde{\mathcal{P}}$.
2) We denote by $Y$ the Radon-Nikodym derivative of $M_{\mu}^{\prime}$ w.r.t. $M_{\nu}^{\prime}$ on $\tilde{\mathcal{P}}$, then

$$
Z_{-} Y=M_{\mu}[Z \mid \tilde{\mathcal{P}}]
$$

and the predictable projection $\nu^{\prime}$ of $\mu$ under $\mathbf{Q}$ is given by Y. $\nu$.
The following theorem is the Girsanov's theorem for semimartingales.
Theorem 2.3.45 Let $X$ be a $\mathbf{P}$-semimartingale and

$$
X=X_{0}+\alpha+X^{c}+\left(x I_{[|x|>1]}\right) * \mu+\left(x I_{[|x| \leq 1]}\right) *(\mu-\nu)
$$

be its canonical representation under $\mathbf{P}$, where $\mu$ is the jump measure of $X$ and $\nu$ is its compensator under $\mathbf{P}$. Then under $\mathbf{Q}$ the canonical representation of $X$ is

$$
X=X_{0}+\alpha^{\prime}+\left(X^{c}\right)^{\prime}+\left(x I_{[|x|>1]}\right) * \mu+\left(x I_{[|x| \leq 1]}\right) *\left(\mu-\nu^{\prime}\right)
$$

where

$$
\begin{gathered}
\left(X^{c}\right)^{\prime}=X^{c}-\frac{1}{Z_{-}} \cdot\left\langle X^{c}, Z\right\rangle \\
\alpha^{\prime}=\alpha+\frac{1}{Z_{-}} \cdot\left\langle X^{c}, Z\right\rangle+\left((Y-1) x I_{[|x| \leq 1]}\right) * \nu
\end{gathered}
$$

and $\nu^{\prime}=Y . \nu$ is the compensator of $\mu$ under $\mathbf{Q}, Y$ being the Radon-Nikodym derivative of $M_{\mu}^{\prime}$ w.r.t. $M_{\nu}^{\prime}$ on $\tilde{P}$.

## Uniform Integrability of Exponential Martingales

Let $M$ be a local martingale null at zero such that $\Delta M \geq-1$. Then its Doléans stochastic exponential $\mathcal{E}(M)$ is a nonnegative local martingale. In applications of the Girsanov theorem, it is important to know when $\mathcal{E}(M)$ is a uniformly integrable martingale. For continuous martingale $M$, the following results are well known, due to Novikov (1972) [Ref. 31] and Kazamaki (1977) [Ref. 32], respectively.

Theorem 2.3.46 (Ref. 3) Let $M$ be a continuous local martingale with $M_{0}=0$. If

$$
\mathbf{E}\left[\exp \left\{\frac{1}{2}\langle M, M\rangle_{\infty}\right\}\right]<\infty
$$

or

$$
\sup _{t} \mathbb{E}\left[\exp \left\{\frac{1}{2} M_{t}\right\}\right]<\infty
$$

then $\mathcal{E}(M)$ is a uniformly integrable martingale.
Remark We always have $\sup _{t} \mathbb{E}\left[\exp \left\{\frac{1}{2} M_{t}\right\}\right] \leq\left(\mathbf{E}\left[\exp \left\{\frac{1}{2}\langle M, M\rangle_{t}\right\}\right]\right)^{1 / 2}$, so that the Kazamaki's condition is weaker than the Novikov's condition. If $(M)$ is a uniformly integrable martingale, then the Kazamaki's condition becomes $\mathbf{E}\left[\exp \left\{\frac{1}{2} M_{\infty}\right\}\right]<\infty$.

Using Theorem 1.2.50 it is easy to prove the following
Theorem 2.3.47 (Ref. 23) 1) If $M$ is a square integrable martingale and its oblique variation process $\langle M, M\rangle$ is bounded, then $\mathcal{E}(M)$ is a square integrable martingale.
2) If $M$ is a maringale of integrable variation and the compensator of the process $\sum_{s \leq t}\left|\Delta M_{s}\right|$ is bounded, then $\mathcal{E}(M)$ is a martingale of integrable variation.

The following result, due to Lépingle and Mémin (1978), generalizes Theorem 1.3.46 to the noncontinuous martingale case.

Theorem 2.3.48 (Ref. 23) Let $M$ be a local martingale with $M_{0}=0$ and $\Delta M \geq-1$. Let $\mu$ be the jump measure and of $M$ and $\nu$ its compensator. Put

$$
T=\inf \left\{t: \Delta M_{t}=-1\right\}=\inf \left\{t: \mathcal{E}(M)_{t}=0\right\}
$$

1) If

$$
\mathbf{E}\left[\exp \left\{\frac{1}{2}\left\langle M^{c}, M^{c}\right\rangle_{\infty}+((1+x) \log (1+x)-x) * \nu_{\infty}\right\}\right]<\infty
$$

then $\mathcal{E}(M)$ is a uniformly integrable martingale and $\left[\mathcal{E}(M)_{\infty}>0\right]=[T=\infty]$, a.s. .
2) If $\Delta M>-1$ and

$$
\mathbf{E}\left[\exp \left\{\frac{1}{2}\left\langle M^{c}, M^{c}\right\rangle_{\infty}\right\} \prod_{t}\left(1+\Delta M_{t}\right) \exp \left\{-\frac{\Delta M_{t}}{1+\Delta M_{t}}\right\}\right]<\infty
$$

then $\mathcal{E}(M)$ is a uniformly integrable martingale and $\mathcal{E}(M)_{\infty}>0$, a.s..
3) If $M$ is uniformly integrable and $\Delta M \geq-1+\delta$ with $0<\delta \leq 1$, and if

$$
\mathbf{E}\left[\exp \frac{1}{1+\delta} M_{\infty}\right]<\infty
$$

then $\mathcal{E}(M)$ is a uniformly integrable martingale.
For further extensions see Yan (1982) [Ref. 33].

## The Characterization Theorem for Semimartingales

We denote by $L^{1}$ and $L^{\infty}$ the spaces of all integrable r.v. and all bounded r.v., respectively. If $G$ and $H$ are subsets of $L^{1}$, we denote $G-H=\{x-y: x \in G, y \in H\}$, and denote by $\bar{G}$ the closure of $G$ in $L^{1}$.

The following theorem is due to Yan (1980) [Ref. 34].
Theorem 2.3.49 Let $K$ be a convex set in $L^{1}$ and $0 \in K$. Then the following three statements are equivalent:

1) For all $\eta \in\left(L^{1}\right)^{+} \backslash\{0\}$, there exists $c>0$ such that $c \eta \notin \overline{K-\left(L^{\infty}\right)^{+}}$,
2) For all $A \in \mathcal{F}$ with $\mathbf{P}(A)>0$ there exists $c>0$ such that $c I_{A} \notin K-\left(L^{\infty}\right)^{+}$,
3) There exists a $\zeta \in L^{\infty}$ such that $\zeta>0$ a.s. and $\sup _{\xi \in K} \mathbf{E}[\zeta \xi]<\infty$, where $\left(L^{1}\right)^{+}$and $\left(L^{\infty}\right)^{+}$are the sets of all nonnegative elements of $L^{1}$ and $L^{\infty}$ respectively.

Denote by $\mathcal{H}$ the collection of all bounded predictable processes of the following form:

$$
H=\sum_{i=0}^{n-1} \xi_{c} I_{\rrbracket t_{i}, t_{i+1} \rrbracket}
$$

where $0=t_{0}<t_{1}<\cdots<t_{n}<\infty, \xi_{i} \in \mathcal{F}_{t_{i}},\left|\xi_{i}\right| \leq 1, i=0,1, \cdots, n-1$. Let $X$ be a process. For every $H \in \mathcal{H}$ define a process $J(X, H)$ as follows:

$$
J(X, H)_{t}=\sum_{i=0}^{n-1} \xi_{i}\left(X_{t_{i+1} \wedge t}-X_{t_{i} \wedge t}\right), \quad t \geq 0
$$

Obviously, for every $t$ the mapping $(X, H) \longmapsto J(X, H)_{t}$ is bilinear. Moreover, if $X$ is a semimartingale, then $J(X, H)=H . X$.

Based on Theorem 1.3.49 one can prove the characterization theorem for semimartingales.

Theorem 2.3.50 Let $X$ be an adapted cadlag process. In order for $X$ to be a semimartingale it is necessary and sufficient that for every sequence $\left(H^{(n)}\right) \subset \mathcal{H}$ and all $t \geq 0$ $\frac{1}{n} J\left(X, H^{(n)}\right)_{t} \xrightarrow{\mathbf{P}} 0$.

Corollary 2.3.51 Let $\mathbf{G}=\left(\mathcal{G}_{t}\right)$ be a filtration satisfying the usual conditions such that for all $t \geq 0 \mathcal{G}_{t} \subset \mathcal{F}_{t}$. Suppose $X$ is an $\mathbf{F}$-semimartingale and $\mathbf{G}$-adapted. Then $X$ is a $\mathbf{G}$-semimartingale, $[X](\mathbf{F})$ and $[X](\mathbf{G})$ are indistinguishable.

Theorem 2.3.52 Let $\mathbf{G}=\left(\mathcal{G}_{t}\right)$ be a filtration satisfying the usual conditions such that for all $t \geq 0 \mathcal{G}_{t} \subset \mathcal{F}_{t}$. Suppose $X$ is an $\mathbf{F}$-semimartingale and $\mathbf{G}$-adapted. Let $H$ be a $\mathbf{G}$ predictable process such that $H$ is integrable w.r.t. $X$ and $\mathbf{G}$ (the integral is denoted by $H_{\dot{\mathbf{G}}} X$ ), then $H_{\dot{\mathbf{F}}} X$ and $H_{\dot{\mathbf{G}}} X$ are indistinguishable.

### 2.3.5 Martingale Representation Theorems

Let $\left(\Omega, \mathcal{F}, \mathbf{P}, \mathcal{F}_{t}\right)$ be a stochastic basis. Let $M$ be a $d$-dimensional local martingale with $M_{0}=0$. We denote by $\mu$ the jump measure of $M$ and by $\nu$ the compensator of $\mu$. If every real local $\left(\mathcal{F}_{t}\right)$-martingale can be represented as a stochastic integral of an $\mathbf{R}^{d}$-valued predictable process w.r.t. $M$, we say that $M$ has the predictable representability.

For a $d$-dimensional semimartingale we will define its predictable representability in the weak sense in Definition 1.3.66.

## Predictable Representability for Local Martingales

Let $M$ be a $d$-dimensional local martingale with $M_{0}=0$. Recall that $L_{m}(M)$ is the collection of all $\mathbf{R}^{d}$-valued predictable processes which are integrable w.r.t. $M$ in the sense of local martingales. Put

$$
\mathcal{L}(M)=\left\{H . M: H \in L_{m}(M)\right\}, \quad \mathcal{L}^{1}(M)=\mathcal{L}(M) \cap \mathcal{H}^{1}
$$

Saying that $M$ has the predictable representability means that $\mathcal{L}(M)=\mathcal{M}_{\text {loc }, 0}$. It is easy to see that $M$ has the predictable representability if and only if $\mathcal{M}_{\text {loc }}^{c}=\mathcal{L}\left(M^{c}\right), \mathcal{M}_{\text {loc }}^{d}=\mathcal{L}\left(M^{d}\right)$ and $\mathcal{L}(M)=\mathcal{L}\left(M^{c}\right)+\mathcal{L}\left(M^{d}\right)$.

Let $X$ be a stochastic process on a complete probability space ( $\Omega, \mathcal{F}, \mathbf{P}$ ). Put

$$
\mathcal{F}_{t}^{0}=\sigma\left(X_{s}, s \leq t\right), \quad \mathcal{F}_{t}(X)=\bigcap_{s>t} \mathcal{F}_{s}^{0}
$$

$\mathcal{F}_{t}(X)$ is called the natural filtration of $X$. We denote by $\mathcal{F}_{t}^{P}=\mathcal{F}_{t}(X) \vee \mathcal{N}$, where $\mathcal{N}$ is the $\sigma$-field generated be all $P$-null sets. Then $\left(\mathcal{F}_{t}^{P}(X)\right)$ satisfies the usual conditions. We call it the completed natural filtration of $X$.

Theorem 2.3.53 A Brownian motion $\left(B_{t}\right)$ has the predictable representability w.r.t. its completed natural $\sigma$-filtration $\left(\mathcal{F}_{t}^{P}(B)\right)$. In particular, any $\left(\mathcal{F}_{t}^{P}(B)\right)$-local martingale are continuous.

The following theorem is essential for characterization of the predictable representability of local martingales.

Theorem 2.3.54 Let $M$ be a d-dimensional local martingale with $M_{0}=0$. Then the following statements are equivalent:

1) $\mathcal{L}(M)=\mathcal{M}_{\text {loc }, 0}$,
2) $\mathcal{M}_{0}^{\infty} \subset \mathcal{L}(M)$,
3) For all $L \in \mathcal{M}_{\mathrm{loc}, 0}, L M \in \mathcal{M}_{\mathrm{loc}, 0} \Rightarrow L=0$,
4) For all $N \in \mathcal{M}_{0}^{\infty}$, $N M \in \mathcal{M}_{\text {loc }, 0} \Rightarrow N=0$.

Here $\mathcal{M}^{\infty}$ is the collection of all bounded martingales.
Theorem 2.3.55 Let $M$ be a d-dimensional continuous local martingale with $M_{0}=0$. Then the following statements are equivalent:

1) $\mathcal{L}(M)=\mathcal{M}_{\text {loc }, 0}^{c}$,
2) $\mathcal{M}^{\infty, c} \subset \mathcal{L}(M)\left(\mathcal{M}^{\infty, c}\right.$ is the space of all bounded continuous martingales $)$,
3) For all $L \in \mathcal{M}_{\mathrm{loc}, 0}^{\mathrm{c}}, L M \in \mathcal{M}_{\mathrm{loc}, 0} \Rightarrow L=0$,
4) For all $N \in \mathcal{M}^{\infty, c}, N M \in \mathcal{M}_{\text {loc }, 0} \Rightarrow N=0$.

Lemma 2.3.56 Let $M$ be a d-dimensional local martingale with $M_{0}=0$. If $M$ has the predictable representability, then for any stopping time $T, M^{T}$ has the predictable representability w.r.t. $\left(\mathcal{F}_{t \wedge T}\right)_{t \geq 0}$.

The following theorem is due to Jacod and Yor (1977) [Ref. 35] (see also Ref. 11).
Theorem 2.3.57 Let $M$ be a d-dimensional local martingale with $M_{0}=0$. Put

$$
\Gamma=\left\{\mathbf{P}^{\prime}: \begin{array}{l}
\mathbf{P} \text { is a probability measure on } \mathcal{F}, \\
\mathbf{P}^{\prime}=\left.\mathbf{P}\right|_{\mathcal{F}_{0}} \text { and } M \in \mathcal{M}_{\mathrm{loc}, 0}\left(\mathbf{P}^{\prime}\right)
\end{array}\right\}
$$

Then the following statements are equivalent:

1) $M$ has the predictable representability,
2) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \ll{ }_{\text {loc }} \mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
3) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \ll \mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
4) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \sim \mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
5) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \sim \mathbf{P}, \frac{d \mathbf{P}^{\prime}}{d \mathbf{P}} \in L^{\infty} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$.

Let $M$ be a $d$-dimensional local martingale with $M_{0}=0$. Put

$$
\Gamma(M)=\left\{\mathbf{P}^{\prime}: \mathbf{P}^{\prime} \text { is a probability measure on } \mathcal{F} \text { and } M \in \mathcal{M}_{\mathrm{loc}}\left(\mathbf{P}^{\prime}\right)\right\}
$$

Denote by $\Gamma_{e}(M)$ the set of extreme points of $\Gamma(M)$, i.e., $\mathbf{P}^{\prime} \in \Gamma_{e}(M) \Longleftrightarrow \mathbf{P}^{\prime} \in \Gamma(M)$ and if $\mathbf{P}^{\prime}=a \mathbf{P}_{1}+(1-a) \mathbf{P}_{2}, \mathbf{P}_{1}, \mathbf{P}_{2} \in \Gamma(M), 0<a<1$, then $\mathbf{P}^{\prime}=\mathbf{P}_{1}=\mathbf{P}_{2}$. However, in general we do not know whether $\Gamma(M)$ is a convex set or not.

Theorem 2.3.58 Let $M$ be a d-dimensional local martingale with $M_{0}=0$. Then the following statements are equivalent:

1) $M$ has the predictable representability, and $\mathcal{F}_{0}$ is the trivial $\sigma$-field $\mathcal{N}$ (i.e., the $\sigma$-field generated by all $\mathbf{P}$-null sets),
2) $\mathbf{P} \in \Gamma_{e}(M)$.

Theorem 2.3.59 Let $M$ be a d-dimensional local $\mathbf{P}$-martingale with $M_{0}=0$. Assume $\mathbf{Q} \ll{ }_{\mathrm{loc}} \mathbf{P},[M, Z] \in\left(\mathcal{A}_{\mathrm{loc}}(\mathbf{P})\right)^{B}$ and under $\mathbf{P} M$ has the predictable representability. Then under $\mathbf{Q}, M^{\prime}=M-\frac{1}{Z_{-}},\langle M, Z\rangle \in \mathcal{M}_{\mathrm{loc}, 0}(\mathbf{Q})$ has the predictable representability as well.

Definition 2.3.60 Let $\nu$ be a predictable random measure with $\nu(\{0\} \times E)=0$. If

$$
\begin{equation*}
\nu(\omega, d t, d x)=G(\omega, t, d x) d B_{t}(\omega) \tag{60.1}
\end{equation*}
$$

where i) $B$ is a predictable increasing process with $B_{0}=0$, ii) for fixed $(\omega, t), G(\omega, t, \cdot)$ is a measure on $(E, \mathcal{B}(E))$, iii) for fixed $K \in \mathcal{B}(E), G(\cdot, \cdot, E)$ is a predictable process, then (60.1) is called a predictable decomposition of $\nu$. Moreover, if

$$
\begin{equation*}
I_{A} \cdot B=0, \quad A=\{(\omega, t): G(\omega, t, E)=0\} \tag{60.2}
\end{equation*}
$$

the predictable decomposition (60.1) is said to be canonical.
Lemma 2.3.61 If $\mu$ is the jump measure of an adapted cadlag process, then its compensator $\nu$ has the canonical predictable decomposition.

Theorem 2.3.62 Let $M \in \mathcal{M}_{\text {loc }, 0}$ and $(\alpha, \beta, \nu)$ be its characteristics. If the canonical predictable decomposition of $\nu$ is given by (61.1), then $M$ has the predictable representability if and only if $\mathcal{M}_{\mathrm{loc}, 0}^{c}=\mathcal{L}\left(M^{c}\right), \mathcal{M}_{\mathrm{loc}}^{d}=\mathcal{L}\left(M^{d}\right)$ and $\mathbf{P}\left(d \beta_{t} \perp d B_{t}\right)=1$.

Corollary 2.3.63 Assume $M \in \mathcal{M}_{\mathrm{loc}, 0}^{2}$. Then $M$ has the predictable representability if and only if

$$
\mathcal{M}_{\mathrm{loc}, 0}^{c}=\mathcal{L}\left(M^{c}\right), \mathcal{M}_{\mathrm{loc}}^{d}=\mathcal{L}\left(M^{d}\right) \text { and } \mathbf{P}\left(d\left\langle M^{c}\right\rangle_{t} \perp d\left\langle M^{d}\right\rangle_{t}\right)=1
$$

Theorem 2.3.64 Let $X$ be a step process and $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ be the complete natural filtration of $X$. Assume $X$ is quasi-left-continuous and $X \in \mathcal{A}_{\text {loc }}$. Then the following statements are equivalent:

1) $M=X-\tilde{X}$ has the predictable representability,
2) For any stopping time $T$, we have $\mathcal{F}_{T}=\mathcal{F}_{T-}$,
3) The compensator $\nu$ of the jump measure of $X$ has the form: $\nu(d t, d x)=\delta_{H_{t}}(d x) \Lambda(d t)$, where $H$ is a predictable process and $\Lambda(d t)=\nu(d t, E)$.

Corollary 2.3.65 Assume $X$ is a point process and $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ is the complete natural filtration of $X$. Then $M=X-\tilde{X}$ has the predictable representability.

## Predictable Representability for Semimartingales

Definition 2.3.66 Let $X$ be a d-dimensional semimartingale, $\mu, X^{c}$ and ( $\alpha, \beta, \nu$ ) be its jump measure, continuous martingale part and local characteristics respectively. Write

$$
\mathcal{K}(\mu)=\{W *(\mu-\nu): W \in \mathcal{G}(\mu)\}
$$

If $\mathcal{M}_{\mathrm{loc}, 0}^{c}=\mathcal{L}\left(X^{c}\right)$ and $\mathcal{M}_{\mathrm{loc}}^{d}=\mathcal{K}(\mu)$, or equivalently

$$
\mathcal{M}_{\mathrm{loc}, 0}=\mathcal{L}\left(X^{c}\right)+\mathcal{K}(\mu)
$$

(the right side is the linear sum of two vector spaces), we say that $X$ has the predictable representability in weak sense.

Theorem 2.3.67 Assume $X \in \mathcal{M}_{\text {loc }, 0}$ and $X$ has the predictable representability. Then $X$ has the predictable representability in weak sense as well.

Theorem 2.3.68 Let $X$ be ad-dimensional semimartingale. Then the following statements are equivalent:

1) $\mathcal{M}_{\text {loc }}^{d}=\mathcal{K}(\mu)$,
2) $\mathcal{O}=\mathcal{P} \vee \sigma\{\Delta X\}$,
3) For all $M \in \mathcal{M}_{\mathrm{loc}}^{d}, M_{\mu}[\Delta M \mid \tilde{\mathcal{P}}]=0 \Rightarrow M=0$,
4) For all $M \in \mathcal{M}^{\infty, d}, M_{\mu}[\Delta M \mid \tilde{\mathcal{P}}]=0 \Rightarrow M=0$,
5) For any totally inaccessible time $T, \llbracket T \rrbracket \subset[\Delta X \neq 0]$; For any stopping time $T, \mathcal{F}_{T}=$ $\mathcal{F}_{T-} \vee \sigma\left\{\Delta X_{T} I_{[T<\infty]}\right\}$.

The following theorem is a consequence of Theorem 1.3.68 and 1.3.55.
Theorem 2.3.69 Let $X$ be a d-dimensional semimartingale. Then the following statements are equivalent:

1) $X$ has the predictable representability in weak sense,
2) For all $M \in \mathcal{M}_{\text {loc }, 0},\left\langle M^{c}, X^{c}\right\rangle=0$ and $M_{\mu}[\Delta M \mid \tilde{\mathcal{P}}]=0 \Rightarrow M=0$,
3) For all $N \in \mathcal{M}_{0}^{\infty},\left\langle N^{c}, X^{c}\right\rangle=0$ and $M_{\mu}[\Delta N \mid \tilde{\mathcal{P}}]=0 \Rightarrow N=0$.

Theorem 2.3.70 Let $X$ be a d-dimensional semimartingale and ( $\alpha, \beta, \nu$ ) be its local characteristics. Put

$$
\Gamma=\left\{\begin{array}{c}
\mathbf{P}^{\prime} \text { is a probability measure on } \mathcal{F}, \mathbf{P}^{\prime}=\left.\mathbf{P}\right|_{\mathcal{F}_{0}} \\
\mathbf{P}^{\prime}: X \in \mathcal{S}\left(\mathbf{P}^{\prime}\right) \text { and }(\alpha, \beta, \nu) \text { is still the predictable } \\
\text { characteristics of } X \text { under } \mathbf{P}^{\prime}
\end{array}\right\}
$$

Then the following statements are equivalent:

1) $X$ has the predictable representability in weak sense,
2) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \ll$ loc $\mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
3) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P} \ll \mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
4) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \sim \mathbf{P} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$,
5) $\mathbf{P}^{\prime} \in \Gamma, \mathbf{P}^{\prime} \sim \mathbf{P}, \frac{d \mathbf{P}^{\prime}}{d \mathbf{P}} \in L^{\infty} \Rightarrow \mathbf{P}^{\prime}=\mathbf{P}$.

From Theorem 1.3.70 we obtain immediately the next result about the predictable representability in weak sense for step processes.

Theorem 2.3.71 Assume $X$ is a step process and $\mathbf{F}=\left(\mathcal{F}_{t}\right)$ is the complete natural filtration of $X: \mathbf{F}=\mathbf{F}^{P}(X)$. Then $X$ has the predictable representability in weak sense. In particular, each $\mathbf{F}$-local martingale is purely discontinuous.

The following theorem, due to Jacod (1977) [Ref. 36], is a general result about the predictable representability in weak sense for semimartingales.
Theorem 2.3.72 Let $X$ be a d-dimensional semimartingale and $(\alpha, \beta, \nu)$ be its local characteristics. Put

$$
\Gamma=\left\{\mathbf{P}^{\prime}: \begin{array}{c}
\mathbf{P}^{\prime} \text { is a probability on } \mathcal{F}, X \in \mathcal{S}\left(\mathbf{P}^{\prime}\right) \text { and }(\alpha, \beta, \nu) \\
\text { is still the local characteristics of } X \text { under } \mathbf{P}^{\prime}
\end{array}\right\}
$$

Then the following statements are equivalent:

1) $X$ has the predictable representability in weak sense and $\mathcal{F}_{0}$ is the trivial $\sigma$-field.
2) $\mathbf{P}$ is an extreme point of $\Gamma$.

Theorem 2.3.73 Assume $X \in \mathcal{S}$ has the predictable representability in weak sense. If $\mathbf{Q} \ll{ }_{\text {loc }} \mathbf{P}$, then under $\mathbf{Q} X$ has the predictable representability in weak sense as well.

Now we present some results on the predictable representabilty in weak sense for PII.
Theorem 2.3.74 Let $X$ be a d-dimensional PII-semimartingale. Let $\mathbf{F}=\mathbf{F}^{P}(X)$. Then $X$ has the predictable representability in weak sense.

The following result, due to Xue (1992)[Ref. 37], is more convenient for applications.
Theorem 2.3.75 (Ref. 37) Let $X$ be ad-dimensional PII-semimartingale. Let $\mathbf{F}=\mathbf{F}^{P}(X)$. Let $X^{c}$ denote the continuous martingale part of $X$ and $X^{d}$ denote the purely discontinuous local martingale $x *(\mu-\nu)$, where $\mu$ is the jump measure of $X$ and $\nu$ is the compensator of $\mu$. If $X$ has no fixed jumps, or equivalently, if $X$ is quasi-left-continuous, then the $2 d$ dimensional local martingale $\left(X^{c}, X^{d}\right)$ has the predictable representability w.r.t. $\mathbf{F}$.
Theorem 2.3.76 Let $X$ be a Lévy process and $\mathbf{F}=\mathbf{F}^{P}(X)$. Assume $X$ is a martingale. Then $X$ has the predictable representability w.r.t. $\mathbf{F}$ if and only if $X$ is a standard Wiener process or a compensated Poisson process, up to a constant factor.

Theorem 2.3.77 Let $\mu$ be an integer-valued random measure on $\mathbf{R}_{+} \times E$ such that for all $\omega \in \Omega, t \in \mathbb{R}_{+}, \mu(\omega,[0, t] \times E)<\infty$. Put

$$
\mathcal{F}_{s}^{0}=\sigma(\mu([0, r] \times B): r \leq s, B \in \mathcal{B}(E)), \quad \mathcal{F}_{t}=\bigcap_{s>t} \mathcal{F}_{s}
$$

Then all $\mathbf{F}^{P}$-local martingales have the form

$$
M_{t}=M_{0}+W * \mu-W * \nu
$$

where $\nu$ is the compensator of $\mu$ and $W$ is a $\widetilde{\mathcal{P}}$ - measurable function such that $|W| * \mu$ is locally integrable.
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## Chapter 3

# White Noise Theory 

Hui-Hsiung Kuo<br>Department of Mathematics<br>Louisiana State University<br>Baton Rouge, LA 70803

### 3.1 Introduction

### 3.1.1 What is white noise?

White noise is a sound with equal intensity at all frequencies within a broad band. Rock music, the roar of a jet engine, and the noise at a stock market are just a few examples of white noise. We use the word "white" to describe this kind of noise because of its similarity to "white light" which is made up of all different colors (frequencies) of light combined together.

In applied science white noise is often taken as an idealization of phenomena involving sudden and extremely large fluctuations. Mathematically, one can think of white noise as a stochastic process $z(t)$ such that $z(t)$ 's are independent and for each $t, z(t)$ has mean 0 and variance $\infty$ in the sense that

$$
\begin{equation*}
E(z(t) z(s))=\delta(t-s) \tag{3.1.1}
\end{equation*}
$$

where $\delta$ is the Dirac delta function. Thus it seems to be reasonable to claim that we can define an integral $\int_{a}^{b} f(t) z(t) d t$ such that

$$
E\left(\int_{a}^{b} f(t) z(t) d t\right)^{2}=\int_{a}^{b} \int_{a}^{b} f(t) f(s) E(z(t) z(s)) d t d s=\int_{a}^{b} f(t)^{2} d t
$$

But what is the definition of the integral $\int_{a}^{b} f(t) z(t) d t$ ?

### 3.1.2 White noise as the derivative of a Brownian motion

White noise can be regarded as the derivative of a Brownian motion. But what is a Brownian motion? As is well-known, Robert Brown made microscopic observations in 1827 that small particles contained in the pollen of plants, when immersed in a liquid, exhibit highly irregular motions. This highly irregular motion is called a Brownian motion. Mathematically, a

Brownian motion is a continuous stochastic process $B(t)$ with independent increments and for $t<s, B(s)-B(t)$ is a Gaussian random variable with mean 0 and variance $s-t$. Thus $E(B(s)-B(t))^{2}=s-t$ and so it is plausible to say that

$$
|B(s)-B(t)| \approx(s-t)^{1 / 2}, \quad \text { for small } s-t
$$

But then this means that the derivative of $B(t)$, or the white noise $\dot{B}(t)$, does not exist. Hence the integral $\int_{a}^{b} f(t) \dot{B}(t) d t$ does not seem to be defined at all.

When $f(t)$ is a function of bounded variation, we can use the integration by parts formula to define the integral $\int_{a}^{b} f(t) \dot{B}(t) d t$ by

$$
\left.\int_{a}^{b} f(t) \dot{B}(t) d t=f(t) B(t)\right]_{a}^{b}-\int_{a}^{b} B(t) d f(t)
$$

where the integral in the right-hand side is a Riemann-Stieltjes integral. However, we cannot use this definition for general $f \in L^{2}(a, b)$.

If we combine the white noise $\dot{B}(t)$ and $d t$ together to get $\dot{B}(t) d t=d B(t)$ as an integrator, then the integral $\int_{a}^{b} f(t) d B(t)$ can be defined for all $f \in L^{2}(a, b)$. This integral, called a Wiener integral, is a Gaussian random variable with mean 0 and variance $\|f\|^{2}$.

But still the white noise, as the derivative of a Brownian motion, does not exist. Is it possible to give a mathematically sound definition of white noise $\dot{B}(t)$ ? Is it possible to define the integral $\int_{a}^{b} f(t) \dot{B}(t) d t$ directly without rewriting $\dot{B}(t) d t$ as $d B(t)$ ? Before we pursue these questions further we give a simple example in the next section to show how white noise can be used.

### 3.1.3 The use of white noise - a simple example

Consider the following second-order differential equation

$$
\frac{d^{2} x}{d t^{2}}+x=F(t)
$$

This differential equation describes the motion of an undamped harmonic oscillator with external force $F(t)$. It has fundamental solutions $\sin t$ and $\cos t$. A particular solution is informally given by

$$
\begin{equation*}
x_{p}(t)=-\cos t \int_{0}^{t} F(s) \sin s d s+\sin t \int_{0}^{t} F(s) \cos s d s \tag{3.1.2}
\end{equation*}
$$

What are the integrals in the right-hand side of this equation? The answer depends on what the function $F(t)$ is. Let us consider some special cases.

1. $F(t)=\dot{B}(t)$.

We can use the integration by parts formula to derive

$$
\begin{aligned}
\int_{0}^{t} \dot{B}(s) \sin s d s & =B(t) \sin t-\int_{0}^{t} B(s) \cos s d s \\
\int_{0}^{t} \dot{B}(s) \cos s d s & =B(t) \cos t+\int_{0}^{t} B(s) \sin s d s
\end{aligned}
$$

Thus the particular solution in Equation (3.1.2) for $F(t)=\dot{B}(t)$ is given by

$$
x_{p}(t)=\int_{0}^{t} B(s) \cos (t-s) d s
$$

One can easily check that $x_{p}(t)$ is a Gaussian random variable with mean 0 and variance $2^{-1} t-4^{-1} \sin (2 t)$.
2. $F(t)=\ddot{B}(t)$ (the second derivative of $B(t))$.

Again we can informally apply the integration by parts formula to Equation (3.1.2) with $F(t)=\ddot{B}(t)$ to get

$$
x_{p}(t)=B(t)-\dot{B}(0) \sin t+\int_{0}^{t} B(s) \sin (s-t) d s
$$

This time $x_{p}(t)$ contains a bad term $\dot{B}(0) \sin t$. Fortunately, we can drop it because $\sin t$ is a fundamental solution. Hence a particular solution is given by

$$
x_{p}(t)=B(t)+\int_{0}^{t} B(s) \sin (s-t) d s
$$

But is the term $\dot{B}(0) \sin t$ really that bad? Can we give a mathematically sound meaning for $\dot{B}(0)$ ?
3. $F(t)=$ a positive colored noise.

Consider a positive colored noise $C(t)$ such that $C(t)$ 's are independent and for each $t$, $C(t)$ is positive and has infinite fluctuations. One may think that $|B(t)|$ is such a noise. As it turns out $|\dot{B}(t)|$ has no renormalization. However, the following renormalization of $e^{\dot{B}(t)}$ is such a noise:

$$
C(t)=\mathcal{N} e^{\dot{B}(t)} \stackrel{\text { def }}{=} \frac{e^{\dot{B}(t)}}{E e^{\dot{B}(t)}}
$$

where $E e^{\dot{B}(t)}$ is the informal expectation and $\mathcal{N}$ denotes a renormalization. We will explain what $\mathcal{N} e^{\dot{B}(t)}$ is in 3.1.5 and 12.2.3.

If we take the external force $F(t)=\mathcal{N} e^{\dot{B}(t)}$, then $x_{p}(t)$ is given by

$$
x_{p}(t)=-\cos t \int_{0}^{t} \mathcal{N} e^{\dot{B}(t)} \sin s d s+\sin t \int_{0}^{t} \mathcal{N} e^{\dot{B}(t)} \cos s d s
$$

### 3.1.4 White noise as a generalized stochastic process

We now have an informal understanding of white noise and its use in a simple example. But then, what is a mathematically sound definition of white noise? In order to motivate the concept, we make a comparison between functions and stochastic processes. An (ordinary) function on $\mathbf{R}$ is a function $f(t)$ for $t \in \mathbf{R}$. A generalized function is a function $f(\xi)$ depending linearly on test functions $\xi$. For example, the Dirac delta function $\delta$ is the generalized function such that

$$
\delta(\xi)=\xi(0), \quad \xi: \text { testfunction }
$$

On the other hand, an (ordinary) stochastic process is a function $X(t)$ such that for each $t, X(t)$ is a random variable. Therefore, by a generalized stochastic process, we mean a function $X(\xi)$ depending linearly on test functions $\xi$ such that for each $\xi, X(\xi)$ is a random variable.

So here is a mathematically sound definition of white noise, namely, a white noise is a generalized stochastic process $X(\xi)$ such that for each test function $\xi$, the random variable $X(\xi)$ is Gaussian with mean 0 and variance $\int_{\mathbf{R}} \xi(t)^{2} d t$.

What is the relationship between this definition of white noise and the informal one in 10.7.65? Note that $X(\xi+\eta)=X(\xi)+X(\eta)$ for any test functions $\xi$ and $\eta$. Square both sides of the equality, take expectation, and then simplify to get

$$
\begin{equation*}
E(X(\xi) X(\eta))=\int_{\mathbf{R}} \xi(t) \eta(t) d t \tag{3.1.3}
\end{equation*}
$$

Suppose $X(\xi)=\int_{\mathbf{R}} \xi(t) z(t) d t$. Then it follows informally from Equation (3.1.3) that

$$
\int_{\mathbf{R}^{2}} \xi(t) \eta(s) E(z(t) z(s)) d t d s=\int_{\mathbf{R}} \xi(t) \eta(t) d t, \quad \forall \xi, \eta
$$

Hence we must have $E(z(t) z(s))=\delta(t-s)$, which is exactly Equation (3.1.1).
Does white noise as such a generalized stochastic process $X(\xi)$ exist? Take two independent Brownian motions $B_{1}(t)$ and $B_{2}(t)$ for $t \geq 0$ and define

$$
B(t)= \begin{cases}B_{1}(t), & \text { if } t \geq 0 \\ B_{2}(-t), & \text { if } t<0\end{cases}
$$

Then the Wiener integral $X(\xi)=\int_{\mathbf{R}} \xi(t) d B(t)$ defines a white noise $\dot{B}(t)$ as a generalized process. How about the second derivative $B(t)$ of $B(t)$ ? We can regard it as a generalized stochastic process defined by

$$
Y(\xi)=-\int_{\mathbf{R}} \xi^{\prime}(t) d B(t)
$$

How about the colored noise $\mathcal{N} e^{\dot{B}(t)}$ in 3.1.3? It is much more complicated to define $\mathcal{N} e^{\dot{B}(t)}$ as a generalized stochastic process.

### 3.1.5 White noise as an infinite dimensional generalized function

In the previous section we defined the white noise $\dot{B}(t)$ and its derivative $\ddot{B}(t)$ are generalized stochastic processes. In order to see how to define the colored noise $\mathcal{N} e^{\dot{B}(t)}$ as a generalized stochastic process, let us consider the product $\dot{B}(t) \dot{B}(s)$. It is a generalized stochastic process defined by

$$
X(\xi, \eta)=\int_{\mathbf{R}^{2}} \xi(t) \eta(s) d B(t) d B(s)+\int_{\mathbf{R}} \xi(t) \eta(t) d t
$$

where the first integral in the right-hand side is a Wiener integral of order 2. Thus $X$ acts on test functions of two variables. It is plausible that this is also the case for the renormalization of $\dot{B}(t)^{2}$. Similarly, the renormalization of $\dot{B}(t)^{n}$ is some kind of generalized stochastic process $X(\varphi)$ acting on test functions $\varphi$ of $n$ variables. Therefore, it is reasonable to say that $\mathcal{N} e^{\dot{B}(t)}$ is some kind of generalized stochastic process $X(\varphi)$ acting on test functions $\varphi$ of infinitely many variables!

Thus in order to study the white noise $\dot{B}(t)$ and functions of $\dot{B}(t)$ such as $\mathcal{N} e^{\dot{B}(t)}$, it is necessary to define test functions of infinitely many variables. This is the motivation for T . Hida to introduce the theory of white noise in 1975 [18].

When white noise is defined as a generalized stochastic process, it is regarded as a whole $\dot{B}$ and for each $t$, the quantity $\dot{B}(t)$ still has no meaning. However, in Hida's theory of white noise, each $\dot{B}(t)$ is meaningful as a generalized function on an infinite dimensional space.

The functions $\mathcal{N} e^{\dot{B}(t)}$ and the renormalization of $\dot{B}(t)^{n}$ are also generalized functions on the same space.

The collection $\{\dot{B}(t) ; t \in \mathbf{R}\}$ of generalized functions is taken as a continuum coordinate system. With this system, we can take time propagation explicitly into account in many applications.

Nowadays Hida's theory of white noise is regarded as an infinite dimensional distribution theory. In this chapter we will give a brief survey of this theory and describe some applications. For details and more information, see [40]. Other excellent sources of the white noise theory and applications can be found in [21] [22] [27] [48].

### 3.2 White noise as a distribution theory

### 3.2.1 Finite dimensional Schwartz distribution theory

A complex-valued function $\xi$ on $\mathbf{R}$ is called rapidly decreasing if it is a smooth function and for any nonnegative integers $j$ and $k$,

$$
\lim _{|x| \rightarrow \infty}\left|x^{j} \xi^{(k)}(x)\right|=0
$$

Let $A$ be the operator $A=-d^{2} / d x^{2}+x^{2}+1$. Obviously, if $\xi$ is rapidly decreasing, then $A \xi$ is also rapidly decreasing.

Let $\mathcal{S}(\mathbf{R})$ denote the space of all rapidly decreasing functions on $\mathbf{R}$. It is easy to see that $\mathcal{S}(\mathbf{R}) \subset L^{2}(\mathbf{R})$. For each integer $p \geq 0$, define an inner product norm by

$$
|\xi|_{p}=\left|A^{p} \xi\right|_{0}, \quad \xi \in \mathcal{S}(\mathbf{R})
$$

where $|\cdot|_{0}$ is the $L^{2}(\mathbf{R})$-norm. Then we have a sequence $\left\{|\cdot|_{p}\right\}_{p=0}^{\infty}$ of norms on $\mathcal{S}(\mathbf{R})$. This sequence of norms generates a topology on $\mathcal{S}(\mathbf{R})$. Thus $\mathcal{S}(\mathbf{R})$ is a topological vector space. It is called the Schwartz space of test functions on $\mathbf{R}$. Its dual space $\mathcal{E}^{\prime}(\mathbf{R})$ is called the space of generalized functions (or tempered distributions) on $\mathbf{R}$.

The one dimensional Schwartz distribution theory is the study of test functions in $\mathcal{S}(\mathbf{R})$ and generalized functions in $\mathcal{S}^{\prime}(\mathbf{R})$ and continuous linear operators acting on these spaces.

On the space $\mathcal{S}(\mathbf{R})$ of test functions, there are continuous linear operators such as differential operator, Laplacian operator, translation operator, scaling operator, multiplication, convolution, Fourier transform. These operators can be extended by continuity to continuous operators on the space $\mathcal{S}^{\prime}(\mathbf{R})$ of tempered distributions. The extensions use the translation invariance of the Lebesgue measure.

In general, a complex-valued function $\xi$ on $\mathbf{R}^{n}$ is called rapidly decreasing if it is smooth and for any multi-indices $\mathbf{j}=\left(j_{1}, j_{2}, \ldots, j_{n}\right)$ and $\mathbf{k}=\left(k_{1}, k_{2}, \ldots, k_{n}\right)$,

$$
\lim _{|x| \rightarrow \infty}\left|x^{\mathbf{j}} D^{\mathbf{k}} \xi(x)\right|=0
$$

where $x^{\mathbf{j}}=x_{1}^{j_{1}} x_{2}^{j_{2}} \cdots x_{n}^{j_{n}}$ and $D^{\mathbf{k}}=\partial^{k_{1}+k_{2}+\cdots+k_{n}} / \partial x_{1}^{k_{1}} \partial x_{2}^{k_{2}} \cdots \partial x_{n}^{k_{n}}$.
Let $\mathcal{S}\left(\mathbf{R}^{n}\right)$ denote the space of all rapidly decreasing functions on $\mathbf{R}^{n}$. Then $\mathcal{S}\left(\mathbf{R}^{n}\right) \subset$ $L^{2}\left(\mathbf{R}^{n}\right)$. For each integer $p \geq 0$, define an inner product norm by

$$
|\xi|_{p}=\left|\left(A^{p}\right)^{\otimes n} \xi\right|_{0}, \quad \xi \in \mathcal{S}\left(\mathbf{R}^{n}\right)
$$

where $|\cdot|_{0}$ is the $L^{2}\left(\mathbf{R}^{n}\right)$-norm. This sequence of norms generates a topology on $\mathcal{S}\left(\mathbf{R}^{n}\right)$. The resulting topological vector space $\mathcal{S}\left(\mathbf{R}^{n}\right)$ is called the Schwartz space of test functions on $\mathbf{R}^{n}$.

Its dual space $\mathcal{E}^{\prime}\left(\mathbf{R}^{n}\right)$ is called the space of generalized functions (or tempered distributions) on $\mathbf{R}^{n}$.

We also have those continuous linear operators mentioned above on the space $\mathcal{S}\left(\mathbf{R}^{n}\right)$ and their extensions to the space $\mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$. Again the extensions use the translation invariance of the Lebesgue measure.

White noise distribution theory is a generalization of the Schwartz distribution theory to infinite dimensional spaces. It is well-known that the Lebesgue measure does not exist in infinite dimensional spaces. A natural measure to use for infinite dimensional analysis is the standard Gaussian measure.

### 3.2.2 White noise space

When T. Hida introduced the theory of white noise in 1975, he used the infinite dimensional space $\mathcal{S}^{\prime}(\mathbf{R})$ of tempered distributions as a base space. As is well-known that finite dimensional theory is built with the Lebesgue measure. But the Lebesgue measure does not exist in infinite dimensional spaces. Therefore, we need to look for another measure on $\mathcal{S}^{\prime}(\mathbf{R})$.

In the Schwartz space $\mathcal{S}(\mathbf{R})$ we have a sequence of norms $\left\{|\cdot|_{p}\right\}_{p=0}^{\infty}$. Let $\mathcal{S}_{p}(\mathbf{R})$ be the completion of $\mathcal{S}(\mathbf{R})$ with respect to the norm $|\cdot|_{p}$. The topological vector space $\mathcal{S}(\mathbf{R})$ is a nuclear space, which means that for any $q \geq 0$ there exists some $p>q$ such that the inclusion mapping $\mathcal{S}_{p}(\mathbf{R}) \hookrightarrow \mathcal{S}_{q}(\mathbf{R})$ is a Hilbert-Schmidt operator. This assertion follows from the fact that the operator $A$ has eigenvalues $2 n, n=1,2, \ldots$, (see page 17 in [40]).

Since $\mathcal{S}(\mathbf{R})$ is a nuclear space, we can apply the Minlos theorem to obtain a probability measure $\mu$ on its dual space $\mathcal{S}^{\prime}(\mathbf{R})$ such that

$$
\int_{\mathcal{S}^{\prime}(\mathbf{R})} e^{i\langle x, \xi\rangle} d \mu(x)=e^{-\frac{1}{2}|\xi|_{0}^{2}}, \quad \xi \in \mathcal{S}(\mathbf{R})
$$

The probability space $\left(\mathcal{S}^{\prime}(\mathbf{R}), \mu\right)$ is called a white noise space. The measure $\mu$ is called the white noise measure on $\mathcal{S}^{\prime}(\mathbf{R})$. It is also called the standard Gaussian measure on $\mathcal{S}^{\prime}(\mathbf{R})$.

The reason that $\mathcal{S}^{\prime}(\mathbf{R})$ is called a white noise space is because elements in $\mathcal{S}^{\prime}(\mathbf{R})$ can be regarded as the "sample paths" of white noise. To see this, define

$$
X(\xi)(x)=\langle x, \xi\rangle, \quad \xi \in \mathcal{S}(\mathbf{R}), x \in \mathcal{S}^{\prime}(\mathbf{R})
$$

Then $X(\cdot)$ is a generalized stochastic process and for each $\xi \in \mathcal{S}(\mathbf{R})$, the random variable $X(\xi)$ defined on $\mathcal{S}^{\prime}(\mathbf{R})$ is Gaussian with mean 0 and variance $|\xi|_{0}^{2}$. Hence $X(\cdot)$ defines a white noise. In informal notation, we have

$$
X(\xi)(x)=\int x(t) \xi(t) d t
$$

On the other hand, since $\dot{B}(t)$ is regarded as white noise, we also have

$$
X(\xi)(\cdot)=\int \xi(t) \dot{B}(t) d t
$$

It follows from the last two equations above that $x=\dot{B}$ and so elements in $\mathcal{S}^{\prime}(\mathbf{R})$ can be regarded as $\dot{B}$, i.e., sample paths of white noise.

### 3.2.3 Hida's original idea

Recall from 12.2.1 that we have the following triple for the Schwartz distribution theory on $\mathbf{R}^{r}$

$$
\mathcal{S}\left(\mathbf{R}^{r}\right) \subset L^{2}\left(\mathbf{R}^{r}\right) \subset \mathcal{S}^{\prime}\left(\mathbf{R}^{r}\right)
$$

We can follow the same idea to extend Schwartz distribution theory to infinite dimensional spaces. The space $\mathbf{R}^{r}$ is replaced by $\mathcal{S}^{\prime}(\mathbf{R})$ and the Lebesgue measure is replaced by the white noise measure $\mu$. Then the space $L^{2}\left(\mathbf{R}^{r}\right)$ is replaced by the space $L^{2}\left(\mathcal{S}^{\prime}(\mathbf{R})\right)$, denoted by $\left(L^{2}\right)$ for simplicity. Thus we need to find a nuclear space $V$ such that

$$
V \subset\left(L^{2}\right) \subset V^{*}
$$

where the inclusion mappings are continuous and $V$ is dense in $\left(L^{2}\right)$. The space $V$ is a space of test functions and its dual space $V^{*}$ is a space of generalized functions. Such a triple is often called a Gel'fand triple.

Note that for each $\xi \in \mathcal{S}(\mathbf{R}),\langle\cdot, \xi\rangle$ is defined everywhere on $\mathcal{S}^{\prime}(\mathbf{R})$ and has the Gaussian distribution with mean 0 and variance $|\xi|_{0}^{2}$. If $h \in L^{2}(\mathbf{R})$, then $\langle\cdot, h\rangle$ is defined almost everywhere on $\mathcal{S}^{\prime}(\mathbf{R})$ and has the Gaussian distribution with mean 0 and variance $|h|_{0}^{2}$.

For $a>b$, we let $1_{[a, b)}=-1_{[b, a)}$ by convention. For each $t \in \mathbf{R}$, define

$$
B(t)=\left\langle\cdot, 1_{\{0, t)}\right\rangle
$$

Then $B(t), t \geq 0$ is a Brownian motion. Moreover, we can define multiple Wiener integrals $I_{n}(f)$ with respect to $B(t)$ for any $f \in L^{2}\left(\mathbf{R}^{n}\right)$.

One way to construct $V$ and $V^{*}$ is to utilize the Wiener-Ito decomposition theorem for the space ( $L^{2}$ ). The theorem says that every $\varphi \in\left(L^{2}\right)$ can be represented by

$$
\begin{equation*}
\varphi=\sum_{n=0}^{\infty} I_{n}\left(f_{n}\right), \quad f_{n} \in \widehat{L}^{2}\left(\mathbf{R}^{n}\right) \tag{3.2.4}
\end{equation*}
$$

where $\widehat{L}^{2}$ denotes the symmetric $L^{2}$-functions. The $\left(L^{2}\right)$-norm of $\varphi$ is given by

$$
\|\varphi\|_{0}=\left(\sum_{n=0}^{\infty} n!\left|f_{n}\right|_{0}^{2}\right)^{1 / 2}
$$

Here we have used the same notation $|\cdot|_{0}$ to denote the norm on $L^{2}\left(\mathbf{R}^{n}\right)$ for any $n$.
Question: What is $\dot{B}(t)$ for each $t \in \mathbf{R}$ ?
Whatever the definition $\dot{B}(t)$ is, we must have

$$
\dot{B}(t)=\lim _{\Delta \rightarrow 0} \frac{B(t+\Delta)-B(t)}{\Delta}=\lim _{\Delta \rightarrow 0} \frac{1}{\Delta}\left\langle\cdot, 1_{[t, t+\Delta)}\right\rangle=\lim _{\Delta \rightarrow 0}\left\langle\cdot, \Delta^{-1} 1_{[t, t+\Delta)}\right\rangle
$$

Let $\varphi_{\Delta}=\left\langle\cdot, \Delta^{-1} 1_{[t, t+\Delta)}\right\rangle$. Observe that $\Delta^{-1} 1_{[t, t+\Delta)}$ does not converge in $L^{2}(\mathbf{R})$ as $\Delta \rightarrow 0$. Hence $\varphi_{\Delta}$ does not converge in $\left(L^{2}\right)$ as $\Delta \rightarrow 0$. Thus in order to answer the above question, we need to find a weaker norm on $\left(L^{2}\right)$ so that $\varphi_{\Delta}$ would converge with respect to this weaker norm. What weaker norm should we take? Note that $\Delta^{-1} 1_{[t, t+\Delta)}$ converges to the Dirac delta function $\delta_{t}$ at $t$ in the distribution sense as $\Delta \rightarrow 0$. Actually, the convergence can be shown to be in the dual space $\mathcal{S}_{p}^{\prime}(\mathbf{R})$ of $\mathcal{S}_{p}(\mathbf{R})$ for any $p>5 / 12$ (see page 21 of [40].) This shows that the norms $|\cdot|_{-p}$ on $\mathcal{S}_{p}^{\prime}(\mathbf{R})$ for $p \geq 0$ should be used to generate weaker norms on the space ( $L^{2}$ ) in order to get a space $V^{*}$ of generalized functions on the white noise space $\mathcal{S}^{\prime}(\mathbf{R})$. By this choice of topology, $\dot{B}(t)$ is a generalized function for each $t \in \mathbf{R}$. Symbolically,

$$
\dot{B}(t)=I_{1}\left(\delta_{t}\right)
$$

Question: What is $\dot{B}(t)^{2}$ for each $t \in \mathbf{R}$ ?

We would define $\dot{B}(t)^{2}=\lim _{\Delta \rightarrow 0} \varphi_{\Delta}^{2}$. Note that $E \varphi_{\Delta}^{2}=\Delta^{-1} \rightarrow+\infty$ as $\Delta \rightarrow 0^{+}$. Thus even if we consider a weaker norm on ( $L^{2}$ ), we could not expect $\varphi_{\Delta}^{2}$ to converge with respect to this weaker norm. We need a renormalization. Note that

$$
\varphi_{\Delta}^{2}-\frac{1}{\Delta}=I_{2}\left(\left(\Delta^{-1} 1_{[t, t+\Delta)}\right) \otimes\left(\Delta^{-1} 1_{[t, t+\Delta)}\right)\right)
$$

Observe that $\left(\Delta^{-1} 1_{[t, t+\Delta)}\right) \otimes\left(\Delta^{-1} 1_{[t, t+\Delta)}\right)$ does not converge in $L^{2}\left(\mathbf{R}^{2}\right)$. However, it converges to $\delta_{t} \otimes \delta_{t}$ in $\mathcal{S}_{p}^{\prime}(\mathbf{R}) \otimes \mathcal{S}_{p}^{\prime}(\mathbf{R})$ for any $p>5 / 12$. Thus if we use the norms $|\cdot|_{-p}$ to generate a space of generalized functions, then the renormalization of $\dot{B}(t)^{2}$, denoted by $: \dot{B}(t)^{2}$ :, is a generalized function for each $t \in \mathbf{R}$. Symbolically,

$$
: \dot{B}(t)^{2}:=I_{2}\left(\delta_{t} \otimes \delta_{t}\right)
$$

Question: What is $e^{\dot{B}(t)}$ for each $t \in \mathbf{R}$ ?
Consider $e^{\varphi_{\Delta}}$. It can be easily checked that $E e^{\varphi_{\Delta}}=e^{1 /(2 \Delta)}$. Hence

$$
\frac{e^{\varphi_{\Delta}}}{E e^{\varphi_{\Delta}}}=e^{\varphi_{\Delta}}-\frac{1}{2 \Delta}=\sum_{n=0}^{\infty} \frac{1}{n!} I_{n}\left(\left(\Delta^{-1} 1_{[t, t+\Delta)}\right)^{\otimes n}\right)
$$

By the same idea as above for $\dot{B}(t)$ and $\dot{B}(t)^{2}$, we can use the norms $|\cdot|_{-p}$ to generate a space of generalized functions. Then as $\Delta \rightarrow 0, e^{\varphi_{\Delta}} / E e^{\varphi_{\Delta}}$ converges to a generalized function, denoted by $\mathcal{N} e^{\dot{B}(t)}$. Symbolically,

$$
\mathcal{N} e^{\dot{B}(t)}=\sum_{n=0}^{\infty} \frac{1}{n!} I_{n}\left(\delta_{t}^{\otimes n}\right)
$$

### 3.2.4 Spaces of test and generalized functions

In the last section we gave an intuitive motivation as how to define generalized functions on the white noise space $\mathcal{S}^{\prime}(\mathbf{R})$. We will be more precise in this section to define the space of generalized functions. In fact, we will first define the space of test functions (just as in the finite dimensional Schwartz distribution theory) and then define its dual space as the space of generalized functions.

Let $\varphi \in\left(L^{2}\right)$. By the Wiener-Itô decomposition theorem, $\varphi$ can be uniquely represented by Equation (3.2.4). For each integer $p \geq 0$, define

$$
\begin{equation*}
\|\varphi\|_{p}=\left(\sum_{n=0}^{\infty} n!\left|\left(A^{p}\right)^{\otimes n} f_{n}\right|_{0}^{2}\right)^{1 / 2} \tag{3.2.5}
\end{equation*}
$$

Let $\left(\mathcal{S}_{p}\right)=\left\{\varphi \in\left(L^{2}\right) ;\|\varphi\|_{p}<\infty\right\}$. Then $\left(\mathcal{S}_{p}\right)$ is a Hilbert space with norm $\|\cdot\|_{p}$. Let $(\mathcal{S})$ be the projective limit of the family $\left\{\left(\mathcal{S}_{p}\right) ; p \geq 0\right\}$. This projective limit can be thought of as $\cap_{p \geq 0}\left(\mathcal{S}_{p}\right)$ with the topology given by the sequence of norms $\left\{\|\cdot\|_{p}\right\}_{p=0}^{\infty}$.

Elements in $(\mathcal{S})$ are called test functions on the white noise space $\mathcal{S}^{\prime}(\mathbf{R})$. Let $(\mathcal{S})^{*}$ be the dual space of $(\mathcal{S})$. Elements in $(\mathcal{S})^{*}$ are called generalized functions on $\mathcal{S}^{\prime}(\mathbf{R})$. Thus we have the following Gel'fand triple

$$
(\mathcal{S}) \subset\left(L^{2}\right) \subset(\mathcal{S})^{*}
$$

This Gel'fand triple is one example of the triple $V \subset\left(L^{2}\right) \subset V^{*}$ we mentioned in the beginning of the previous section. It is an infinite dimensional analogue of the Gel'fand triple $\mathcal{S}\left(\mathbf{R}^{r}\right) \subset L^{2}\left(\mathbf{R}^{r}\right) \subset \mathcal{S}^{\prime}\left(\mathbf{R}^{r}\right)$ for the finite dimensional Schwartz distribution theory.

As it turns out $(\mathcal{S})^{*}=\cup_{p \geq 0}\left(\mathcal{S}_{p}\right)^{*}$ and for each $p \geq 0,\left(\mathcal{S}_{p}\right)^{*}$ is the completion of $\left(L^{2}\right)$ with respect to the following norm $\|\cdot\|_{-p}$ :

$$
\|\varphi\|_{-p}=\left(\sum_{n=0}^{\infty} n!\left|\left(A^{-p}\right)^{\otimes n} f_{n}\right|_{0}^{2}\right)^{1 / 2} .
$$

The topology on $(\mathcal{S})^{*}$ is the inductive limit topology, namely, the finest locally convex topology such that for each $p$ the inclusion mapping from $\left(\mathcal{S}_{p}\right)^{*}$ into $(\mathcal{S})^{*}$ is continuous. A sequence $\Phi_{n}$ converges in $(\mathcal{S})^{*}$ if and only if there exists some $p \geq 0$ such that $\Phi_{n} \in\left(\mathcal{S}_{p}\right)^{*}$ for all $n$ and $\Phi_{n}$ converges in $\left(\mathcal{S}_{p}\right)^{*}$.

Note that for any $q \geq p$, we have the following continuous inclusion mappings

$$
(\mathcal{S}) \hookrightarrow\left(\mathcal{S}_{q}\right) \hookrightarrow\left(\mathcal{S}_{p}\right) \hookrightarrow\left(L^{2}\right) \hookrightarrow\left(\mathcal{S}_{p}\right)^{*} \hookrightarrow\left(\mathcal{S}_{q}\right)^{*} \hookrightarrow(\mathcal{S})^{*} .
$$

Each element $\Phi$ in $\left(\mathcal{S}_{p}\right)^{*}$ can be represented by

$$
\Phi=\sum_{n=0}^{\infty} I_{n}\left(F_{n}\right), \quad F_{n} \in \widehat{\mathcal{S}}_{p}^{\prime}\left(\mathbf{R}^{n}\right)
$$

where $I_{n}\left(F_{n}\right)$ can be regarded as a generalized multiple Wiener integral. Moreover,

$$
\begin{equation*}
\|\Phi\|_{-p}=\left(\sum_{n=0}^{\infty} n!\left|\left(A^{-p}\right)^{\otimes n} F_{n}\right|_{0}^{2}\right)^{1 / 2} \tag{3.2.6}
\end{equation*}
$$

For any $\varphi$ represented by Equation (3.2.4), we have

$$
\langle\langle\Phi, \varphi\rangle\rangle=\sum_{n=0}^{\infty} n!\left\langle F_{n}, f_{n}\right\rangle,
$$

where $\langle\langle\cdot \cdot \cdot\rangle\rangle$ is the bilinear pairing of $(\mathcal{S})^{*}$ and $(\mathcal{S})$, and $\langle\cdot, \cdot\rangle$ denotes the bilinear pairing of $\mathcal{S}^{\prime}\left(\mathbf{R}^{n}\right)$ and $\mathcal{S}\left(\mathbf{R}^{n}\right)$ for any $n$.

### 3.2.5 Examples of test and generalized functions

In this section we give some simple examples of test and generalized functions. More example of generalized functions will be given later in 12.5.119.

Example 3.2.1 The white noise $\dot{B}(t)$ is a generalized function in $(\mathcal{S})^{*}$ for each $t \in \mathbf{R}$. In fact, $\dot{B}(t)=I_{1}\left(\delta_{t}\right)$ and

$$
\|\dot{B}(t)\|_{-p}=\left|\delta_{t}\right|_{-p}<\infty \quad \text { for any } p>\frac{5}{12} .
$$

Thus $\dot{B}(t) \in\left(\mathcal{S}_{p}\right)^{*}$ for any $p>\frac{5}{12}$.
Example 3.2.2 The $k$ th derivative $B^{(k)}(t)$ is a generalized Brownian motion in $(\mathcal{S})^{*}$ for each $t \in \mathbf{R}$. It is given by

$$
B^{(k)}(t)=I_{1}\left((-1)^{k-1} \delta_{t}^{(k-1)}\right)
$$

where the derivative of $\delta_{t}$ is in the distribution sense. We have

$$
\left\|\dot{B}^{(k)}(t)\right\|_{-p}=\left|\delta_{t}^{(k-1)}\right|_{-p}<\infty \quad \text { for any } p>\frac{5}{12}+\frac{k-1}{2} .
$$

Hence $B^{(k)}(t) \in\left(\mathcal{S}_{p}\right)^{*}$ for any $p>\frac{5}{12}+\frac{k-1}{2}$.

Example 3.2.3 The renormalization : $\dot{B}(t)^{n}$ : is a generalized function in $(\mathcal{S})^{*}$ given by : $\dot{B}(t)^{n}:=I_{n}\left(\delta_{t}^{\otimes n}\right)$ and

$$
\left\|: \dot{B}(t)^{n}:\right\|_{-p}=\sqrt{n!}\left|\delta_{t}\right|_{-p}^{n}
$$

Hence the generalized function : $\dot{B}(t)^{n}:$ belongs to the space $\left(\mathcal{S}_{p}\right)^{*}$ for any $p>\frac{5}{12}$.
Example 3.2.4 The renormalization $\mathcal{N} e^{\dot{B}(t)}$ is given by

$$
\mathcal{N} e^{\dot{B}(t)}=\sum_{n=0}^{\infty} \frac{1}{n!} I_{n}\left(\delta_{t}^{\otimes n}\right)
$$

Hence by Equation (3.2.6), we have

$$
\left\|\mathcal{N} e^{\dot{B}(t)}\right\|_{-p}=\left(\sum_{n=0}^{\infty} n!\frac{1}{(n!)^{2}}\left|\delta_{t}\right|_{-p}^{2 n}\right)^{1 / 2}=\exp \left[\frac{1}{2}\left|\delta_{t}\right|_{-p}^{2}\right] .
$$

Therefore, $\mathcal{N} e^{\dot{B}(t)}$ is a generalized function in the space $\left(\mathcal{S}_{p}\right)^{*}$ for any $p>\frac{5}{12}$.
Example 3.2.5 (Donsker's delta function) The Dirac delta function $\delta_{a}$ at a has the following expansion in the distribution sense (page 357 in [40])

$$
\delta_{a}(x)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{a^{2}}{2 \sigma^{2}}} \sum_{n=0}^{\infty} \frac{1}{n!\sigma^{2 n}}: a^{n}:_{\sigma^{2}}: x^{n}: \sigma^{2}
$$

where $: x^{n}: \sigma^{2}$ is the Hermite polynomial of order $n$ with parameter defined by

$$
: x^{n}:_{\sigma^{2}}=\left(-\sigma^{2}\right)^{n} e^{x^{2} / 2 \sigma^{2}} D_{x}^{n} e^{-x^{2} / 2 \sigma^{2}}
$$

For more information on: $x^{n}: \sigma^{2}$, see page 354 in [40]. Put $x=B(t)$ and $\sigma^{2}=t$ to get Donsker's delta function $\delta_{a}(B(t))$ represented by

$$
\begin{aligned}
\delta_{a}(B(t)) & =\frac{1}{\sqrt{2 \pi t}} e^{-\frac{a^{2}}{2 t}} \sum_{n=0}^{\infty} \frac{1}{n!t^{n}}: a^{n}:_{t}: B(t)^{n}:_{t} \\
& =\frac{1}{\sqrt{2 \pi t}} e^{-\frac{a^{2}}{2 t}} \sum_{n=0}^{\infty} \frac{1}{n!t^{n}}: a^{n}:_{t} I_{n}\left(1_{[0, t)}^{\otimes n}\right) .
\end{aligned}
$$

See pages 64 and 357 in [40]. Thus Donsker's delta function is a generalized function in $(\mathcal{S})^{*}$. Actually, we can use the following facts to show that $\delta_{a}(B(t)) \in\left(\mathcal{S}_{p}\right)^{*}$ for any $p>\frac{1+t}{2}$ :
(1) (page 353 in [40]) Let $e_{n}$ be the Hermite function of order $n \geq 0$ defined by

$$
e_{n}(x)=\frac{1}{\sqrt{\sqrt{\pi} 2^{n} n!}} H_{n}(x) e^{-x^{2} / 2}
$$

where $H_{n}(x)=(-1)^{n} e^{x^{2}} D_{x}^{n} e^{-x^{2}}$. Then the set $\left\{e_{n} ; n \geq 0\right\}$ is an orthonormal basis for $L^{2}(\mathbf{R})$.
(2) (page 354 in [40]) $A e_{n}=(2 n+2) e_{n}, n \geq 0$. $\left(A=-d^{2} / d x^{2}+x^{2}+1\right)$.
(3) (page 355 in [40]) $\sup _{\sigma>0, x \in \mathbf{R}}\left|\frac{1}{\sqrt{n!} \sigma^{n}}: x^{n}: \sigma^{2} e^{-x^{2} / 4 \sigma^{2}}\right|=O\left(n^{-1 / 12}\right)$.

Example 3.2.6 Let $\xi \in \mathcal{S}(\mathbf{R})$. The renormalized exponential function $: e^{\langle\cdot, \xi\rangle}$ : is defined by

$$
: e^{\langle\cdot, \xi\rangle}:=\sum_{n=0}^{\infty} \frac{1}{n!} I_{n}\left(\xi^{\otimes n}\right)
$$

For any integer $p \geq 0$, by Equation (3.2.5),

$$
\left\|: e^{\langle\cdot, \xi\rangle}:\right\|_{p}^{2}=\sum_{n=0}^{\infty} n!\frac{1}{(n!)^{2}}|\xi|_{p}^{2 n}=\exp \left[|\xi|_{p}^{2}\right]
$$

Since $\xi \in \mathcal{S}(\mathbf{R}),|\xi|_{p}<\infty$ for all $p \geq 0$. Hence $\left\|: e^{(r, \xi\rangle}:\right\|_{p}<\infty$ for all $p \geq 0$. Therefore, $: e^{\langle\cdot, \xi\rangle}$ : is a test function in $(\mathcal{S})$ for any $\xi \in \mathcal{S}(\mathbf{R})$.

### 3.3 General spaces of test and generalized functions

### 3.3.1 Abstract white noise space

As we mentioned In 12.2.2, T. Hida used the white noise space $\left(\mathcal{S}^{\prime}(\mathbf{R}), \mu\right)$ when he introduced the theory of white noise in 1975. Later on in 1980, I. Kubo and S. Takenaka [33] constructed the spaces of test and generalized functions defined on a general base space. We now describe this base space.

Let $\mathcal{E}$ be a real topological vector space with topology generated by a sequence of inner product norms $\left\{|\cdot|_{p}\right\}_{p=0}^{\infty}$. Assume that $\mathcal{E}$ is complete with respect to the metric defined by

$$
d(\xi, \eta)=\sum_{p=0}^{\infty} 2^{-p} \frac{|\xi-\eta|_{p}}{1+|\xi-\eta|_{p}}
$$

Let $\mathcal{E}_{p}$ be the completion of $\mathcal{E}$ with respect to the norm $|\cdot|_{p}$. Then $\mathcal{E}_{p}$ is a Hilbert space with norm $|\cdot|_{p}$.

We impose the following conditions on the sequence of norms $\left\{|\cdot|_{p}\right\}_{p=0}^{\infty}$ :
(a) There exists a constant $0<\rho<1$ such that for any $p \geq 0$,

$$
|\cdot|_{0} \leq \rho|\cdot|_{1} \leq \rho^{2}|\cdot|_{2} \leq \cdots \leq \rho^{p}|\cdot|_{p} \leq \cdots
$$

(b) For any $p \geq 0$, there exists some $q \geq p$ such that the inclusion mapping $i_{q, p}: \mathcal{E}_{q} \hookrightarrow \mathcal{E}_{p}$ is a Hilbert-Schmidt operator.

Conditions (a) and (b) imply that $\lim _{q \rightarrow \infty}\left\|i_{q, p}\right\|_{H S}=0$. Condition (b) says that $\mathcal{E}$ is a nuclear space. By identifying $\mathcal{E}_{0}$ with its dual space we get a Gel'fand triple

$$
\mathcal{E} \subset \mathcal{E}_{0} \subset \mathcal{E}^{\prime}
$$

where $\mathcal{E}^{\prime}$ is the dual space of $\mathcal{E}$.
By the Minlos theorem there exists a unique probability measure $\mu$ on $\mathcal{E}^{\prime}$ such that

$$
\int_{\mathcal{E}^{\prime}} e^{i\langle x, \xi\rangle} d \mu(x)=e^{-\frac{1}{2}|\xi|_{0}^{2}}, \quad \xi \in \mathcal{E}
$$

The probability space $\left(\mathcal{E}^{\prime}, \mu\right)$ is called an abstract white noise space.

Example 3.3.1 Take $\mathcal{E}=\mathcal{S}(\mathbf{R})$ and $|\xi|_{p}=\left|A^{p} \xi\right|_{0}$. Here $A=-d^{2} / d x^{2}+x^{2}+1$ and $|\cdot|_{0}$ is the $L^{2}(\mathbf{R})$-norm. Then $\mathcal{E}$ satisfies the above conditions (a) and (b) with $\rho=1 / 2$. The white noise space $\mathcal{E}^{\prime}$ is $\mathcal{S}^{\prime}(\mathbf{R})$ given in 12.2.2.

Example 3.3.2 Take a real Hilbert space $H$ with norm $|\cdot|_{0}$. Let $\left\{e_{n} ; n \geq 1\right\}$ be an orthonormal basis for $H$. Define a linear operator $T$ on $H$ by $A e_{n}=\lambda_{n} e_{n}$ with eigenvalues satisfying the conditions:
(1) $1<\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n} \leq \cdots$
(2) $\sum_{n=1}^{\infty} \lambda_{n}^{-a}<\infty$ for some positive constant $a$.

For an integer $p \geq 0$, let $\mathcal{H}_{p}$ be the domain of the operator $T$. Then $\mathcal{H}_{p}$ is a Hilbert space with norm $|u|_{p}=|T u|_{0}$. Let $\mathcal{H}=\cap_{p \geq 0} \mathcal{H}_{p}$ with topology generated by the sequence of norms $\left\{|\cdot|_{p}\right\}_{p=0}^{\infty}$. Then $\mathcal{H}$ satisfies the above conditions (a) and (b) with $\rho=1 / \lambda_{1}$. The resulting white noise space $\mathcal{H}^{\prime}$ is used in [40].

### 3.3.2 Wick tensors

Let $\left(\mathcal{E}^{\prime}, \mu\right)$ be an abstract white noise space and $\mathcal{E} \subset \mathcal{E}_{0} \subset \mathcal{E}^{\prime}$ the associated Gel'fand triple. We will use the subindex $c$ to denote the complexification of a real vector space. The same notation $\langle x, \xi\rangle$ will be used to denote the bilinear pairing of $x \in \mathcal{E}^{\prime}$ and $\xi \in \mathcal{E}_{c}$.

The Wick tensor : $x^{\otimes n}$ : of an element $x$ in $\mathcal{E}^{\prime}$ is defined by

$$
: x^{\otimes n}:=\sum_{k=0}^{[n / 2]}\binom{n}{2 k}(2 k-1)!!(-1)^{k} x^{\otimes(n-2 k)} \widehat{\otimes} \tau^{\otimes k}
$$

where $\tau$ is the trace operator, i.e., $\langle\tau, \xi \otimes \eta\rangle=\langle\xi, \eta\rangle$ for $\xi, \eta \in \mathcal{E}_{c}$.
The definition of Wick tensor is motivated by the following well-known formula for Hermite polynomials with parameter $\sigma^{2}$ :

$$
: x^{n}:_{\sigma^{2}}=\sum_{k=0}^{[n / 2]}\binom{n}{2 k}(2 k-1)!!\left(-\sigma^{2}\right)^{k} x^{n-2 k}
$$

Let $f \in \mathcal{E}_{0, c}^{\widehat{\otimes} n},\left(\mathcal{E}_{0, c}\right.$ denotes the complexification of $\left.\mathcal{E}_{0}.\right)$ The bilinear pairing $\left\langle: x^{\otimes n}:, f\right\rangle$ is defined for $\mu$-a.e. on $\mathcal{E}^{\prime}$ and the equality $\left\langle: .{ }^{\otimes n}:, f\right\rangle=I_{n}(f)$ holds (see Theorem 5.4 in [40].)

For simplicity, we will use $\left(L^{2}\right)$ to denote the space $L^{2}\left(\mathcal{E}^{\prime}, \mu\right)$. Let $\varphi \in\left(L^{2}\right)$. The Wiener-Itô decomposition of $\varphi$ can be written in terms of Wick tensors as

$$
\begin{equation*}
\varphi(x)=\sum_{n=0}^{\infty}\left\langle: x^{\otimes n}:, f_{n}\right\rangle, \quad f_{n} \in \mathcal{E}_{0, c}^{\widehat{\otimes} n} \tag{3.3.7}
\end{equation*}
$$

Moreover, the $\left(L^{2}\right)$-norm of $\varphi$ is given by

$$
\|\varphi\|_{0}=\left(\sum_{n=0}^{\infty} n!\left|f_{n}\right|_{0}^{2}\right)^{1 / 2}
$$

The use of Wick tensors (rather than multiple Wiener integrals) in Equation (3.3.7) has some advantages. The dependence of $x \in \mathcal{E}^{\prime}$ in the expansion is very precise. The calculation involving the expansion can be easily manipulated.

Let $\xi \in \mathcal{E}_{0, c}$. We define the renormalized exponential function $: e^{\langle x, \xi\rangle}$ : by

$$
: e^{\langle x, \xi\rangle}:=e^{\langle x, \xi\rangle-\frac{1}{2}\langle\xi, \xi\rangle}
$$

To find the Wiener-Ito decomposition of : $e^{\langle x, \xi\rangle}$ :, note that the generating function of the Hermite polynomials is given by

$$
\exp \left[t u-\frac{1}{2} \sigma^{2} t^{2}\right]=\sum_{n=0}^{\infty} \frac{t^{n}}{n!}: u^{n}: \sigma^{2} .
$$

(See page 354 in [40].) Put $t=1, u=\langle x, h\rangle, \sigma^{2}=|h|_{0}^{2}\left(h \in \mathcal{E}_{0}\right)$ to get

$$
\exp \left[\langle x, h\rangle-\frac{1}{2}|h|_{0}^{2}\right]=\sum_{n=0}^{\infty} \frac{1}{n!}:\langle x, h\rangle^{n}:|h|_{0}^{2} .
$$

But : $\langle x, h\rangle^{n}:_{|h|_{0}^{2}}=\left\langle: x^{\otimes n}:, h^{\otimes n}\right\rangle$ (see Theorem 5.4 in [40].) Hence

$$
\exp \left[\langle x, h\rangle-\frac{1}{2}|h|_{0}^{2}\right]=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: x^{\otimes n}:, h^{\otimes n}\right\rangle
$$

Now, we can replace $h$ by $\xi \in \mathcal{E}_{0, c}$ and $|h|_{0}^{2}$ by $\langle\xi, \xi\rangle$ in this equation to get the Wiener-Ito decomposition of : $e^{\langle x, \xi\rangle}$,

$$
\begin{equation*}
: e^{\langle x, \xi\rangle}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: x^{\otimes n}:, \xi^{\otimes n}\right\rangle \tag{3.3.8}
\end{equation*}
$$

From this equality we can easily find the $\left(L^{2}\right)$-norm of $: e^{\langle\cdot, \xi\rangle}$ :

$$
\left\|: e^{\langle\cdot, \xi\rangle}:\right\|_{0}=\exp \left[\frac{1}{2}|\xi|_{0}^{2}\right] .
$$

### 3.3.3 Hida-Kubo-Takenaka space

Let $\varphi \in\left(L^{2}\right)$ be represented by Equation (3.3.7). For each integer $p \geq 0$, define

$$
\begin{equation*}
\|\varphi\|_{p}=\left(\sum_{n=0}^{\infty} n!\left|f_{n}\right|_{p}^{2}\right)^{1 / 2} \tag{3.3.9}
\end{equation*}
$$

Let $\left(\mathcal{E}_{p}\right)=\left\{\varphi \in\left(L^{2}\right) ;\|\varphi\|_{p}<\infty\right\}$. Then $\left(\mathcal{E}_{p}\right)$ is a Hilbert space with norm $\|\cdot\|_{p}$. Let $(\mathcal{E})$ be the projective limit of the family $\left\{\left(\mathcal{E}_{p}\right) ; p \geq 0\right\}$. Note that $\left(\mathcal{E}_{0}\right)=\left(L^{2}\right)$. Let $(\mathcal{E})^{*}$ be the dual space of $(\mathcal{E})$. By identifying ( $L^{2}$ ) with its dual space, we get the following Gel'fand triple

$$
(\mathcal{E}) \subset\left(L^{2}\right) \subset(\mathcal{E})^{*}
$$

This Gel'fand triple is often referred to as the Hida-Kubo-Takenaka space.
Let $\left(\mathcal{E}_{p}\right)^{*}$ be the dual space of $\left(\mathcal{E}_{p}\right)$. Then we have continuous inclusion mappings for any $q \geq p$,

$$
(\mathcal{E}) \hookrightarrow\left(\mathcal{E}_{q}\right) \hookrightarrow\left(\mathcal{E}_{p}\right) \hookrightarrow\left(L^{2}\right) \hookrightarrow\left(\mathcal{E}_{p}\right)^{*} \hookrightarrow\left(\mathcal{E}_{q}\right)^{*} \hookrightarrow(\mathcal{E})^{*} .
$$

Note that $(\mathcal{E})^{*}=\cup_{p \geq 0}\left(\mathcal{E}_{p}\right)^{*}$ and for each $p \geq 0,\left(\mathcal{E}_{p}\right)^{*}$ is the completion of $\left(L^{2}\right)$ with respect to the norm $\|\cdot\|_{-p}^{-}$

$$
\begin{equation*}
\|\varphi\|_{-p}=\left(\sum_{n=0}^{\infty} n!\left|f_{n}\right|_{-p}^{2}\right)^{1 / 2} \tag{3.3.10}
\end{equation*}
$$

where we use the same notation $|\cdot|_{-p}$ to denote the norm on $\mathcal{E}_{p, c}^{\prime}$ and its $n$th symmetric tensor product space for any $n$.

Example 3.3.3 Let $\xi \in \mathcal{E}_{c}$ and consider the renormalized exponential function

$$
: e^{\langle\cdot, \xi\rangle}:=e^{\langle\cdot, \xi\rangle-\frac{1}{2}\langle\xi, \xi\rangle}=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: \cdot{ }^{\otimes n}:, \xi^{\otimes n}\right\rangle
$$

We can use Equation (3.3.9) to check that for any $p \geq 0$,

$$
\begin{equation*}
\left\|: e^{\langle, \xi\rangle}:\right\|_{p}=\exp \left[\frac{1}{2}|\xi|_{p}^{2}\right] \tag{3.3.11}
\end{equation*}
$$

It follows that $: e^{\langle,, \xi\rangle}: \in(\mathcal{E})$ for any $\xi \in \mathcal{E}_{c}$.
Example 3.3.4 Let $y \in \mathcal{E}_{c}^{\prime}$. Being motivated by the equality in Equation (3.3.8), we define the renormalized exponential function $: e^{\langle\cdot, y\rangle}$ : by

$$
: e^{\langle\cdot, y\rangle}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: . \otimes n:, y^{\otimes n}\right\rangle
$$

Since $\mathcal{E}_{c}^{\prime}=\cup_{p \geq 0} \mathcal{E}_{p, c}^{\prime}$, there exists some $p \geq 0$ such that $y \in \mathcal{E}_{p, c}^{\prime}$ and so $|y|_{-p}<\infty$. We can use Equation (3.3.10) to find that

$$
\begin{equation*}
\left\|: e^{(\cdot, y)}:\right\|_{-p}=\exp \left[\frac{1}{2}|y|_{-p}^{2}\right] \tag{3.3.12}
\end{equation*}
$$

This shows that $: e^{(\cdot, y)}: \in(\mathcal{E})^{*}$ for any $y \in \mathcal{E}_{c}^{\prime}$.

### 3.3.4 Kondratiev-Streit space

Let $0 \leq \beta<1$ be a fixed number. For $\varphi \in\left(L^{2}\right)$ being represented by Equation (3.3.7) and an integer $p \geq 0$, define

$$
\begin{equation*}
\|\varphi\|_{p, \beta}=\left(\sum_{n=0}^{\infty}(n!)^{1+\beta}\left|f_{n}\right|_{p}^{2}\right)^{1 / 2} \tag{3.3.13}
\end{equation*}
$$

Let $\left(\mathcal{E}_{p}\right)_{\beta}=\left\{\varphi \in\left(L^{2}\right) ;\|\varphi\|_{p, \beta}<\infty\right\}$. Then $\left(\mathcal{E}_{p}\right)_{\beta}$ is a Hilbert space with norm $\|\cdot\|_{p, \beta}$. Let $(\mathcal{E})_{\beta}$ be the projective limit of the family $\left\{\left(\mathcal{E}_{p}\right)_{\beta} ; p \geq 0\right\}$. Note that $\left(\mathcal{E}_{0}\right)_{\beta} \neq\left(L^{2}\right)$ unless $\beta=0$. But we do have $\left(\mathcal{E}_{0}\right)_{\beta} \subset\left(L^{2}\right)$. Let $(\mathcal{E})_{\beta}^{*}$ be the dual space of $(\mathcal{E})_{\beta}$. Then we have the following Gel'fand triple

$$
(\mathcal{E})_{\beta}^{\prime} \subset\left(L^{2}\right) \subset(\mathcal{E})_{\beta}^{*} .
$$

This triple was introduced in [30] [31] and is called the Kondratiev-Streit space.

Let $\left(\mathcal{E}_{p}\right)_{\beta}^{*}$ be the dual space of $\left(\mathcal{E}_{p}\right)_{\beta}$. Then we have continuous inclusion mappings for any $q \geq p$,

$$
(\mathcal{E})_{\beta} \hookrightarrow\left(\mathcal{E}_{q}\right)_{\beta} \hookrightarrow\left(\mathcal{E}_{p}\right)_{\beta} \hookrightarrow\left(L^{2}\right) \hookrightarrow\left(\mathcal{E}_{p}\right)_{\beta}^{*} \hookrightarrow\left(\mathcal{E}_{q}\right)_{\beta}^{*} \hookrightarrow(\mathcal{E})_{\beta}^{*}
$$

When $\beta=0$, we have $(\mathcal{E})_{0}=(\mathcal{E})$. Moreover, for any $0 \leq \beta<1$,

$$
(\mathcal{E})_{\beta} \subset(\mathcal{E}) \subset\left(L^{2}\right) \subset(\mathcal{E})^{*} \subset(\mathcal{E})_{\beta}^{*}
$$

Note that $(\mathcal{E})_{\beta}^{*}=\cup_{p \geq 0}\left(\mathcal{E}_{p}\right)_{\beta}^{*}$ and for each $p \geq 0,\left(\mathcal{E}_{p}\right)_{\beta}^{*}$ is the completion of $\left(L^{2}\right)$ with respect to the norm $\|\cdot\|_{-p,-\beta}$

$$
\begin{equation*}
\|\varphi\|_{-p,-\beta}=\left(\sum_{n=0}^{\infty}(n!)^{1-\beta}\left|f_{n}\right|_{-p}^{2}\right)^{1 / 2} \tag{3.3.14}
\end{equation*}
$$

Example 3.3.5 The renormalized exponential function $: e^{\langle(, \xi\rangle}$ : is a test function in $(\mathcal{E})_{\beta}$ for any $\xi \in \mathcal{E}$. By Equation (3.3.13), we have

$$
\begin{equation*}
\left\|: e^{(\cdot, \xi\rangle}:\right\|_{p, \beta}=\left(\sum_{n=0}^{\infty} \frac{1}{(n!)^{1-\beta}}|\xi|_{p}^{2 n}\right)^{1 / 2} \tag{3.3.15}
\end{equation*}
$$

Example 3.3.6 The function $: e^{\langle\cdot, y\rangle}$ : is a generalized function in $(\mathcal{E})_{\beta}^{*}$ for any $y \in \mathcal{E}_{c}^{\prime}$. By Equation (3.3.14) we have

$$
\begin{equation*}
\left\|: e^{\langle\cdot, y\rangle}:\right\|_{-p,-\beta}=\left(\sum_{n=0}^{\infty} \frac{1}{(n!)^{1+\beta}}|y|_{-p}^{2 n}\right)^{1 / 2} \tag{3.3.16}
\end{equation*}
$$

The next example shows that $(\mathcal{E})^{*}$ is a proper subspace of $(\mathcal{E})_{\beta}^{*}$ for $0<\beta<1$. Later on we will give a more interesting example to show the need to study the Kondratiev-Streit space.

Example 3.3.7 Let $0<\beta<1$. Take a nonzero $x \in \mathcal{E}^{\prime}$ and define the function

$$
\Phi=\sum_{n=0}^{\infty}(n!)^{\frac{\beta-2}{4}}\left\langle: . \otimes n:, x^{\otimes n}\right\rangle
$$

It is easy to check that $\|\Phi\|_{-p}=\infty$ for all $p \geq 0$. Hence $\Phi \notin(\mathcal{E})^{*}$. On the other hand, $\Phi \in(\mathcal{E})_{\beta}^{*}$. In fact, $\Phi \in\left(\mathcal{E}_{p}\right)_{\beta}^{*}$ if $x \in \mathcal{E}_{p}^{\prime}$.

### 3.3.5 Cochran-Kuo-Sengupta space

Let $\{\alpha(n)\}_{n=0}^{\infty}$ be a sequence of real numbers satisfying the conditions:
(A1) $\alpha(0)=1$ and $\inf _{n \geq 0} \alpha(n) \sigma^{n}>0$ for some $\sigma \geq 1$.
(A2) $\lim _{n \rightarrow \infty}\left(\frac{\alpha(n)}{n!}\right)^{1 / n}=0$.
In [14] a stronger condition $\inf _{n \geq 0} \alpha(n)>0$ is assumed. But the weaker condition $\inf _{n \geq 0} \alpha(n) \sigma^{n}>0$ for some $\sigma \geq 1$ is good enough to get a Gel'fand triple. This condition was introduced in [7].

Let $\varphi \in\left(L^{2}\right)$ be represented by Equation (3.3.7) and $p \geq 0$ an integer, define

$$
\begin{equation*}
\|\varphi\|_{p, \alpha}=\left(\sum_{n=0}^{\infty} n!\alpha(n)\left|f_{n}\right|_{p}^{2}\right)^{1 / 2} \tag{3.3.17}
\end{equation*}
$$

Let $\left[\mathcal{E}_{p}\right]_{\alpha}=\left\{\varphi \in\left(L^{2}\right) ;\|\varphi\|_{p, \alpha}<\infty\right\}$. Then $\left[\mathcal{E}_{p}\right]_{\alpha}$ is a Hilbert space with norm $\|\cdot\|_{p, \alpha}$. Let $[\mathcal{E}]_{\alpha}$ be the projective limit of the family $\left\{\left[\mathcal{E}_{p}\right]_{\alpha} ; p \geq 0\right\}$.

Note that by condition (a) in 12.3.17 and condition (A1),

$$
\begin{array}{rc}
\sum_{n=0}^{\infty} n!\alpha(n)\left|f_{n}\right|_{p}^{2} & \geq \sum_{n=0}^{\infty} n!\alpha(n) \rho^{-2 p n}\left|f_{n}\right|_{0}^{2} \\
& =\sum_{n=0}^{\infty} n!\left(\alpha(n) \sigma^{n}\right) \sigma^{-n} \rho^{-2 p n}\left|f_{n}\right|_{0}^{2} \\
\geq \inf _{n \geq 0}\left(\alpha(n) \sigma^{n}\right) \sum_{n=0}^{\infty} n!\sigma^{-n} \rho^{-2 p n}\left|f_{n}\right|_{0}^{2}
\end{array}
$$

Choose large $p$ so that $p \geq(-2 \log \rho)^{-1} \log \sigma$. Then we have $\sigma^{-1} \rho^{-2 p} \geq 1$ and so

$$
\sum_{n=0}^{\infty} n!\alpha(n)\left|f_{n}\right|_{p}^{2} \geq \inf _{n \geq 0}\left(\alpha(n) \sigma^{n}\right) \sum_{n=0}^{\infty} n!\left|f_{n}\right|_{0}^{2}
$$

This implies that $\left[\mathcal{E}_{p}\right]_{\alpha} \subset\left(L^{2}\right)$ for all $p \geq(-2 \log \rho)^{-1} \log \sigma$. Hence $[\mathcal{E}]_{\alpha} \subset\left(L^{2}\right)$. Let $[\mathcal{E}]_{\alpha}^{*}$ be the dual space of $[\mathcal{E}]_{\alpha}$. Then we have a Gel'fand triple

$$
[\mathcal{E}]_{\alpha} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{\alpha}^{*}
$$

This triple was introduced in [14] and is called the Cochran-Kuo-Sengupta space.
Let $\left[\mathcal{E}_{p}\right]_{\alpha}^{*}$ be the dual space of $\left[\mathcal{E}_{p}\right]_{\alpha}$. For $p \geq(-2 \log \rho)^{-1} \log \sigma,\left[\mathcal{E}_{p}\right]_{\alpha}^{*}$ is the completion of $\left(L^{2}\right)$ with respect to the norm $\|\cdot\|_{-p, 1 / \alpha}$ defined by

$$
\begin{equation*}
\|\varphi\|_{-p, 1 / \alpha}=\left(\sum_{n=0}^{\infty} \frac{n!}{\alpha(n)}\left|f_{n}\right|_{-p}^{2}\right)^{1 / 2} \tag{3.3.18}
\end{equation*}
$$

When $\alpha(n)=1$ for all $n$, the associated triple is the Hida-Kubo-Takenaka space. When $\alpha(n)=(n!)^{\beta}$, the associated triple is the Kondratiev-Streit space. Moreover, we have

$$
\begin{equation*}
[\mathcal{E}]_{\alpha} \subset(\mathcal{E}) \subset\left(L^{2}\right) \subset(\mathcal{E})^{*} \subset[\mathcal{E}]_{\alpha}^{*} \tag{3.3.19}
\end{equation*}
$$

Example 3.3.8 The renormalized exponential function $: e^{(\cdot, \xi)}:$ is a test function in $[\mathcal{E}]_{\alpha}$ for any $\xi \in \mathcal{E}_{c}$. By Equation (3.3.17), we have

$$
\begin{equation*}
\left\|: e^{\langle, \xi\rangle}:\right\|_{p, \alpha}=\left(\sum_{n=0}^{\infty} \frac{\alpha(n)}{n!}|\xi|_{p}^{2 n}\right)^{1 / 2} \tag{3.3.20}
\end{equation*}
$$

Note that condition (A2) implies that the series converges.
Example 3.3.9 For any $y \in \mathcal{E}_{c}^{\prime}$, the renormalized exponential function : $e^{\langle\cdot, y\rangle}$ : is a generalized function in $[\mathcal{E}]_{\alpha}^{*}$. By Equation (3.3.18) we have

$$
\begin{equation*}
\left\|: e^{\langle\cdot, y\rangle}:\right\|_{-p, 1 / \alpha}=\left(\sum_{n=0}^{\infty} \frac{1}{n!\alpha(n)}|y|_{-p}^{2 n}\right)^{1 / 2} \tag{3.3.21}
\end{equation*}
$$

It can be easily checked from condition (A1) that the series converges.

Example 3.3.10 Consider the following sequence

$$
\begin{equation*}
\alpha(n)=\frac{n!}{(\log (n+2))^{n}}, \quad n \geq 0 \tag{3.3.22}
\end{equation*}
$$

Conditions (A1) and (A2) can be easily checked. Take a nonzero $x \in \mathcal{E}^{\prime}$ and define the function

$$
\Phi=\sum_{n=0}^{\infty} e^{-n \log \log (n+2)}\left\langle: \cdot \otimes n:, x^{\otimes n}\right\rangle
$$

This function defines a generalized function in $[\mathcal{E}]_{\alpha}^{*}$ for the sequence in Equation (3.3.22). However, it does not belong to any of the Kondratiev-Streit spaces $(\mathcal{E})_{\beta}^{*}$.

## Example 3.3.11 (Bell numbers and Bell number spaces)

Let $\exp _{k}$ be the $k$ th iteration of the exponential function, i.e.,

$$
\exp _{k}(x)=\underbrace{\exp (\exp \cdots(\exp (x)))}_{k-\text { times }}
$$

This function has the Taylor series expansion

$$
\exp _{k}(x)=\sum_{n=0}^{\infty} \frac{B_{k}(n)}{n!} x^{n}
$$

The Bell numbers of order $k$ are the numbers defined by

$$
\begin{equation*}
b_{k}(n)=\frac{B_{k}(n)}{\exp _{k}(0)}, \quad n \geq 0 \tag{3.3.23}
\end{equation*}
$$

The Bell numbers $\left\{b_{2}(n)\right\}_{n=0}^{\infty}$ of order 2 are usually called the Bell numbers. The first few of them are $1,1,2,5,15,52,203$.

The Bell numbers of any order obviously satisfy conditions (A1) and (A2). The associated Gel'fand triple

$$
[\mathcal{E}]_{b_{k}} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{b_{k}}^{*}
$$

is called the Bell number space of order $k$. It can be easily checked that for any $k \geq 2$ and $0 \leq \beta<1$,

$$
[\mathcal{E}]_{b_{k}} \subset(\mathcal{E})_{\beta} \subset\left(L^{2}\right) \subset(\mathcal{E})_{\beta}^{*} \subset[\mathcal{E}]_{b_{k}}^{*}
$$

### 3.4 Continuous versions and analytic extensions

### 3.4.1 Continuous versions

In this section we study test functions in the Hida-Kubo-Takenaka space

$$
(\mathcal{E}) \subset\left(L^{2}\right) \subset(\mathcal{E})^{*}
$$

Since $(\mathcal{E})$ is defined as the projective limit of $\left\{\left(\mathcal{E}_{p}\right) ; p \geq 0\right\}$, a test function in $(\mathcal{E})$ is defined only $\mu$-a.e.

A fundamental fact due to Kubo and Yokoi [37] says that every test function in ( $\mathcal{E}$ ) has a unique continuous version. We give an intuitive explanation of this fact. For the complete proof, see the book [40]. Let $\varphi \in(\mathcal{E})$. Then $\varphi \in\left(L^{2}\right)$ and by Equation (3.3.7)

$$
\varphi=\sum_{n=0}^{\infty}\left\langle:{ }^{\otimes n}:, f_{n}\right\rangle, \quad \mu-a . e .
$$

Note that $\|\varphi\|_{p}<\infty$ for all $p \geq 0$. Hence for each $n,\left|f_{n}\right|_{p}<\infty$ for all $p \geq 0$ and so $f_{n} \in \mathcal{E}_{c}^{\widehat{\otimes} n}$. Therefore, the pairing $\left\langle: x^{\otimes n}:, f_{n}\right\rangle$ is defined for all $x \in \mathcal{E}$. For each $x \in \mathcal{E}^{\prime}$, define

$$
\widetilde{\varphi}(x)=\sum_{n=0}^{\infty}\left\langle: x^{\otimes n}:, f_{n}\right\rangle .
$$

By Proposition 6.1 in [40] this series converges absolutely for each $x \in \mathcal{E}^{\prime}$. Moreover, by Theorem 6.4 in [40], $\widetilde{\varphi}$ is a continuous function on $\mathcal{E}^{\prime}$. The function $\widetilde{\varphi}$ is a version of $\varphi$. Thus we have the next theorem.

Theorem 3.4.1 Every test function in $(\mathcal{E})$ has a unique continuous version.
From now on a test function in $(\mathcal{E})$ is understood to be its continuous version. Hence it can be represented pointwise for $x \in \mathcal{E}^{\prime}$ as

$$
\begin{equation*}
\varphi(x)=\sum_{n=0}^{\infty}\left\langle: x^{\otimes n}:, f_{n}\right\rangle, \quad f_{n} \in \mathcal{E}_{c}^{\widehat{\otimes} n} \tag{3.4.24}
\end{equation*}
$$

Now, let $x \in \mathcal{E}^{\prime}$ be fixed. Define a linear functional $T$ on $(\mathcal{E})$ by

$$
\begin{equation*}
T(\varphi)=\varphi(x), \quad \varphi \in(\mathcal{E}) \tag{3.4.25}
\end{equation*}
$$

It follows from Equation (3.4.24) that

$$
|T(\varphi)| \leq \sum_{n=0}^{\infty}\left|f_{n}\right|_{p}\left|: x^{\otimes n}:\right|_{-p}
$$

Write $\left|f_{n}\right|_{p}\left|: x^{\otimes n}:\right|_{-p}$ as $\left(\sqrt{n!}\left|f_{n}\right|_{p}\right)\left(\left|: x^{\otimes n}:\right|_{-p} / \sqrt{n!}\right)$ and then apply the Schwarz inequality to get

$$
\begin{gathered}
|T(\varphi)| \leq\left(\sum_{n=0}^{\infty} n!\left|f_{n}\right|_{p}^{2}\right)^{1 / 2}\left(\sum_{n=0}^{\infty} \frac{1}{n!}\left|: x^{\otimes n}:\right|_{-p}^{2}\right)^{1 / 2} \\
=\|\varphi\|_{p}\left(\sum_{n=0}^{\infty} \frac{1}{n!}\left|: x^{\otimes n}:\right|_{-p}^{2}\right)^{1 / 2}
\end{gathered}
$$

By Lemma 7.10 in [40], we have the inequality

$$
\left|: x^{\otimes n}:\right|_{-p} \leq \sqrt{n!}\left(|x|_{-p}+|\tau|_{-p}^{1 / 2}\right)^{n}
$$

where $\tau$ is the trace operator (see 12.3.18.) Therefore,

$$
\begin{equation*}
|T(\varphi)| \leq\|\varphi\|_{p}\left(\sum_{n=0}^{\infty}\left(|x|_{-p}+|\tau|_{-p}^{1 / 2}\right)^{2 n}\right)^{1 / 2} \tag{3.4.26}
\end{equation*}
$$

Note that $\lim _{p \rightarrow \infty}|x|_{-p}=0$ and $\lim _{p \rightarrow \infty}|\tau|_{-p}=0$. Hence we can choose large $p$ such that $|x|_{-p}+|\tau|_{-p}^{1 / 2}<1$. Then the series in Equation (3.4.26) is convergent. Thus $T$ is a continuous linear functional on $(\mathcal{E})$.

The continuous linear functional $T$ defined by Equation (3.4.25) is called Kubo-Yokoi delta functional at $x$. This functional, denoted by $\widetilde{\delta}_{x}$, is a generalized function in the space $(\mathcal{E})^{*}$.

Suppose the Wiener-Itô decomposition of $\widetilde{\delta}_{x}$ is given by

$$
\begin{equation*}
\widetilde{\delta}_{x}=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes n:, F_{n}\right\rangle \tag{3.4.27}
\end{equation*}
$$

From Equations (3.4.24) and (3.4.27),

$$
\begin{equation*}
\varphi(x)=\left\langle\left\langle\widetilde{\delta}_{x}, \varphi\right\rangle\right\rangle=\sum_{n=0}^{\infty} n!\left\langle F_{n}, f_{n}\right\rangle \tag{3.4.28}
\end{equation*}
$$

Upon comparing Equations (3.4.24) and (3.4.28) we see that $F_{n}$ is given by

$$
F_{n}=\frac{1}{n!}: x^{\otimes n}:, \quad n \geq 0
$$

Thus we have proved the following theorem.
Theorem 3.4.2 The Kubo-Yokoi delta function $\widetilde{\delta}_{x}$ at $x \in \mathcal{E}^{\prime}$ is a generalized function in $(\mathcal{E})^{*}$. It has the Wiener-Itô decomposition

$$
\widetilde{\delta}_{x}=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle::^{\otimes n}:,: x^{\otimes n}:\right\rangle
$$

By Theorem 7.9 in [40] there is some constant $K_{p}$ independent of $x$ such that

$$
\left\|\widetilde{\delta}_{x}\right\|_{-p} \leq K_{p} e^{\frac{1}{2}|x|_{-p}^{2}}
$$

Moreover, by Theorem 7.18 in [40] the function

$$
x \longmapsto \widetilde{\delta}_{x}
$$

is continuous from $\mathcal{E}^{\prime}$ into $(\mathcal{E})^{*}$ with the inductive limit topology for both spaces.
We have a similar result for Donsker's delta function $\delta_{a}(B(t))$ in Example 3.2.5. By Theorem 7.15 in [40] the function

$$
a \longmapsto \delta_{a}(B(t))
$$

is continuous from $\mathbf{R}$ into $(\mathcal{S})^{*}$ with the inductive limit topology for $(\mathcal{S})^{*}$.

### 3.4.2 Analytic extensions

Define a linear operator $\Theta$ from $(\mathcal{E})$ into itself such that

$$
\Theta: e^{\langle\cdot, \xi\rangle} \longmapsto: e^{\langle\cdot, \xi\rangle}:, \quad \forall \xi \in \mathcal{E}_{c} .
$$

Since the linear span of the set $\left\{e^{\langle, \xi\rangle} ; \xi \in \mathcal{E}_{c}\right\}$ is dense in $(\mathcal{E})$, a linear operator on $(\mathcal{E})$ is uniquely determined by its action on this set. By Theorem 6.2 in [40] the linear operator $\Theta$ is continuous from $(\mathcal{E})$ into itself. Hence its adjoint $\Theta^{*}$ is a continuous linear operator from $(\mathcal{E})^{*}$ into itself.

Let $x \in \mathcal{E}^{\prime}$ and $\xi \in \mathcal{E}_{c}$ be fixed. Note that

$$
: e^{\langle\cdot, x\rangle}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: \cdot \otimes n:, x^{\otimes n}\right\rangle, \quad: e^{\langle\cdot, \xi\rangle}:=\sum_{n=0}^{\infty} \frac{1}{n!}\left\langle: \cdot \otimes n:, \xi^{\otimes n}\right\rangle .
$$

Therefore,

$$
\begin{equation*}
\left\langle\left\langle: e^{\langle\cdot, x\rangle}:,: e^{\langle\cdot, \xi\rangle}:\right\rangle\right\rangle=\sum_{n=0}^{\infty} n!\left\langle\frac{1}{n!} x^{\otimes n}, \frac{1}{n!} \xi^{\otimes n}\right\rangle=e^{\langle x, \xi\rangle} . \tag{3.4.29}
\end{equation*}
$$

Now, let $x \in \mathcal{E}^{\prime}$ be fixed. Then by the definition of $\Theta$ and Equation (3.4.29),

$$
\left\langle\left\langle\Theta^{*}\left(: e^{\langle\cdot, x\rangle}:\right), e^{\langle\cdot, \xi\rangle}\right\rangle\right\rangle=\left\langle\left\langle: e^{\langle\cdot, x\rangle}:, \Theta\left(e^{\langle\cdot, \xi\rangle}\right)\right\rangle\right\rangle=\left\langle\left\langle: e^{\langle\cdot, x\rangle}:,: e^{\langle\cdot, \xi\rangle}:\right\rangle\right\rangle=e^{\langle x, \xi\rangle} .
$$

On the other hand, we have $\left\langle\left\langle\widetilde{\delta}_{x}, e^{(\cdot, \xi\rangle}\right\rangle\right\rangle=e^{\langle x, \xi\rangle}$. Hence we have shown that

$$
\left\langle\left\langle\Theta^{*}\left(: e^{\langle\cdot, x\rangle}:\right), e^{\langle\cdot, \xi\rangle}\right\rangle\right\rangle=\left\langle\left\langle\widetilde{\delta}_{x}, e^{\langle\cdot, \xi\rangle}\right\rangle\right\rangle, \quad \forall \xi \in \mathcal{E}_{c} .
$$

This implies that for any $x \in \mathcal{E}^{\prime}$,

$$
\Theta^{*}\left(: e^{(\cdot, x)}:\right)=\widetilde{\delta}_{x}
$$

By using this equality we see that

$$
\varphi(x)=\left\langle\left\langle\widetilde{\delta}_{x}, \varphi\right\rangle\right\rangle=\left\langle\left\langle\Theta^{*}\left(: e^{\langle\cdot, x\rangle}:\right), \varphi\right\rangle\right\rangle=\left\langle\left\langle: e^{\langle\cdot, x\rangle}:, \Theta \varphi\right\rangle\right\rangle .
$$

Hence we conclude that for any test function $\varphi$ in $(\mathcal{E})$,

$$
\begin{equation*}
\varphi(x)=\left\langle\left\langle: e^{\langle\cdot, x\rangle}:, \Theta \varphi\right\rangle\right\rangle, \quad x \in \mathcal{E}^{\prime} . \tag{3.4.30}
\end{equation*}
$$

This representation of test functions is very useful. Observe that the variable $x$ in $\varphi$ goes over to the renormalized exponential function $: e^{\langle\cdot, x\rangle}$. Obviously, the function $: e^{\langle\cdot, x\rangle}$ : has nice regularity and growth properties, which can automatically be transferred to test functions.

Recall from Example 3.3.4 that the renormalized exponential function : $e^{\langle\cdot, y\rangle}$ : is defined for any $y \in \mathcal{E}_{c}^{\prime}$. Therefore, Equation (3.4.30) shows that a test function $\varphi$ (defined on $\mathcal{E}^{\prime}$ ) can be extended to a function defined on $\mathcal{E}_{c}^{\prime}$. We use the same notation $\varphi$ to denote this extension, i.e.,

$$
\varphi(y)=\left\langle\left\langle: e^{\langle\cdot, y\rangle}:, \Theta \varphi\right\rangle\right\rangle, \quad y \in \mathcal{E}_{c}^{\prime}
$$

A complex-valued function defined on a complex Hilbert space is called analytic if it is locally bounded and Fréchet differentiable. The next theorem (see Theorem 6.13 in [40]) says that every test function has a unique analytic extension.

Theorem 3.4.3 Every test function $\varphi$ in $(\mathcal{E})$ has a unique extension to a function $\varphi(y), y \in$ $\mathcal{E}_{c}^{\prime}$, such that $\varphi$ is analytic on $\mathcal{E}_{p, c}^{\prime}$ for any $p \geq 0$.

### 3.4.3 Integrable functions

An interesting consequence of the representation of test functions in Equation (3.4.30) is the following inclusion:

$$
(\mathcal{E}) \subset \bigcap_{1 \leq r<\infty} L^{r}(\mu)
$$

where $\mu$ is the white noise measure on $\mathcal{E}^{\prime}$. This fact is due to Obata [48] (see also Section 8.5 of [40].) Below we give a different and very simple proof.

First note that by condition (b) in 12.3.17 there exists some $p \geq 0$ such that the inclusion mapping $i_{p, 0}: \mathcal{E}_{p} \hookrightarrow \mathcal{E}_{0}$ is a Hilbert-Schmidt operator. This implies that $\left(\mathcal{E}_{0}, \mathcal{E}_{-p}\right)$ is an abstract Wiener space. Hence the white noise measure $\mu$ is supported on $\mathcal{E}_{-p}$.

Next we state a theorem which can be easily proved by direct calculations.

Theorem 3.4.4 Suppose the inclusion mapping $i_{p, 0}: \mathcal{E}_{p} \hookrightarrow \mathcal{E}_{0}$ is a Hilbert-Schmidt operator. Then for any $r \leq\left\|i_{p, 0}\right\|_{H S}^{-2}$,

$$
\int_{\mathcal{E}^{\prime}} e^{\frac{r}{2}|x|_{-p}^{2}} d \mu(x) \leq e^{\frac{r}{2}\left\|i_{p, 0}\right\|_{H S}^{2}}
$$

Now, let $\varphi \in(\mathcal{E})$ and $1 \leq r<\infty$ be fixed. By Equations (3.4.30) and (3.3.12) we have the inequality for any $p \geq 0$,

$$
|\varphi(x)| \leq\|\Theta \varphi\|_{p} e^{\frac{1}{2}|x|_{-p}^{2}}, \quad x \in \mathcal{E}^{\prime}
$$

Recall from 12.3.17 that $\lim _{p \rightarrow \infty}\left\|i_{p, 0}\right\|_{H S}=0$. Hence, for the given fixed number $r$, we can choose $p$ such that $\left\|i_{p, 0}\right\|_{H S} \leq 1 / \sqrt{r}$. Then apply Theorem 3.4.4 to get

$$
\int_{\mathcal{E}^{\prime}}|\varphi(x)|^{r} d \mu(x) \leq\|\Theta \varphi\|_{p}^{r} \int_{\mathcal{E}^{\prime}} e^{\frac{r}{2}|x|_{-p}^{2}} d \mu(x) \leq\|\Theta \varphi\|_{p}^{r} e^{\frac{r}{2}\left\|i_{p, 0}\right\|_{H S}^{2}}
$$

Hence for any $r \geq 0$ and $p$ such that $\left\|i_{p, 0}\right\|_{H S} \leq 1 / \sqrt{r}$, we have

$$
\begin{equation*}
\|\varphi\|_{L^{r}(\mu)} \leq\|\Theta \varphi\|_{p} e^{\frac{1}{2}\left\|i_{p, 0}\right\|_{H S}^{2}}, \quad \forall \varphi \in(\mathcal{E}) \tag{3.4.31}
\end{equation*}
$$

This inequality proves the next theorem.

Theorem 3.4.5 The inclusion $(\mathcal{E}) \subset \cap_{1 \leq r<\infty} L^{r}(\mu)$ holds and for each $1 \leq r<\infty$, the inclusion mapping $(\mathcal{E}) \hookrightarrow L^{r}(\mu)$ is continuous.

Let $f \in L^{s}(\mu), 1<s \leq \infty$. Define a linear functional $\Phi_{f}$ on $(\mathcal{E})$ by

$$
\begin{equation*}
\Phi_{f}(\varphi)=\int_{\mathcal{E}^{\prime}} \varphi(x) f(x) d \mu(x) \tag{3.4.32}
\end{equation*}
$$

Let $r$ be given by $r^{-1}+s^{-1}=1$. Then $1 \leq r<\infty$. Choose $p \geq 0$ such that $\left\|i_{p, 0}\right\|_{H S} \leq$ $1 / \sqrt{r}$. Then by Equation (3.4.31),

$$
\left|\Phi_{f}\right| \leq\|f\|_{L^{s}(\mu)}\|\varphi\|_{L^{r}(\mu)} \leq\|f\|_{L^{s}(\mu)}\|\Theta \varphi\|_{p} e^{\frac{1}{2}\left\|i_{p, 0}\right\|_{H S}^{2}}
$$

This shows that $\Phi_{f}$ is continuous. Hence it induces a generalized function in $(\mathcal{E})^{*}$. We state this fact as the next theorem.

Theorem 3.4.6 The inclusion $\cup_{1<s \leq \infty} L^{s}(\mu) \subset(\mathcal{E})^{*}$ holds and for each $1<s \leq \infty$, the inclusion mapping $L^{s}(\mu) \hookrightarrow(\mathcal{E})^{*}$ is continuous.

### 3.4.4 Generalized functions induced by measures

In the previous section we see that functions in $L^{s}(\mu)$ with $1<s \leq \infty$ induce generalized functions in the space $(\mathcal{E})^{*}$. Let $\Phi_{f}$ be the linear functional given by $f$ as in Equation (3.4.32). Observe that if $\varphi$ is a nonnegative test function, then $\Phi_{f}(\varphi) \geq 0$. This leads to the concept of positive generalized functions.

A generalized function $\Phi$ is called positive if $\langle\langle\Phi, \varphi\rangle\rangle \geq 0$ for all nonnegative test functions $\varphi$.

The following theorem is due independently to Kondratiev [28] and Yokoi [58]. For the proof, see Theorem 15.3 in [40].

Theorem 3.4.7 A generalized function $\Phi \in(\mathcal{E})^{*}$ is positive if and only if there exists a finite measure $\nu$ on $\mathcal{E}^{\prime}$ such that $(\mathcal{E}) \subset L^{1}(\nu)$ and

$$
\langle\langle\Phi, \varphi\rangle\rangle=\int_{\mathcal{E}^{\prime}} \varphi(x) d \nu(x), \quad \forall \varphi \in(\mathcal{E})
$$

Being motivated by this theorem, we say that a measure $\nu$ on $\mathcal{E}^{\prime}$ is a Hida measure if $(\mathcal{E}) \subset L^{1}(\nu)$ and the linear functional

$$
\varphi \longmapsto \int_{\mathcal{E}^{\prime}} \varphi(x) d \nu(x), \quad \varphi \in(\mathcal{E})
$$

is continuous. Thus $\nu$ induces a generalized function $\widetilde{\nu} \in(\mathcal{E})^{*}$ such that

$$
\langle\langle\widetilde{\nu}, \varphi\rangle\rangle=\int_{\mathcal{E}^{\prime}} \varphi(x) d \nu(x), \quad \varphi \in(\mathcal{E})
$$

We can replace $(\mathcal{E})$ by $(\mathcal{E})_{\beta}$ and $[\mathcal{E}]_{\alpha}$. In that case, $\nu$ induces a generalized function in $(\mathcal{E})_{\beta}^{*}$ and $[\mathcal{E}]_{\alpha}^{*}$, respectively.

Note that the Kubo-Yokoi delta function at $x \in \mathcal{E}^{\prime}$ (see 12.4.75) is the generalized function induced by the Dirac measure $\delta_{x}$ at $x$ on $\mathcal{E}^{\prime}$.

The next theorem gives a characterization of Hida measures. For the proof, see Theorem 15.17 in [40]. The case $\beta=0$ is due to Lee [43].

Theorem 3.4.8 A measure $\nu$ on $\mathcal{E}^{\prime}$ is a Hida measure with $\widetilde{\nu} \in(\mathcal{E})_{\beta}^{*}$ if and only if $\nu$ is supported in $\mathcal{E}_{p}^{\prime}$ for some $p \geq 0$ such that

$$
\int_{\mathcal{E}_{p}^{\prime}} \exp \left[\frac{1}{2}(1+\beta)|x|_{-p}^{\frac{2}{1+\beta}}\right] d \nu(x)<\infty
$$

Recently, Asai et al. [8] have extended this characterization theorem to Hida measures which induce positive generalized functions in the Cochran-Kuo-Sengupta space. Here we briefly describe their result.

Let $C_{+, 1 / 2}$ denote the set of positive continuous functions $u$ on $[0, \infty)$ satisfying the condition

$$
\lim _{r \rightarrow \infty} \frac{\log u(r)}{\sqrt{r}}=\infty
$$

We assume that $u \in C_{+, 1 / 2}$ satisfies the following conditions:
(U1) $u$ is increasing and $u(0)=1$.
(U2) $\lim _{r \rightarrow \infty} r^{-1} \log u(r)<\infty$.
(U3) $\log u\left(x^{2}\right)$ is a convex function on $[0, \infty)$.
Define the Legendre transform of $u$ by

$$
\ell_{u}(t)=\inf _{r>0} \frac{u(r)}{r^{t}}, \quad t \geq 0
$$

For more information about the Legendre transform, see [6]. With the function $u$, we associate a sequence of real numbers defined by $\alpha(n)=\left(\ell_{u}(n) n!\right)^{-1}, n \geq 0$.

Now, let $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$ denote the CKS-space given by the sequence

$$
\begin{equation*}
\alpha(n)=\frac{1}{\ell_{u}(n) n!}, \quad n \geq 0 \tag{3.4.33}
\end{equation*}
$$

For more information about this Gel'fand triple, see [7] [8].
Theorem 3.4.9 Let $u \in C_{+, 1 / 2}$ satisfy conditions (U1) (U2) (U3). Then a measure $\nu$ on $\mathcal{E}^{\prime}$ is a Hida measure with $\widetilde{\nu} \in\left[\mathcal{E}_{u}^{*}\right.$ if and only if $\nu$ is supported in $\mathcal{E}_{p}^{\prime}$ for some $p \geq 0$ such that

$$
\int_{\mathcal{E}_{p}^{\prime}} u\left(|x|_{-p}^{2}\right)^{1 / 2} d \nu(x)<\infty
$$

Note that Theorem 3.4.8 is a special case of Theorem 3.4.9 with the function

$$
u(r)=\exp \left[(1+\beta) r^{\frac{1}{1+\beta}}\right]
$$

An important class of Hida measures is given by the distribution laws of the solution of an $\mathcal{E}^{\prime}$-valued stochastic integral equation

$$
X(t)=x+\int_{0}^{t} F(s, X(s)) d s+\int_{0}^{t} G(s, X(s)) d W(s)
$$

Under certain assumptions on $F$ and $G$, it is proved in Theorem 3.1 in [42] that the distribution laws of $X(t)$ are Hida measures inducing generalized functions in the space $(\mathcal{E})^{*}$.

### 3.4.5 Generalized Radon-Nikodym derivative

Suppose a measure $\nu$ on $\mathcal{E}^{\prime}$ is absolutely continuous with respect to the white noise measure $\mu$ and its Radon-Nikodym derivative $d \nu / d \mu$ belongs to $L^{s}(\mu)$ for some $1<s \leq \infty$. Then by Theorem 3.4.6, the measure $\nu$ induces a generalized function $\widetilde{\nu}$ in $(\mathcal{E})^{*}$ such that

$$
\langle\langle\widetilde{\nu}, \varphi\rangle\rangle=\int_{\mathcal{E}^{\prime}} \frac{d \nu}{d \mu}(x) \varphi(x) d \mu(x)
$$

Thus $\nu$ is a Hida measure and we can interpret $\widetilde{\nu}$ as the Radon-Nikodym derivative $d \nu / d \mu$.
On the other hand, suppose $\nu$ is a Hida measure. Then it induces a generalized function $\widetilde{\nu}$ such that

$$
\langle\langle\widetilde{\nu}, \varphi\rangle\rangle=\int_{\mathcal{E}^{\prime}} \varphi(x) d \nu(x) .
$$

Symbolically, this equation can be rewritten as

$$
\int_{\mathcal{E}^{\prime}} \widetilde{\nu}(x) \varphi(x) d \mu(x)=\int_{\mathcal{E}^{\prime}} \varphi(x) d \nu(x)
$$

Thus we can interpret $\widetilde{\nu}$ as the generalized Radon-Nikodym derivative $d \nu / d \mu$. If $\widetilde{\nu}$ is given by a function in $L^{s}(\mu)$ for some $1<s \leq \infty$, then $\nu$ is absolutely continuous with respect to $\mu$ and $\widetilde{\nu}$ is the ordinary Radon-Nikodym derivative $d \nu / d \mu$.

Next we examine Gaussian measures on $\mathcal{E}^{\prime}$ to explore the idea of generalized RadonNikodym derivative a little bit further. For $t>0$ and $y \in \mathcal{E}^{\prime}$, let $\mu_{y, t}$ be the Gaussian measure defined by $\mu_{y, t}(C)=\mu\left(t^{-1 / 2}(C-y)\right), C \in \mathcal{B}\left(\mathcal{E}^{\prime}\right)$. The well-known dichotomy theorem (e.g., see [38]) says that $\mu_{y, t}$ is either equivalent or singular to $\mu$, and they are equivalent if and only if $t=1$ and $y \in \mathcal{E}_{0}$. Moreover, for $h \in \mathcal{E}_{0}$, the Radon-Nikodym derivative of $\mu_{h, 1}$ with respect to $\mu$ is given by

$$
\begin{equation*}
\frac{d \mu_{h, 1}}{d \mu}(x)=\exp \left[\langle x, h\rangle-\frac{1}{2}|h|_{0}^{2}\right], \quad x \in \mathcal{E}^{\prime} \tag{3.4.34}
\end{equation*}
$$

First consider the measure $\mu_{y}(\cdot)=\mu(\cdot-y)$ with $y \in \mathcal{E}^{\prime}$. Recall from Example 3.3 .3 that $: e^{(\cdot, \xi)}: \in(\mathcal{E})$ for any $\xi \in \mathcal{E}_{c}$. On the one hand, it is easy to check that

$$
\begin{equation*}
\int_{\mathcal{E}^{\prime}}: e^{\langle x, \xi\rangle}: d \mu_{y}(x)=e^{\langle y, \xi\rangle}, \quad \forall \xi \in \mathcal{E}_{c} \tag{3.4.35}
\end{equation*}
$$

On the other hand, $: e^{\langle\cdot, y\rangle}: \in(\mathcal{E})^{*}$ and by Equation (3.4.29) we have

$$
\begin{equation*}
\left\langle\left\langle: e^{\langle,, y\rangle}:,: e^{\langle\cdot, \xi\rangle}:\right\rangle\right\rangle=e^{\langle y, \xi\rangle}, \quad \forall \xi \in \mathcal{E}_{c} \tag{3.4.36}
\end{equation*}
$$

Since the linear span of the set $\left.\left\{: e^{\{ }, \xi\right\rangle: ; \xi \in \mathcal{E}_{c}\right\}$ is dense in $(\mathcal{E})$, we can conclude from Equations (3.4.35) and (3.4.36) that $\mu_{y}$ is a Hida measure and its generalized RadonNikodym derivative with respect to $\mu$ is given by

$$
\frac{d \mu_{y}}{d \mu}=\tilde{\mu}_{y}=: e^{\langle\cdot, y\rangle}: .
$$

Observe that if $y=h \in \mathcal{E}_{0}$, then $: e^{\langle\cdot, h\rangle}:=\exp \left[\langle\cdot, h\rangle-\frac{1}{2}|h|_{0}^{2}\right]$ and so the above formula becomes the one in Equation (3.4.34).

Now, let $t>0$ and consider the measure $\mu^{(t)}(\cdot)=\mu\left(t^{-1 / 2}(\cdot)\right)$. We can easily check that

$$
\begin{equation*}
\int_{\mathcal{E}^{\prime}}: e^{\langle x, \xi\rangle}: d \mu^{(t)}(x)=\exp \left[\frac{1}{2}(t-1)\langle\xi, \xi\rangle\right], \quad \forall \xi \in \mathcal{E}_{c} \tag{3.4.37}
\end{equation*}
$$

Define a function $\Phi_{t}$ by

$$
\begin{equation*}
\Phi_{t}=\sum_{n=0}^{\infty} \frac{(t-1)^{n}}{n!2^{n}}\left\langle: .{ }^{\otimes 2 n}:, \tau^{\otimes n}\right\rangle \tag{3.4.38}
\end{equation*}
$$

where $\tau$ is the trace operator. This function defines a generalized function in $(\mathcal{E})^{*}$ and for all $\xi \in \mathcal{E}_{c}$,

$$
\begin{align*}
\left\langle\left\langle\Phi_{t},: e^{\langle x, \xi\rangle}:\right\rangle\right\rangle=\sum_{n=0}^{\infty} & (2 n)!\left\langle\frac{(t-1)^{n}}{n!2^{n}} \tau^{\otimes n}, \frac{1}{(2 n)!} \xi^{\otimes 2 n}\right\rangle \\
& =\sum_{n=0}^{\infty} \frac{(t-1)^{n}}{n!2^{n}}\langle\xi, \xi\rangle^{n} \\
& =\exp \left[\frac{1}{2}(t-1)\langle\xi, \xi\rangle\right] \tag{3.4.39}
\end{align*}
$$

By comparing Equations (3.4.37) and (3.4.39) we conclude right away that $\mu^{(t)}$ is a Hida measure and its generalized Radon-Nikodym derivative with respect to $\mu$ is given by Equation (3.4.38), i.e.,

$$
\begin{equation*}
\frac{d \mu^{(t)}}{d \mu}=\widetilde{\mu}^{(t)}=\sum_{n=0}^{\infty} \frac{(t-1)^{n}}{n!2^{n}}\left\langle: .{ }^{\otimes 2 n}:, \tau^{\otimes n}\right\rangle \tag{3.4.40}
\end{equation*}
$$

In fact, for any $y \in \mathcal{E}^{\prime}$ and $t>0$, the measure $\mu_{y, t}(\cdot)=\mu\left(t^{-1 / 2}(\cdot-y)\right)$ is a Hida measure and

$$
\left\langle\left\langle\widetilde{\mu}_{y, t}(\cdot),: e^{\langle x, \xi\rangle}:\right\rangle\right\rangle=\exp \left[\langle y, \xi\rangle+\frac{1}{2}(t-1)\langle\xi, \xi\rangle\right] .
$$

The expression for the Wiener-Itô decomposition of $\widetilde{\mu}_{y, t}(\cdot)$ is very complicated. But, without knowing this decomposition, how can we tell that $\mu_{y, t}$ is really a Hida measure? One way is to apply Theorem 3.4.8. The other way is to use the $S$-transform which we will discuss in 12.5.118 and 12.5.119.

### 3.5 Characterization theorems

### 3.5.1 The $S$-transform

In 12.4.6 we saw that a generalized function can be identified by its action on test functions $: e^{\langle\cdot, \xi\rangle}:$ for $\xi \in \mathcal{E}_{c}$. This way of identifying a generalized function $\Phi$ is quite useful, in particular, when it is very hard or impossible to find the explicit form for the Wiener-Itô decomposition of $\Phi$.

Recall that for any $\xi \in \mathcal{\mathcal { E } _ { c }}$, the function : $e^{\langle\cdot, \xi\rangle}$ : is a test function in all of the spaces ( $\mathcal{E}$ ) ( ref3.3), $(\mathcal{E})_{\beta}$ with $0 \leq \underline{i} 1$ (12.3.20), and $[\mathcal{E}]_{\alpha}$ (12.3.21).

The $S$-transform of a generalized function $\Phi$ is defined to be the function

$$
S \Phi(\xi)=\left\langle\left\langle\Phi,: e^{\langle\cdot, \xi\rangle}:\right\rangle\right\rangle, \quad \xi \in \mathcal{E}_{c}
$$

This concept of $S$-transform is due to Kubo and Takenaka [33]. When Hida introduced the theory of white noise in 1975 [18], he used the $\mathcal{T}$-transform

$$
\mathcal{T} \Phi(\xi)=\left\langle\left\langle\Phi, e^{i\langle\cdot, \xi\rangle}\right\rangle\right\rangle, \quad \xi \in \mathcal{E}
$$

Obviously, we can also regard $(\mathcal{T} \Phi)(\xi)$ as defined for $\xi \in \mathcal{E}$. The relationship between $S$ - and $\mathcal{T}$-transforms is given by

$$
\mathcal{T} \Phi(\xi)=e^{-\frac{1}{2}(\xi, \xi)} S \Phi(i \xi), \quad S \Phi(\xi)=e^{-\frac{1}{2}(\xi, \xi\rangle} \mathcal{T} \Phi(-i \xi)
$$

The restriction of the $S$-transform to the Hilbert space ( $L^{2}$ ) is known as the SegalBargmann transform [9].

Since the linear span of the set $\left\{: e^{\langle\cdot, \xi\rangle}: ; \xi \in \mathcal{E}_{c}\right\}$ is dense in each of the three spaces of test functions, a generalized function is uniquely determined by its $S$-transform. Of course, the linear span of the set $\left\{: e^{\langle, \xi\rangle}: ; \xi \in \mathcal{E}\right\}$ is also dense and we could have defined $S \Phi(\xi)$ for $\xi \in \mathcal{E}$. However, we use the space $\mathcal{E}_{c}$ instead of $\mathcal{E}$ in the definition of the $S$-transform because of its convenience for the characterization theorems in 12.5.119 and 12.5.121.

Suppose a generalized function $\Phi$ is represented by

$$
\Phi=\sum_{n=0}^{\infty}\left\langle: \cdot{ }^{\otimes n}:, F_{n}\right\rangle
$$

Then its $S$-transform is given by

$$
S \Phi(\xi)=\sum_{n=0}^{\infty}\left\langle F_{n}, \xi^{\otimes n}\right\rangle, \quad \xi \in \mathcal{E}_{c}
$$

Now, observe that if $\varphi$ is a test function, then its $S$-transform can be written as

$$
S \varphi(\xi)=\left\langle\left\langle: e^{\langle\cdot, \xi\rangle}:, \varphi\right\rangle\right\rangle, \quad \xi \in \mathcal{E}_{c}
$$

Note that : $e^{\langle\cdot, x\rangle}$ : is a generalized function for any $x \in \operatorname{cal} E^{\prime}$. Thus we can restrict the $S$-transform to the space of test functions and define

$$
\breve{S} \varphi(x)=\left\langle\left\langle: e^{\langle\cdot, x\rangle}:, \varphi\right\rangle\right\rangle, \quad x \in \mathcal{E}^{\prime}
$$

Then in view of Equation (3.4.30) we have the $\breve{S} \theta \varphi=\varphi$ for all $\varphi \in(\mathcal{E})$. Thus $\breve{S}=\Theta^{-1}$. Hence $\breve{S}$ is the continuous linear operator from $(\mathcal{E})$ into itself such that

$$
\breve{S}:: e^{\langle\cdot, \xi\rangle}: \longmapsto e^{\langle\cdot, \xi\rangle}, \quad \forall \xi \in \mathcal{E}_{c}
$$

### 3.5.2 Characterization of generalized functions

The $S$-transform of a generalized function is a function on $\mathcal{E}_{c}$. In order to specify a generalized function by its $S$-transform, we must have a precise description of those functions on $\mathcal{E}_{c}$ which are $S$-transforms of generalized functions. This precise description is known as the characterization of generalized functions.

Let $\Phi$ be a generalized function and $F=S \Phi$. For any fixed $\xi, \eta \in \mathcal{E}_{c}$, we have

$$
F(\xi+z \eta)=e^{-\frac{1}{2}\left(\langle\xi, \xi\rangle+2 z\langle\xi, \eta\rangle+z^{2}\langle\eta, \eta\rangle\right\rangle}\left\langle\left\langle\Phi, e^{\langle\cdot, \xi\rangle+z\langle\cdot, \eta\rangle}\right\rangle\right\rangle .
$$

It is almost obvious that the function $F(\xi+z \eta)$ is an entire function of $z \in \mathbf{C}$. For a proof, see Lemma 8.1 in [40]. This analyticity condition does not depend on what kind of generalized function $\Phi$ is.

The other condition which $F$ must satisfy is the growth condition. The growth condition plays the most crucial role in the characterization. It depends on the spaces of generalized functions, namely, $(\mathcal{E})^{*},(\mathcal{E})_{\beta}^{*},[\mathcal{E}]_{\alpha}^{*},[\mathcal{E}]_{u}^{*}$.
A. Hida-Kubo-Takenaka space (generalized functions)

Let $\Phi \in(\mathcal{E})^{*}$ and $F=S \Phi$. Then there exists some $p \geq 0$ such that $\Phi \in\left(\mathcal{E}_{p}\right)^{*}$. Hence by Equation (3.3.11),

$$
|F(\xi)| \leq\|\Phi\|_{-p}\left\|: e^{\langle\cdot, \xi\rangle}:\right\|_{p}=\|\Phi\|_{-p} \exp \left[\frac{1}{2}|\xi|_{p}^{2}\right]
$$

This is a growth condition for $F=S \Phi$ with $\Phi \in(\mathcal{E})^{*}$.
The next theorem is due to Potthoff and Streit [50]. For the proof see [22] or [40]. Actually we have proved the trivial part, i.e., necessity part, of this theorem.

Theorem 3.5.1 A function $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a generalized function in $(\mathcal{E})^{*}$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) There exist constants $K, a, p \geq 0$ such that

$$
|F(\xi)| \leq K \exp \left[a|\xi|_{p}^{2}\right], \quad \xi \in \mathcal{E}_{\mathrm{c}} .
$$

The growth condition (2) is equivalent to the condition: there exist constants $K, p \geq 0$ such that

$$
|F(\xi)| \leq K \exp \left[|\xi|_{p}^{2}\right], \quad \xi \in \mathcal{E}_{c}
$$

The equivalence can be checked by using the inequality $|\xi|_{p} \leq \rho^{q-p}|\xi|_{q}$ for any $q \geq p$, which follows from condition (a) in 12.3.17. Having the constant $a$ in the inequality is just for convenience to check the growth condition. This remark also applies to the growth conditions for other spaces.

Example 3.5.2 In Example 3.2.5 we defined Donsker's delta function $\delta(B(t)-a)$. Here we give another definition. In the distribution sense we have the equality

$$
\delta_{a}(x)=\frac{1}{2 \pi} \int_{\mathbf{R}} e^{i u(x-a)} d u
$$

Put $x=B(t)$ to get

$$
\delta_{a}(B(t))=\frac{1}{2 \pi} \int_{\mathbf{R}} e^{i u(B(t)-a)} d u
$$

Apply the $S$-transform and interchange it with the integral to derive the equality

$$
S\left(\delta_{a}(B(t))\right)(\xi)=\frac{1}{\sqrt{2 \pi t}} \exp \left[-\frac{1}{2 t}\left(a-\int_{o}^{t} \xi(u) d u\right)^{2}\right]
$$

Obviously, this function satisfies conditions (1) and (2) of Theorem 3.5.1. Hence Donsker's delta function is a generalized function in the space $(\mathcal{S})^{*}$ (see 12.2.4).

Example 3.5.3 Consider the function $F(\xi)=\sin \langle\xi, \xi\rangle, \xi \in \mathcal{E}_{c}$. We can easily check that this function satisfies conditions (1) and (2) in Theorem 3.5.1. Hence it is the $S$-transform of a generalized function in $(\mathcal{E})^{*}$. Similarly, the functions $\cos \langle\xi, \xi\rangle, \sinh \langle\xi, \xi\rangle, \cosh \langle\xi, \xi\rangle$, are all $S$-transforms of generalized functions in $(\mathcal{E})^{*}$.
B. Kondratiev-Streit space (generalized functions)

Let $\Phi \in(\mathcal{E})_{\beta}^{*}$ and $F=S \Phi$. Then there exists some $p \geq 0$ such that $\Phi \in\left(\mathcal{E}_{p}\right)_{\beta}^{*}$. Hence by Equation (3.3.15),

$$
|F(\xi)| \leq\|\Phi\|_{-p,-\beta}\left\|: e^{\langle, \xi\rangle}:\right\|_{p, \beta}=\|\Phi\|_{-p,-\beta} G^{(\beta)}\left(|\xi|_{p}^{2}\right)^{1 / 2}
$$

where the function $G^{(\beta)}$ is defined by

$$
G^{(\beta)}(r)=\sum_{n=0}^{\infty} \frac{1}{(n!)^{1-\beta}} r^{n}
$$

We can use the function $G^{(\beta)}$ as a growth condition. However, this is not so good because the series for $G^{(\beta)}$ cannot be summed up in a closed form unless $\beta=0$ (the Hida-Kubo-Takenaka case.) Thus the growth condition using $G^{(\beta)}$ as a growth function is almost impossible to check when $0<\beta<1$.

Fortunately we have the inequalities from page 358 in [40] and Lemma. 7.1 in [14]:

$$
\exp \left[(1-\beta) r^{\frac{1}{1-\beta}}\right] \leq G^{(\beta)}(r) \leq 2^{\beta} \exp \left[(1-\beta) 2^{\frac{\beta}{1-\beta}} r^{\frac{1}{1-\beta}}\right], \quad r \geq 0
$$

Hence we can replace $G^{(\beta)}(r)$ by $\exp \left[r^{\frac{1}{1-\beta}}\right]$ as a growth function.
The next theorem is due to Kondratiev and Streit [30] [31]. For the proof, see the book [40].

Theorem 3.5.4 A function $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a generalized function in $(\mathcal{E})_{\beta}^{*}$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) There exist constants $K, a, p \geq 0$ such that

$$
|F(\xi)| \leq K \exp \left[a|\xi|_{p}^{\frac{2}{1-\beta}}\right], \quad \xi \in \mathcal{E}_{c}
$$

Example 3.5.5 The grey noise measure was introduced in [73] (see also [40].) It is the measure $\nu_{\lambda}, 0<\lambda \leq 1$, on $\mathcal{E}^{\prime}$ with characteristic function given by

$$
\int_{\mathcal{E}^{\prime}} e^{i\langle x, \xi\rangle} d \nu_{\lambda}(x)=L_{\lambda}\left(|\xi|_{0}^{2}\right), \quad \xi \in \mathcal{E}
$$

where $L_{\lambda}(t)$ is the Mittag-Leffler function with parameter $\lambda$, i.e.,

$$
L_{\lambda}(t)=\sum_{n=0}^{\infty} \frac{(-t)^{n}}{\Gamma(\mathbf{1}+\lambda n)}
$$

Here $\Gamma$ is the gamma function. It is shown in Example 8.5 in [40] that $\nu_{\lambda}$ is a Hida measure. The generalized function $\widetilde{\nu}_{\lambda}$ induced by $\nu_{\lambda}$ has $S$-transform given by

$$
S \widetilde{\nu}_{\lambda}(\xi)=e^{-\frac{1}{2}\langle\xi, \xi\rangle} L_{\lambda}(-\langle\xi, \xi\rangle), \quad \xi \in \mathcal{E}_{c}
$$

Therefore, $S \widetilde{\nu}_{\lambda}$ satisfies the inequality

$$
\left|S \widetilde{\nu}_{\lambda}(\xi)\right| \leq C_{\lambda} \exp \left[2^{-1}|\xi|_{0}^{2}+\lambda|\xi|_{0}^{2 / \lambda}\right], \quad \xi \in \mathcal{E}_{c}
$$

where $C_{\lambda}$ is a constant depending only on $\lambda$. Hence by the above theorem, $\widetilde{\nu}_{\lambda}$ is a generalized function in the space $(\mathcal{E})_{1-\lambda}^{*}$.
C. Cochran-Kuo-Sengupta space (generalized functions)

Let $\Phi \in[\mathcal{E}]_{\alpha}^{*}$ and $F=S \Phi$. Then there exists some $p \geq 0$ such that $\Phi \in\left[\mathcal{E}_{p}\right]_{\alpha}^{*}$. Hence by Equation (3.3.20),

$$
|F(\xi)| \leq\|\Phi\|_{-p, 1 / \alpha}\left\|: e^{\langle\cdot, \xi\rangle}:\right\|_{p, \alpha}=\|\Phi\|_{-p, 1 / \alpha} G_{\alpha}\left(|\xi|_{p}^{2}\right)^{1 / 2}
$$

where $G_{\alpha}$ is the exponential generating function of the sequence $\{\alpha(n)\}_{n=0}^{\infty}$, i.e.,

$$
G_{\alpha}(r)=\sum_{n=0}^{\infty} \frac{\alpha(n)}{n!} r^{n}
$$

We state two conditions on the sequence $\{\alpha(n)\}_{n=0}^{\infty}$ :

- (B1) $\limsup _{n \rightarrow \infty}\left(\frac{n!}{\alpha(n)} \inf _{r>0} \frac{G_{\alpha}(r)}{r^{n}}\right)^{1 / n}<\infty$.
(B2) The sequence $\gamma(n)=\alpha(n) / n!, n \geq 0$, is log-concave, i.e.,

$$
\gamma(n) \gamma(n+2) \leq \gamma(n+1)^{2}, \quad \forall n \geq 0
$$

It follows from Theorem 4.3 in [14] that condition (B2) implies condition (B1). Obviously, the sequence $\alpha(n)=1$ for all $n$ (for the Hida-Kubo-Takenaka space) satisfies conditions (B1) and (B2). The sequence $\alpha(n)=(n!)^{\beta}$ (for the Kondratiev-Streit space) satisfies condition (B2), hence also (B1). In [14] the Bell numbers (see Example 3.3.11) are shown to satisfy condition (B1). But it is proved in [4] that the Bell numbers actually satisfy condition (B2).

The next theorem is due to Cochran et al. [14].
Theorem 3.5.6 If $F$ is the $S$-transform of $\Phi \in[\mathcal{E}]_{\alpha}^{*}$, then $F$ satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) There exist constants $K, a, p \geq 0$ such that

$$
|F(\xi)| \leq K G_{\alpha}\left(a|\xi|_{p}^{2}\right)^{1 / 2}, \quad \xi \in \mathcal{E}_{c}
$$

Conversely, suppose condition (B1) holds and let $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ be a function satisfying conditions (1) and (2). Then $F$ is the $S$-transform of a generalized function in $[\mathcal{E}]_{\alpha}^{*}$.

Observe that under condition (B1) or the stronger condition (B2), a complex-valued function $F$ on $\mathcal{E}_{c}$ is the $S$-transform of a generalized function in $[\mathcal{E}]_{\alpha}^{*}$ if and only if it satisfies the above conditions (1) and (2).

Example 3.5.7 The Poisson noise measure on $\mathcal{S}^{\prime}(\mathbf{R})$ is the measure $\wp$ having the characteristic function

$$
\int_{\mathcal{S}^{\prime}(\mathbf{R})} e^{i\langle x, \xi\rangle} d \wp(x)=\exp \left[\int_{\mathbf{R}}\left(e^{i \xi(t)}-1\right) d t\right], \quad \xi \in \mathcal{S}(\mathbf{R})
$$

It follows from this equality that

$$
\int_{\mathcal{S}^{\prime}(\mathbf{R})}: e^{\langle x, \xi\rangle}: d \wp(x)=\exp \left[\int_{\mathbf{R}}\left(e^{\xi(t)}-1-\frac{1}{2} \xi(t)^{2}\right) d t\right], \quad \xi \in \mathcal{S}_{c}(\mathbf{R})
$$

Therefore,

$$
\left|\int_{\mathcal{S}^{\prime}(\mathbf{R})}: e^{\langle x, \xi\rangle}: d \wp(x)\right| \leq \exp \left[\frac{1}{2}|\xi|_{0}^{2}+\int_{\mathbf{R}}\left|e^{\xi(t)}-1\right| d t\right], \quad \xi \in \mathcal{E}_{c}
$$

From this inequality we can check by elementary calculations that there exist constants $K, a, p \geq 0$ such that

$$
\left|\int_{\mathcal{S}^{\prime}(\mathbf{R})}: e^{\langle x, \xi\rangle}: d \wp(x)\right| \leq K G_{b_{2}}\left(a|\xi|_{p}^{2}\right)^{1 / 2}, \quad \xi \in \mathcal{E}_{c}
$$

where $G_{b_{2}}$ is the exponential generating function of the Bell numbers $\left\{b_{2}(n)\right\}_{n=0}^{\infty}$ of order 2, i.e., from Equation (3.3.23),

$$
G_{b_{2}}(r)=\sum_{n=0}^{\infty} \frac{b_{2}(n)}{n!} r^{n}=\frac{1}{\exp _{2}(0)} \sum_{n=0}^{\infty} \frac{B_{2}(n)}{n!} r^{n}=\exp \left[e^{r}-1\right]
$$

Hence by the above theorem, the Poisson noise measure $\wp$ induces a generalized function $\widetilde{\wp}$ in the Bell number space $[\mathcal{S}]_{b_{2}}^{*}$ (see Example 3.3.11.)
D. CKS-space associated with a growth function (generalized functions)

Let $u$ be a growth function in $C_{+, 1 / 2}$ satisfying the conditions (U1) (U2) (U3) in 3.4.4. Define the dual Legendre transform of $u$ by

$$
u^{*}(r)=\sup _{s \geq 0} \frac{e^{2 \sqrt{r s}}}{u(s)}, \quad r \in[0, \infty)
$$

Let $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$ be the CKS-space associated with $u$ as defined in 3.4.4. The following theorem is due to Asai et al. [7] [8].

Theorem 3.5.8 Let $u \in C_{+, 1 / 2}$ satisfy conditions (U1) (U2) (U3). Then a function $F$ : $\mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a generalized function in $[\mathcal{E}]_{u}^{*}$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) There exist constants $K, a, p \geq 0$ such that

$$
|F(\xi)| \leq K u^{*}\left(a|\xi|_{p}^{2}\right)^{1 / 2}, \quad \xi \in \mathcal{E}_{c}
$$

### 3.5.3 Convergence of generalized functions

We have several spaces of test functions, namely, $(\mathcal{E}),(\mathcal{E})_{\beta},[\mathcal{E}]_{\alpha},[\mathcal{E}]_{u}$. They are all nuclear spaces. Hence the strong topology and the inductive limit topology on each of the dual spaces are the same.

Since a generalized function can be understood by its $S$-transform as shown in the previous section, we need to express the convergence of generalized functions in terms of their $S$-transforms. The next theorem is due to Potthoff and Streit [50] for the case $\beta=0$. See [40] for the proof.

Theorem 3.5.9 Let $\Phi_{n} \in(\mathcal{E})_{\beta}^{*}$ and $F_{n}=S \Phi_{n}$. Then $\Phi_{n}$ converges strongly in $(\mathcal{E})_{\beta}^{*}$ if and only if the following conditions are satisfied:
(1) $\lim _{n \rightarrow \infty} F_{n}(\xi)$ exists for each $\xi \in \mathcal{E}_{c}$.
(2) There exist constants $K, a, p \geq 0$, independent of $n$, such that

$$
\left|F_{n}(\xi)\right| \leq K \exp \left[a|\xi|_{p}^{\frac{2}{1-\beta}}\right], \quad \forall n \geq 1, \xi \in \mathcal{E}_{c}
$$

This theorem can be extended to the space $[\mathcal{E}]_{\alpha}^{*}$ by replacing condition (2) with the condition: There exist constants $K, a, p \geq 0$, independent of $n$, such that

$$
\left|F_{n}(\xi)\right| \leq K G_{\alpha}\left(a|\xi|_{p}^{2}\right)^{1 / 2}, \quad \forall n \geq 1, \xi \in \mathcal{E}_{c}
$$

Similarly, for the space $[\mathcal{E}]_{u}^{*}$ associated with a growth function $u$ satisfying the conditions (U1) (U2) (U3), we simply replace the above condition (2) with the condition: There exist constants $K, a, p \geq 0$, independent of $n$, such that

$$
\left|F_{n}(\xi)\right| \leq K u^{*}\left(a|\xi|_{p}^{2}\right)^{1 / 2}, \quad \forall n \geq 1, \xi \in \mathcal{E}_{c}
$$

### 3.5.4 Characterization of test functions

Suppose $\varphi$ is a test function. Obviously, the $S$-transform $S \varphi$ of $\varphi$ must satisfy the same analyticity condition for generalized functions. However, the growth condition is different.
A. Hida-Kubo-Takenaka space (test functions)

Let $\varphi \in(\mathcal{E})$ and $F=S \varphi$. In order to find the growth condition, write $F$ as

$$
F(\xi)=\left\langle\left\langle: e^{\langle, \xi\rangle}:, \varphi\right\rangle\right\rangle
$$

For any $q \geq p \geq 0$, use Equation (3.3.12) and condition (a) in 12.3.17 to get

$$
|F(\xi)| \leq\left\|: e^{(\cdot, \xi\rangle}:\right\|_{-q}\|\varphi\|_{q} \leq\|\varphi\|_{q} \exp \left[\frac{1}{2}|\xi|_{-q}^{2}\right] \leq\|\varphi\|_{q} \exp \left[\frac{1}{2} \rho^{2(q-p)}|\xi|_{-p}^{2}\right] .
$$

Hence for any $a, p \geq 0$, we can choose $q>p$ such that $2^{-1} \rho^{2(q-p)}<a$. Then

$$
|F(\xi)| \leq\|\varphi\|_{q} \exp \left[a|\xi|_{-p}^{2}\right] .
$$

This gives the growth condition for the $S$-transform of a test function in $(\mathcal{E})$. The next theorem is due to Kuo et al. [41]. For the proof see [22] or [40].

Theorem 3.5.10 A function $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a test function in $(\mathcal{E})$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \mathbf{1} \mathbf{C}$.
(2) For any $a, p \geq 0$, there exists a constant $K \geq 0$ such that

$$
|F(\xi)| \leq K \exp \left[a|\xi|_{-p}^{2}\right], \quad \xi \in \mathcal{E}_{c}
$$

B. Kondratiev-Streit space (test functions)

Let $\varphi \in(\mathcal{E})_{\beta}$ and $F=S \varphi$. For any $q \geq p \geq 0$, use Equation (3.3.16) and condition (a) in 12.3.17 to get

$$
\begin{aligned}
&|F(\xi)| \quad \leq\left\|: e^{\langle, \xi\rangle}:\right\|_{-q,-\beta}\|\varphi\|_{q, \beta} \\
&=\|\varphi\|_{q, \beta} G^{(-\beta)}\left(|\xi|_{-q}^{2}\right)^{1 / 2} \\
& \leq\|\varphi\|_{q, \beta} G^{(-\beta)}\left(\rho^{2(q-p)}|\xi|_{-p}^{2}\right)^{1 / 2}
\end{aligned}
$$

where the function $G^{(-\beta)}$ is defined by

$$
G^{(-\beta)}(r)=\sum_{n=0}^{\infty} \frac{1}{(n!)^{1+\beta}} r^{n}
$$

It is not practical to use the growth function $G^{(-\beta)}$ as for the case of generalized functions in $(\mathcal{E})_{\beta}^{*}$. But we have the inequalities for $r \geq 0$

$$
\begin{equation*}
2^{-\beta} \exp \left[(1+\beta) 2^{-\frac{\beta}{1+\beta}} r^{\frac{1}{1+\beta}}\right] \leq G^{(-\beta)}(r) \leq \exp \left[(1+\beta) r^{\frac{1}{1+\beta}}\right] \tag{3.5.41}
\end{equation*}
$$

Therefore, we get

$$
|F(\xi)| \leq\|\varphi\|_{q, \beta} \exp \left[2^{-1}(1+\beta) \rho^{\frac{2(q-p)}{1+\beta}}|\xi|_{-p}^{\frac{2}{1+\beta}}\right]
$$

Hence for any $a, p \geq 0$, we can choose $q>p$ such that $2^{-1}(1+\beta) \rho^{\frac{2(q-p)}{1+\beta}}<a$. Then

$$
|F(\xi)| \leq\|\varphi\|_{q, \beta} \exp \left[a|\xi|_{-p}^{\frac{2}{1+\beta}}\right]
$$

This is the growth condition for the $S$-transform of a test function in $(\mathcal{E})_{\beta}$.
The next theorem is due to Kondratiev and Streit [30] [31]. For the proof, see the book [40].

Theorem 3.5.11 A function $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a test function in $(\mathcal{E})_{\beta}$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) For any $a, p \geq 0$, there exists a constant $K \geq 0$ such that

$$
|F(\xi)| \leq K \exp \left[a|\xi|_{-p}^{\frac{2}{1+\beta}}\right], \quad \xi \in \mathcal{E}_{c}
$$

## C. Cochran-Kuo-Sengupta space (test functions)

Let $\varphi \in(\mathcal{E})_{\alpha}$ and $F=S \varphi$. For any $q \geq p \geq 0$, use Equation (3.3.21) and condition (a) in 12.3.17 to get

$$
\begin{aligned}
&|F(\xi)| \quad \leq\left\|: e^{\langle\cdot, \xi\rangle}:\right\|_{-q, 1 / \alpha}\|\varphi\|_{q, \alpha} \\
&=\|\varphi\|_{q, \alpha} G_{1 / \alpha}\left(|\xi|_{-q}^{2}\right)^{1 / 2} \\
& \leq\|\varphi\|_{q, \alpha} G_{1 / \alpha}\left(\rho^{2(q-p)}|\xi|_{-p}^{2}\right)^{1 / 2}
\end{aligned}
$$

where $G_{1 / \alpha}$ is the exponential generating function of $\{1 / \alpha(n)\}_{n=0}^{\infty}$, i.e.,

$$
G_{1 / \alpha}(r)=\sum_{n=0}^{\infty} \frac{1}{n!\alpha(n)} r^{n}
$$

Hence for any $a, p \geq 0$, we can choose $q>p$ such that $\rho^{2(q-p)}<a$. Then

$$
|F(\xi)| \leq\|\varphi\|_{q, \alpha} G_{1 / \alpha}\left(a|\xi|_{-p}^{2}\right)^{1 / 2}
$$

This is the growth condition for the $S$-transform of a test function in $(\mathcal{E})_{\alpha}$.
We state two conditions on the sequence $\{1 / \alpha(n)\}_{n=0}^{\infty}$ :

- ( $\widetilde{B} 1) \limsup _{n \rightarrow \infty}\left(n!\alpha(n) \inf _{r>0} \frac{G_{1 / \alpha}(r)}{r^{n}}\right)^{1 / n}<\infty$.
$(\widetilde{B} 2)$ The sequence $\left\{\frac{1}{n!\alpha(n)}\right\}$ is log-concave.
Similar to the conditions (B1) and (B2), condition ( $\widetilde{B} 2$ ) implies condition ( $\widetilde{B} 1$ ). Moreover, it is shown in [4] that the Bell numbers satisfy condition ( $\widetilde{B} 2)$.

The next theorem is due to Asai et al. [5].
Theorem 3.5.12 If $F$ is the $S$-transform of a test function in $[\mathcal{E}]_{\alpha}$, then $F$ satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) For any $a, p \geq 0$, there exists a constant $K \geq 0$ such that

$$
|F(\xi)| \leq K G_{1 / \alpha}\left(a|\xi|_{-p}^{2}\right)^{1 / 2}, \quad \xi \in \mathcal{E}_{c}
$$

Conversely, suppose condition ( $\widetilde{B} 1$ ) holds and let $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ be a function satisfying conditions (1) and (2). Then $F$ is the $S$-transform of a test function in $[\mathcal{E}]_{\boldsymbol{\alpha}}$.

## D. CKS-space associated with a growth function (test functions)

Recall from 3.4.4 that we have a Gel'fand triple $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$ associated with a growth function $u \in C_{+, 1 / 2}$. The next theorem is due to Asai et al. [7] [8].

Theorem 3.5.13 Let $u \in C_{+, 1 / 2}$ satisfy conditions (U1) (U2) (U3) in 3.4.4. Then a function $F: \mathcal{E}_{c} \rightarrow \mathbf{C}$ is the $S$-transform of a test function in $[\mathcal{E}]_{u}$ if and only if it satisfies the conditions:
(1) For any $\xi, \eta \in \mathcal{E}_{c}$, the function $F(z \xi+\eta)$ is an entire function of $z \in \mathbf{C}$.
(2) For any $a, p \geq 0$, there exists a constant $K \geq 0$ such that

$$
|F(\xi)| \leq K u\left(a|\xi|_{-p}^{2}\right)^{1 / 2}, \quad \xi \in \mathcal{E}_{c}
$$

### 3.5.5 Intrinsic topology for the space of test functions

In the finite dimensional Schwartz distribution theory, a test function is infinitely differentiable and rapidly decreasing. In the white noise distribution theory, this property is replaced by the analyticity and growth conditions. This idea is due to Y.-J. Lee [43] for the test functions in $(\mathcal{E})$. The extension to the space $(\mathcal{E})_{\beta}$ involves only delicate computations. However, the extension to the space $[\mathcal{E}]_{\alpha}$ and $[\mathcal{E}]_{u}$ requires new concepts and techniques.

Recall from Example 3.3 .4 that : $e^{\langle\cdot, x\rangle}$ : is a generalized function for any $x \in \mathcal{E}_{c}^{\prime}$. Thus Equation (3.4.30) for a test function $\varphi \in(\mathcal{E})$ can be extended to $x \in \mathcal{E}_{c}^{\prime}$,

$$
\varphi(\boldsymbol{x})=\left\langle\left\langle: e^{\langle, x\rangle}:, \Theta \varphi\right\rangle\right\rangle, \quad x \in \mathcal{E}_{c}^{\prime},
$$

where $\Theta$ is a continuous linear operator from ( $\mathcal{E}$ ) into itself defined in 12.4.76. From the above equality, we get

$$
|\varphi(x)| \leq\left\|: e^{\langle\cdot, x\rangle}:\right\|_{-p}\|\Theta \varphi\|_{p}=\|\Theta \varphi\|_{p} \exp \left[\frac{1}{2}|\xi|_{-p}^{2}\right], \quad x \in \mathcal{E}_{p, c}^{\prime}
$$

Being motivated by this inequality, we define a norm $\|\cdot\|_{\mathcal{A}_{p}}$ on the space $(\mathcal{E})$ by

$$
\|\varphi\|_{\mathcal{A}_{p}}=\sup _{x \in \mathcal{E}_{p, c}^{\prime}}|\varphi(x)| \exp \left[-\frac{1}{2}|x|_{-p}^{2}\right] .
$$

The next theorem is due to Y.-J. Lee [43]. See Theorem 4.60 in [22].
Theorem 3.5.14 The topology on $(\mathcal{E})$ generated by $\left\{\|\cdot\|_{\mathcal{A}_{p}} ; p \geq 0\right\}$ is the same as the one generated by $\left\{\|\cdot\|_{p} ; p \geq 0\right\}$.

Next, consider test functions in $(\mathcal{E})_{\beta}$. We can derive from Equations (3.3.16) and (3.5.41) the following inequality

$$
|\varphi(x)| \leq\|\Theta \varphi\|_{p, \beta} \exp \left[\frac{1}{2}(1+\beta)|x|_{-p}^{\frac{2}{1+\beta}}\right], \quad x \in \mathcal{E}_{p, c}^{\prime}
$$

where $\Theta:(\mathcal{E})_{\beta} \rightarrow(\mathcal{E})_{\beta}$ is continuous by Theorem 6.2 in [40]. In view of this inequality we define the following norm for each $p \geq 0$,

$$
\|\varphi\|_{\mathcal{A}_{p, \beta}}=\sup _{x \in \mathcal{E}_{p, c}^{\prime}}|\varphi(x)| \exp \left[-\frac{1}{2}(1+\beta)|x|_{-p}^{\frac{2}{1+\beta}}\right]
$$

The next theorem is from Theorem 15.14 in [40].
Theorem 3.5.15 The topology on $(\mathcal{E})_{\beta}$ generated by $\left\{\|\cdot\|_{\mathcal{A}_{p, \beta}} ; p \geq 0\right\}$ is the same as the one generated by $\left\{\|\cdot\|_{p, \beta} ; p \geq 0\right\}$.

Now, we consider the test functions in the space $[\mathcal{E}]_{u}$. Let $u \in C_{+, 1 / 2}$ be a growth function satisfying conditions (U1) (U2) (U3) in 3.4.4. Recall that the space $[\mathcal{E}]_{u}$ of test functions is $[\mathcal{E}]_{\alpha}$ associated with the sequence

$$
\alpha(n)=\frac{1}{\ell_{u}(n) n!}, \quad n \geq 0
$$

where $\ell_{u}$ is the Legendre transform of $u$. Thus the norms on $[\mathcal{E}]_{u}$ are given by

$$
\|\varphi\|_{p, u}=\left(\sum_{n=0}^{\infty} \frac{1}{\ell_{u}(n)}\left|f_{n}\right|_{p}^{2}\right)^{1 / 2}, \quad p \geq 0
$$

Being motivated by the growth condition in Theorem 3.5.13, we define another family of norms $\left\{\|\cdot\|_{\mathcal{A}_{p, u}}\right\}$ on $[\mathcal{E}]_{u}$ by

$$
\|\varphi\|_{\mathcal{A}_{p, u}}=\sup _{x \in \mathcal{E}_{p, c}^{\prime}}|\varphi(x)| u\left(|x|_{-p}^{2}\right)^{-1 / 2}
$$

The next theorem is due to Asai et al. [6] [8].
Theorem 3.5.16 Let $u \in C_{+, 1 / 2}$ satisfy conditions (U1) (U2) (U3) in 3.4.4. The topology on $[\mathcal{E}]_{u}$ generated by $\left\{\|\cdot\|_{\mathcal{A}_{p, u}} ; p \geq 0\right\}$ is the same as the one generated by $\left\{\|\cdot\|_{p, u} ; p \geq 0\right\}$.

### 3.6 Continuous operators and adjoints

In 3.6.1 to 3.6 .5 we will discuss various continuous linear operators acting on the KondratievStreit space $(\mathcal{E})_{\beta} \subset\left(L^{2}\right) \subset(\mathcal{E})_{\beta}^{*}$. In 1.6 .147 we will extend these results to the CKS-spaces $[\mathcal{E}]_{\alpha} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{\alpha}^{*}$ and $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$.

### 3.6.1 Differential operators

Let $\varphi \in(\mathcal{E})$ and $y \in \mathcal{E}^{\prime}$. The directional derivative of $\varphi$ in $y$ is defined by

$$
D_{y} \varphi(x)=\lim _{\epsilon \rightarrow 0} \frac{\varphi(x+\epsilon y)-\varphi(x)}{\epsilon}
$$

Let $\varphi$ be represented by $\varphi(x)=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes n:, f_{n}\right\rangle$. Then $D_{y} \varphi$ is represented by

$$
D_{y} \varphi=\sum_{n=1}^{\infty} n\left\langle: \cdot \otimes(n-1):,\left\langle y, f_{n}\right\rangle\right\rangle,
$$

where $\left\langle y, f_{n}\right\rangle$ is the bilinear pairing of $y$ and one variable of $f_{n}$. Since $f_{n}$ is assumed to be symmetric, this is well-defined. Note that after the pairing of $y$ and $f_{n},\left\langle y, f_{n}\right\rangle$ is a function of $n-1$ variables.

For the proof of the next theorem, see Theorem 9.1 in [40]
Theorem 3.6.1 For any $y \in \mathcal{E}^{\prime}$, the differential operator $D_{y}$ is continuous from $(\mathcal{E})_{\beta}$ into itself.

Thus for any $y \in \mathcal{E}^{\prime}$, the adjoint operator $D_{y}^{*}$ is continuous from $(\mathcal{E})_{\beta}^{*}$ into itself. If $\Phi \in(\mathcal{E})_{\beta}^{*}$ is represented by

$$
\Phi=\sum_{n=0}^{\infty}\left\langle: \otimes^{\otimes n}:, F_{n}\right\rangle, \quad F_{n} \in\left(\mathcal{E}_{c}^{\prime}\right)^{\widehat{\otimes} n},
$$

then $\partial_{y}^{*} \Phi$ is represented by

$$
\partial_{y}^{*} \Phi=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes(n+1):, y \widehat{\otimes} F_{n}\right\rangle
$$

where $y \widehat{\otimes} F_{n}$ denotes the symmetric tensor product of $y$ and $F_{n}$.
We have the following properties for the operators $D_{y}$ and $D_{y}^{*}$ :
(1) For any fixed $\varphi \in(\mathcal{E})_{\beta}$, the linear mapping $y \mapsto D_{y} \varphi$ is continuous from $\mathcal{E}^{\prime}$ into $(\mathcal{E})_{\beta}$ (Theorem 9.3 in [40]).
(2) For any fixed $\varphi \in(\mathcal{E})_{\beta}$ and $x \in \mathcal{E}^{\prime}$, the linear functional $y \mapsto D_{y} \varphi(x)$ is continuous on $\mathcal{E}^{\prime}$ (Corollary 9.4 in [40]).
(3) For any fixed $\Phi \in(\mathcal{E})_{\beta}^{*}$, the linear mapping $y \mapsto D_{y}^{*} \Phi$ is continuous from $\mathcal{E}^{\prime}$ into $(\mathcal{E})_{\beta}^{*}$ (Theorem 9.12(b) in [40]).
(4) Let $\eta \in \mathcal{E}$. The differential operator $D_{\eta}$ from $(\mathcal{E})_{\beta}$ into itself has a unique extension by continuity to a continuous linear operator $\widetilde{D}_{\eta}$ from $(\mathcal{E})_{\beta}^{*}$ into itself (Theorem 9.10 in [40]).
(5) For any $\varphi \in(\mathcal{E})_{\beta}$ and $y \in \mathcal{E}^{\prime}$, the $S$-transform of $D_{y} \varphi$ is given by

$$
S D_{y} \varphi(\xi)=\left.\frac{d}{d \lambda} \breve{S} \varphi(\xi+\lambda y)\right|_{\lambda=0}, \quad \xi \in \mathcal{E}_{c}
$$

(Theorem 9.7 in [40])
(6) For any $\Phi \in(\mathcal{E})_{\mathcal{\beta}}^{*}$ and $y \in \mathcal{E}^{\prime}$, the $S$-transform of $D_{y}^{*} \Phi$ is given by

$$
S D_{y}^{*} \Phi(\xi)=\langle y, \xi\rangle S \Phi(\xi), \quad \xi \in \mathcal{E}_{c}
$$

The operators $D_{y}$ and $D_{y}^{*}$ are also called annihilation and creation operators, respectively. We have the following commutation identities for these operators from Theorem 9.15 in [40]. The commutator $[A, B]$ is defined by $[A, B]=A B-B A$.
(1) $\left[D_{x}, D_{y}\right]=0$ on $(\mathcal{E})_{\beta}$ for all $x, y \in \mathcal{E}^{\prime}$.
(2) $\left[D_{x}^{*}, D_{y}^{*}\right]=0$ on $(\mathcal{E})_{\beta}^{*}$ for all $x, y \in \mathcal{E}^{\prime}$.
(3) $\left[\widetilde{D}_{\xi}, \widetilde{D}_{\eta}\right]=0$ on $(\mathcal{E})_{\beta}^{*}$ for all $\xi, \eta \in \mathcal{E}$.
(4) $\left[\widetilde{D}_{\eta}, D_{y}^{*}\right]=\langle y, \eta\rangle I$ on $(\mathcal{E})_{\beta}^{*}$ for all $\eta \in \mathcal{E}$ and $y \in \mathcal{E}^{\prime}$.
(5) $\left[D_{y}, D_{\eta}^{*}\right]=\langle y, \eta\rangle I$ on $(\mathcal{E})_{\beta}$ for all $y \in \mathcal{E}^{\prime}$ and $\eta \in \mathcal{E}$.

Now, let $\mathcal{E}$ be the Schwartz space $\mathcal{S}(\mathbf{R})$. The differential operator $D_{\delta_{t}}$ with $y=\delta_{\boldsymbol{t}}$ is denoted by $\partial_{t}$. The operator $\partial_{t}$ is often referred to as the white noise differential operator (or Hida differential operator.) It is a continuous linear operator from $(\mathcal{S})_{\beta}$ into itself. The adjoint $\partial_{t}^{*}$ is a continuous linear operator from $(\mathcal{S})_{\beta}^{*}$ into itself. We have the following facts.
(1) If $\varphi$ is represented by $\varphi=\sum_{n=0}^{\infty}\left\langle: \therefore{ }^{\otimes n}:, f_{n}\right\rangle$, then $\partial_{t} \varphi$ is represented by

$$
\partial_{t} \varphi=\sum_{n=1}^{\infty} n\left\langle: \cdot \otimes(n-1):, f_{n}(t, \cdot)\right\rangle
$$

(2) If $\Phi$ is represented by $\Phi=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes n:, F_{n}\right\rangle$, then $\partial_{t}^{*} \Phi$ is represented by

$$
\partial_{t}^{*} \Phi=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes(n+1):, \delta_{t} \widehat{\otimes} F_{n}\right\rangle
$$

(3) For any $\varphi \in(\mathcal{S})_{\beta}$, the function $t \mapsto \partial_{t} \varphi$ is continuous from $\mathbf{R}$ into $(\mathcal{S})_{\beta}$.
(4) For any $\Phi \in(\mathcal{S})_{\beta}^{*}$, the function $t \mapsto \partial_{t}^{*} \Phi$ is continuous from $\mathbf{R}$ into $(\mathcal{S})_{\beta}^{*}$.
(5) $\left[\partial_{s}, \partial_{t}\right]=0,\left[\partial_{s}^{*}, \partial_{t}^{*}\right]=0,\left[\partial_{s}, \partial_{t}^{*}\right]=\delta_{s}(t) I$.

Now, let $(H, B)$ be an abstract Wiener space [38]. The Gross Laplacian $\Delta_{G} \varphi$ of a twice $H$-differentiable function $\varphi$ on $B$ is defined by

$$
\Delta_{G} \varphi(x)=\operatorname{trace}_{H} D^{2} \varphi(x)
$$

As pointed out in the beginning of 12.4 .77 that there exists some $p \geq 0$ such that $\left(\mathcal{E}_{0}, \mathcal{E}_{-p}\right)$ is an abstract Wiener space. Hence we can define the Gross Laplacian for functions on $\mathcal{E}^{\prime}$ by

$$
\Delta_{G} \varphi(x)=\operatorname{trace} e_{\mathcal{E}_{0}} D^{2} \varphi(x)
$$

For the proof of the next theorem, see Theorems 10.11 and 10.12 in [40].
Theorem 3.6.2 The Gross Laplacian $\Delta_{G^{\prime}}$ is a continuous linear operator from $(\mathcal{E})_{\beta}$ into itself. If $\varphi \in(\mathcal{E})_{\beta}$ is represented by $\varphi=\sum_{n=0}^{\infty}\left\langle: . \otimes^{\otimes n}:, f_{n}\right\rangle$, then

$$
\Delta_{G} \varphi=\sum_{n=0}^{\infty}(n+2)(n+1)\left\langle::^{\otimes n}:,\left\langle\tau, f_{n+2}\right\rangle\right\rangle .
$$

Another infinite dimensional Laplacian is the number operator $N$. Let $\varphi \in(\mathcal{E})_{\beta}$ be represented by $\varphi=\sum_{n=0}^{\infty}\left\langle: .8 n:, f_{n}\right\rangle$. Then we define $N \varphi$ by

$$
N \varphi=\sum_{n=1}^{\infty} n\left\langle: \otimes^{\otimes n}:, f_{n}\right\rangle
$$

For the proof of the next theorem, see Theorems 9.23 and 9.25 in [40]
Theorem 3.6.3 The number operator $N$ is a continuous linear operator from $(\mathcal{E})_{\beta}$ into itself and also from $(\mathcal{E})_{\beta}^{*}$ into itself. Moreover, for any $\Phi \in(\mathcal{E})_{\beta}^{*}$ and $\varphi \in(\mathcal{E})_{\beta}$, we have

$$
\langle\langle N \Phi, \varphi\rangle\rangle=\langle\langle\Phi, N \varphi\rangle\rangle .
$$

The Gross Laplacian and number operator are related by the lambda operator $\Lambda$. For $\varphi \in(\mathcal{E})_{\beta}$ being represented by $\varphi=\sum_{n=0}^{\infty}\left\langle: \cdot \otimes n:, f_{n}\right\rangle, \Lambda \varphi$ is defined by

$$
\Lambda \varphi(x)=\sum_{n=1}^{\infty} n\left\langle x \widehat{\otimes}: x^{\otimes(n-1)}:, f_{n}\right\rangle
$$

By Theorem 10.18 in [40], the lambda operator $\Lambda$ is continuous from $(\mathcal{E})_{\beta}$ into itself and $\Lambda=\Delta_{G}+N$.

When $\mathcal{E}$ is the Schwartz space $\mathcal{S}(\mathbf{R})$, we can express the Gross Laplacian $\Delta_{G}$, its adjoint $\Delta_{G}^{*}$, and the number operator $N$ in terms of the operators $\partial_{t}$ and $\partial_{t}^{*}$ by

$$
\Delta_{G}=\int_{\mathbf{R}} \partial_{t}^{2} d t, \quad \Delta_{G}^{*}=\int_{\mathbf{R}}\left(\partial_{t}^{*}\right)^{2} d t, \quad N=\int_{\mathbf{R}} \partial_{t}^{*} \partial_{t} d t
$$

### 3.6.2 Translation and scaling operators

Let $\varphi \in(\mathcal{E})_{\beta}$ and $y \in \mathcal{E}^{\prime}$. The translation $T_{y} \varphi$ of $\varphi$ by $y$ is defined by

$$
T_{y} \varphi(x)=\varphi(x+y), \quad x \in \mathcal{E}^{\prime}
$$

Note that the Wick tensor $: x^{\otimes n}:$ defined in 12.5 .18 satisfies the identity

$$
\begin{equation*}
:(x+y)^{\otimes n}:=\sum_{k=0}^{n}\binom{n}{k}: x^{\otimes(n-k)}: \widehat{\otimes} y^{\otimes k} \tag{3.6.42}
\end{equation*}
$$

See Lemma 7.16 in [40] for the proof.
The identity in Equation (3.6.42) can be used to prove the next theorem. For details, see Theorem 10.21 in [40].

Theorem 3.6.4 Let $y \in \mathcal{E}^{\prime}$. The translation operator $T_{y}$ by $y$ is continuous from $(\mathcal{E})_{\beta}$ into itself.

The adjoint $T_{y}^{*}$ is a continuous linear operator from $(\mathcal{E})_{\beta}^{*}$ into itself. For any $\Phi \in(\mathcal{E})_{\beta}^{*}$, the $S$-transform of $T_{y}^{*} \Phi$ is given by

$$
S\left(T_{y}^{*} \Phi\right)(\xi)=e^{\langle y, \xi\rangle} S \Phi(\xi), \quad \xi \in \mathcal{E}_{c}
$$

Moreover, we have the following two facts from Theorems 10.22 and 10.26 in [40]
(1) Let $\eta \in \mathcal{E}$. The translation operator $T_{\eta}$ extends by continuity to a continuous linear operator $\widetilde{T}_{\eta}$ from $(\mathcal{E})_{\beta}^{*}$ into itself.
(2) For any $y \in \mathcal{E}^{\prime}$, the equality holds

$$
T_{y}^{*} T_{y} \varphi=: e^{\langle\cdot, y\rangle}: \varphi, \quad \forall \varphi \in(\mathcal{E})_{\beta}
$$

Next we discuss the scaling operator. Let $\varphi \in(\mathcal{E})_{\beta}$. The scaling of $\varphi$ by a complex number $\lambda$ is defined by

$$
S_{\lambda} \varphi(x)=\varphi(\lambda x), \quad x \in \mathcal{E}^{\prime}
$$

The Wick tensor $: x^{\otimes n}$ : defined in 12.3 .18 satisfies the identity

$$
\begin{equation*}
:(\lambda x)^{\otimes n}:=\sum_{k=0}^{[n / 2]}\binom{n}{2 k}(2 k-1)!!\lambda^{n-2 k}\left(\lambda^{2}-1\right)^{k}: x^{\otimes(n-2 k)}: \widehat{\otimes} \tau^{\otimes k} \tag{3.6.43}
\end{equation*}
$$

See Lemma 11.17 in [40] for the proof.
The identity in Equation (3.6.43) can be used to prove the next theorem. For details, see Theorem 11.18 in [40].

Theorem 3.6.5 Let $\lambda \in \mathbf{C}$. The scaling operator $S_{\lambda}$ by $\lambda$ is continuous from $(\mathcal{E})_{\beta}$ into itself.

The adjoint $S_{\lambda}^{*}$ is a continuous linear operator from $(\mathcal{E})_{\beta}^{*}$ into itself. Moreover, we can easily check the following facts:
(1) For any $\varphi \in(\mathcal{E})_{\beta}$ and $\lambda \neq 0$, the $S$-transform of $S_{\lambda} \varphi$ is given by

$$
S\left(S_{\lambda} \varphi\right)(\xi)=e^{\frac{1}{2}\left(\frac{1}{\lambda^{2}}-1\right)\langle\xi, \xi\rangle} S\left(\varphi \tilde{\mu}^{\left(\lambda^{2}\right)}\right)\left(\frac{\xi}{\lambda}\right)
$$

where for a complex number $\lambda$, the function $\widetilde{\mu}^{\left(\lambda^{2}\right)}$ is the generalized function defined by Equation (3.4.40).
(2) For any $\Phi \in(\mathcal{E})_{\beta}^{*}$ and $\lambda \in \mathbf{C}$, the $S$-transform of $S_{\lambda}^{*} \Phi$ is given by

$$
S\left(S_{\lambda}^{*} \Phi\right)(\xi)=e^{\frac{1}{2}\left(\lambda^{2}-1\right)(\xi, \xi\rangle} S \Phi(\lambda \xi)
$$

(3) For any $\varphi \in(\mathcal{E})_{\beta}$ and $\lambda \in \mathbf{C}$, the equality holds

$$
S_{\lambda}^{*} S_{\lambda} \varphi=\varphi \widetilde{\mu}^{\left(\lambda^{2}\right)}, \quad \forall \varphi \in(\mathcal{E})_{\beta}
$$

### 3.6.3 Multiplication and Wick product

An important property of the space $(\mathcal{E})_{\beta}$ of test functions is the fact that $(\mathcal{E})_{\beta}$ is an algebra, i.e., $\varphi \psi \in(\mathcal{E})_{\beta}$ for any $\varphi, \psi \in(\mathcal{E})_{\beta}$. From Theorem 8.18 in [40] we have the next theorem.

Theorem 3.6.6 The pointwise product $\varphi \psi$ of two test functions $\varphi$ and $\psi$ in $(\mathcal{E})_{\beta}$ is also a test function in $(\mathcal{E})_{\beta}$. Moreover, the mapping $(\varphi, \psi) \mapsto \varphi \psi$ is continuous from $(\mathcal{E})_{\beta} \times(\mathcal{E})_{\beta}$ into $(\mathcal{E})_{\beta}$.

Let $M_{\psi}$ denote the multiplication operator by $\psi \in(\mathcal{E})_{\beta}$, i.e.,

$$
M_{\psi} \varphi=\psi \varphi, \quad \varphi \in(\mathcal{E})_{\beta}
$$

We have the following facts about the multiplication operator $M_{\psi}$ :
(1) For any $\psi \in(\mathcal{E})_{\beta}$, the operator $M_{\psi}$ is continuous from $(\mathcal{E})_{\beta}$ into itself.
(2) For any $\psi \in(\mathcal{E})_{\beta}$, the operator $M_{\psi}$ extends by continuity to a continuous linear operator $\widetilde{M}_{\psi}$ from $(\mathcal{E})_{\beta}^{*}$ into itself. Moreover, we have $\widetilde{M}_{\psi}=M_{\psi}^{*}$.

In particular, for $\eta \in \mathcal{E}$, let $Q_{\eta}$ denote the multiplication by $\langle\cdot, \eta\rangle$, i.e., $Q_{\eta}=M_{\langle\cdot, \eta\rangle}$. We have the following properties:
(1) For any $\eta \in \mathcal{E}, Q_{\eta}$ is a continuous linear operator from $(\mathcal{E})_{\beta}$ into itself.
(2) For any $\eta \in \mathcal{E}, Q_{\eta}$ has a unique extension by continuity to a continuous linear operator $\widetilde{Q}_{\eta}$ from $(\mathcal{E})_{\beta}^{*}$ into itself and $\widetilde{Q}_{\eta}=Q_{\eta}^{*}$.
(3) For any $\eta \in \mathcal{E}, Q_{\eta}=D_{\eta}+D_{\eta}^{*}$ as continuous operators from $(\mathcal{E})_{\beta}$ into itself.
(4) For any $\eta \in \mathcal{E}, \widetilde{Q}_{\eta}=\widetilde{D}_{\eta}+D_{\eta}^{*}$ as continuous operators from $(\mathcal{E})_{\beta^{*}}$ into itself.
(5) For any $y \in \mathcal{E}^{\prime}, Q_{y}=D_{y}+D_{y}^{*}$ as continuous linear operators from $(\mathcal{E})_{\beta}$ into $(\mathcal{E})_{\beta}^{*}$.

For the proofs of (3) (4) (5), see Theorems 9.18 and 9.20 in [40].
For a special case of the above property (5), take $\mathcal{E}=\mathcal{S}(\mathbf{R})$ and $y=\delta_{t}$. Recall that elements in the white noise space $\mathcal{S}^{\prime}(\mathbf{R})$ can be denoted by $\dot{B}$. Thus $\left\langle\dot{B}, \delta_{t}\right\rangle=\dot{B}(t)$ and so $Q_{\delta_{t}}$ is the multiplication by $\dot{B}(t)$. The operator $Q_{\delta_{t}}$ is called white noise multiplication and is simply denoted by $\dot{B}(t)$. Hence we have

$$
\begin{equation*}
\dot{B}(t)=\partial_{t}+\partial_{t}^{*} \tag{3.6.44}
\end{equation*}
$$

as continuous linear operators from $(\mathcal{E})_{\beta}$ into $(\mathcal{E})_{\beta}^{*}$.
Next, we discuss the Wick product of two generalized functions. Let $\Phi, \Psi \in(\mathcal{E})_{\beta}^{*}$. By Theorem 3.5.4 the product $(S \Phi)(S \Psi)$ is the $S$-transform of a unique generalized function in $(\mathcal{E})_{\beta}^{*}$. This unique generalized function is defined to be the Wick product $\Phi \diamond \Psi$ of $\Phi$ and $\Psi$. Hence we have

$$
S(\Phi \diamond \Psi)(\xi)=(S \Phi(\xi))(S \Psi(\xi)), \quad \xi \in \mathcal{E}_{c}
$$

Note that the pointwise product of two generalized functions cannot be defined. But the Wick product is always defined for any two generalized functions.

Example 3.6.7 Note that $S\left\langle: .^{\otimes n}:, f_{n}\right\rangle=\left\langle f_{n}, \xi^{\otimes n}\right\rangle$. Hence we have

$$
\left\langle: \otimes m:, f_{m}\right\rangle \diamond\left\langle: .^{\otimes n}:, f_{n}\right\rangle=\left\langle: \otimes m+n:, f_{m} \widehat{\otimes} f_{n}\right\rangle
$$

In fact, we can use this equality to define the Wick product of two generalized functions in terms of their Wiener-Itô expansions.

Example 3.6.8 Note that $S\left(: e^{(r, x\rangle}:\right)(\xi)=e^{\langle x, \xi\rangle}$. Hence for any $x, y \in \mathcal{E}_{c}^{\prime}$,

$$
: e^{\langle\cdot x\rangle}: \diamond: e^{\langle\cdot, y\rangle}:=: e^{\langle\cdot, x+y\rangle}:
$$

From Theorem 8.12 and its remarks in [40] we have the next theorem.

Theorem 3.6.9 (1) The mapping $(\Phi, \Psi) \mapsto \Phi \circ \Psi$ is continuous from $(\mathcal{E})_{\beta}^{*} \times(\mathcal{E})_{\beta}^{*}$ into $(\mathcal{E})_{\beta}^{*}$. (2) We have $\varphi \diamond \psi \in(\mathcal{E})_{\beta}$ for any $\varphi, \psi \in(\mathcal{E})_{\beta}$ and the mapping $(\varphi, \psi) \mapsto \varphi \diamond \psi$ is continuous from $(\mathcal{E})_{\beta} \times(\mathcal{E})_{\beta}$ into $(\mathcal{E})_{\beta}$.

There is a relationship between the pointwise and Wick products from Theorem 8.17 in [40]. For any $\varphi, \psi \in(\mathcal{E})_{\beta}$,

$$
\begin{equation*}
\varphi \psi=\breve{S}((\Theta \varphi) \diamond(\Theta \psi)), \quad \varphi \diamond \psi=\Theta((\breve{S} \varphi)(\breve{S} \psi)) \tag{3.6.45}
\end{equation*}
$$

where $\breve{S}$ and $\Theta$ are defined in 12.5 .118 and 12.4 .76 , respectively.
Even though there is no Lebesgue measure on the space $\mathcal{E}^{\prime}$, we can define the convolution of two generalized functions. Let $\Phi, \Psi \in(\mathcal{E})_{\beta}^{*}$. Define the convolution of $\Phi$ and $\Psi$ by

$$
\Phi * \Psi=\Phi \diamond \Psi \diamond g_{-2}
$$

where $g_{-2}$ is the generalized function with $S$-transform given by

$$
S g_{-2}(\xi)=\exp \left[\frac{1}{2}\langle\xi, \xi\rangle\right], \quad \xi \in \mathcal{E}_{c}
$$

Obviously, the mapping $(\Phi, \Psi) \mapsto \Phi * \Psi$ is continuous from $(\mathcal{E})_{\beta}^{*} \times(\mathcal{E})_{\beta}^{*}$ into $(\mathcal{E})_{\beta}^{*}$.
The convolution of two finite measures $\nu_{1}$ and $\nu_{2}$ is defined by

$$
\nu_{1} * \nu_{2}(\cdot)=\int_{\mathcal{E}^{\prime}} \nu_{1}(\cdot-x) d \nu_{2}(x)
$$

The convolution $\nu_{1} * \nu_{2}$ of two Hida measures (see 3.4.4) $\nu_{1}$ and $\nu_{2}$ is also a Hida measure. Moreover, we have

$$
\left(\nu_{1} * \nu_{2}\right)^{\sim}=\widetilde{\nu}_{1} * \widetilde{\nu}_{2} .
$$

### 3.6.4 Fourier-Gauss transform

In this section we briefly discuss the Fourier-Gauss transform from Chapter 11 of [40].
There are several infinite dimensional Fourier type transforms. In 1947 Cameron and Martin introduced the Fourier-Wiener transform acting on the $L^{2}$-space of the Wiener measure. In 1956 Segal [54] introduced the Fourier-Wiener transform for the normal distribution on a Hilbert space. In 1961 Bargman [9] defined a transform which is nowadays called the Segal-Bargman transform. In 1967 Gross [17] used the $\mu$-convolution on an abstract Wiener space. In 1975 Hida [18] used the $\mathcal{T}$-transform to develop the white noise theory. Later in 1980 Kubo and Takenaka [33] introduced the $S$-transform to study white noise functionals. In 1982 Kuo [39] defined Fourier transform on the space of generalized functions. In 1987 Lee [43] introduced the Fourier-Gauss transform which includes all the previous Fourier type transforms.

Let $a, b \in \mathbf{C}$. The Fourier-Gauss transform $\mathcal{G}_{a, b} \varphi$ of a function $\varphi$ is defined by

$$
\mathcal{G}_{a, b} \varphi(y)=\int_{\mathcal{E}^{\prime}} \varphi(a x+b y) d \mu(x)
$$

We have several special cases:
(1) $\mathcal{G}_{1,1}$ is the operator $\breve{S}$ in 12.5.118.
(2) $\mathcal{G}_{i, 1}$ is the operator $\Theta$ in 12.4.76.
(3) $\mathcal{G}_{\sqrt{2}, i}$ is the Fourier-Wiener transform.
(4) $\mathcal{G}_{\sqrt{t}, 1}$ is the convolution with the measure $\mu^{(t)}$ in 12.4.6.
(5) $\mathcal{G}_{\sqrt{2},-i}$ is the second quantization $\Gamma(-i I)$ of the operator $-i I$.
(6) $\mathcal{G}_{1,-i}^{*}$ is the Fourier transform acting on the space of generalized functions.

For the proof of the next theorem, see Theorem 11.28 in [40]
Theorem 3.6.10 Let $\varphi \in(\mathcal{E})_{\beta}$ be represented by $\varphi=\sum_{n=0}^{\infty}\left\langle: . \otimes^{n}:, f_{n}\right\rangle$. Then for any $a, b \in \mathbf{C}, \mathcal{G}_{a, b} \varphi$ belongs to $(\mathcal{E})_{\beta}$ and

$$
\mathcal{G}_{a, b} \varphi=\sum_{n=0}^{\infty}\left\langle: . \otimes n:, h_{n}\right\rangle
$$

where $h_{n}$ is given by

$$
h_{n}=b^{n} \sum_{k=0}^{\infty}\binom{n+2 k}{2 k}(2 k-1)!!\left(a^{2}+b^{2}-1\right)^{k}\left\langle\tau^{\otimes k}, f_{n+2 k}\right\rangle
$$

Here are some properties of the Fourier-Gauss transform:
(1) For any $a, b \in \mathbf{C}$, the operator $\mathcal{G}_{a, b}$ is continuous from $(\mathcal{E})_{\beta}$ into itself. (See Theorem 11.29 in [40].)
(2) $\mathcal{G}_{0,1}=I$.
(3) $\mathcal{G}_{s, t} \circ \mathcal{G}_{a, b}=\mathcal{G}_{ \pm \sqrt{a^{2}+b^{2} s^{2}}, b t}$. (See Theorem 11.30 in [40].)
(4) If $b \neq 0$, then $\mathcal{G}_{a, b}$ is invertible and $\mathcal{G}_{a, b}^{-1}=\mathcal{G}_{ \pm i a / b, 1 / b}$. (This follows from properties (2) and (3).)
(5) If $a^{2}+b^{2}=1$ and $|b|=1$, then $\mathcal{G}_{a, b}$ is a unitary operator of $\left(\mathcal{E}_{p}\right)_{\beta}$ for any $p \geq 0$. Conversely, if $\mathcal{G}_{a, b}$ is a unitary operator of $\left(\mathcal{E}_{p}\right)_{\beta}$ for some $p \geq 0$, then $a^{2}+b^{2}=1$ and $|b|=1$. (See Theorem 11.34 in [40].)

The adjoint $\mathcal{G}_{a, b}^{*}$ is a continuous linear operator from $(\mathcal{E})_{\beta}^{*}$ into itself. Moreover, if $b \neq 0$, then $\mathcal{G}_{a, b}^{*}$ is invertible.

Now, we consider a special Fourier-Gauss transform given by $a=1$ and $b=-i$. For convenience, let $\mathcal{G}$ denote $\mathcal{G}_{1,-i}$ and let $\mathcal{F}=\mathcal{G}^{*}$. The operators $\mathcal{G}$ and $\mathcal{F}$ are called the Gauss and Fourier transforms, respectively.

The next theorem on the Gauss transform $\mathcal{G}$ is from Theorem 11.33 in [40].
Theorem 3.6.11 The operator $\mathcal{G}:(\mathcal{E})_{\beta} \rightarrow(\mathcal{E})_{\beta}$ satisfies the following equalities:

$$
\begin{aligned}
\mathcal{G}^{4} & =I, \\
\mathcal{G} Q_{\eta} & =-i D_{\eta}^{*} \mathcal{G}, \quad \eta \in \mathcal{E}, \\
\mathcal{G} D_{\eta}^{*} & =-i Q_{\eta} \mathcal{G}, \quad \eta \in \mathcal{E}, \\
\mathcal{G} D_{x} & =i D_{x} \mathcal{G}, \quad x \in 7^{\prime}
\end{aligned}
$$

On the other hand, we have a corresponding theorem for the Fourier transform $\mathcal{F}$ from Theorems 11.7 and 11.11 in [40].

Theorem 3.6.12 The operator $\mathcal{F}:(\mathcal{E})_{\beta}^{*} \rightarrow(\mathcal{E})_{\beta}^{*}$ satisfies the following equalities:

\[

\]

The next two theorems are from Theorems 11.36 and 11.38 in [40]. They are the characterization theorems for the Gauss transform $\mathcal{G}$ and Fourier transform $\mathcal{F}$ in terms of differential and multiplication operators.

Theorem 3.6.13 The Gauss transform $\mathcal{G}=\mathcal{G}_{1,-i}$ is the unique (up to a constant) continuous linear operator $T$ from $(\mathcal{E})_{\beta}$ into itself satisfying the equalities:

$$
T Q_{\xi}=-i D_{\xi}^{*} T, \quad T D_{\xi}^{*}=-i Q_{\xi} T, \quad \forall \xi \in \mathcal{E}
$$

Theorem 3.6.14 The Fourier transform $\mathcal{F}=\mathcal{G}_{1,-i}^{*}$ is the unique (up to a constant) continuous linear operator $T$ from $(\mathcal{E})_{\beta}^{*}$ into itself satisfying the equalities:

$$
T \widetilde{D}_{\xi}=i \widetilde{Q}_{\xi} T, \quad T \widetilde{Q}_{\xi}=i \widetilde{D}_{\xi} T, \quad \forall \xi \in \mathcal{E}
$$

Finally, we consider an important special case of the Fourier-Gauss transform. For a real number $\theta$, let

$$
\begin{equation*}
a= \pm\left(1-e^{i \theta} \cos \theta\right)^{1 / 2}, \quad b=e^{i \theta} \tag{3.6.46}
\end{equation*}
$$

We use $\mathcal{G}_{\theta}$ to denote the Fourier-Gauss transform $\mathcal{G}_{a, b}$, i.e., $\mathcal{G}_{\theta}=\mathcal{G}_{a, b}$ with $a$ and $b$ given by Equation (3.6.46). Note that $\mathcal{G}_{\theta}$ does not depend on the choice of plus and minus signs for $a$.

The adjoint $\mathcal{F}_{\theta}=\mathcal{G}_{\theta}^{*}$ is called the Fourier-Mehler transform. The next two theorems are from Theorems 11.39 and 11.40 in [40].

Theorem 3.6.15 The family $\left\{\mathcal{G}_{\theta} ; \theta \in \mathbf{R}\right\}$ is a strongly continuous one-parameter group acting on $(\mathcal{E})_{\beta}$ with infinitesimal generator $i N+\frac{i}{2} \Delta_{G}$.

Theorem 3.6.16 The family $\left\{\mathcal{F}_{\theta} ; \theta \in \mathbf{R}\right\}$ is a strongly continuous one-parameter group acting on $(\mathcal{E})_{\beta}^{*}$ with infinitesimal generator $i N+\frac{i}{2} \Delta_{G}^{*}$.

The transform $\mathcal{G}_{\theta}$ and Fourier-Mehler transform $\mathcal{F}_{\theta}$ can also be characterized in similar ways as in Theorems 3.6.13 and 3.6.14, respectively. For the proofs and further information on the Fourier-Mehler transform, see [40].

### 3.6.5 Extensions to CKS-spaces

In this section we will study continuous linear operators and their adjoints on a CKS-space $[\mathcal{E}]_{\alpha} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{\alpha}^{*}$ associated with a sequence $\{\alpha(n)\}_{n=0}^{\infty}$ of positive numbers satisfying conditions (A1) and (A2) in 12.3.21. For this purpose we need to impose the following conditions on the sequence $\{\alpha(n)\}_{n=0}^{\infty}$ :

- (C1) There exists a constant $c_{1}$ such that for all $n \leq m$,

$$
\alpha(n) \leq c_{1}^{m} \alpha(m)
$$

(C2) There exists a constant $c_{2}$ such that for all $n$ and $m$,

$$
\alpha(n+m) \leq c_{2}^{n+m} \alpha(n) \alpha(m)
$$

(C3) There exists a constant $c_{3}$ such that for all $n$ and $m$,

$$
\alpha(n) \alpha(m) \leq c_{3}^{n+m} \alpha(n+m)
$$

These conditions were introduced by Kubo et al. in [60]. Note that condition (C1) is satisfied if the sequence $\{\alpha(n)\}$ is increasing. It can be easily checked that condition (C3) implies condition (C1). Moreover, the Bell numbers satisfy conditions (C2) and (C3) (for the proof, see [60].)

## 1. Differential operators

For the proof of the next theorem, see Theorem 3.1 in [60].
Theorem 3.6.17 Assume that $\alpha(n) \leq c_{1}^{n+1} \alpha(n+1)$ for all $n \geq 0$. In particular, let condition (C1) be satisfied. Then for any $y \in \mathcal{E}^{\prime}$, the differential operator $D_{y}$ is continuous from $[\mathcal{E}]_{\alpha}$ into itself.

In fact, the condition $\alpha(n) \leq c_{1}^{n+1} \alpha(n+1)$ for all $n \geq 0$ is also necessary for the continuity of a differential operator $D_{y}$ with $y \neq 0$.

Those properties concerning the operators $D_{y}$ and $D_{y}^{*}$ in 3.6 .1 are all true under the condition $\alpha(n) \leq c_{1}^{n+1} \alpha(n+1)$ for all $n \geq 0$, in particular, under condition (C1). This is also the case for the Gross Laplacian, i.e., under this condition, the Gross Laplacian $\Delta_{G}$ is continuous from $[\mathcal{E}]_{\alpha}$ into itself. Hence its adjoint $\Delta_{G}^{*}$ is continuous from $[\mathcal{E}]_{\alpha}^{*}$ into itself.

However, for the number operator $N$, we do not need to assume any $C$-condition. For any sequence $\{\alpha(n)\}$ satisfying conditions (A1) and (A2), the number operator $N$ is continuous from $[\mathcal{E}]_{\alpha}$ into itself and also from $[\mathcal{E}]_{\alpha}^{*}$ into itself.

## 2. Translation and scaling operators

From Equation (3.3.19) we have $[\mathcal{E}]_{\alpha} \subset(\mathcal{E})$ and so every $\varphi \in[\mathcal{E}]_{\alpha}$ has a unique continuous version and has a unique analytic extension (see 12.4.75 and 12.4.76.) Thus we can define translation and scaling operators acting on the space $[\mathcal{E}]_{\alpha}$ as in 3.6.2.

The next theorem is from section 3.2 in [60]
Theorem 3.6.18 Assume that condition (C1) is satisfied. Then for any $y \in \mathcal{E}^{\prime}$ and $\lambda \in \mathbf{C}$, the translation operator $T_{y}$ and scaling operator $S_{\lambda}$ are continuous from $[\mathcal{E}]_{\alpha}$ into itself.

We can easily see that those properties and identities in 3.6 .2 concerning the adjoints $T_{y}^{*}$ and $S_{\lambda}$, and the extension $\widetilde{T}_{\eta}$ are all valid for the CKS-space under condition (C1).

## 3. Multiplication and Wick product

From Theorems 3.4 and 3.5 in [60] we have the next two theorems concerning the Wick product.

Theorem 3.6.19 Assume that condition (C2) is satisfied: Then $[\mathcal{E}]_{\alpha}$ is closed under the Wick multiplication and the mapping $(\varphi, \psi) \mapsto \varphi \diamond \psi$ is continuous from $[\mathcal{E}]_{\alpha} \times[\mathcal{E}]_{\alpha}$ into $[\mathcal{E}]_{\alpha}$.

Theorem 3.6.20 Assume that condition (C3) is satisfied. Then $[\mathcal{E}]_{\alpha}^{*}$ is closed under the Wick multiplication and the mapping $(\Phi, \Psi) \mapsto \Phi \diamond \Psi$ is continuous from $[\mathcal{E}]_{\alpha}^{*} \times[\mathcal{E}]_{\alpha}^{*}$ into $[\mathcal{E}]_{\alpha}^{*}$.

As for the pointwise multiplication of two test functions, recall the first identity from Equation (3.6.45)

$$
\varphi \psi=\breve{S}((\Theta \varphi) \diamond(\Theta \psi)) .
$$

We can check that under condition (C1) the operators $\Theta$ and $\breve{S}$ are continuous from $[\mathcal{E}]_{\alpha}$ into itself (this fact also follows from the continuity of the Fourier-Gauss transform below.) Hence we have the next theorem.

Theorem 3.6.21 Assume that conditions (C1) and (C2) are satisfied. Then $[\mathcal{E}]_{\alpha}$ is closed under pointwise multiplication and the mapping $(\varphi, \psi) \mapsto \varphi \psi$ is continuous from $[\mathcal{E}]_{\alpha} \times[\mathcal{E}]_{\alpha}$ into $[\mathcal{E}]_{\alpha}$.

## 4. Fourier-Gauss transform

The next theorem is from Theorem 3.3 in [60].
Theorem 3.6.22 Assume that condition (C1) is satisfied. Then for any $a, b \in \mathbf{C}$, the Fourier-Gauss transform $\mathcal{G}_{a, b}$ is continuous from $[\mathcal{E}]_{\alpha}$ into itself.

In particular, the operators $\breve{S}, \Theta, \mathcal{G}$, and the Fourier-Wiener transform are all continuous from $[\mathcal{E}]_{\alpha}$ into itself.

The properties of $\mathcal{G}_{a, b}$ and $\mathcal{G}_{a, b}^{*}$ and the characterization theorems in 3.6.4 are all valid under the condition (C1).

As for the CKS-space $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$ given by a growth function $u$, we need to assume that $u$ satisfies conditions (U1) (U2) (U3) in 3.4.4. It is shown in [7] that for such a function $u$, the associated sequence $\{\alpha(n)\}_{n=0}^{\infty}$ in Equation (3.4.33) satisfies condition (C2) and (C3) (hence also (C1) since (C3) implies (C1).) Thus the results for the CKS-space $[\mathcal{E}]_{\alpha} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{\alpha}^{*}$ can be automatically carried over to the CKS-space $[\mathcal{E}]_{u} \subset\left(L^{2}\right) \subset[\mathcal{E}]_{u}^{*}$.

### 3.7 Comments on other topics and applications

At the end of this survey article, we mention some other topics and applications of white noise theory.

## 1. Lévy and Volterra Laplacians

In 3.6.1 we discussed the Gross Laplacian and number operator. There are two more Laplacian operators: the Lévy and Volterra Laplacians.

Let $f$ be a function defined on a Hilbert space $H$. The Lévy Laplacian $\Delta_{L} f$ of $f$, as originally proposed by P. Levy, is defined to be the function

$$
\Delta_{L} f(x)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{k=1}^{n} f^{\prime \prime}(x)\left(e_{k}, e_{k}\right)
$$

where $\left\{e_{n}\right\}$ is an orthonormal basis for $H$. Obviously, if $f^{\prime \prime}(x)$ is a trace class operator of $H$, then $\Delta_{L} f(x)=0$. Thus if the Gross Laplacian $\Delta_{G} f$ exists, then $\Delta_{L} f=0$. On the other hand, when $\Delta_{G} f$ does not exist, the Lévy Laplacian $\Delta_{L} f$ may be defined. For example, consider the function $f(x)=|x|^{2}\left(|\cdot|\right.$ is the norm on $H$.) We have $f^{\prime \prime}(x)=I$ and so $\Delta_{G} f$ does not exist. However, $\Delta_{L} f(x)=1$.

One of the original motivations for Hida to introduce white noise theory was to understand the Lévy Laplacian from the white noise viewpoint. The above function $f$, when written in white noise language, is the function $F(\xi)=\int_{\mathbf{R}} \xi(t)^{2} d t$. This function is the $S$ transform of the generalized function $\Phi=\int_{\mathbf{R}}: \dot{B}(t)^{2}: d t$ in $(\mathcal{S})^{*}$. The Gross Laplacian $\Delta_{G} \Phi$
is not defined. However, $\Delta_{L} \Phi=1$. In general, the Gross Laplacian acts on ordinary functions, while the Lévy Laplacian acts on generalized functions. Thus $\Delta_{L} \Phi$ is defined through the $S$-transform $F=S \Phi$ of $\Phi$ and expressed in terms of the second functional derivative $F^{\prime \prime}(\xi)$ of $F$. However, the Lévy Laplacian picks up only the singular part of $F^{\prime \prime}(\xi)$. The regular part of $F^{\prime \prime}(\xi)$ gives another Laplacian, called the Volterra Laplacian $\Delta_{V} \Phi$ of $\Phi$. In the absence of the singular part, the regular part would give the Gross Laplacian.

For the precise definitions and a comprehensive discussion of the Lévy and Volterra Laplacian in terms of the $S$-transform, see [40] and the references therein. For the recent development about the Lévy Laplacian, see [51] [52].

We remark that Accardi [1] has discovered a very important relationship between the Lévy Laplacian and Yang-Mills equations.

## 2. Integral kernel operators and quantum probability

Integral kernel operators were introduced by Hida et al. in [23]. They are operators of the form

$$
\Xi_{j, k}(\theta)=\int_{T^{j+k}} \theta\left(s_{1}, \ldots, s_{j}, t_{1}, \ldots, t_{k}\right) \partial_{s_{1}}^{*} \cdots \partial_{s_{j}}^{*} \partial_{t_{1}} \cdots \partial_{\boldsymbol{t}_{k}} d s_{1} \cdots d s_{j} d t_{1} \cdots d t_{k}
$$

where $T \subset \mathbf{R}$ is an interval and $\theta \in\left(\mathcal{S}^{\prime}\right)^{\otimes(j+k)}$. The integral kernel operator $\Xi_{j, k}(\theta)$ is a continuous linear operator from $(\mathcal{S})_{\beta}$ into $(\mathcal{S})_{\beta}^{*}$. In fact, it is also continuous from $[\mathcal{S}]_{\alpha}$ into $[\mathcal{S}]_{\alpha}^{*}$ if the sequence $\{\alpha(n)\}$ satisfies condition (C1) in 3.6.5. Integral kernel operators with $\theta \in L^{2}\left(\mathbf{R}^{j+k}\right)$ had already been studied in quantum probability before Hida et al. [23]. The case with $\theta$ being a tempered distribution is a significant progress in quantum probability.

For more information on integral kernel operators, see [40] (chapter 10) and [48]. For more recent development related to integral kernel operators and the application to quantum probability, see [12] [13] [49].

One of the most important applications of white noise theory is to quantum probability. The noncommutative Itô lemma can be formulated in a very natural way by using the white noise theory. For an excellent account of the white noise approach to quantum stochastic calculus, see [2] which is part of a forthcoming book by Accardi et al.
3. Stochastic integration

An Ito integral is an integral of the form $\int_{a}^{b} f(t) d B(t)$ with the integrand $f$ being nonanticipating and almost all sample paths of $f$ are square integrable. Thus the integral $\int_{0}^{1} B(1) d B(t)$ is not an Itô integral, even though intuitively we would have $\int_{0}^{1} B(1) d B(t)=$ $B(1) \int_{0}^{1} d B(t)=B(1)^{2}$. This simple example served as a motivation for Itô himself in 1976 to extend Itô's integral for integrands which may be anticipating.

In fact, being motivated by the problem to extend Itô's lemma for functions of the form $g(B(t), B(1)), 0 \leq t \leq 1$, Hitsuda already defined stochastic integrals for anticipating integrands in 1972 during the Japan-USSR joint probability conference. Skorokhod, influenced by Hitsuda's lecture in the conference, published a paper in 1975 to extend the Itô integral without assuming the nonanticipating property for the integrand. Both Hitsuda and Skorokhod used the Wiener-Itô decomposition of the integrand to define this new stochastic integral, which is nowadays called the Hitsuda-Skorokhod integral.

From the white noise viewpoint we can write the Itô integral $\int_{a}^{b} f(t) d B(t)$ as $\int_{a}^{b} f(t) \dot{B}(t) d t$ (cf. 10.7.66.) But if we regard $f(t) \dot{B}(t)$ as multiplication by $\dot{B}(t)$, then the class of functions $f$ that we can integrate is small. A better idea is to write the integral as $\int_{a}^{b} \dot{B}(t) f(t) d t$ and regard $\dot{B}(t)$ as a multiplication operator $\dot{B}(t)=\partial_{t}+\partial_{t}^{*}$ (see Equation (3.6.44).) This leads to the integral $\int_{a}^{b}\left(\partial_{t}+\partial_{t}^{*}\right) f(t) d t$. On the one hand, for nonanticipating $f$, we have
$\int_{a}^{b} \partial_{t}^{*} f(t) d t=\int_{a}^{b} f(t) d B(t)$ as pointed out by Kubo and Takenaka in [35]. Thus the integral $\int_{a}^{b} \partial_{t}^{*} f(t) d t$ is an extension of the Itô integral. It turns out that this integral is the Hitsuda-Skorokhod integral. On the other hand, the integral $\int_{a}^{b} \partial_{t} f(t) d t$ is not well-defined and gives rise to the integrals $\int_{a}^{b} \partial_{t^{+}} f(t) d t$ and $\int_{a}^{b} \partial_{t^{-}} f(t) d t$.

See chapter 13 of [40] for more information on the above discussion and applications such as intersection local times, Donsker's delta function, and Tanaka formula, among other things. Recently, de Faria et al. have proved the Clark-Ocone formula for certain generalized functions in [15].

## 4. Infinite dimensional harmonic analysis

The finite dimensional Fourier transform, depending on which properties one wants to keep, has several infinite dimensional analogues. In 3.6.4 we gave some of these analogues in white noise theory: the $S$-transform, Fourier-Wiener transform, second quantization operator, and Fourier transform. Recently, Lee and Stan [73] have used the second quantization operator to obtain a white noise generalization of the Heisenberg uncertainty principle. On the other hand, the $S$-transform is used by Stan [56] to generalize the Paley-Wiener theorem to a white noise space.

An important motivation for Hida to introduce white noise theory is to study infinite dimensional rotation groups. Let $\mathcal{E} \subset \mathcal{E}_{0} \subset \mathcal{E}^{\prime}$ be an abstract white noise space in 12.3 .17 with $\mathcal{E}$ understood to be infinite dimensional. The set $\mathcal{O}\left(\mathcal{E} ; \mathcal{E}_{0}\right)$ of linear homeomorphisms $g$ from $\mathcal{E}$ onto itself such that $|g(\xi)|_{0}=|\xi|_{0}$ is referred to as an infinite dimensional rotation group.

The infinite dimensional rotation group $\mathcal{O}\left(\mathcal{E} ; \mathcal{E}_{0}\right)$ contains many subgroups. The trivial ones are rotations on any fixed finite dimensional subspace of $\mathcal{E}$ preserving the $\mathcal{E}_{0}$-norm. An important subgroup is the Lévy group. Let $\mathcal{P}_{L}$ denote the set of permutations $\sigma$ of $\mathbf{N}$ (natural numbers) such that

$$
\lim _{N \rightarrow \infty} \frac{1}{N}|\{n \leq N, \sigma(n)>N\}|=0
$$

Let $\left\{e_{n}\right\}_{n=1}^{\infty} \subset \mathcal{E}$ be an orthonormal basis for $\mathcal{E}_{0}$. For each $\sigma \in \mathcal{P}_{L}$, let $g_{\sigma}$ be the linear operator on $\mathcal{E}$ defined by

$$
g_{\sigma}(\xi)=\sum_{n=1}^{\infty}\left\langle\xi, e_{n}\right\rangle e_{\sigma(n)}, \quad \xi \in \mathcal{E}
$$

The set $\mathcal{G}_{L}=\left\{g_{\sigma} ; \sigma \in \mathcal{P}_{L}\right\}$ is called the Lévy group. It is a subgroup of $\mathcal{O}\left(\mathcal{E} ; \mathcal{E}_{0}\right)$. Obviously, no $g_{\sigma}$ in $\mathcal{G}_{L}$ can be approximated by finite dimensional rotations. The Lévy group is closely related to the Lévy Laplacian (see the papers by Hida [20] and Obata [46] [47].)

In the special case when $\mathcal{E}_{0}=L^{2}\left(\mathbf{R}^{d}\right)$, i.e., $\mathcal{E}$ is a nuclear subspace of $L^{2}\left(\mathbf{R}^{d}\right)$, we can use the structure of $L^{2}\left(\mathbf{R}^{d}\right)$ to get fascinating subgroups of $\mathcal{O}\left(\mathcal{E} ; L^{2}\left(\mathbf{R}^{d}\right)\right)$. These subgroups are one-parameter groups called whiskers in [18]. Some examples of whiskers are shifts, isotropic dilations, special conformal transformations, and special orthogonal groups.

For a full account of infinite dimensional rotation groups, see the forthcoming book by Hida [21].

## 5. Mathematical physics

White noise theory provides a very natural approach to define and study Feynman integrals as initiated by Hida and Streit [72]. Consider the Schrödinger equation

$$
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \psi+V(x) \psi, \quad \psi(0, x)=\delta_{0}(x)
$$

where $\hbar$ is the Planck constant and $\delta_{0}$ is the Dirac delta function at 0. It is shown in Section 14.2 of [40] that the white noise formulation of the solution is given by

$$
\begin{array}{r}
\psi(t, x)=\quad \int_{\mathcal{S}^{\prime}(\mathbf{R})}\left(\mathcal{N} \exp \left[\frac{1}{2}\left(\frac{i m}{\hbar}+1\right) \int_{0}^{t} \dot{B}(u)^{2} d u\right]\right) \\
\times \exp \left[-\frac{i}{\hbar} \int_{0}^{t} V(x-B(u)) d u\right] \delta_{x}(B(t)) d \mu(\dot{B}) \tag{3.7.47}
\end{array}
$$

where $\delta_{x}(B(t))$ is Donsker's delta function in Example 3.2 .5 and $\mathcal{N} \exp [\cdots]$ denotes the renormalization of $\exp [\cdots]$. What we need to show is, for a given potential function $V$, the integrand $\Phi_{t, x}$ in Equation (3.7.47) is a generalized function in some space of generalized functions. Then the Feynman integral, given as the expectation of $\Phi_{t, x}$ in Equation (3.7.47), can be defined by $\psi(t, x)=\left\langle\left\langle\Phi_{t, x}, 1\right\rangle\right\rangle$.

In chapter 14 of [40], the integrand $\Phi_{t, x}$ is shown to be a generalized function in the space $(\mathcal{S})^{*}$ for the cases $V(x)=0$ (free particle), $-a x$ (constant external force), $\frac{1}{2} g x^{2}$ (harmonic oscillator). When $V$ is the Fourier transform of a finite measure $m$ (given by Albeverio and Høegh-Krohn in [3]), it is wrongly stated in [40] (page 316) that the corresponding integrand $\Phi_{t, x}$ is a generalized function in $(\mathcal{S})^{*}$. Actually, the integrand $\Phi_{t, x}$ should be a generalized function in a Bell number space $[\mathcal{S}]_{b_{k}}^{*}$ (see Example 3.3 .11 in 12.3.21) of some order $k$, which depends on the growth order of the finite measure $m$.

There are other important applications of white noise theory to mathematical physics such as Dirichlet forms and quantum field theory. See Chapters 10 and 11 of [22] and the references therein.

## 6. Random fields and stochastic variational calculus

A rich area for applications of white noise theory is stochastic variational calculus for random fields. Let $\mathcal{C}$ be a class of smooth manifolds diffeomorphic to the sphere $S^{d-1}$ in $\mathbf{R}^{d}$. For each $C \in \mathcal{C}$, let $X(C)$ be a generalized function in the space $(\mathcal{E})^{*}$ (in general, it can be $(\mathcal{S})_{\beta}^{*},[\mathcal{S}]_{\alpha}^{*}$, or $[\mathcal{E}]_{u}^{*}$.) In $[20]$ Hida describes a stochastic variational equation for a random field $\{X(C) ; C \in \mathcal{C}\}$ as

$$
\begin{equation*}
\delta X(C)=\Phi\left(X\left(C^{\prime}\right),\left(C^{\prime}\right) \subset(C), Y(s), s \in C, \delta C, C\right), \tag{3.7.48}
\end{equation*}
$$

where $(C)$ denotes the domain enclosed by $C, Y(s)$ is the innovation for $X(C)$. The formulation in Equation (3.7.48) is motivated by an attempt to understand the Tomonaga equation in quantum mechanics.

Important results for special cases of Equation (3.7.48) have been obtained by Hida and Si Si [24] and Si Si [55]. For further information see the forthcoming book by Hida [21].

## 7. Stochastic partial differential equations

Earlier applications of white noise theory to study stochastic partial differential equation was done by Chow [11] and Lindstrøm et al. [45]. Later $\emptyset \mathrm{ksendal}$ and his colleagues developed the techniques much further. In particular, we mention the Burgers equation driven by a non-Gaussian noise

$$
\begin{equation*}
u_{t}+\lambda u \cdot u_{x}=\nu u_{x x}+F(t, x, \omega) \tag{3.7.49}
\end{equation*}
$$

In [25] [26], Holden et al. regarded this equation as an equation taking values in a space of generalized functions. In order to do so, they replaced the multiplication by the Wick product. Thus Equation (3.7.49) is replace by the following equation

$$
\Phi_{t}+\lambda \Phi \diamond \Phi_{x}=\nu \Phi_{x x}+F(t, x, \omega)
$$

The $S$-transform provides a very useful tool to study this kind of stochastic partial differential equations. For a comprehensive account of the progress in this area, see [27] and the reference therein.

Recently Kondratiev et al. [10] have also made a rather significant progress about Burgers equations with random noises such as the Poisson and gamma noises [29].
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## Chapter 4

## Stochastic Differential Equations and Their Applications

Bo Zhang<br>Department of Statistics<br>People's University of China, Beijing, China

## Introduction

The concept of stochastic differential equations was introduced in 1902 for the first time by Gibbs [21] in which the integral of Hamilton-Jacobi differential equations for conservation systems in statistical mechanics with random initial states was studied. However stochastic differential equations was not rigorously described in terms of mathematical language until 1951, when the famous article - on stochastic differential equations - was published by Itò [40]. Since then, stochastic differential equations have been well known and are widely used outside of mathematics. There are many fruitful connections to other mathematical disciplines, such as measure theory, partial differential equation, differential geometry and potential theory. The subject has also rapidly developed its own life as a fascinating research field with many interesting unanswered questions.

General speaking, the basic theoretical problems concerned with stochastic differential equations are the same as those in the case of deterministic differential equatioins, namely: existence and uniqueness of a solution, analytical properties of the solutions, and dependence on the solutions on the initial values.

In the first part of this chapter, we will deal with Itò type stochastic differential equations with respect to the Brownian motion process, and its applications in which stochastic differential equations on manifold and backward stochastic differential equations and application are also discussed. The second part discusses some generalizations, which include stochastic differential equation with respect to Poisson point processes, stochastic differential equation governed by $C$-valued Levy process, stochastic differential equations with respect to semimartingale and stochastic differential equations with respect to nonlinear integrators. Thirdly, we will discuss functional stochastic differential equations. At last, we will give a short review of stochastic differential equation in abstract spaces.

### 4.1 SDEs with respect to Brownian motion

### 4.1.1 Ito type SDEs

Let us begin this part with some definitions. Let $R^{d}$ be the d-dimentional Euclidean space and let $W^{d}=C\left([0, \infty) \rightarrow R^{d}\right)$ be the space of all continuous functions $w$ defined on $[0, \infty)$ with values in $R^{d}$. For $w_{1}, w_{2} \in W^{d}$, let

$$
\rho\left(w_{1}, w_{2}\right)=\sum_{k=1}^{\infty}\left(\max _{0 \leq t \leq k}\left|w_{1}(t)-w_{2}(t)\right| \wedge 1\right)
$$

where $|\cdot|$ denotes the Euclidean metric in $R^{d} . W^{d}$ is a complete separable metric space under metric $\rho$. Let $\mathcal{B}\left(W^{d}\right)$ be the topological $\sigma$ field on $W^{d}$ and $\mathcal{B}_{t}\left(W^{d}\right)$ be the sub- $\sigma$-field of $\mathcal{B}\left(W^{d}\right)$ generated by $w(s), 0 \leq s \leq t$. In other words, $\mathcal{B}_{t}\left(W^{d}\right)$ is the inverse $\sigma$-field $\rho_{t}^{-1}\left[\mathcal{B}\left(W^{d}\right)\right]$ of $\mathcal{B}\left(W^{d}\right)$ under the mapping $\rho_{t}: W^{d} \rightarrow W^{d}$ defined by $\left(\rho_{t} w\right)(s)=w(t \wedge s)$. We define $R^{d} \otimes R^{r}$ as the set of all real $d \times r$ matrices; $\mathcal{B}\left(R^{d} \otimes R^{r}\right)$ is the topological $\sigma$ field on $R^{d} \otimes R^{r}$ obtained by identifying $R^{d} \otimes R^{r}$ with $d r$ dimensional Euclidean space.

We denote by $\mathcal{A}^{d, r}$ the set of all functions $a(t, w):[0, \infty) \times W^{d} \rightarrow R^{d} \otimes R^{r}$ such that
(i) it is $\mathcal{B}([0, \infty)) \times \mathcal{B}\left(W^{d}\right) / \mathcal{B}\left(R^{d} \otimes R^{r}\right)$-measurable, and
(ii) for each $t \in[0, \infty), W^{d} \ni w \longmapsto(t, w) \in R^{d} \otimes R^{r}$ is $\mathcal{B}\left(W^{d}\right) / \mathcal{B}\left(R^{d} \otimes R^{r}\right)$-measurable.

Let $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, P\right)$ be a complete probability space which satisfies the usual conditions, i.e. $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ is an increasing and right continuous family of sub- $\sigma$-algebras of $\mathcal{F}$ and $\mathcal{F}_{0}$ containing all $P$-null sets.

A stochastic process $X=\left(X_{t}(\omega)\right)_{t \geq 0}$ is said to be continuous (or left continuous or right continuous ) if for almost all $\omega \in \Omega$, the function $X_{t}(\omega)$ is continuous on $t \in R_{+}$(or left continuous or right continuous). It is said to be cadlag (right continuous and left limit) if it is right continuous and for almost all $\omega \in \Omega$ the left limit $X_{t-}(\omega)=\lim _{s \uparrow t} X_{s}(\omega)$ exists and is finite for all $t>0$. It is said to be adapted (to $\left\{\mathcal{F}_{t}\right\}$ ) if for every $t, X_{t}(\omega)$ is $\mathcal{F}_{t}$-measurable in $\omega$.

Consider the following $d$-dimensional stochastic differential equation:

$$
\begin{equation*}
d X(t)=b(t, X) d t+a(t, X) d B(t) \tag{4.1.1}
\end{equation*}
$$

where $b(t, x)=\left(b_{1}(t, x), \cdots, b_{d}(t, x)\right)^{T}$ is Borel measurable function $(t, x) \in[0, \infty) \times R^{d} \rightarrow$ $R^{d}$, and $a(t, x)=\left(a_{i j}(t, x)\right)_{d \times r}$ is a $d \times r$-matrix Borel measurable function $(t, x) \in[0, \infty) \times$ $R^{d} \rightarrow R^{d} \otimes R^{r}$, and $B(t)$ is an $r$-dimensional standard Browian motion process.

Definition 4.1.1 Let $a=\left(a_{i j}(t, w)\right) \in \mathcal{A}^{d, r}$ and $b=\left(b_{i}(t, w)\right) \in \mathcal{A}^{d, 1}$ be given. By a solution of the equation (4.1.1), we mean a d-dimensional continuous stochastic process $X=(X(t))_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, P)$ with a reference family $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ such that

- there exists an $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion process $B(t)=(B(t))_{t \geq 0}$ with $B(0)=0$ a.s.;
- $X=(X(t))$ is a d-dimensional continuous process adapted to $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, i.e. for each $t \in[0, \infty), X$ is a mapping: $\omega \longmapsto X(t, \omega) \in W^{d}$ which is $\mathcal{F}_{t} / \mathcal{B}_{t}\left(W^{d}\right)$-measurable;
- the family of adapted processes $a_{i j}(t, X(t, \omega))$ and $b(t, X(t, \omega))$ belong to the spaces $\mathcal{L}_{2}^{\text {loc }}$ and $\mathcal{L}_{1}^{\text {loc }}$ respectively, where $\mathcal{L}_{1}^{\text {loc }}=\left\{\Psi=(\Psi(t))_{t \geq 0} \mid \Psi\right.$ is measurable $\left(\mathcal{F}_{t}\right)$-adapted process and $\forall t \geq 0, \int_{0}^{t}|\Psi(s, \dot{\omega})| d s<\infty$, a.s. $\}$, and $\mathcal{L}_{2}^{\text {loc }}=\left\{\Psi=(\Psi(t))_{t \geq 0} \mid \Psi\right.$ is measurable $\left(\mathcal{F}_{t}\right)$-adapted process and $\left.\forall t \geq 0, \int_{0}^{t} \Psi^{2}(s, \omega) d s<\infty, a . s.\right\} ;$
- $X=\left(X_{1}(t), \cdots, X_{r}(t)\right)$ and $B=\left(B_{1}(t), \cdots, B_{r}(t)\right)$ satisfy

$$
\begin{equation*}
X_{i}(t)-X_{i}(0)=\int_{0}^{t} b_{i}(s, X(s)) d s+\sum_{j=0}^{r} \int_{0}^{t} a_{i j}(s, X(s)) d B_{j}(s) ; i=1,2, \cdots, d \tag{4.1.2}
\end{equation*}
$$

with probability one, where the integral by $d B_{j}(t)$ is Itò integral.
The stochastic differential equations which are most important and which are mainly studied are of the following type.

Definition 4.1.2 Let $a(t, x)$ be a Borel measurable function $(t, x) \in[0, \infty) \times R^{d} \rightarrow R^{d} \otimes R^{r}$ and $b(t, x)$ be a Borel measurable function $(t, x) \in[0, \infty) \times R^{d} \rightarrow R^{d}$. Then $a(t, w)$ and $b(t, w)$ defined by $a(t, w)=a(t, w(t))$ and $b(t, w)=b(t, w(t))$ clearly satisfy $a \in \mathcal{A}^{d, r}$, and $b \in \mathcal{A}^{d, 1}$. In such a case, the stochastic differential equation (4.1.1) is said to be of the Markovian type. The equation then has the following form:

$$
\begin{equation*}
d X(t)=b(t, X(t)) d t+a(t, X(t)) d B(t) \tag{4.1.3}
\end{equation*}
$$

Furthermore, if $a$ and $b$ do not depend on $t$ and are functions of $x \in R^{d}$ alone, then the equation (4.1.1) is said to be of the time-independent (or time homogeneous) Markovian type.

Note that an equation of Markovian type reduces to a system of ordinary differential equations (a dynamical system) $\dot{X}=b\left(t, X_{t}\right)$ when $a \equiv 0$. Thus a stochastic differential equation generalizes the notion of an ordinary differential equation by adding the effect of random fluctuation.

Suppose that at least one solution of (4.1.1) exists. We will present several definitions concerning the uniqueness of solutions.

Definition 4.1.3 We say that the uniqueness of solutions for (4.1.1) holds if whenever $X$ and $X^{\prime}$ are two solutions whose initial laws on $R^{d}$ coincide, then the laws of the processes $X$ and $X^{\prime}$ on the space $W^{d}$ coincide.

This is so-called "the uniequeness in the sense of probability law." On the other hand if we consider stochastic differential equations as a tool for defining sample paths of a random process as functionals of Brownian paths, then the following definition might be more natural.

Definition 4.1.4 We say that the pathwise uniqueness of solution for (4.1.1) holds if whenever $X$ and $X^{\prime}$ are any two solutions defined on the same probability space ( $\Omega, \mathcal{F}, P$ ) with the same reference family $\left(\mathcal{F}_{t}\right)$ and the same $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion such that $X(0)=X^{\prime}(0)$ a.s., then $X(t)=X^{\prime}(t)$ for all $t \geq 0$ a.s.

Definition 4.1.5 (strong solution) A solution $X=(X(t))$ of (4.1.1) is called a strong solution if there exists a function $F(x, w): R^{d} \times W_{0}^{r} \rightarrow W^{d}$ which is $\hat{\mathcal{C}}\left(R^{d} \times W_{0}^{r}\right)$-measurable, that means for any Borel probability measure $\mu$ on $R^{d}$ there exists a function $\tilde{F}: R^{d} \times$ $W_{0}^{R} \rightarrow W^{d}$ which is $\overline{\left(R^{d} \times W_{0}^{r}\right)}{ }^{\mu \times P^{W}} / \mathcal{B}\left(W^{d}\right)$-meaurable and for almost all $x(\mu)$ it holds $F(x, w)=\tilde{F}_{\mu}(x, w)$, a.s. $w\left(P^{W}\right)$, here $P^{W}$ is the Wiener measure on $W_{0}^{r}$. For each $x \in$ $R^{d}, w \longmapsto F(x, w)$ is $\overline{\mathcal{B}}_{t}\left(W_{0}^{r}\right)^{W} / \mathcal{B}_{t}\left(W^{d}\right)$-measurable for every $t \geq 0$ and it holds

$$
\begin{equation*}
X=F(X(0), B) a . s . \tag{4.1.4}
\end{equation*}
$$

Definition 4.1.6 We say that the equation (4.1.1) has a unique strong solution if there exists a function $F(x, w): R^{d} \times W_{0}^{r} \rightarrow W^{d}$ with the same properties as in Definition 1.2 such that the following is ture
(i) for any $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion process $B=(B(t))(B(0)=0)$ on a probability space with a reference family $\left(\mathcal{F}_{t}\right)$ and any $R^{d}$-valued random variable $\xi$ which is $\mathcal{F}_{0}$-measurable, the continuous process $X=F(\xi, B)$ is a solution of (4.1.1) on this space with $X(0)=\xi$ a.s.;
(ii) for any solution $(X, B)$ of (4.1.1), $X=F(X(0), B)$ holds a.s.

Theorem 4.1.7 Given $a \in \mathcal{A}^{d, r}$ and $b \in \mathcal{A}^{d, 1}$, the equation (4.1.1) has a unique strong solution if and only if for any Borel probability measure $\mu$ on $R^{d}$, a solution $X$ of (4.1.1) exists such that the law of initial value $X(0)$ coincides with $\mu$ and the pathwise uniqueness of solutioins holds.

Theorem 4.1.8 (Existence) Suppose that $a \in \mathcal{A}^{d, r}$ and $b \in \mathcal{A}^{d, 1}$ are bounded and continuous. Then, for any given probability $\mu$ on $\left(R^{d}, \mathcal{B}\left(R^{d}\right)\right)$ with compact support, there exists a solution ( $X, B$ ) of the equation (4.1.1) such that the law of $X(0)$ coincides with $\mu$, i.e., $P\{X(0) \in A\}=\mu(A)$ for any $A \in \mathcal{B}\left(R^{d}\right)$.

Remark The boundedness assumption on $a$ and $b$ can be weakened, but some kind of restriction on the growth order of $a$ and $b$ is necessary in order to guarantee the existence of a global solution. (see e.g. [94]) The condition that $\mu$ has compact support can be removed. (see. [39]) If we remove this condition of boundedness, then a solution does exist locally but, in general, explodes in finite time. Let $\hat{R}^{d}=R^{d} \cup\{\Delta\}$ be the one-point compactification of $R^{d}$ and $\hat{W}^{d}=\left\{w ;[0, \infty) \ni t \mapsto w(t) \in C\left(\hat{R}^{d}\right), w\left(t^{\prime}\right)=\Delta \forall t^{\prime} \geq t\right.$, if $\left.w(t)=\Delta\right\}$. Let $\mathcal{B}\left(\hat{W}^{d}\right)$ be the $\sigma$-field generated by Borel cylinder sets. For $w \in \hat{W}^{d}$, we say $e(w)=\inf \{t ; w(t)=\Delta\}$ the explosion time of the trajectory $w$. We now can modify the notion of a solution as follows.

Let $a(x)=\left(a_{i j}(x)\right): R^{d} \rightarrow R^{d} \otimes R^{r}$ and $b(x)=\left(b_{i}(x)\right): R^{d} \rightarrow R^{d}$ be continuous. Consider the following stochastic differential equation

$$
\begin{equation*}
d X(t)=b(X(t)) d t+a(X(t)) d B(t) \tag{4.1.5}
\end{equation*}
$$

Definition 4.1.9 We say that a $\left(\hat{W}^{d}, \mathcal{B}\left(\hat{W}^{d}\right)\right)$-valued continuous stochastic process $X=$ $(X(t))_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, P)$ with a reference family $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ is a solution of (4.1.5) if
(i) there exists an $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion process $B(t)=(B(t))_{t \geq 0}$ with $B(0)=0$ a.s.;
(ii) $X=(X(t))$ is adapted to $\left(\mathcal{F}_{t}\right)_{t \geq 0}$, i.e. for each $t, \omega \longmapsto X(t, \omega) \in \hat{R}^{d}$ is $\mathcal{F}_{t^{-}}$ measurable and
(iii) if $e(w)=e(X(\omega))$ is the explosion time of $X(\omega) \in \hat{W}^{d}$, then for almost all $\omega$,

$$
\begin{equation*}
X_{i}(t)-X_{i}(0)=\int_{0}^{t} b_{i}(X(s)) d s+\sum_{j=0}^{r} \int_{0}^{t} a_{i j}(X(s)) d B_{j}(s), i=1,2, \cdots, d \tag{4.1.6}
\end{equation*}
$$

for all $t \in[0, e(w))$.
Theorem 4.1.10 (Existence) Suppose $a(t, x)$ and $b(t, x)$ are locally Lipschitz continuous uniformly, i.e., for every $N>0$ there exists a constant $K_{N}>0$ such that

$$
\begin{equation*}
\|a(t, x)-a(t, y)\|^{2}+|b(t, x)-b(t, y)|^{2} \leq K_{N}|x-y|^{2} \forall x, y \in B_{N}, t \geq 0 \tag{4.1.7}
\end{equation*}
$$

where $\|a(t, x)\|^{2}=\operatorname{trace}\left(a a^{T}\right), B_{N}=\left\{x \in R^{d} ;|x| \leq N\right\}$. Then the pathwise uniqueness of solutions of (4.1.1) holds and hence it has a unique strong solution.

If we consider the case of equation of the Markovian type and $d=1$, the condition (4.1.7) for the pathwise uniqueness of solutions of the equation:

$$
\begin{equation*}
d X(t)=b(x) d t+a(x) d B(t) \tag{4.1.8}
\end{equation*}
$$

can be weakened in the following theorem.
Theorem 4.1.11 Let $d=r=1$ and suppose that $b(x)$ and $a(x)$ are bounded. Assume further that the following conditions are satisfied
(i) there exists an strictly increasing function $\rho(t)$ on $[0, \infty)$ such that $\rho(0)=0$, $\int_{0+} \rho^{-2}(t) d t=\infty$ and $|a(x)-a(y)| \leq \rho(|x-y|)$ for all $x, y \in R^{1}$;
(ii) there exists an increasing and concave function $\kappa(t)$ on $[0, \infty)$ such that $\kappa(0)=$ $0, \int_{0+} \kappa^{-1}(t) d t=\infty$ and $|b(x)-b(y)| \leq \kappa(|x-y|)$ for all $x, y \in R^{1}$.

Then the pathwise uniqueness of solution holds for the equation (4.1.8) and hence it has the unique strong solution.

Besides pathwise uniqueness, we have the beautiful and important result on uniqueness of solutions in the sense of probability law in the following theorem. For the general case, refer to [88] and [49].

Theorem 4.1.12 Consider the equation of the time homogeneous Markovian case (4.1.8). If $a(x) a(x)$ is uniformly positive definite, bounded and continuous and $b(x)$ is bounded and Borel measurable, then the uniqueness of solutions holds.

### 4.1.2 Properties of solutions

First let us summarize the basic properties of the solution below. Before this we would like to consider the Ito equations (4.1.1) in the following form which the initial condition $(t, y) \in[0, T) \times L^{2}\left(\Omega, \mathcal{F}_{t}, P ; R^{d}\right)$

$$
\begin{equation*}
X_{t}=y+\int_{s}^{t} b\left(r, X_{r}\right)+\int_{s}^{t} a\left(r, X_{r}\right) d B_{r} \tag{4.1.9}
\end{equation*}
$$

We assume that the coefficients are Lipschitz continuous with respect to $x \in R^{d}$ uniformly in $t \in[0, T]$. The solution of (4.1.9) will be dnoted as $X_{s, t}(y), X_{s, t}(y, \omega)$ or $X_{s, t}$ simply. Then we have the following theorem. For the proof, see [51] and related papers.

Theorem 4.1.13 We can choose a modification of the solution in the following way. For almost all $\omega$,
(i) $X_{s, t}(y, \omega)$ is continuous in $(s, t, y)$;
(ii) for each $s \in[0, T)$, and $\forall y, y^{\prime} \in L^{2}\left(\Omega, \mathcal{F}_{t}, P ; R^{d}\right)$,

$$
E\left[\sup _{t \in[s, T]}\left|X_{s, t}(y)-X_{s, t}\left(y^{\prime}\right)\right|^{2}\right] \leq C\left|y-y^{\prime}\right|^{2}
$$

and for each $p \geq 2$,

$$
E\left[\sup _{t \in[s, T]}\left|X_{s, t}(y)\right|^{p}\right] \leq C_{p}|y|^{p}, \forall y \in L^{p}\left(\Omega, \mathcal{F}_{t}, P ; R^{d}\right)
$$

where $C$ and $C_{p}$ are constants which depend on the coefficients of (4.1.9) and Lipschitz constant, also $C_{p}$ depends on $p$.
(iii) $X_{t_{1}, t_{3}}(y, \omega)=X_{t_{2}, t_{3}}\left(X_{t_{1}, t_{2}}(y, \omega), \omega\right)$ holds for any $t_{1} \leq t_{2} \leq t_{3}$ and $y$.
(iv) the map $X_{s, t}(\cdot, \omega): R^{d} \rightarrow R^{d}$ is homeomorphism for any $s \leq t$;

Futhermore if the coefficients of (4.1.9) are of $c^{k}$-class in $x$. Then
(v) $X_{s, t}(\cdot, \omega): R^{d} \rightarrow R^{d}$ is a $c^{k-1}$-diffeomorphism for any $s \leq t$ almost surely.

We know that it is a Markov diffusion solution $X(t)$ of (4.1.3) if the coefficients are continuous with respect to $(t, x)$. We can ask: when is it a stationary process? The following theorem holds, for the proof refer to Khasminskii's book [43].

Theorem 4.1.14 Assume that coefficients of (4.1.5) do not depend on time and satisfy the Lipschitz condition (4.1.7), growth condition:

$$
\begin{equation*}
|b(x)|+\|a(x)\| \leq K(1+|x|) \tag{4.1.10}
\end{equation*}
$$

for some constant $K>0$ in domain $U_{M}=\{y:|y|<M\}$ for each $M>0$, and $X(0)=X_{0}$ is a random variable independent of $B(t)$; let, additionally, exist a positive definite function $V(y) \in C^{2}\left(R^{d}\right)$ such that:

$$
\sup _{|y|>M} L V(y)=-A_{M} \rightarrow-\infty, \text { as } M \rightarrow \infty
$$

where

$$
\begin{equation*}
L V(y)=\sum_{i=1}^{d} b_{i}(y) \frac{\partial V(y)}{\partial y_{i}}+\frac{1}{2} \sum_{i, j=1}^{d}\left\{a(y) a(y)^{T}\right\}_{i j} \frac{\partial^{2} V}{\partial y_{i} \partial y_{j}} \tag{4.1.11}
\end{equation*}
$$

then, there exists a solution of (4.1.5) being a stationary Markov process.
In the following, we mention some asymptotic behaviour of solutions. One of asymptotic property of solutions is associated with the existence of an ergodic distribution for the process $X(t)$. The next theorem holds [23].

Theorem 4.1.15 Assume that the coefficients of equation (4.1.8) fulfill the conditions
(i) $a(x), b(x)$ and $a^{\prime}(x)$ the derivative of $a(x)$ satisfy the Lipschitz condition;
(ii) $a\left(x>0\right.$ and $\lim _{|x| \rightarrow \infty} a(x)=\frac{1}{s_{0}}>0$ exists;
(iii) $\int_{-\infty}^{\infty} \frac{b(x)}{a(x)^{2}} d x=0$.

Then

$$
\lim _{t \rightarrow \infty} P\left\{\frac{X(t)}{\sqrt{t}}<\frac{x}{s_{0}}\right\}=\frac{1}{\sqrt{2} \pi} \int_{-\infty}^{x} \exp \left\{-\frac{u^{2}}{2}\right\} d u
$$

Another important class of asymptotic problem in the theory of stochastic differential equations is associated with stability of stochastic dynamic systems. The stability of a dynamic system is usually understood as the insensitivity of the state of the system within an unbounded time interval $[0, \infty)$ to small changes in the initial state or in the parameter of the system. In contrast with the deterministic case, in the stochastic case the number of different stability notions is greater due to the larger variety of concepts of stochastic convergence. The concepts of stochastic stability which are studied most often are the stability in probability, stability with probability one, and stability of moments.

In the past decades the problem of stability of stochastic systems has generated a great deal of interest. Both the stability in the Lyapunov sense and the non-Lyapunov sense have been well studied. See [43], [57],[65],[66], [42], [47], [58], and [97] in which stabilities of various kinds are discussed in detail. Let us end this section with some notions of stability in the Lypunov sense in the following definition. Let $X_{t}\left(x_{0}\right)$ be a global solution on $[0, \infty)$ of (4.1.1) with initial value $x_{0}$. Without loss of generality the trivial solution $X_{t} \equiv 0$ can be studied.

Definition 4.1.16 A trivial solution of (4.1.1) is said to be:

1. stable in probability, if for every $\epsilon>0$,

$$
\lim _{x_{0} \rightarrow 0} P\left[\sup _{t_{0} \leq t<\infty}\left|X_{t}\left(x_{0}\right)\right| \geq \epsilon\right]=0
$$

2. asymptotically stable in probability, if it is stable in probability and

$$
\lim _{x_{0} \rightarrow 0} P\left[l i m_{t \rightarrow \infty} X_{t}\left(x_{0}\right)=0\right]=1
$$

3. asymptotically stable in large in probability, if it is stable in probability and

$$
P\left[\lim _{t \rightarrow \infty} X_{t}\left(x_{0}\right)=0\right]=1, \text { for all } x_{0} \in R^{d}
$$

4. p-stable, if for every $\epsilon>0$, there exists a $\delta>0$ such that

$$
\sup _{t_{0} \leq t<\infty} E\left|X_{t}\left(x_{0}\right)\right|^{p} \leq \epsilon, \text { for }\left|x_{0}\right| \leq \delta
$$

5. asymptotically $p$-stable, if it is $p$-stable and if

$$
\lim _{t \rightarrow \infty} E\left|X_{t}\left(x_{0}\right)\right|^{p}=0, \text { for allx } x_{0} \text { in a neighborhood of } 0
$$

6. exponentially $p$-stable, if there exist positive constants $c_{1}$ and $c_{2}$ such that, for all sufficiently small $\delta>0$

$$
E\left|X_{t}\left(x_{0}\right)\right|^{p} \leq c_{1}\left|x_{0}\right|^{p} \exp \left\{-c_{2}\left(t-t_{0}\right)\right\}, \text { for }\left|x_{0}\right| \leq \delta
$$

7. weak exponentially stable in mean, if there exists a wedge function $\lambda(s)$ and positive constants $c_{1}>0, c_{2}>0$ such that for $\delta>0$ small enough, and $x_{0} \in U_{\delta}=\left\{x \in R^{d}\right.$ : $|x| \leq \delta\}$, implies

$$
E\left[\lambda\left(\left|X_{t}\left(x_{0}\right)\right|\right)\right] \leq c_{1} \lambda\left(\left|x_{0}\right|\right) \exp \left\{-c_{2} t\right\} \quad t>0
$$

where a wedge function means that a continuous function $\lambda(s)$ defined on $[0, h)$ satisfying $\lambda(0)=0$ and $\lambda(s)>0$ for $s>0$.

### 4.1.3 Equations depending on a parameter

Let $A(t, x), F(t, x)$ be a random $d$-vector and $n \times n$ matrix respectively, defined for $(t, x) \in$ $[s, \infty) \times R^{d}$ for some $s \geq 0$
(i) $A(t, x), F(t, x)$ are continuous in $(t, x)$, for each $\omega \in \Omega$;
(ii) $A(t, x), F(t, x)$ are measurable in $(t, x, \omega)$;
(iii) $A(t, x), F(t, x)$ are $\mathcal{F}_{t}$ meaurable for each $(t, x)$, where $\mathcal{F}_{t}$ is an increasing family of $\sigma$-fields such that $B(t)$ is $\mathcal{F}_{t}$ measurable and $\sigma(B(t+\lambda)-B(t), \lambda \geq 0)$ is independent of $\backslash$ calF $F_{t}$ for all $t \geq 0$;
(iv) there is a constant $K$ such that

$$
\begin{equation*}
|A(t, x)| \leq K(1+|x|),|F(t, x)| \leq(1+|x|) \text { a.s. } \tag{4.1.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|A(t, x)-A\left(t, x^{\prime}\right)\right| \leq K\left(\left|x-x^{\prime}\right|\right), \mid F\left((t, x)-F\left(t, x^{\prime}\right)|\leq K| x-x^{\prime} \mid\right. \text { a.s. } \tag{4.1.13}
\end{equation*}
$$

Denote by $M_{\omega}^{p}[\alpha, \beta](1 \leq p \leq \infty)$ the class of all nonanticipative functions $f(t)$ satisfying

$$
E\left[\int_{\alpha}^{\beta}|f(t)|^{p} d t\right]<\infty,\left(E\left[\text { ess } \sup _{\alpha \leq t \leq \beta}|f(t)|\right]<\infty, \text { if } p=\infty\right)
$$

Let $\phi(t)$ be a functioin in $M_{\omega}^{\infty}[s, T]$. Consider the equation

$$
\begin{equation*}
X(t)=\phi(t)+\int_{s}^{t} A(u, X(u)) d u+\int_{s}^{t} F(u, X(u)) d B(u) \tag{4.1.14}
\end{equation*}
$$

This equation is so-called stochastic differential equations with random coefficients.
Theorem 4.1.17 If (i)-(iv) hold and $\phi \in M_{\omega}^{\infty}[s, T]$, then there exists a unique solution $X(t)$ in $M_{\omega}^{2}[s, T]$; further, $X(t)$ belongs to $M_{\omega}^{\infty}[s, T]$.

Theorem 4.1.18 Let $A_{\alpha}(t, x), F_{\alpha}(t, x), \phi_{\alpha}(t)$ satisfy the assumptions of Theorem 4.1.17. for any $0 \leq \alpha \leq 1$, with the constant $K$ (in (4.1.12),(4.1.13)) independent of $\alpha$, and with

$$
\sup _{s \leq t \leq T} E\left|\phi_{\alpha}(t)\right|^{2} \leq C
$$

where $c$ is a constant independent of $\alpha$. Suppose that for any $N>0, t \in[s, T], \epsilon>0$,

$$
\begin{aligned}
& \lim _{\alpha \downarrow 0} P\left\{\sup |x| \leq N\left|A_{\alpha}(t, x)-A_{0}(t, x)\right|>\epsilon\right\}=0 \\
& \lim _{\alpha \downarrow 0} P\left\{\sup |x| \leq N\left|F_{\alpha}(t, x)-F_{0}(t, x)\right|>\epsilon\right\}=0
\end{aligned}
$$

Suppose also that

$$
\lim _{\alpha \downarrow 0} \sup |x| \leq N E\left|\phi_{\alpha}(t)-\phi_{0}(t)\right|^{2}=0
$$

Consider the solutions $X_{\alpha}(t)$ of the equations.

$$
X_{\alpha}(t)=\phi_{\alpha}(t)+\int_{s}^{t} A_{\alpha}\left(u, X_{\alpha}(u)\right) d u+\int_{s}^{t} F_{\alpha}\left(u, X_{\alpha}(u)\right) d B(u)
$$

Then,

$$
\sup _{s \leq t \leq T} E\left|X_{\alpha}(t)-X_{0}(t)\right|^{2} \rightarrow 0 \quad \backslash m b o x\{i f\} \alpha \downarrow 0
$$

Now we can study the behavior of the solution $X_{x, s}(t)$ in the parameters $s, x$ via Theorem 4.1.17 and 4.1.18. Recall that

$$
\begin{equation*}
X_{x, s}(t)=x+\int_{s}^{t} b\left(u, X_{x, s}(u)\right) d u+\int_{s}^{t} \sigma\left(u, X_{x, s}(u)\right) d B(u) \tag{4.1.15}
\end{equation*}
$$

We need the following condition: $\frac{\partial b}{\partial x_{i}}, \frac{\partial \sigma}{\partial x_{i}}$ exist and are continous $(1 \leq i \leq d)$ in the following sense.

Definition 4.1.19 Let $g(x)=g\left(x_{1}, x_{2}, \cdots, x_{d}\right), f(x)=f\left(x_{1}, x_{2}, \cdots, x_{d}\right)$ be random functions for $x$ in some open set. If

$$
\int\left|\frac{1}{h}\left[g\left(x_{1}, x_{2}, \cdots, x_{i}+h, x_{i+1}, \cdots, x_{d}\right)-g\left(x_{1}, \cdots, x_{d}\right)\right]-f\left(x_{1}, \cdots, x_{d}\right)\right|^{2} d p \rightarrow 0
$$

as $h \rightarrow 0$, then we say that $g(x)$ has a derivative with respect to $x_{i}$ in the $L^{2}(\Omega)$ sense, and the derivative is equal to $f(x)$. We write $\left(\partial / \partial x_{i}\right) g(x)=f(x)$. Similarly one defines the derivative $D^{\alpha} g(x)$ in the $L^{2}(\Omega)$ sense, for any $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right)$.

Theorem 4.1.20 If the coefficients of (4.1.15) are Lispchitz in the sense that they are continous, of linear growth, and $\frac{\partial b}{\partial x_{i}}, \frac{\partial \sigma}{\partial x_{i}}$ exist continously $(1 \leq i \leq d)$, then the derivatives $\partial X_{x, s}(t) / \partial x_{i}$ exist in the $L^{2}(\Omega)$ sense and the functions $\zeta_{i}(t)=\partial X_{x, s}(t) / \partial x_{i}$ satisfy the stochastic differential equation with random coefficients

$$
\zeta_{i}(t)=e_{i}+\int_{s}^{t} \zeta_{i}(u) \cdot b_{x}\left(u, X_{x, s}(u)\right) d u+\int_{s}^{t} \zeta_{i}(u) \cdot \sigma_{x}\left(u, X_{x, s}(u)\right) d B(u)
$$

where $e_{i}$ is the vector with components $\delta_{i j}$.
Theorem 4.1.21 If the conditions in Theorem 1.3.3 hold and assume that $D_{x}^{\alpha} b(t, x), D_{x}^{\alpha} \sigma(t, x)$ exist and are continuous if $|\alpha| \leq 2$, and

$$
\left|D_{x}^{\alpha} b(t, x)\right|+\left|D_{x}^{\alpha} \sigma(t, x)\right| \leq K_{0}\left(1+|x|^{\beta}\right) \quad(|x| \leq 2)
$$

where $K_{0}^{\prime}, \beta$ are positive constants. Then the second derivatives $\frac{\partial^{2} X_{x, s}(t)}{\partial x_{i} \partial x_{j}}$ exist in the $L^{2}(\Omega)$ sense, and they satisfy the stochastic differential equations with random coefficients obtained by applying formally $\partial^{2} / \partial x_{k} \partial x_{j}$ to (4.1.15).

### 4.1.4 Stratonovich Stochastic Differential Equations

We shall consider SDEs written with Stratonovich integrals

$$
\begin{equation*}
d X_{t}=X_{0}+b\left(s, X_{t}\right) d t+a\left(t, X_{t}\right) \circ d B(t) \tag{4.1.16}
\end{equation*}
$$

where $b(t, x)=\left(b_{1}(t, x), \cdots, b_{d}(t, x)\right)^{T}$ is Borel measurable function $(t, x) \in[0, \infty) \times R^{d} \rightarrow$ $R^{d}$, and $a(t, x)=\left(a_{i j}(t, x)\right)_{d \times r}$ is a $d \times r$-matrix Borel measurable function $(t, x) \in[0, \infty) \times$ $R^{d} \rightarrow R^{d} \otimes R^{r}$, and $B(t)$ is an $r$-dimensional Brownian motion process, and $\circ d B(t)$ denotes the Stratonovich integral. Further we assume that $b_{i}(t, x)(i=1,2, \cdots, d)$ are continuous in ( $t, x$ ), continuously derivatiable in $t$, twice continuously differentiable in $x$ and their first dervatives in $x$ are bounded. Then (4.1.16) can be writen as a Itò type SDEs:

$$
\begin{equation*}
d X_{t}=\tilde{b}\left(t, X_{t}\right)+a\left(t, X_{t}\right) d B(t) \tag{4.1.17}
\end{equation*}
$$

where

$$
\tilde{b}_{i}=b_{i}(t, x)+\frac{1}{2} \sum_{j=1}^{r} \sum_{k=1}^{d} \frac{\partial a_{i j}}{\partial x_{k}} a_{k j} ; i=1,2, \cdots, d
$$

Hence the existence and uniqueness of the Stratonovich equation (4.1.16) can be proceed via Itô equation (4.1.17). For detail, please refer to [89].

### 4.1.5 Stochastic Differential Equations on Manifolds

Let $M$ be a $d$-dimensional $C^{\infty}$-manifold i.e., $M$ is a Hausdorff topological space with an open covering $\left\{U_{\alpha}\right\}_{\alpha \in \Lambda}$ of $M$, each $U_{\alpha}$ provided with a homeomorphism $\phi_{\alpha}$ with an open subset $\phi_{\alpha}\left(U_{\alpha}\right)$ of $R^{d}$ such that, if $U_{\alpha} \cap U_{\beta} /=\phi$ the function $\phi_{\beta} \circ \phi_{\alpha}$ from $\phi_{\alpha}\left(U_{\alpha} \cap U_{\beta}\right)$ in to $\phi_{\beta}\left(U_{\alpha} \cap U_{\beta}\right)$ is a $C^{\infty}$-function. $U_{\alpha}$ is called a coordinate nerghborhood and for $x \in U_{\alpha}, \phi_{\alpha}(x)=\left(x^{1}, \cdots, x^{d}\right) \in R^{d}$ is called a local coordinate of $x$. For the sake of simplicity, we assume that $M$ is connected and $\sigma$-compact throughout this section. It is then well known that $M$ is paracompact and has a countable open base.

A function $f(x)$ defined on an open subset $D$ of $M$ is called $C^{\infty}$ if it is $C^{\infty}$ as a function of the local coordinate, i.e., $f \circ \phi_{\alpha}$ is $C^{\infty}$ on $\phi_{\alpha}\left(U_{\alpha} \cap D\right)$ for every $\alpha$. Let $F(M)$ be the totality of all real valued $C^{\infty}$-functions on $M$ and $F_{0}(M)$ be the subclass of $F(M)$ consisting of all functions in $F(M)$ with compact support. $F(M)$ and $F_{0}(M)$ are algebras over the field of real numbers $R$ with the usual rules of $f+g, f g$ and $\lambda f(f, g \in F(M))$ or $\left.F_{0}(M), \lambda \in R\right)$. Let $x \in M$. By a tangent vector at $x$ we mean a linear mapping $V$ of $F(M)$ into $R$ such that

$$
V(f g)=V(f) g(x)+f(x) V(g)
$$

Denote by $T_{x}(M)$, the set of all tangent vectors at $x$ which is a linear space, it is called the tangent space at $x$, with the rules

$$
\left(V+V^{\prime}\right)(f)=V(f)+V^{\prime}(f), \operatorname{and}(\lambda V)(f)=\lambda V(f)
$$

Let $\left(x^{1}, \cdots, X^{d}\right)$ be a local coordinate in a coordinate neighborhood $U$ of $x$. Every $f \in F(M)$ is expressed on $U$ as a $C^{\infty}$-function $f\left(x^{1}, \cdots, x^{d}\right)$. Then $f \mapsto\left(\frac{\partial f}{\partial x^{i}}\right)(x)$ is a tangent vector at $x$ for every $i=1,2, \cdots, d$. This is denoted by $\left(\frac{\partial}{\partial x^{i}}\right)_{x}$. It is easy to see that $\left\{\left(\frac{\partial}{\partial x^{i}}\right)_{x}\right\}_{i=1,2, \cdots, d}$ forms a base for $T_{x}(M)$. By a vector field we mean a mapping $V: x \ni$ $M \mapsto V(x) \in T_{x}(M) . V$ is called a $C^{\infty}$-vector field if for every $f \in F(M),(V f)(x):=V(x) f$ is a $C^{\infty}$-function. Thus $V$ is a $C^{\infty}$-vector field if and only if $V$ is a linear mappping of $F(M)$ into $F(M)$ ( or $F_{0}(M)$ into $F_{0}(M)$ ) such that $V(f g)=V(f) g+f V(g)$. In the following we only consider a $C^{\infty}$-vetor field, $\mathcal{X}(M)$ denoting the totality of $C^{\infty}$-vector fields. Let $A_{0}, A_{1}, \cdots, A_{r} \in \mathcal{X}(M)$. Consider the following stochastic differential equation

$$
\begin{equation*}
d X(t)=A_{0}(X(t)) d t+\sum_{k=1}^{r} A_{k}(X(t)) d B^{k}(t) \tag{4.1.18}
\end{equation*}
$$

Let $\hat{M}=M$ or $M \cup\{\Delta\}$ (= the one-point compactification of $M$ ) accordingly as $M$ is compact or noncompact. Let $\hat{W}(M)$ be the path space defined by

$$
\begin{aligned}
\hat{W}(M)= & \{w ; w \text { is a continuous mapping }[0, \infty) \rightarrow \hat{M} \text { such that } \\
& \left.w(0) \in M \text { and if } w(t)=\Delta \text { then } W\left(t^{\prime}\right)=\Delta \forall t^{\prime} \geq t\right\}
\end{aligned}
$$

and let $\mathcal{B}(\hat{W}(M))$ be the $\sigma$-field generated by the Borel cylinder sets. The explosion time $e(w)$ is defined by $e(w)=\inf \{t ; w(t)=\Delta\}$.

Definition 4.1.22 A solution $X=(X(t))$ of (4.1.18) is any $\left(\mathcal{F}_{t}\right)$-adapted $\hat{W}(M)$-valued random variable (i.e., a continuous process on $\hat{M}$ with $\Delta$ as a trap) defined on a probability
space with a reference family $\left(\mathcal{F}_{t}\right)$ and an $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion $B=(B(t))$ with $B(0)=0$ such that the following is satisfied: for every $f \in F_{0}(M)$,

$$
\begin{equation*}
f(X(t))-f(X(0))=\int_{0}^{t}\left(A_{0} f\right)(X(s)) d s+\int_{0}^{t} \sum_{k=1}^{r}\left(A_{k} f\right)(X(s)) \circ d B^{k}(s) \tag{4.1.19}
\end{equation*}
$$

where the second term on the right-hand side is understood in the sense of Fisk-Stratonovich integral (cf. [39] Chapter III). We have the following theorem.

Theorem 4.1.23 There exists a function $F: M \times W_{0}^{r} \rightarrow \hat{W}(M)$ which is

$$
\cap_{\mu} \overline{\mathcal{B}(M) \times \mathcal{B}_{t}\left(W_{0}^{r}\right)}{ }^{\mu \times P^{W}} / \mathcal{B}_{t}(\hat{W}(M))
$$

measurable for every $t \geq 0$, here $\mu$ runs over all probabilities on $(M, \mathcal{B}(M)$ ), such that (i) for every solution $X=(X(t))$ with respect to the Brownian motion $B=(B(t))$, it holds that

$$
X=F(X(0), B) \quad \text { a.s. }
$$

and
(ii) for every $r$-dimensional $\left(\mathcal{F}_{t}\right)$-Brownian motion $B(B(t))$ with $B(0)=0$ defined on a probability space with a reference family $\left(\mathcal{F}_{t}\right)$ and an $M$-valued $\left(\mathcal{F}_{0}\right)$-measurable random variable $\xi, X=F(\xi, B)$ is a solution of (4.1.18) with $X(0)=\xi$ a.s.

Given vector fields $A_{\alpha} \in \mathcal{X}(M), \alpha=0,1,2, \cdots, r$, we construct a mapping $X=$ $(X(t, x, w)): M \times W_{0}^{r} \ni(x, w) \mapsto X(\cdot, x, w) \in \hat{W}(M)$. This may also be regarded as a mapping: $[0, \infty) \times M \times W_{0}^{r} \ni(t, x w) \mapsto X(t, x, w) \in M$. Smilary to the flat space, we can show that the mapping $M \ni x \mapsto X(t, x, w) \in \hat{M}$ is a local diffeomorphism of $M$ for each fixed $t \geq 0$ and for almost all $w$ such that $X(t, x, w) \in M$. We have the following theorem:

Theorem 4.1.24 Assume that $M$ is a compact manifold. $X(t, x, w)$ has a modification, which is denoted by $X(t, x, w)$ again, such that the mapping $X_{t}(w): x \mapsto X(t, x, w)$ is $C^{\infty}$ in the sense that $x \mapsto f(X(t, x, w))$ is $C^{\infty}$ for every $f \in F(M)$ and all fixed $t \in[0, \infty)$, a.s. Furthermore, for each $x \in M$ and $t \in[0, \infty)$, the differential $X(t, x, w)$ of the mapping $x \mapsto X(t, x, w)_{*}$

$$
X(t, x, w)_{*}: T_{x}(M) \mapsto T_{X(t, x, w)}(M)
$$

is an isomorphism a.s. on the set $\{w ; X(t, x, w) \in M\}$.

### 4.2 Applications

### 4.2.1 Diffusions

In a stochastic differential equation of the form

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+a\left(t, X_{t}\right) d B_{t}, t \geq s, X_{s}=x \tag{4.2.20}
\end{equation*}
$$

where $X_{t} \in R^{d}, b(t, x) \in R^{d}, a(t, x) \in R^{d \times r}$ and $B_{t}$ is a $r$-dimensional Brownian motion, we will call $b$ the drift coefficient and $a$ or sometimes $\frac{1}{2} a a^{T}$ the diffusion coefficient. We assume the the coefficients of (4.2.20) satisfy the Lipschtz condition and hence there exists a unique solution. Denote by $X_{t}=X_{t}^{s, x}$ the unique solution of (4.2.20) and $X_{t}=X_{t}^{x}$ simply if $s=0$. The solution of a SDE may be considered as the mathematical description
of the motion of a small particle in a moving fluid. Therefore such stochastic processes are called Ito diffusions. Further if we assume that the coefficients do not depend on $t$ but on $x$ only, the resulting process $X_{t}(\omega)$ will have the property of being time-homogeneous, in the sense that $\left\{X_{s+h}^{s, x}\right\}_{h \geq 0}$ and $\left\{X_{h}^{0, x}\right\}_{h \geq 0}$ have the same $P^{0}$-distributions, i.e. $\left\{X_{t}\right\}_{t \geq 0}$ is time-homogeneous. We inroduce the probability laws $Q^{x}$ of $\left\{X_{t}\right\}_{t \geq 0}$, for $x \in R^{n}$. Let $\mathcal{M}=\sigma\left(\omega \rightarrow X_{t}=X_{t}^{y}, t \geq 0, y \in R^{n}\right)$ and define $Q^{x}$ on the members of $\mathcal{M}$ by

$$
\begin{equation*}
Q^{x}\left[X_{t_{1}} \in E_{1}, \cdots, X_{t_{k}} \in E_{k}\right]=P^{0}\left[X_{t_{1}}^{x} \in E_{1}, \cdots, X_{t_{k}}^{x} \in E_{k}\right] \tag{4.2.21}
\end{equation*}
$$

where $E_{i} \subset R^{n}$ are Borel sets; $1 \leq i \leq k$. If denote $\mathcal{M}_{t}=\sigma\left(X_{r} ; r \leq t\right)$, then $\mathcal{M}_{t} \subset \mathcal{F}_{t}$ due to $X_{t}$ is measuable with respect to $\mathcal{F}_{t}$. Denote by $\mathcal{F}_{\tau}=\sigma\left(X_{s \wedge \tau} ; s \geq 0\right)$, here $\tau$ is a stopping time.

## Markov property

We can give the following theorem on the important Markov property and strong Markov property :

Theorem 4.2.1 Let $f$ be a bounded Borel function from $R^{n}$ to $R$. Then, for $t, h>0$

$$
\begin{equation*}
E^{x}\left[f\left(X_{t+h}\right) \mid \mathcal{F}_{t}\right]_{(\omega)}=E^{X_{t}(\omega)}\left[f\left(X_{h}\right)\right] \tag{4.2.22}
\end{equation*}
$$

where $E^{x}$ denotes the expectation w.r.t the probability measure $Q^{x}$. Thus $E^{y}\left[f\left(X_{h}\right)\right]$ means $E\left[f\left(X_{h}^{y}\right)\right]$; where $E$ denotes the expectation w.r.t. $P^{0}$. The right hand side is the function $E^{y}\left[f\left(X_{h}\right)\right]$ evaluated at $y=X_{t}(\omega)$.

Remark It is easy to see that

$$
E^{x}\left[f\left(X_{t+h}\right) \mid \mathcal{M}_{t}\right]=E^{X_{t}}\left[f\left(X_{h}\right)\right]
$$

due to $\mathcal{M}_{t} \subset \mathcal{F}_{t}$.
Theorem 4.2.2 (The strong Markov property for Ito diffusion) Let $f$ be a bounded Borel function on $R^{n}, \tau$ a stopping time w.r.t. $\mathcal{F}_{t}, \tau<\infty$ a.s. Then

$$
\begin{equation*}
E^{x}\left[f\left(X_{\tau+h}\right) \mid \mathcal{F}_{\tau}\right]=E^{X_{\tau}}\left[f\left(X_{h}\right)\right], \forall h \geq 0 \tag{4.2.23}
\end{equation*}
$$

## The generator of an Ito diffusion

It is fundamental for many applications that we can associate a second order partial differential operator $A$ to an Ito diffusion $X_{t}$. The basic connection between $A$ and $X_{t}$ is that $A$ is the generator of the process $X_{t}$ :

Definition 4.2.3 Let $\left\{X_{t}\right\}$ be a time homogeneous Ito diffusion in $R^{n}$. The infinitesimal generator $A$ of $X_{t}$ is defined by

$$
A F(s)=\lim _{t \downarrow 0} \frac{E^{x}\left[f\left(X_{t}\right)\right]-f(x)}{t} ; x \in R^{n}
$$

The set of functions $f: R^{5} \rightarrow R$ such that the limit exists for all $x \in R^{n}$ is denoted by $\mathcal{D}_{A}$.
In the following, we will find out the relation between $A$ and the coefficients $b, a$ in the stochastic differential equation:

$$
\begin{equation*}
d X_{t}=b\left(X_{t}\right) d t+a\left(X_{t}\right) d B_{t}, t \geq s, X_{s}=x \tag{4.2.24}
\end{equation*}
$$

Theorem 4.2.4 Let $X_{t}$ be the Ito diffusion (4.2.24), if $f \in C_{0}^{2}\left(R^{n}\right)$, i.e. $f$ is twice differentiable and has compact support, then $F \in \mathcal{D}_{A}$ and

$$
A f(x)=\sum_{i} b_{i}(x) \frac{\partial f}{\partial x_{i}}+\frac{1}{2} \sum_{i, j}\left(a a^{T}\right)_{i, j}(x) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}
$$

Example 4.2.5 The $n$-dimensional Brownian motion is the solution of the stochastic differential equation

$$
d X_{t}=d B_{t}
$$

i.e. we have $b=0$ and $a=I_{n}$ the n-dimensional identity matrix. So the generator of $B_{t}$ is

$$
A f=\frac{1}{2} \sum \frac{\partial^{2} f}{\partial x_{i}^{2}} ; f=f\left(x_{1}, \cdots, x_{n}\right) \in C_{0}^{2}\left(R^{n}\right)
$$

i.e. $A=\frac{1}{2} \Delta$, where $\Delta$ is the Laplace operator.

By using the generator $A$, we now have the Dynkin formula:
Theorem 4.2.6 Let $f \in C_{0}^{2}\left(R^{n}\right), \tau$ be a stopping time, $E^{x}[\tau]<\infty$. Then

$$
\begin{equation*}
E^{x}\left[f\left(X_{\tau}\right)\right]=f(x)+E^{x}\left[\int_{0}^{\tau} A f\left(X_{s}\right) d s\right] \tag{4.2.25}
\end{equation*}
$$

We now introcuce an operator which is related to the generator $A$ and is used in the solution of the Dirichlet problem.
Definition 4.2.7 Let $\left\{X_{t}\right\}$ be an Ito diffusion. The characteristic operator $\mathcal{A}=\mathcal{A}_{X}$ of $\left\{X_{t}\right\}$ is defined by

$$
\begin{equation*}
\mathcal{A} f(x)=\lim _{U \downarrow x} \frac{E^{x}\left[f\left(X_{\tau_{U}}\right)\right]-f(x)}{E^{x}\left[\tau_{U}\right]} \tag{4.2.26}
\end{equation*}
$$

where the $U$ 's are open sets $U_{k}$ decreasing to the point $x$, in the sense that $U_{k+1} \subset U_{k}$ and $\bigcap_{k} U_{k}=\{x\}$, and $\tau_{U}=\inf \left\{t>0 ; X_{t} \notin U\right\}$ is the first exit time from $U$ for $X_{t}$.

## Kolmogorov's backward equation

If we choose $f \in C_{0}^{2}\left(R^{n}\right)$ and $\tau=t$ in the Dynkin's formula (4.2.25), we know that

$$
\begin{equation*}
u(t, x)=E^{x}\left[f\left(X_{t}\right)\right] \tag{4.2.27}
\end{equation*}
$$

is differentiable with respect to $t$ and

$$
\frac{\partial u}{\partial t}=E^{x}\left[A f\left(X_{t}\right)\right] .
$$

We can get the following Kolmogorov's backward equation:
Theorem 4.2.8 Let $f \in C_{0}^{2}\left(R^{n}\right)$. Then $u(t, \cdot) \in \mathcal{D}_{A}$ for each $t$ and

$$
\begin{align*}
& \frac{\partial u}{\partial t}=A u, t>0, x \in R^{n}  \tag{4.2.28}\\
& u(0, x)=f(x) ; x \in R^{n} \tag{4.2.29}
\end{align*}
$$

Moreover, if $w(t, x) \in C^{1,2}\left(R \times R^{n}\right)$ is bounded function satisfying (4.2.28) and (4.2.29) then $w(t, x)=u(t, x)$, given by (4.2.27).

We can obtain the following useful generalization of Kolmogorov's backward equation:
Theorem 4.2.9 (The Feynman-Kac formula) Let $f \in C_{0}^{2}\left(R^{n}\right)$ and $q \in C\left(R^{n}\right)$. Assume that $q$ is lower bounded.
(i) Put

$$
\begin{equation*}
v(t, x)=E^{x}\left[\exp \left(-\int_{0}^{t} q\left(X_{s}\right) d s\right) f\left(X_{t}\right)\right] \tag{4.2.30}
\end{equation*}
$$

Then

$$
\begin{gather*}
v(t, x)=A v-q v ; t>0, x \in R^{n}  \tag{4.2.31}\\
v(0, x)=f(x) ; x \in R^{n} \tag{4.2.32}
\end{gather*}
$$

Moreover, if $w(t, x) \in C^{1,2}\left(R \times R^{n}\right)$ is bounded on $K \times R^{n}$ for each compact $K \subset R$ and $w$ solves (4.2.31), (4.2.32), then $w(t, x)=v(t, x)$ given by (4.2.30).

## The Girsanov theorem

Before we give the Girsanov theorem, we introduce a definition.
Definition 4.2.10 Let $\mathcal{V}=\mathcal{V}[S, T]$ be the class of functions $f(t, \omega):[0, \infty) \times \Omega \rightarrow R$ such that
(i) $(t, \omega) \rightarrow f(t, \omega)$ is $\mathcal{B} \times \mathcal{F}$-measurable, where $\mathcal{B}$ denotes the Borel $\sigma$-algebra on $[0, \infty)$.
(ii) $f(t, \omega)$ is $\mathcal{F}_{t}$-adapted.
(iii) $E\left[\int_{S}^{T} f(t, \omega)^{2} d t\right]<\infty$.

Theorem 4.2.11 (The Girsanov theorem I)
Let $Y(t) \in R^{n}$ be an Ito process of the form

$$
d Y(t)=a(t, \omega) d t+d B(t) ; t \leq T, Y_{0}=0
$$

where $T \leq \infty$ is a given constant and $B(t)$ is $n$-dimensional Brownian motion. Put

$$
\begin{equation*}
M_{t}=\exp \left(-\int_{0}^{t} a(s, \omega) d B_{s}-\frac{1}{2} \int_{0}^{t} a^{2}(s, \omega) d s\right) ; t \leq T \tag{4.2.33}
\end{equation*}
$$

Assume that $a(s, \omega)$ satisfies Novikov's condition

$$
\begin{equation*}
E\left[\exp \left(\frac{1}{2} \int_{0}^{T} a^{2}\left(s, \omega_{d} s\right)\right]<\infty\right. \tag{4.2.34}
\end{equation*}
$$

where $E=E^{P^{0}}$ is the expectation w.r.t. $P^{0}$. Define the measure $Q$ on $\left(\Omega, \mathcal{F}_{T}\right)$ by

$$
\begin{equation*}
d Q(\omega)=M_{T}(\omega) d P^{0}(\omega) \tag{4.2.35}
\end{equation*}
$$

Then $Y(t)$ is an $n$-dimesional Brownian motion w.r.t. the probability law $Q$, for $t \leq T$.
Theorem 4.2.12 (The Girsanov theorem II) Let $Y(t) \in R^{n}$ be an Ito process of the form

$$
d Y(t)=\beta(t, \omega) d t+\theta(t, \omega) d B(t) ; t \leq T
$$

where $\beta(t, \omega) \in R^{n}, \theta(t, \omega) \in R^{n \times m}$ and $B(t) \in R^{m}$. Suppose there exist $\mathcal{V}[0, T]$-process $u(t, \omega) \in R^{m}$ and $\alpha(t, \omega) \in R^{n}$ such that

$$
\theta(t, \omega) u(t, \omega)=\beta(t, \omega)-\alpha(t, \omega)
$$

and assume that $u(t, \omega)$ satisfies Novikov's condition

$$
\begin{equation*}
E\left[\exp \left(\frac{1}{2} \int_{0}^{T} u^{2}\left(s, \omega_{d} s\right)\right]<\infty\right. \tag{4.2.36}
\end{equation*}
$$

Put

$$
\begin{equation*}
M_{t}=\exp \left(-\int_{0}^{t} u(s, \omega) d B_{s}-\frac{1}{2} \int_{0}^{t} u^{2}(s, \omega) d s\right) ; t \leq T \tag{4.2.37}
\end{equation*}
$$

and

$$
\begin{equation*}
d Q(\omega)=M_{T}(\omega) d P^{0}(\omega) \text { on } \mathcal{F}_{T} \tag{4.2.38}
\end{equation*}
$$

Then

$$
\begin{equation*}
\hat{B}(t):=\int_{0}^{t} u(s, \omega) d s+B(t) ; t \leq T \tag{4.2.39}
\end{equation*}
$$

is a Brownian motion w.r.t. the probability law $Q$ and in terms of $\hat{B}(t)$ the process $Y(t)$ has the stochastic integral repesentation

$$
d Y(t)=\alpha(t, \omega) d t+\theta(t, \omega) d \hat{B}(t)
$$

Theorem 4.2.13 (The Girsanov theorem III) Let $X(t)=X^{x}(t) \in R^{n}$ and $Y(t) \in R^{n}$ be an Ito diffusion and an Ito process, respectively, of the forms

$$
\begin{align*}
d X(t) & =b(X(t)) d t+a(X(t)) d B(t) ; t \leq T, X(0)=x  \tag{4.2.40}\\
d Y(t) & =[\gamma(t, \omega)+b(Y(t))] d t+a(Y(t)) d B(t) ; t \leq T, Y(0)=x
\end{align*}
$$

where the functions $b: R^{n} \rightarrow R^{n}$ and $a: R^{n} \rightarrow R^{n \times m}$ satisfy the Lipschitz condition and linear growth condition and $\gamma(t, \omega) \in \mathcal{V}[0, T], x \in R^{n}$. Suppose there exists a $\mathcal{V}[0, T]-$ process $u(t, \omega)$ satisfying Novikov's condition (4.2.36). Define $M_{t}, Q$ and $\hat{B}(t)$ as in (4.2.37) (4.2.38) and (4.2.39). Then

$$
d Y(t)=b(Y(t)) d t+a(Y(t)) d \hat{B}(t)
$$

Therefore the $Q$-law of $Y(t)$ is the same as the $P^{0}$-law of $X^{x}(t) ; t \leq T$.
Remark The Girsanov theorem says that if we change the drift coefficient of a given Ito process, then the law of process will not change dramatically. In fact, the law of the new process will be absolutely continuous w.r.t. the law of the original process and we can compute explicitly the Randon-Nikodym derivative.

### 4.2.2 Boundary value problem

## The Dirichlet problem

We now use diffusion type SDE to solve the following generalization of the Dirichlet problem: Given a domain $D$ in $R^{n}$ and a continuous function $\phi$ on $\partial D$ the boundary of $D$. Find a function $\tilde{\phi}$ continuous on the closure $\bar{D}$ of $D$ such that

$$
\begin{align*}
L \tilde{\phi} & =0 \text { in } D  \tag{4.2.41}\\
\lim _{x \rightarrow y, x \in D} \tilde{\phi}(x) & =\phi(y), \text { for all (regular) } y \in \partial D .
\end{align*}
$$

where $L$ is a semi-elliptic partial differential operator on $C^{2}\left(R^{n}\right)$ of the form

$$
\begin{equation*}
L=\sum_{i, j=1}^{n} a_{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{n} b_{i}(x) \frac{\partial}{\partial x_{i}} \tag{4.2.42}
\end{equation*}
$$

$L$ is called semi-elliptic (elliptic) when all the eigenvalues of the symmetric matrix $\left(a_{i j}\right)$ are nonnegative (positive), for all $x$. A point $y \in \partial D$ is called regular for $D$ (w.r.t. $X_{t}$ ) if

$$
Q^{y}\left[\tau_{D}=0\right]=1
$$

Otherwise the point $y$ is called irregular.
The idea to solve this problem is simple. First we find an Ito diffusion $\left(X_{t}\right)$ whose generator $A$ coincides with $L$ on $C_{0}^{2}\left(R^{n}\right)$. Let $X_{t}$ be the solution of

$$
\begin{equation*}
d X_{t}=b\left(X_{t}\right)+\sigma\left(X_{t}\right) d B_{t} \tag{4.2.43}
\end{equation*}
$$

where $B_{t}$ is an $n$-dimiensional Brownian motion, $\frac{1}{2} \sigma \sigma^{T}=\left(a_{i j}\right)$. Then the candidate for the solution $\tilde{\phi}$ is

$$
\tilde{\phi}(x)=E^{x}\left[\phi\left(X_{\tau_{D}}\right)\right] .
$$

Unfortunately, some examples show that this problem is not solvable in general (we refer to [74]). However, it is possible to formulate a weak, stochastic version of the problem. This stochastic version will always have a solution, which coincides with the solution of the original problem in case such a solution exists.

Definition 4.2.14 Let $f$ be a locally bounded, measurable function on $D$. Then $f$ is called $X$-harmonic in $D$ if

$$
f(x)=E^{x}\left[f\left(X_{\tau_{U}}\right)\right]
$$

for all $x \in D$ and all bounded open sets $U$ with $\bar{U} \subset D$.
We now can give the stochastic version of Dirichlet problem as following: Given a bounded measurable function $\phi$ on $\partial D$, find a function $\tilde{\phi}$ on $D$ such that

$$
\begin{align*}
(i)_{s} & \tilde{\phi} \text { is X-harmonic }  \tag{4.2.44}\\
(i i)_{s} & \lim _{t \uparrow \tau_{D}} \tilde{\phi}\left(X_{t}\right)=\phi\left(X_{\tau_{D}}\right) \text { a.s. } Q^{x}, x \in D . \tag{4.2.45}
\end{align*}
$$

We have the following theorem:
Theorem 4.2.15 Let $\phi$ be a bounded measurable function on $\partial D$. Define

$$
\begin{equation*}
\tilde{\phi}(x)=E^{x}\left[\phi\left(X_{\tau_{D}}\right)\right] \tag{4.2.46}
\end{equation*}
$$

then $\tilde{\phi}$ solves the stochastic Dirichlet problem (4.2.44). On the other hand suppose $g$ is a bounded function on $D$ such that
(1) $g$ is $X$-harmonic,
(2) $\lim _{t \uparrow_{\tau_{D}}} g\left(X_{t}\right)=\phi\left(X_{\tau_{D}}\right)$ a.s. $Q^{x}, x \in D$, then $g(x)=E^{x}\left[\phi\left(X_{\tau_{D}}\right)\right], x \in D$.

We now can ask that under what conditions the solution $\tilde{\phi}$ of the stochastic Dirichlet problem (4.2.44) will also be a solution of the original Dirichlet problem (4.2.41). The following theorem answers this problem partially.

Theorem 4.2.16 Suppose $L$ is uniformly elliptic in $D$, i.e. the eigenvalues of $\left(a_{i j}\right)$ are bounded away from 0 in $D$, and the coefficients $b$ and $\sigma$ satisfy the Lipschitz condition and the linear growth condition. Let $\phi$ be a bounded continuous function on $\partial D$. Put

$$
\tilde{\phi}(x)=E^{x}\left[\phi\left(X_{\tau_{D}}\right)\right]
$$

Then $\tilde{\phi} \in C^{2+\alpha}(D)$ for all $\alpha<1$ and $\tilde{\phi}$ solves the Dirichlet problem (4.2.41).

## The Poisson problem

Consider the Poisson problem: Given a continuous function $g$ on $D$ find a $C^{2}$ function $f$ in $D$ such that

$$
\begin{align*}
L f & =-g \text { in } D  \tag{4.2.47}\\
\lim _{x \rightarrow y, x \in D} f(x) & =0, \text { for all ( regular) } y \in \partial D
\end{align*}
$$

where $L$ is a semi-elliptic partial differential operator on a domain $D \subset R^{n}$ as before. Let $X_{t}$ be an associated Ito diffusion described by (4.2.43). Similar to the discussion in the Dirichlet problem we have the following theorems.

Theorem 4.2.17 (Solution of the stochastic Poisson problem) Assume that

$$
\begin{equation*}
E^{x}\left[\int_{0}^{\tau_{D}}\left|g\left(X_{s}\right)\right| d s\right]<\infty, \forall x \in D . \tag{4.2.48}
\end{equation*}
$$

Define

$$
\begin{equation*}
\hat{g}(x)=E^{x}\left[\int_{0}^{\tau_{D}} g\left(X_{s}\right) d s\right] \tag{4.2.49}
\end{equation*}
$$

Then

$$
\mathcal{A} \hat{g}=-g \text { in } D
$$

and

$$
\lim _{t \uparrow \tau_{D}} \hat{g}\left(X_{t}\right)=0, \text { a.s. } Q^{x}, \forall x \in D .
$$

Theorem 4.2.18 (Solution of the combined stochastic Dirichlet and Poisson equation) Let $\phi \in C(\partial D)$ be bounded and let $g \in C(D)$ satisfy (4.2.48), define

$$
\begin{equation*}
h(x)=E^{x}\left[\int_{0}^{\tau_{D}} g\left(X_{s}\right) d s\right]+E^{x}\left[\phi\left(X_{\tau_{D}}\right)\right], x \in D . \tag{4.2.50}
\end{equation*}
$$

a) Then

$$
\begin{equation*}
\mathcal{A} h=-g \text { in } D \tag{4.2.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.\lim _{t \uparrow \tau_{D}} \phi\left(X_{t}\right)=\phi\left(X_{\tau_{D}}\right)\right], \text { a.s. } Q^{x}, \forall x \in D . \tag{4.2.52}
\end{equation*}
$$

Moreover, it there exists a function $h_{1} \in C^{2}(D)$ and a constant $C$ such that

$$
\left|h_{1}(x)\right|<C(1+), x \in D, E^{x}\left[\int_{0}^{\tau_{D}}\left|g\left(X_{s}\right)\right| d s\right]
$$

and $h_{1}$ satisfies (4.2.51) and (4.2.52), then $h_{1}=h$.

Remark We have the similar result that if $L$ is unifomly elliptic in $D$ and $g \in C^{\alpha}(D)$ (for some $\alpha>0$ ) is bounded, then the function $h$ given by (4.2.50) solves the Dirichlet-Poisson problem, i.e.
(i) $L h=-g$ in $D$,
(ii) $\lim _{D \ni x \rightarrow y} h(x)=\phi(y)$ for all regular $y \in \partial D$.

### 4.2.3 Optimal stopping

## The time homogeneous case

Let us consider the optimal stopping problem in the section. Let $X_{t}$ be an Ito diffusion on $R^{n}$ and let $g$ (the reward function) be a given function on $R^{n}$, satisfying
a) $\quad g(\xi) \geq 0, \quad \forall \xi \in R^{n}$;
b) $\quad g$ is continuous.

The problem is to find a stopping time $\tau^{*}=\tau^{*}(x, \omega)$ for $\left(X_{t}\right)$ such that

$$
\begin{equation*}
E^{x}\left[g\left(X_{\tau^{*}}\right)\right]=\sup _{\tau} E^{x}\left[g\left(X_{\tau}\right)\right], \forall x \in R^{n} \tag{4.2.53}
\end{equation*}
$$

the supremum being taken over all stopping times $\tau$ for all $\left(X_{t}\right), E^{x}$ denotes the expectation with respect to the probability law $Q^{x}$ of the process $\left(X_{t}\right)_{t \geq 0}$. We also want to find the corresponding optimal expected reward

$$
\begin{equation*}
g^{*}=E^{x}\left[g\left(X_{\tau^{*}}\right)\right] . \tag{4.2.54}
\end{equation*}
$$

We can regard $X_{t}$ as the state of a game at time $t$, each $\omega$ corresponds to one sample of the game. For each time $t$ we have to take an option to either stop the game, thereby obtaining the reward $g\left(X_{t}\right)$, or continue the game in the hope that stopping it at a later time will give a bigger reward. The problem of course is that we do not know what state the game is in at future times, except the probability distribution of the future. Hence it is really a stopping time problem. So, among all possible stopping times, we are seeking for the optimal one, $\tau^{*}$ which gives the best result, i.e. the biggest expected reward in the sense of (4.2.53).

We now can discuss the problem. We need the following concepts.
Definition 4.2.19 A measurable function $f: R^{n} \rightarrow[0, \infty]$ is called supermeanvalued (w.r.t. $X_{t}$ ) if

$$
\begin{equation*}
f(x) \geq E^{x}\left[f\left(X_{\tau}\right)\right] \tag{4.2.55}
\end{equation*}
$$

for all stopping times $\tau$ and all $x \in R^{n}$; it is called superharmonic (w.r.t. $X_{t}$ ) if, in addition, it is also lower semicontinuous.

Definition 4.2.20 Let $h$ be a measurable function on $R^{n}$. If $f$ is a superharmonic (supermeanvalued) function and $f \geq h$ we say that $f$ is a superharmonic (supermeanvalued) majorant of $h$ (w.r.t. $X_{t}$ ). The function

$$
\begin{equation*}
\bar{h}(x)=\inf _{f} f(x) ; x \in R^{n} \tag{4.2.56}
\end{equation*}
$$

the infimum being taken over all supermeanvalued majorant $f$ of $h$. It is easy to show that it is supermeanvalued and therefore $\bar{h}$ is the least supermeanvalued majorant of h. Similarly, if function $\hat{h}$ is a superharmonic majorant of $h$ and for any other superharmonic majorant $f$ of $h$ we have $\hat{h} \leq f$. Then $\hat{h}$ is called the least superharmonic majorant of $h$.

We are now ready for the existence and uniqueness result on the optimal stopping problem.

Theorem 4.2.21 (Existence theorem for optimal stopping)
Let $g^{*}$ denote the optimal reward and $\hat{g}$ the least superharmonic majorant of a continuous reward function $g \geq 0$.
a) Then

$$
\begin{equation*}
g^{*}(x)=\hat{g}(x) \tag{4.2.57}
\end{equation*}
$$

b) For $\epsilon>0$ let

$$
\begin{equation*}
D_{\epsilon}=\{x ; g(x)<\hat{g}(x)-\epsilon\} . \tag{4.2.58}
\end{equation*}
$$

suppose $g$ is bounded. Then stopping at the first time $\tau_{\epsilon}$ of exit from $D_{\epsilon}$ is close to being optimal, in the sense that

$$
\begin{equation*}
\mid g^{*}(x)-E^{x}\left[g\left(X_{\tau_{\epsilon}}\right)\right] \leq 2 \epsilon \tag{4.2.59}
\end{equation*}
$$

for all $x$.
c) For arbitrary continuous $g \geq 0$, let

$$
\begin{equation*}
D=\left\{x ; g(x)<g^{*}(x)\right\}(\text { the continuation region }) \tag{4.2.60}
\end{equation*}
$$

For $N=1,2, \cdots$ define $g_{N}=g \wedge N, D_{N}=\left\{x ; g_{N}(x)<\left(g_{N}\right)^{\wedge}(x)\right\}$ and $\sigma_{N}=\tau_{D_{N}}$. Then $D_{N} \subset D_{N+1}, D_{N} \subset D \cap g^{-1}([0, N)), D=\bigcup_{N} D_{N}$. If $\sigma_{N}<\infty$ a.s. $Q^{x}$ for all $N$ then.

$$
\begin{equation*}
g^{*}(x)=\lim _{N \rightarrow \infty} E^{x}\left[g\left(X_{\sigma_{N}}\right)\right] \tag{4.2.61}
\end{equation*}
$$

d) In particular, if $\tau_{D}<\infty$ a.s. $Q^{x}$ and the family $\left\{g\left(X_{\tau_{N}}\right)\right\}_{N}$ is uniformly integrable w.r.t. $Q^{x}$, then

$$
\begin{equation*}
g^{*}(x)=E^{x}\left[g\left(X_{\tau_{D}}\right)\right] \tag{4.2.62}
\end{equation*}
$$

and $\tau^{*}=\tau_{D}$ is an optimal stopping time.
Remark This theorem gives a sufficient condition for the existence of an optimal stopping time $\tau^{*}$. Unfortunately, $\tau^{*}$ need not exist in general. For example, if $X_{t}=t$, for $t \geq 0$ (deterministic) and $g(\xi)=\frac{\xi^{2}}{1+\xi^{2}} ; \xi \in R$, then $g^{*}(x)=1$, but there is no stopping time $\tau$ such that $E^{x}\left[g\left(X_{\tau}\right)\right]=1$. However, we can prove that if an optimal stopping time $\tau^{*}$ exists, then the stopping time given in the last theorem is optimal:

Theorem 4.2.22 (Uniqueness theorem for optimal stopping)
Define as before

$$
D=\left\{x ; g(x)<g^{*}(x)\right\} \subset R^{n}
$$

Suppose there exists an optimal stopping time $\tau^{*}=\tau^{*}(x, \omega)$ for the problem (4.2.53) for all $x$. Then

$$
\begin{equation*}
\tau^{*} \geq \tau_{D} \quad \forall x \in D \tag{4.2.63}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{*}(x)=E^{x}\left[g\left(X_{\tau_{D}}\right)\right], \quad \forall x \in R^{n} \tag{4.2.64}
\end{equation*}
$$

Hence $\tau_{D}$ is an optimal stopping time for the problem (4.2.53).
Remark Let $\mathcal{A}$ be the characteristic operator of $X$. Assume $g \in C^{2}\left(R^{n}\right)$. Define

$$
U=\{x ; \mathcal{A} g(x)>0\}
$$

Then $U \subset D$. Consequently, from (4.2.63) we conclude that it is never optimal to stop the process before it exits from $U$. But there may be cases when $U \neq D$, so that it is optimal to proceed beyond $U$ before stopping.

## The time inhomogeneous case

Let ust now consider the case when the reward function $g$ depends on both time and space, i.e.

$$
\begin{equation*}
g=g(t, x): R \times R^{n} \rightarrow[0, \infty), g \text { is continuous. } \tag{4.2.65}
\end{equation*}
$$

Then the problem is to find $g_{0}(x)$ and $\tau^{*}$ such that

$$
\begin{equation*}
g_{0}(x)=\sup _{\tau} E^{x}\left[g\left(\tau, X_{\tau}\right)\right]=E^{x}\left[g\left(\tau^{*}, X_{\tau^{*}}\right)\right] \tag{4.2.66}
\end{equation*}
$$

To reduce this case to the time homogeneous case, we proceed as follows:
Suppose the Ito diffusion $X_{t}=X_{t}^{x}$ has the form

$$
d X_{t}=b\left(X_{t}\right) d t+\sigma\left(X_{t}\right) d B_{t} ; t \geq 0, X_{0}=x
$$

where $b: R^{n} \rightarrow R^{n}$ and $\sigma: R^{n} \rightarrow R^{n \times m}$ are given functions satisfying the Lipschtz condition and linear growth condition, $B_{t}$ is $m$-dimensional Brownian motion. Define the Ito diffusion $Y_{t}=Y^{(s, x)}$ in $R^{n+1}$ by

$$
Y(t)=\left[\begin{array}{c}
s+t \\
X_{t}^{x}
\end{array}\right] ; t \geq 0
$$

Then

$$
d Y_{t}=\left[\begin{array}{c}
1 \\
b\left(X_{t}\right)
\end{array}\right] d t+\left[\begin{array}{c}
0 \\
\sigma\left(X_{t}\right)
\end{array}\right] d B_{t}=\hat{b}\left(Y_{t}\right) d t+\hat{\sigma}\left(Y_{t}\right) d B_{t}
$$

where

$$
\hat{b}(\eta)(t)=\hat{b}(t, \xi)=\left[\begin{array}{c}
1 \\
b(\xi)
\end{array}\right] \in R^{n+1}, \sigma(\eta)(t)=\hat{\sigma}(t, \xi)=\left[\begin{array}{c}
0 \\
\sigma(\xi)
\end{array}\right] \in R^{(n+1) \times m}
$$

with $\eta=(t, \xi) \in R \times R^{n}$. So $Y_{t}$ is an Ito diffusion starting at $y=(s, x)$. Let $Q^{y}=Q^{(s, x)}$. denote the probability law of $\left\{Y_{t}\right\}$ and let $E^{y}=E^{(s, x)}$ denote the expectation w.r.t. $Q^{y}$. In terms of $Y_{t}$ the problem (4.2.66) can be writen

$$
\begin{equation*}
g_{0}(x)=g^{*}(0, x)=\sup _{\tau} E^{(0, x)}\left[g\left(Y_{\tau}\right)\right]=E^{(0, x)}\left[g\left(Y_{\tau^{*}}\right)\right] \tag{4.2.67}
\end{equation*}
$$

which is a special case of the problem

$$
\begin{equation*}
g^{*}(s, x)=\sup _{\tau} E^{(s, x)}\left[g\left(Y_{\tau}\right)\right]=E^{(s, x)}\left[g\left(Y_{\tau^{*}}\right)\right] \tag{4.2.68}
\end{equation*}
$$

which is of the form (4.2.53) and (4.2.54) with $X_{t}$ replaced by $Y_{t}$.

Remark The characteristic operator $\hat{\mathcal{A}}$ of $Y_{t}$ is given by

$$
\hat{\mathcal{A}} g(s, x)=\frac{\partial g}{\partial s}(s, x)+\mathcal{A} g(s, x) ; g \in C^{2}\left(R \times R^{n}\right)
$$

where $\mathcal{A}$ is the characteristic operator of $X_{t}$.
Example 4.2.23 (When is the right time to sell the stocks?)
Suppose the price $X_{t}$ at time $t$ of a person's assets varies according to a stochastic differential equation of the form:

$$
d X_{t}=r X_{t} d t+\alpha X_{t} d B_{t}, X_{0}=x>0
$$

where $B_{t}$ is 1-dimensional Brownian motion and $r, \alpha$ are krown constants. Suppose that connected to the sale of the assets there is a fixed fee/tax or transaction cost a>0. Then if the person decides to sell at time $t$, the discounted net of the sale is

$$
e^{-\rho t}\left(X_{t}-a\right)
$$

where $\rho>0$ is the given discounting factor. The problem is to find a stopping time $\tau$ that maximizes

$$
E^{(s, x)}\left[e^{-\rho \tau}\left(X_{t}-a\right)\right]=E^{(s, x)}\left[g\left(\tau, X_{\tau}\right]\right.
$$

where

$$
g(t, \xi)=e^{-\rho t}(\xi-a)
$$

The characteristic operator $\hat{\mathcal{A}}$ of the process $Y_{t}=\left(s+t, X_{t}\right)$ is given by

$$
\hat{\mathcal{A}} f(s, x)=\frac{\partial f}{\partial s}+r x \frac{\partial f}{\partial x}+\frac{1}{2} \alpha^{2} x^{2} \frac{\partial^{2} f}{\partial x^{2}} ; f \in C^{2}\left(R^{2}\right)
$$

Hence $\hat{\mathcal{A}} g(s, x)=-\rho e^{-\rho s}(x-a)+r x e^{-\rho s}=e^{-\rho s}((r-\rho) x+\rho a)$. So

$$
U:=\{(s, x) ; \hat{\mathcal{A}} g(s, x)>0\}=\left\{\begin{aligned}
& R \times R_{+}: \\
& \text {if } r \geq \rho \\
&\left\{(s, x) ; x<\frac{a \rho}{\rho-r}\right\}: \\
& \text { if } r<\rho
\end{aligned}\right.
$$

Therefore if $r \geq \rho$ we have $U=D=R \times R_{+}$, hence $\tau^{*}$ does not exist. If $r>\rho$ then $g^{*}=\infty$, while if $r=\rho$, then

$$
g^{*}(s, x)=x e^{-\rho s} .
$$

For the case $r<\rho$. We can conclude that $D$ is invariant w.r.t.t in the sense that

$$
D+\left(t_{0}, 0\right)=D, \forall t_{0}
$$

And the $D$ has only the connected component which contains $U$ with the from $D\left(x_{0}\right)=$ $\left\{(t, x) ; 0<x<x_{0}\right\}$ for some $x \geq \frac{a \rho}{\rho-r}$. Put $\tau\left(x_{0}\right)=\tau_{D\left(x_{0}\right)}$ and let

$$
\tilde{g}(s, x)=\tilde{g}_{x_{0}}(s, x)=E^{(s, x)}\left[g\left(Y_{\tau\left(x_{0}\right)}\right] .\right.
$$

We know that $f=\tilde{g}$ is the solution of the boundary value problem

$$
\begin{align*}
& \frac{\partial f}{\partial s}+r x \frac{\partial f}{\partial x}+\frac{1}{2} \alpha^{2} x^{2} \frac{\partial^{2} f}{\partial x^{2}}=0 \quad 0<x<x_{0}  \tag{4.2.69}\\
& f\left(s, x_{0}\right)=e^{-\rho s}\left(x_{0}-a\right)
\end{align*}
$$

If we try a solution of (4.2.69) of the form

$$
f(s, x)=e^{-\rho s} \phi(x)
$$

we have the following 1-dimensional problem

$$
\begin{gather*}
-\rho \phi+r x \phi^{\prime}(x)+\frac{1}{2} \alpha^{2} x^{2} \phi^{\prime \prime}(x)=0 \text { for } s<x<x_{0}  \tag{4.2.70}\\
\phi\left(x_{0}\right)=x_{0}-a
\end{gather*}
$$

The general solution $\phi$ of (4.2.70) is

$$
\phi(x)=C_{1} x^{\gamma_{1}}+C_{2} x^{\gamma_{2}}
$$

where $C_{1}, C_{2}$ are arbitrary constants and

$$
\gamma_{i}=\alpha^{-2}\left[\frac{1}{2} \alpha^{2}-r \pm \sqrt{\left(r-\frac{1}{2} \alpha^{2}\right)^{2}+2 \rho \alpha^{2}}\right],(i=1,2), \gamma_{2}<0<\gamma_{1}
$$

since $\phi(x)$ is bounded as $x \rightarrow 0$ we have $C_{2}=0$ and the boundary requirement $\phi\left(x_{0}\right)=x_{0}-a$ gives $C_{1}=x^{-\gamma_{1}}\left(x_{0}-a\right)$. So the bounded solution $f$ of (4.2.69) is

$$
\tilde{g}_{x_{0}}(s, x)=f(s, x)=e^{-\rho s}\left(x_{0}-a\right)\left(\frac{x}{x_{0}}\right)^{\gamma_{1}} .
$$

If we fix $(s, x)$ then the value of $x_{0}$ which maximizes $\tilde{g}(s, x)$ is easily seen to be given by

$$
x_{0}=x_{\max }=\frac{a \gamma_{1}}{\gamma_{1}-1}
$$

Hence we have that

$$
\begin{aligned}
g^{*}(s, x) & =\sup _{\tau} E^{(s, x)}\left[g\left(\tau, X_{\tau}\right)\right]=\sup _{x_{0}} E^{(s, x)}\left[g\left(\tau\left(x_{0}\right), X_{\tau\left(x_{0}\right)}\right)\right] \\
& =\sup _{x_{0}} \tilde{g}_{x_{0}}(s, x)=\tilde{g}_{x_{\max }}(s, x)
\end{aligned}
$$

The conclusion is therefore that one should sell the assets the first time the price of them reaches the value $x_{\max }=\frac{a \gamma_{1}}{\gamma_{1}-1}$. The expected discounted profit obtained from this strategy is

$$
g^{*}(s, x)=e^{-\rho s}\left(\frac{\gamma_{1}-1}{a}\right)^{\gamma_{1}-1}\left(\frac{x}{\gamma_{1}}\right)^{\gamma_{1}} .
$$

### 4.2.4 Stochastic control

We consider stochastic controlled system of the type:

$$
\begin{equation*}
d X_{t}=d X_{t}^{u}=b\left(t, X_{t}, u_{t}\right) d t+\sigma\left(t, X_{t}, u_{t}\right) d B_{t} \tag{4.2.71}
\end{equation*}
$$

where $X_{t} \in R^{n}, b: R \times R^{n} \times U \rightarrow R^{n}, \sigma: R \times R^{n} \times U \rightarrow R^{n \times m}$ and $B_{t}$ is $m$-dimensional Brownian motion. Here $u_{t} \in U \subset R^{k}$ is a parameter whose value we can choose in the given Borel set $U$ at any instant $t$ in order to control the process $X_{t}$. Thus $u_{t}=u(t, \omega)$ is a stochastic process. Since our decision at time $t$ must be based upon what has happened up to time $t$, the function $\omega \rightarrow u(t, \omega)$ must be measurable w.r.t. $\mathcal{F}$, i.e. the process $u_{t}$ must
be $\mathcal{F}$-adapted. Thus the right hand side of (4.2.71) is well defined as a stochastic integral, under suitable assumptions on the functions $b$ and $\sigma$.

Let $\left\{X_{h}^{s, x}\right\}_{h \geq s}$ be the solution of (4.2.71) such that $X_{s}^{s, x}=x$, i.e.

$$
X_{h}^{s, x}=x+\int_{s}^{h} b\left(r, X_{r}^{s, x}, u_{r}\right) d r+\int_{s}^{h} \sigma\left(r, X_{r}^{s, x}, u_{r}\right) d B_{r} ; h \geq s
$$

and let the probability law of $X_{t}$ starting at $x$ for $t=s$ be denoted by $Q^{s, x}$, so that

$$
Q^{s, x}\left[X_{t_{1}} \in F_{1}, \cdots, X_{t_{k}} \in F_{k}\right]=P^{0}\left[X_{t_{1}}^{s, x} \in F_{1}, \cdots, X_{t_{k}}^{s, x} \in F_{k}\right]
$$

for $s \leq t_{i}, F_{i} \subset R^{n} ; 1 \leq i \leq k, k=1,2, \cdots$.
Let $F: R \times R^{n} \times U \rightarrow R$ (the "utility rate" function) and $K: R \times R^{n} \rightarrow R$ (the "bequest" function) be ginven continuous functions, let $G$ be a given domain in $R \times R^{n}$ and let $\hat{T}$ be the first exit time after $s$ from $G$ for the process $\left\{X_{r}^{s, x}\right\}_{r \geq s}$, i.e.

$$
\hat{T}=\hat{T}^{s, x}(\omega)=\inf \left\{r>s ;\left(r, X_{r}^{s, x}(\omega)\right) \notin G\right\}
$$

Suppose

$$
E^{s, x}\left[\int_{s}^{\hat{T}}\left|F^{u_{r}}\left(r, X_{r}\right)\right| d r+\left|K\left(\hat{T}, X_{\hat{T}}\right)\right| \chi_{\{\hat{T}<\infty\}}\right]<\infty, \forall s, x, u
$$

where $F^{u}(r, z)=F(r, z, u)$. Then we define the perfomance function $J^{u}(s, x)$ by

$$
J^{u}(s, x)=E^{s, x}\left[\int_{s}^{\hat{T}} F^{u_{r}}\left(r, X_{r}\right) d r+K\left(\hat{T}, X_{\hat{T}}\right) \chi_{\{\hat{T}<\infty\}}\right] .
$$

Let

$$
Y_{t}=\left(s+t, X_{s+t}^{s, x}\right), \text { for } t \geq 0, Y_{0}=(s, x)
$$

and substitute this in (4.2.71), we have

$$
\begin{equation*}
d Y_{t}=d Y_{t}^{u}=b\left(Y_{t}, u_{t}\right) d t+\sigma\left(Y_{t}, u_{t}\right) d B_{t} \tag{4.2.72}
\end{equation*}
$$

The probability law of $Y_{t}$ starting at $y=(s, x)$ for $t=0$ is also denoted by $Q^{s, x}=Q^{y}$. Let

$$
T:=\inf \left\{t>0 ; Y_{t} \notin G\right\}=\hat{T}-s
$$

and

$$
K\left(\hat{T}, X_{\hat{T}}\right)=K\left(Y_{\widehat{T}-s}=K\left(Y_{T}\right)\right.
$$

then the performance function may be written in terms of $Y$ as follows, wtih $y=(s, x)$,

$$
J^{u}(y)=E^{y}\left[\int_{0}^{T} F^{u_{t}}\left(Y_{t}\right) d t+K\left(Y_{T}\right) \chi_{\{T<\infty\}}\right]
$$

So the problem is - for each $y \in G$ - to find the number $\Phi(y)$ and a control $u^{*}=u^{*}(t, \omega)=$ $u^{*}(y, t, \omega)$ such that

$$
\Phi(y):=\sup _{u(t, \omega)} J^{u}(y)=J^{u^{*}}(y)
$$

where the supremum is taken over all $\mathcal{F}_{t}$-adapted processes $\left\{u_{t}\right\}$ with values in $U$. Such a control $U^{*}$ - if it exists - is called an optimal control and $\Phi$ is called optimal perfomance or the valued function. For the sake of simplicity, we consider the control functions $u(t, \omega)$ of the form $u(t, \omega)=u_{0}\left(t, X_{t}(\omega)\right)$ for some function $u_{0}: R^{n+1} \rightarrow U \subset R^{k}$. In this case we assume that $u$ does not depend on the starting point $y=(s, x)$, i.e., the value we choose at time $t$ only depends on the state of the system at this time. These are called Markov controls, because with such $u$ the corresponding process $X_{t}$ becomes an Ito diffusion, in particular a Markov process. In the following we will not distinguish between $u$ and $u_{0}$. Thus we will identify a function $u: R^{n+1} \rightarrow U$ with the Markov contol $u(Y)=u\left(t, X_{t}\right)$ and simply call such functions Markov controls. In such a case the system (4.2.72) becomes

$$
\begin{equation*}
d Y_{t}=b\left(Y_{t}, u\left(Y_{t}\right)\right) d t+\sigma\left(Y_{t}, u\left(Y_{t}\right)\right) d B_{t} \tag{4.2.73}
\end{equation*}
$$

For $v \in U$ and $f \in C_{0}^{2}\left(R \times R^{n}\right)$ define

$$
\begin{equation*}
\left(L^{v} f\right)(y)=\frac{\partial f}{\partial s}(y)+\sum_{i=1}^{n} b_{i}(y, v) \frac{\partial f}{\partial x_{i}}+\sum_{i, j=1}^{n} a_{i j}(y, v) \frac{\partial^{2} f}{\partial x_{i} \partial x_{j}} \tag{4.2.74}
\end{equation*}
$$

where $a_{i j}=\frac{1}{2}\left(\sigma \sigma^{T}\right)_{i j}, y=(s, x)$ and $x=\left(x_{1}, \cdots, x_{n}\right)$. Then for each choice of the function $h$ the solution $Y_{t}=Y_{t}^{u}$ is an Ito diffusion with generator $A$ given by:

$$
(A f)(y)=\left(L^{u(y)} f\right)(y)
$$

for $f \in C_{0}^{2}\left(R \times R^{n}\right)$. For $v \in U$ define

$$
F^{v}(y)=F(y, v)
$$

Then we have the following Hamilton-Jacobi-Bellman (HJB) equation.
Theorem 4.2.24 Define

$$
\Phi(y)=\sup \left\{J^{u}(y) ; u=u(Y) \quad \text { Markov control }\right\}
$$

Suppose that $\Phi \in C^{2}(G) \cap C(\bar{G})$ is bounded, $T<\infty$ a.s. $Q^{y}$ for all $y \in G$ and that an optimal Markov control $u^{*}$ exists. Suppose $\partial G$ is regular for $Y_{t}^{u^{*}}$. Then

$$
\begin{equation*}
\sup _{v \in U}\left\{F^{v}(y)+\left(L^{v} \Phi\right)(y)\right\}=\mathbf{0}, \forall \boldsymbol{y} \in G \tag{4.2.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi(y)=K(y), \forall y \in \partial G \tag{4.2.76}
\end{equation*}
$$

The supremum in (4.2.75) is obtained if $v=U^{*}(y)$ where $u^{*}$ is optimal. In other words,

$$
\begin{equation*}
F\left(y, u^{*}(y)\right)+\left(L^{u^{*}} \Phi\right)(y)=0, \forall y \in G . \tag{4.2.77}
\end{equation*}
$$

Remark This theorem states that if an optimal control $u^{*}$ exists then we know that its value $v$ at the point $y$ is a point $v$ where the function

$$
v \rightarrow F^{v}(y)+\left(L^{v} \Phi\right)(y) ; v \in U
$$

attains its maximum. This is a necessary condition for the optimal control. The next theorem states that if at each point $y$ we have found $v=u_{0}(y)$ such that $F^{v}(y)+\left(L^{v} \Phi\right)(y)$ is maximal, then $u_{0}(y)$ be an optimal control.

Theorem 4.2.25 Let $\phi$ be a function in $C^{2}(G) \cap C(\bar{G})$ such that, for all $v \in U$

$$
F^{v}(y)+\left(L^{v} \phi\right)(y) \leq 0 ; y \in G
$$

with boundary values

$$
\lim _{t \rightarrow T} \phi\left(Y_{t}\right)=K\left(Y_{T}\right) \chi_{\{T<\infty\}}, \text { a.s. } Q^{y}
$$

and such that $\left\{\phi\left(Y_{\tau}\right)\right\}_{\tau \leq T}$ is uniformly $Q^{y}$-integrable for all Markov control $u$ and all $y \in G$. Then $\phi(y) \geq J^{u}(y)$ for all Markov controls $u$ and all $y \in G$. Moreover, if for each $y \in G$ we have found $u_{0}(y)$ such that

$$
F^{u_{0}(y)}(y)+\left(L^{u_{0}(y)} \phi\right)(y)=0
$$

then $u_{0}=u_{0}(y)$ is a Markov control such that

$$
\phi(y)=J^{u_{0}(y)}(y)
$$

and hence $u_{0}$ must be an optimal control and $\phi(y)=\Phi(y)$.
Remark These two theorems provide a very nice solution to the stochastic control problem in the case where only Markov controls are considered. It seems that considering only Markov controls is too restrictive, but fortunately one can always obtain as good a performance with a Markov control as with an arbitrary $\mathcal{F}_{t}$-adapted control (under some conditions). We have the following theorem.

Theorem 4.2.26 Let

$$
\Phi_{M}(y)=\sup \left\{J^{u}(y) ; u=u(Y) \text { Markov control }\right\}
$$

and

$$
\Phi_{\alpha}(y)=\sup \left\{J^{u}(y) ; u=u(t, \omega) \mathcal{F}_{t}-\text { adapted control }\right\}
$$

Suppose there exists an optimal Markov control $u_{0}=u_{0}(Y)$ for the Markov control problem such that all the boundary points of $G$ are regular w.r.t. $Y_{t}^{u_{0}}$ and that $\Phi_{M}$ is a bounded function in $C^{2}(G) \cap C(\bar{G})$. Then

$$
\Phi_{M}(y)=\Phi_{\alpha}(y), \forall y \in G
$$

Example 4.2.27 (An optimal portfolio selection problem)
Let $X_{t}$ denote the wealth of a person at time $t$. Suppose that the person has the choice of two different investments. The price $p_{1}(t)$ at time $t$ of one of the assets is assumed to satisfy the equation

$$
\begin{equation*}
\frac{d p_{1}}{d t}=p_{1}\left(a+\alpha W_{t}\right) \tag{4.2.78}
\end{equation*}
$$

where $W_{t}$ denotes white noise and $a, \alpha>0$ are constants measuring the average relative rate of change of $p$ and the size of the noise respectively. As we have known we can interpret (4.2.78) as the Ito stochastic differential equation

$$
\begin{equation*}
d p_{1}=p_{1} a d t+p_{1} \alpha d B_{t} . \tag{4.2.79}
\end{equation*}
$$

This investment is called risky, since $\alpha>0$. We assume that the price $p_{2}$ of the other asset satisfies a similar equation, but without noise:

$$
\begin{equation*}
d p_{2}=p_{2} b d t \tag{4.2.80}
\end{equation*}
$$

This investment is called safe. So it is natural to assume $b<a$. At each instant the person can choose how big of a fraction of $u$ of his wealth he will invest in the risky asset, thereby investing the fraction $1-u$ in the safe one. This gives the following stochastic differential equation for the wealth $X_{t}=X_{t}^{u}$ :

$$
\begin{align*}
d X_{t} & =u X_{t} a d t+u X_{t} \alpha d B_{t}+(1-u) X_{t} b d t \\
& =X_{t}(a u+b(1-u)) d t+\alpha u X_{t} d B_{t} \tag{4.2.81}
\end{align*}
$$

Suppose that, starting with the wealth $X_{t}=x>0$ at time $t$, the person wants to maximize the expected utility of the wealth at some future time $t_{0}>t$. If we allow no borrowing (i.e. require $X \geq 0$ ) and are given a utility function $N:[0, \infty) \rightarrow[0, \infty), N(0)=0$ (usually assumed to be increasing and concave) the problem is to find $\Phi(s, x)$ and a Markov control $u^{*}=u^{*}\left(t, X_{t}\right), 0 \leq u^{*} \leq 1$ such that

$$
\Phi(s, x)=\sup \left\{J^{u}(s, x) ; u \text { Markov control, } 0 \leq u \leq 1\right\}=J^{u^{*}}(s, x)
$$

where $J^{u}(s, x)=E^{s, x}\left[N\left(X_{T}^{u}\right)\right]$ and $T$ is the first exit time from the region $G=\{(r, z) ; r<$ $\left.t_{0}, z>0\right\}$. This is a performance criterion of the form (4.2.72)/(4.2.73) with $F=0$ and $K=N$. The differential operator $L^{v}$ has the form

$$
\left(L^{v} f\right)(t, x)=\frac{\partial f}{\partial t}+x(a v+b(t-v)) \frac{\partial f}{\partial x}+\frac{1}{2} \alpha^{2} v^{2} x^{2} \frac{\partial^{2} f}{\partial x^{2}}
$$

The HJB equation becomes

$$
\sup _{v}\left\{\left(L^{v} \Phi\right)(t, x)\right\}=0, \quad \text { for } \quad(t, x) \in G
$$

and

$$
\Phi(t, x)=N(x), \text { fort }=t_{0}, \Phi(t, 0)=N(0), \text { fort }<t_{0}
$$

Therefore, for each $(t, x)$ we try to find the value $v=u(t, x)$ which maximizes the function

$$
\begin{align*}
\eta(v)=L^{v} \Phi= & \frac{\partial \Phi}{\partial t}+x(b+(a-b) v)  \tag{4.2.82}\\
& \frac{\partial \Phi}{\partial x}+\frac{1}{2} \alpha^{2} v^{2} x^{2} \frac{\partial^{2} \Phi}{\partial x^{2}} \tag{4.2.83}
\end{align*}
$$

If $\Phi_{x}:=\frac{\partial \Phi}{\partial x}>0$ and $\Phi_{x x}:=\frac{\partial^{2} \Phi}{\partial x^{2}}<0$, the solution is

$$
\begin{equation*}
v=u(t, x)=-\frac{(a-b) \Phi_{x}}{x \alpha^{2} \Phi_{x x}} \tag{4.2.84}
\end{equation*}
$$

If we substitute this into the HJB equation (4.2.82) we obtain the following nonlinear boundary value problem for $\Phi$ :

$$
\begin{align*}
\Phi_{t}+b x \Phi_{x}-\frac{(a-b)^{2} \Phi_{x}^{2}}{x \alpha^{2} \Phi_{x x}} & =0, \text { fort }<t_{0}, x>0  \tag{4.2.85}\\
\Phi(t, x) & =N(x), \text { for } t=t_{0}, \text { or } x=0
\end{align*}
$$

The problem (4.2.85) is hard to solve for general $N$. Important examples of increasing and concave functions are the power functions

$$
N(x)=x^{r} \text { where } 0<r<1 .
$$

If we choose such a utility function $N$, we try to find a solution of (4.2.84) of the form

$$
\phi(t, x)=f(t) x^{r} .
$$

Substituting we obtain

$$
\phi(t, x)=e^{\lambda\left(t_{0}-t\right)} x^{r},
$$

where $\lambda=b r+\frac{(a-b)^{2} r}{2 \alpha^{2}(1-r)}$. Using (4.2.84) we obtain the optimal control

$$
u^{*}(t, x)=\frac{a-b}{\alpha^{2}(1-r)}
$$

If $\frac{a-b}{\alpha^{2}(1-r)} \in(0,1)$ this is the solution to the problem.

### 4.2.5 Backward SDE and applications

The adapted solution for a linear backward stochastic differential equations was first investigated by Bismut(1973) and in 1978 [5], then by Bensoussan (1982), and others. The first result for the existence of an adapted solution to a continuous nonlinear BSDE with Lipschitzian coefficient was obtained by Pardoux and Peng(1990). Later Peng and Pardoux developed the theory and applications of such BSDEs in a series of papers (1991, 1992, 1993, 1994). We would like to introduce some basic resulst on BSDEs in Peng's survey papers.

## Backwards Stochastic Differential Equations

First, let us recall backward intergrals. Let $[0, T]$ be a fixed time intval, $B_{t}, t \in[0, T]$ be a standard Brownian motion defined on a complete probability space $(\Omega, \mathcal{F}, P)$. Let $0 \leq s<t \leq T$. We denote by $\mathcal{F}_{s}^{t}$ the least complete $\sigma$-field for which all random variables $B_{u}-B_{v}: s \leq v \leq u \leq t$ are measurable. Denote $\mathcal{F}_{0}^{t}=\mathcal{F}_{t}$. Let $t$ be a fixed time in $[0, T]$, let $f(r), r \in[0, t]$ be a continuous stochastic process which is $\mathcal{F}_{r}^{t}$-measurable for each $r$. The stochastic integrals can be defined for the backward direction. The Itô backward integral is defined as

$$
\begin{equation*}
\int_{s}^{t} f(r) d B_{r} \equiv \lim _{|\Delta| \rightarrow 0} \sum_{k=0}^{n-1} f\left(t_{k+1}\right)\left(B_{t_{k+1}}-B_{t_{k}}\right) \tag{4.2.86}
\end{equation*}
$$

where $\Delta$ denotes the partition $\left\{s=t_{0}<t_{1}<\cdots<t+n=t\right\}$ and $|\Delta|=\max _{k}\left|t_{k+1}-t_{k}\right|$. Precisely speaking, the limit of the right hand side exists in probability and it does not depend on the choice of a sequence of partitions. It has these properties:

$$
\begin{gathered}
E\left[\int_{s}^{t} f(r) d B_{r}\right]=0 \\
E\left[\left|\int_{s}^{t} f(r) d B_{r}\right|^{2}\right]=E\left[\int_{s}^{t} f(r)^{2} d r\right] .
\end{gathered}
$$

Consider backward stochastic differential equation

$$
\begin{equation*}
Y_{t}=\xi+\int_{t}^{T} g\left(s, Y_{s}, Z_{s}\right) d s-\int_{t}^{T} Z_{s} d B_{s} \tag{4.2.87}
\end{equation*}
$$

where

$$
g(\omega, t, y, z): \Omega \times[0, T] \times R^{m} \times R^{m \times d} \rightarrow R^{m}
$$

is such that $g(\cdot, y, z)$ is a $R^{m}$-valued $\mathcal{F}_{t}$-adapted process for each $(y, z) \in R^{m} \times R^{m \times d}$, satisfying

$$
\begin{equation*}
\int_{0}^{T} \mid g(\cdot, 0,0) d s \in L^{2}\left(\Omega, \mathcal{F}_{T}, P ; R\right) \tag{4.2.88}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|g(t, y, z)-g\left(t, y^{\prime}, z^{\prime}\right)\right| \leq C\left(\left|y-y^{\prime}\right|+\left|z-z^{\prime}\right|\right) \tag{4.2.89}
\end{equation*}
$$

The problem is to find out a pair of processes $\left(Y_{t}, Z_{t}\right) \in \mathcal{M}\left(0, T ; R^{m} \times R^{m \times d}\right)$ which are $\mathcal{F}_{t^{-}}$ adapted satisfying equation (4.2.87), where $\mathcal{M}\left(0, \tau ; R^{m}\right)$ is the space of a all $\left(\mathcal{F}_{t}\right)$-adapted $R^{m}$-valued processes that satisfies

$$
E \int_{0}^{\tau}\left|v_{t}\right|^{2} d t<\infty
$$

Remark Here the uniqueness of a pair of processes means uniqueness in the space $\mathcal{M}(0, T$; $\left.R^{m} \times R^{m \times d}\right)$. That means if there are two processes $\left(Y^{1}, Z^{1}\right)$ and $\left(Y^{2}, Z^{2}\right)$ satisfying (4.2.87), then we have

$$
E\left[\int_{0}^{T}\left|Y_{t}^{1}-Y_{t}^{2}\right|^{2}\right]=0, \quad \text { and } \quad E\left[\int_{0}^{T}\left|Z_{t}^{1}-Z_{t}^{2}\right|^{2}\right]=0
$$

We have the following existence and uniqueness theorem.
Theorem 4.2.28 Let $g(\omega, t, y, z): \Omega \times[0, T] \times R^{m} \times R^{m \times d} \rightarrow R^{m}$ be given as above and satisfying conditions (4.2.88) and (4.2.89). Then for any given $\xi \in L^{2}\left(\Omega, \mathcal{F}_{T}, P ; R^{m}\right)$, the stochastic differential equation (4.2.87) has a unique solution, i.e. there exists a unique $\mathcal{F}_{t}$ -adapted process $(Y, Z) \in \mathcal{M}\left(0, T ; R^{m} \times R^{m \times m}\right)$ satisfying (4.2.87).

Also we have the continuous dependence of initial parameters. In fact we have the following theorem.

Theorem 4.2.29 Let conditions in Theorem 4.2.28 hold and assume that $\xi^{1}, \xi^{2} \in L^{2}\left(\Omega, \mathcal{F}_{T}, P ; F\right.$ $\phi^{1}, \phi^{2} \in \mathcal{M}\left(0, T ; R^{m}\right)$. Then the solutions $\left(Y^{1}, Z^{1}\right)$, and $\left(Y^{2}, Z^{2}\right)$ of

$$
Y_{t}^{1}=\xi^{1}+\int_{t}^{T}\left[g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)+\phi_{s}^{1}\right] d s-\int_{t}^{T} Z_{s}^{1} d B(s)
$$

and

$$
Y_{t}^{2}=\xi^{2}+\int_{t}^{T}\left[g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)+\phi_{s}^{2}\right] d s-\int_{t}^{T} Z_{s}^{2} d B(s)
$$

satisfy the following estimation

$$
\begin{aligned}
& \left|Y_{t}^{1}-Y_{t}^{2}\right|^{2}+\frac{1}{2} E^{\mathcal{F}_{t}} \int_{t}^{T}\left[\left|Y_{s}^{1}-Y_{s}^{2}\right|^{2}+\left|Z_{s}^{1}-Z_{s}^{2}\right|^{2}\right] e^{\beta(s-t)} d s \\
\leq & E^{\mathcal{F}_{t}}\left|\xi^{1}-\xi^{2}\right|^{2} e^{\beta(T-t)}+E^{\mathcal{F}_{t}} \int_{t}^{T}\left|\phi_{s}^{1}-\phi_{s}^{2}\right| e^{\beta(s-t)} d s,
\end{aligned}
$$

where $\beta=16\left(1+C^{2}\right)$.
For one dimensional case, i.e., $m=1$. We have the following compression theorem which will be used in the later discussion.

Theorem 4.2.30 If $g(\omega, t, y, z)$ and $a$ cadlag process $V_{t} \in \mathcal{M}(0, T ; R)$ satisfy in addition to (4.2.88) and (4.2.89) the condition:

$$
\begin{equation*}
\sup _{t \leq T} E|V|^{2}<\infty, \tag{4.2.90}
\end{equation*}
$$

$(\bar{Y}, \bar{Z})$ be the solution of BSDE:

$$
\begin{equation*}
\bar{Y}=\bar{\xi}+\int_{t}^{T} \overline{g_{s}}+V_{T}-V_{t}-\int_{t}^{T} \bar{Z}_{s} d B_{s} \tag{4.2.91}
\end{equation*}
$$

where $\left(\bar{g}_{t}\right)\left(\bar{V}_{t}\right) \in L_{\mathcal{F}}^{2}(0, T ; R)$ and $\bar{\xi} \in L^{2}(\Omega, \mathcal{F}, P ; R)$ are given and satisfy

$$
\xi \geq \bar{\xi}, g\left(t, \bar{Y}_{t}, \bar{Z}_{t}\right) \geq \bar{g}_{t}, \text { a.s., a.e. }
$$

and such that $\bar{V}-V$ is an increasing process. Then

$$
Y_{t} \geq \bar{Y}_{t}, \text { a.e., a.s. }
$$

Hence we now have

$$
Y_{0}=\bar{Y}_{0} \Longleftrightarrow \xi=\bar{\xi}, g\left(s, \bar{Y}_{s}, \bar{Z}_{s}\right) \equiv \overline{g_{s}}, V_{s} \equiv \bar{V}_{s}
$$

Example 4.2.31 We often meet the case of comparing BSDEs

$$
\begin{equation*}
Y_{t}^{1}=\xi^{1}+\int_{t}^{T}\left[g\left(s, Y_{s}^{1}, Z_{s}^{1}\right)+c_{s}^{1}\right] d s-\int_{t}^{T} Z_{s}^{1} d B_{s} \tag{4.2.92}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{t}^{2}=\xi^{2}+\int_{t}^{T}\left[g\left(s, Y_{s}^{2}, Z_{s}^{2}\right)+c_{s}^{2}\right] d s-\int_{t}^{T} Z_{s}^{2} d B_{s} \tag{4.2.93}
\end{equation*}
$$

where $c^{1}(\cdot), c^{2}(\cdot) \in \mathcal{M}(0, T, R)$. If we assume that $C_{s}^{1} \geq c_{s}^{2}$, a.e., a.s., and $\xi \geq \bar{\xi}$ a.s., then by Theorem 2.4.2, we have $Y_{t} \geq \bar{Y}_{t}$, a.s., a.e.. In financial markets (say in the Merton model), $c(\cdot)$ denotes the rate of consumption of an investor, $Y(t)$ denotes one's wealth at time $t$, while $Z(t)$ denote one's potfolio selection strategy. In this case, we can explain the compression theorem as follows: if an investor wants to get a higher financial return at a time in the future, then either one put more money in the financial market or reduce one's consumption before time $T$.

Example 4.2.32 We consider a special case of (4.2.92) when $g(s, 0,0) \equiv 0$. It is easy to see that if $c_{s}^{2} \equiv 0$ and $\xi^{2}=0$, then (4.2.93) has a unique solution $\left(Y_{s}^{2}, Z_{s}^{2}\right) \equiv 0$. However if both $\xi$ and $c^{1}(\cdot)$ are nonnegtive, then the solution of (4.2.92) $Y^{1}$ is also nonnegative. Moreover we have:

$$
Y_{0}^{1}=0 \Longleftrightarrow c_{x}^{1} \equiv 0, \xi^{1}=0
$$

We can explain this result in finance. Such a financial market is non arbitrage: If an investor wants to get an oportunity riskless in the future time $T$ (i.e. $\xi^{1} \geq 0$ and $E \xi^{1}>0$ ), then one's investment $y_{0}^{1}>0$ at the moment $t=0$.

We have seen that the solution of BSDE is always discribed by a pair of processes $(Y, Z)$, however, the main part is the first term $Y$. We will see that the process $Y$ satisfies a backwards semigroup property. Now given $t_{1} \leq T$ and $\eta \in L^{2}\left(\Omega, \mathcal{F}_{t_{1}}, P ; R\right)$, consider the following BSDE on $\left[0, t_{1}\right]$ :

$$
\begin{equation*}
y_{r}=\eta+\int_{r}^{t_{1}} g\left(s, y_{s}, z_{s}\right) d s-\int_{r}^{t_{1}} z_{s} d B_{s}, r \in\left[0, t_{1}\right] \tag{4.2.94}
\end{equation*}
$$

Define

$$
\begin{equation*}
G_{r, t_{1}}[\eta]:=y_{r}: L^{2}\left(\Omega, \mathcal{F}_{t_{1}}, P ; R\right) \rightarrow L^{2}\left(\Omega, \mathcal{F}_{r}, P ; R\right) \tag{4.2.95}
\end{equation*}
$$

From the uniqueness of solution of BSDE, we know that for $t<r \leq t_{1}$,

$$
G_{t, t_{1}}[\eta]=G_{t, r}\left[y_{r}\right]=G_{t, r}\left[G_{r, t_{1}}[\eta]\right] .
$$

Furthermore, we have the following properties.
(i) $G_{t_{1}, t}[\eta]=G_{t_{1}, t_{2}}\left[G_{t_{2}, t}[\eta]\right], \forall 0 \leq t_{1} \leq t_{2} \leq t$;
(ii) $\lim _{r \uparrow \tau} G_{r, t}[\eta]=\eta, \forall \eta \in L^{2}(\Omega, \mathcal{F}, P ; R)$;
(iii) $\lim _{i \rightarrow \infty} E\left|G_{r, t}\left[\eta_{i}\right]-G_{r, t}[\eta]\right|^{2}$, if $E\left|\eta_{i}-\eta\right|^{2} \rightarrow 0$;
(iv) $\eta_{1} \geq \eta_{2}$, a.s. $\Rightarrow G_{r, t}\left[\eta_{1}\right] \geq G_{r, t}\left[\eta_{2}\right]$,a.s.

## A generalized dynamic programming principle

In this subsection, we formulate a stochastic optimal contol problem where the cost function is determined by a backward stochastic differential equation of the form (4.2.87). We get the dynamic programming principle, known as Bellman's principle, in this situation.

Suppose that given $\mathcal{M}\left(0, T ; R^{k}\right)$ and a Borel set $U$ in $R^{k}$, we denote by $\mathcal{U}$ the class of admissible controls, i.e. all processes for which are valued in $U$. For simplicity, we assume that $U$ is compact set.

For a given admissible control $\alpha(t), t \geq 0$ valued in $U$, and a given initial data $x \in R^{n}$, consider the following stochastic control problem

$$
\begin{align*}
d y(s) & =b(y(s), \alpha(s)) d s+\sigma(y(s), \alpha(s)) d B(s), s \in[t, T]  \tag{4.2.96}\\
y(0) & =x .
\end{align*}
$$

where $b(x, \alpha), \sigma(x, \alpha)$ are $R^{n}$-valued and $\mathcal{L}\left(R^{d}, R^{n}\right)$ valued functions defined on $R^{n} \times R^{k}$. Further we asumme that

Assumption 4.2.97 $b$ and $\sigma$ are continuous in ( $x, \alpha$ ), and continuously differentiable in $x$, their derivatives $b_{x}, \sigma_{x}$ are bounded.

Obviously, the corresponding solution $y(\cdot)=y^{x, \alpha}(\cdot)$ is well defined and

$$
E\left|y^{x, \alpha}(s)\right|^{2} \leq C|x|^{2}
$$

where $C$ is independent of $x, \alpha$, and $s$.
We now introduce the following backward stochastic differential equation: let $f(p, q ; x \alpha)$ be a real function defined on $R \times R^{d} \times R^{n} \times R^{d}$. For any given continuous function $g(x)$ : $R^{n} \rightarrow R$ satisfying

$$
\begin{gather*}
|g(x)| \leq C(1+|x|) \\
p(s)=g(y(t))+\int_{s}^{t} f(p(r), q(r), y(r), \alpha(r)) d r-\int_{s}^{t} q(r) d B(r), s \in[0, t] \tag{4.2.98}
\end{gather*}
$$

We assume that
Assumption 4.2.99 $f$ is continous in ( $p, q, x, \alpha$ ) and continuously differentiable in ( $p, q, x$ ), the derivatives $f_{p}, f_{q}, f_{x}$ are bounded.

It is easy to see that $p(s)$ is $\mathcal{F}_{\mathrm{s}}$-adapted and $p(0)=E p(0)$. We can introduce the following generalized cost function

$$
J(x, t ; g(\cdot), \alpha(\cdot))=p(0)(=E p(0)), \forall t \in(0, T)
$$

Since for given $g(\cdot), J(x, t ; g(\cdot), \alpha(\cdot))$ is uniformly bounded in $\mathcal{A}$. Thus we can define the value function

$$
V\left((x, t ; g(\cdot))=\inf _{\alpha(\cdot) \in \mathcal{A}} J(x, t ; g(\cdot), \alpha(\cdot))\right.
$$

If we assume that
Assumption 4.2.100 $g(x)$ is a uniform Lipschitz function.

Then we have the following generalized dynamic programming principle.
Theorem 4.2.33 Let Assumptions 4.2.97, 4.2.99 and 4.2.100 hold. Then we have

$$
\begin{equation*}
V(x, t+h ; g(\cdot))=V(x, t ; V(\cdot, h, g)), \forall x, \forall t+h \leq T \tag{4.2.101}
\end{equation*}
$$

Example 4.2.34 A trivial situation of the above optimal control problem is when $f$ depends only on ( $p, q, \alpha$ ) and $g=0$ :

$$
\inf _{\alpha(\cdot) \in \mathcal{A}} p(0)=\inf _{\alpha(\cdot) \in \mathcal{A}}\left\{\int_{0}^{t} f(p(r), q(r), \alpha(r)) d r-\int_{0}^{t} q(r) d B(r)\right\}
$$

where, for given $\alpha(\cdot) \in \mathcal{A},(p(\cdot), q(\cdot))$ solves

$$
p(s)=\int_{s}^{t} f\left(f(p(r), q(r), \alpha(r)) d r-\int_{s}^{t} q(r) d B(r), 0 \leq s \leq t\right.
$$

In this case it is easily seen that

$$
\begin{aligned}
\inf _{\alpha(\cdot) \in \mathcal{A}} p(0) & =\inf _{\alpha(\cdot) \in \mathcal{A}} E \int_{0}^{t} f(p(r), q(r), \alpha(r)) d r \\
& =\inf _{\alpha(\cdot) \in \mathcal{A}} E \int_{0}^{t} f\left(p_{1}(r), 0, \alpha(r)\right) d r
\end{aligned}
$$

where $\mathcal{A}_{0}=\left\{\alpha(\cdot) \in L^{2}(0, T) ; \alpha(s) \in U\right.$, a.e. $\}$ and $p_{1}(s), 0 \leq s \leq t$, solves

$$
p_{1}(s)=\int_{s}^{t} f\left(f(p(r), 0, \alpha(r)) d r, \alpha(\cdot) \in \mathcal{A}_{0}\right.
$$

From the dynamic programming principle, we can derive Hamilton-Jacobi-Bellman equation.
For a fixed $g(x)$, define value function:

$$
u(x, t)=V(x, T-t, g(\cdot)),(x, t) \in R^{n} \times[0, T]
$$

The dynamic programming principle (4.2.101) now can be written in the form

$$
\begin{equation*}
u(x, t)=\inf _{\alpha(\cdot) \in \mathcal{A}}\left\{\int_{0}^{h} f(p(r), q(r), y(r), \alpha(r)) d r-\int_{0}^{h} q(r) d B(r)+u(y(h), t+h)\right\} \tag{4.2.102}
\end{equation*}
$$

where $y(\cdot)$ is the trajectory corresponding to $\alpha(\cdot)$ with initial data $y(0)=x,(p(\cdot), q(\cdot))$ solves the following backward equation

$$
p(s)=u(y(h), t+h)+\int_{s}^{h} f(p(r), q(r), y(r), \alpha(r)) d r-\int_{s}^{h} q(r) d B(r), 0 \leq s \leq h
$$

Similar to the classical optimal control, function $u$ can be solved by a nonlinear partial differential equation: this is the following generalized Hamilton-Jacobi-Bellman equation.

$$
\begin{align*}
\partial_{t} u+H\left(D^{2} u, D u, u, x, t\right) & =0  \tag{4.2.103}\\
u(x, T) & =g(x)
\end{align*}
$$

where $D u$ and $D^{2} u$ denote respectively the gradient and the Hessian of $u$ and

$$
\begin{aligned}
H\left(D^{2} u, D u, u x\right) & =\inf _{\alpha \in \mathcal{A}}\left\{\mathcal{L}(x, \alpha) u+f\left(u, \sigma^{T}(x, \alpha) D u, x, \alpha\right)\right\} \\
\mathcal{L}(x, \alpha) u & =\frac{1}{2} \operatorname{trace}\left(\sigma(x, \alpha) \sigma^{T}(x, \alpha) D^{2} u\right)+(D u, b(x, \alpha))
\end{aligned}
$$

Definition 4.2.35 Let $u$ be a continuous function on $R \times(0, T) ; u$ is said to be a viscosity subsolution (resp. supersolution) of (4.2.103), if for all $\phi \in C^{2,1}\left(R^{n} \times[0, T]\right)$ the following inequality holds, at each minimum (resp. maximum) point $(x, t)$ of $\phi-u$

$$
\begin{gathered}
\partial_{t} \phi(x, t)+H\left(D^{2} \phi(x, t), D \phi(x, t), \phi(x, t), x\right) \geq 0 \\
\left(r e s p . \quad \partial_{t} \phi(x, t)+H\left(D^{2} \phi(x, t), D \phi(x, t), \phi(x, t), x\right) \leq 0\right)
\end{gathered}
$$

$u$ is said to be a viscosity solution of (4.2.103) if $u$ is both $a$ viscosity subsolution and $a$ viscosity supersolution of (4.2.103).

We now end this section with the folowing theorem.
Theorem 4.2.36 If assumptions 2.5.1, 2.5.2, and 2.5.3 hold, then the value function $u(x, t)$ is the viscosity solution of (4.2.103).

### 4.3 Some generalizations of SDEs

So far we have only considered stochastic differential equations with respect to Brownian motion. For such equations, the solutions are always continuous processes. Now in this section, we discuss more general stochastic differential equations which include Poisson point processes as well as Brwonian motions; stochastic differential equation with respect to semimartaingale; stochastic differential equation with respect to nonlinear integrators.

### 4.3.1 SDEs of the jump type

## Forward SDE with jumps

Let $\left\{U, \mathcal{B}_{U}\right\}$ be a measurable space and $n(d u)$ be a $\sigma$-finite measure on it. Let $U_{0}$ be a set in $\mathcal{B}_{U}$ such that $n\left(U \backslash U_{0}\right)<\infty$. Let $b(s, x)$ be a Borel measurable function $[0, \infty) \times R^{d} \rightarrow$ $R^{d}, a(s, x)$ be a Borel measurable function $[0, \infty) \times R^{d} \rightarrow R^{d} \otimes R^{r}$, and $f(t, x, u)$ be a $\mathcal{B}\left(R^{+}\right) \times \mathcal{B}\left(R^{d}\right) \times \mathcal{B}_{U}$ measurable function $[0, \infty) \times R^{d} \times U \rightarrow R^{d}$ such that for some positive constant $K$,

$$
\begin{equation*}
\|a(t, x)\|^{2}+|b(t, x)|^{2}+\int_{U_{0}}\|f(t, x, u)\|^{2} n(d u) \leq K\left(1+|x|^{2}, x \in R^{d}, t \leq 0\right. \tag{4.3.104}
\end{equation*}
$$

and

$$
\begin{align*}
& \|a(t, x)-a(t, y)\|^{2}+|b(t, x)-b(t, y)|^{2}  \tag{4.3.105}\\
+ & \int_{U_{0}}\|f(t, x, u)-f(t, y, u)\|^{2} n(d u) \leq K|x-y|^{2}, \quad t \geq 0, x, y \in R^{d}
\end{align*}
$$

Consider the SDEs

$$
\begin{align*}
X(t)= & X(0)+\int_{0}^{t} b(s, X(s)) d s+\int_{0}^{t} a(s, X(s)) d B(s) \\
& +\int_{0}^{t+} \int_{U} f(s-, X(s-), u) 1_{U_{0}}(u) \tilde{N}_{p}(d s d u)  \tag{4.3.106}\\
& +\int_{0}^{t+} \int_{U} f(s-, X(s-), u) 1_{U \backslash U_{0}}(u) N_{p}(d s d u)
\end{align*}
$$

where $B(t)$ is an $r$-dimensional standard Brownian motion process, $p(\cdot)$ is a stationary Poisson point process taking values in a measurable space ( $U, \mathcal{B}(U)$ ), with characteristic measure $n(\cdot)$ and $\bar{N}_{k}(d s, d z)$ is the Poisson counting measure defined by $p(\cdot)$ with compensator $n(d u) d s, \tilde{N}_{k}(d s, d z)$ is the martingale measure such that

$$
\tilde{N}_{k}(d s, d u)=N_{k}(d s, d u)-n(d u) d s
$$

By a solution of the equation (4.3.106), we mean a right continuous process $X=(X(t))$ with left hand limits on $R^{d}$ defined on a probability space $(\Omega, \mathcal{F}, P)$ with a reference family $\left(\mathcal{F}_{t}\right)$ such that $X$ is $\mathcal{F}_{t}$-adapted and there exists an $r$-dimensional $\mathcal{F}_{t}$-Borwnian motion $B(t)$ and an $\left(\mathcal{F}_{t}\right)$-stationary Poisson point process $p$ on $U$ with characteristic measure $n$ such that the equation (4.3.106) holds a.s. We have the following existence theorem; for the proof, the reader may refer to [39].
Theorem 4.3.1 If $b(s, x), a(t, x)$ and $f(t, x, u)$ satisfy (4.3.104) and (4.3.105), then for any given $R$-dimensionial $\left(\mathcal{F}_{t}\right)$-Brownian motion $B=(B(t))$, any $\left(\mathcal{F}_{t}\right)$-stationary Poisson point process $p$ with characteristic measure $n$ and any $R^{d}$-valued $\mathcal{F}_{0}$-measurable random variable $\Xi$ defined on a probability space with a reference family $\left(\mathcal{F}_{t}\right)$, there exists a unique $d$ dimensional $\left(\mathcal{F}_{t}\right)$-adapted right-continuous process $X(t)$ with left-hand limits which satisfies equation (4.3.106) and such that $X(0)=\xi$ a.s.

## Backward SDE with jump

The adapted solution for a backward stochastic differential equation with respect to Brownian motion have been discussed in last section. Tang and Li (1994) applied Peng's idea to get the first result on the existence of an adapted solution to a BSDE with Poisson jumps for a fixed terminal time and with Lipschitzian coefficients. We state here a new result by Situ Rong (1997) on the existence and uniqueness of an adapted solution of BSDE with jumps and with non-Lipschitzian coefficient.

Consider a BSDE in $R^{d}$

$$
\begin{align*}
X(t)= & X_{0}+\int_{t \wedge \tau}^{\tau} b(s, X(s), g(s), h(s), \omega) d s \\
& -\int_{t \wedge \tau}^{\tau} g(s) d B(s)-\int_{t \wedge \tau}^{\tau} \int_{U} h(s, u)\left(\tilde{N}_{p}(d s, d u), t \geq 0\right. \tag{4.3.107}
\end{align*}
$$

where $B(t)$ is an $r$-dimensional standard Brownian motion process, $p(\cdot)$ is a Poisson point process taking values in a measurable space $(U, \mathcal{B}(U)), \bar{N}_{p}(d s, d u)$ is the Poisson counting measure defined by $p(\cdot)$ with compensator $n(d z) d s, \tilde{N}(d s, d u)$ is the martingale measure such that

$$
\tilde{N}_{p}(d s, d u)=N_{p}(d s, d u)-n(d u) d s
$$

$n(\cdot)$ is a $\sigma$-finite measure on $\mathcal{B}(U), \tau$ is a bounded $\mathcal{T}_{t}$-stopping time, and $X_{0}$ is a $\mathcal{T}_{t}$-measurable and $R^{d}$-valued random variable, where $\mathcal{T}_{t}$ is the $\sigma$-algebra generated (and completed) by all $B(s), s \leq t$, and $N_{p}\left((0, s], s \leq t, U \in \mathcal{B}(U)\right.$. We also use the following notation $\mathcal{P}_{k,\left(\mathcal{G}_{t}\right)}^{2}([0, \tau]$ : $R^{d}$ ) is the set of $R^{d}$-valued $\mathcal{T}_{t}$-predictable processes $f(t, u, \omega)$ such that

$$
E \int_{0}^{\tau} \int_{U}|f(t, u, \omega)|^{2} n(d u) d t<\infty
$$

$L_{\left(\mathcal{T}_{t}\right)}^{2}\left([0, \tau]: R^{d}\right)$ is the set of $f(t, \omega)$, which is $\mathcal{T}_{t}$-adapted, jointly measurable and $R^{d}$-valued such that

$$
E \int_{0}^{\tau} \int_{U}|f(t, \omega)|^{2} d t<\infty
$$

and $L_{\left(\mathcal{T}_{t}\right)}^{2}\left([0, \tau]: R^{d \otimes r}\right)$ is defined similarly. Denote by $L_{n(\cdot)}^{2}\left(R^{d}\right)$ the set of $R^{d}$-valued functions $f(z), u \in U$, which is $\mathcal{B}(U)$ measurable such that $|\|f\||=\left(\int_{U}|f(u)|^{2} n(d s)\right)^{1 / 2}<$ $\infty$. Denote by $\langle a, b\rangle=a \cdot b$ the inner product of $a, b \in R^{d} ;\|g\|$ the norm of the matrix $g \in R^{d \otimes r}$.

Definition 4.3.2 $(X(t), g(t), h(t))$ is said to be a solution of (4.3.107), iff it satisfies (4.3.107) and $(X(t), g(t), h(t)) \in L_{\left(\mathcal{T}_{t}\right)}^{2}\left([0, \tau]: R^{d}\right) \times L_{\left(\mathcal{T}_{t}\right)}^{2}\left([0, \tau]: R^{d \otimes r}\right) \times \mathcal{P}_{k,\left(\mathcal{T}_{t}\right)}^{2}\left([0, \tau]: R^{d}\right)$.

Theorem 4.3.3 Assume that $\tau \leq T$ and
(i). $b=b_{1}+b_{2}, b_{i}=b_{i}(t, x, g, h, \omega):[0, T] \times R^{d} \times R^{d \otimes r} \times L_{n(\cdot)}^{2}\left(R^{d}\right) \times \Omega \rightarrow R^{d},(i=1,2)$ are $\mathcal{T}_{t}$-adapted and measurable processes such that $P$-a.s.

$$
\begin{gathered}
\left|b_{1}(t, x, g, h, \omega)\right| \leq c(t) \\
\left|b_{\mathrm{I}}(t, x, g, h, \omega)\right| \leq c(t)(1+|X|+\|g\|+|\|h|\||)
\end{gathered}
$$

where $c(t) \geq 0$ is real and nonrandom such that

$$
\int_{0}^{T} c(t)^{2} d t<\infty
$$

(ii). for all $t \in[0, T] ; x, x_{i} \in R^{d} ; g, g_{i} \in R^{d \times r} ; p_{i} \in L_{\Pi(\cdot)}^{2}\left(R^{d}\right), i=1,2$,

$$
\begin{aligned}
& \left(x_{1}-x_{2}, b\left(t, x_{1}, g_{1}, h_{1}\right)-b_{1}\left(t, x_{2}, g_{2}, h_{2}, \omega\right)\right. \\
\leq & c(t)\left(\rho\left(\left|x_{1}-x_{2}\right|^{2}\right)+\left|x_{1}-x_{2}\right|\left(| | g_{1}-g_{2}\|+\|\left|h_{1}-h_{2}\right| \|\right)\right) \\
& b_{1}\left(t, x, g, h_{1}, \omega\right)-b_{1}\left(t, x, g, h_{2}, \omega\right) \mid \\
\leq & c(t)\left|\left|\left|h_{1}-h_{2}\right| \|\right.\right. \\
& \left|b_{2}\left(t, x_{1}, g_{1}, h_{1}, \omega\right)-b_{2}\left(t, x_{2}, g_{2}, h_{2}, \omega\right)\right| \\
\leq & c(t)\left(\left|x_{1}-x_{2}\right|+\left\|g_{1}-g_{2}\right\|+\left\|\left|\left|h_{1}-h_{2}\right| \|\right)\right.\right.
\end{aligned}
$$

where $c(t)$ has the same property in (i), and $\rho(u)$ is a real function which is increasing, concave and continous such that $\rho(0)=0$ and $\rho(u)>0$ if $u>0$ and

$$
\int_{0^{+}} d u / \rho(u)=+\infty
$$

(iii). $b(t, x, g, h, \omega)$ is continuous in $(x, g, h) \in R^{d} \times R^{d \otimes r} \times L_{n(\cdot)}^{2}\left(R^{d}\right)$;
(iv). $X_{0}$ is $\mathcal{T}_{\tau}$-measurable, and $E\left|X_{0}\right|^{2}<\infty$.

Then (4.3.107) has a unique solution $(X(t), g(t), h(t))$.
Remark Here the "uniqueness" means that if $\left(X_{i}(t), g_{i}(t), h_{i}(t)\right), i=1,2$ are two solutions of (4.3.107), then $E \int_{0}^{\tau} \mid X_{1}(t)-X_{2}\left(t^{2} d t=0, E \int_{0}^{\tau}\left\|g_{1}(t)-g_{2}(t)\right\|^{2} d t=0\right.$, and $E \int_{0}^{\tau} \mid \| h_{1}(t)-$ $h_{2}(t) \mid \|^{2} d t=0$.

Here is an example to show that under conditions of Theorem 4.3 .3 coefficient $b$ can be non-Lipschitzian in $x$.

Example 4.3.4 Let $b=b_{1}+b_{2}$, where $b_{2}$ satisfies conditions of Theorem 4.3.13 and we assume that $0 \leq v_{i}(t, \omega), i=1,2,3$, are $\mathcal{T}_{t}$-progressive processes on $[0, T]$ and uniformly bounded. Let

$$
b_{1}=\sum_{i=1}^{3} b_{1 i}
$$

where

$$
\begin{gathered}
b_{11}(t, x, g, h, \omega)=-|x|^{r_{0}-2} x \cdot v_{1}(t, \omega) 1_{\{x \neq 0\}}, \\
b_{12}(t, x, g, h, \omega)=-|x|^{r_{1}-2} x \cdot v_{2}(t, \omega) 1_{\{x \neq 0\}}\left(\|g\| 1_{\left\{\|g\| \mid \leq k_{0}\right\}}+k_{0} 1_{\left\{\|g\|>k_{0}\right\}}\right), \\
b_{13}(t, x, g, h, \omega)=-|x|^{r_{2}-2} x \cdot v_{3}(t, \omega) 1_{\{x \neq 0\}}\left(\| g| | 1_{\left\{\left||h| \| \leq k_{1}\right\}\right.}+k_{1} 1_{\left\{\left|||h||>k_{1}\right\}\right.}\right),
\end{gathered}
$$

and $k_{i} \geq 0, i=0, \mathbf{1}, ; r_{j} \in(1,2), j=0,1,2 ;$ which are all constants. Then $b_{1}$ satisfies all conditions in (i), (ii) and (iii), but it is not Lipschitzian continuous.

There are still some existence theorems, examples and some convergence theorems and applications in Situ's paper, with various type conditions. For the detail, we refer to his paper [86].

## SDEs Governed by $C$-valued Lévy process

Let $\mathcal{C}=\mathcal{C}\left(R^{d}, R^{d}\right)$ be the Fréchet space of all continuous maps from $R^{d}$ into $R^{d}$ equipped the compact uniform topology determined by the metric

$$
\rho(f, g)=\sum_{N=1}^{\infty} \frac{1}{2^{N}} \frac{\sup _{|x| \leq N}|f(x)-g(x)|}{1+\sup _{|x| \leq N}|f(x)-g(x)|}
$$

A $\mathcal{C}$-valued stochastic process $Y_{t}=Y_{t}(\omega), t \geq 0$, is called a Lévy process if it is continuous in probability, is right continuous with finite limit on the left in $\rho$-topology, and has independent increments. In particular, if almost all paths of $X_{t}$ are continuous in $t$, then $X_{t}$ is called a Brownian motion. A $\mathcal{C}$-valued Lévy process $Y_{t}$ is said to be stationary if the law of $Y_{t}-Y_{s}$ depends only on $t-s$, and that $Y_{0}=0$.

Given a $\mathcal{C}$-valued stationary Lévy process $\eta_{t}$, we define a point process associated with it. Define

$$
\eta_{s-}:=\lim _{r \uparrow s} \eta_{r}, \quad \Delta \eta_{s}:=\eta-\eta_{s-}
$$

and

$$
D_{p}:=\left\{s>t_{0}: \Delta \eta_{s} \neq 0\right\} .
$$

Let $p_{t}$ be a $\mathcal{C}$-valued point process defined by $p_{t}:=\Delta \eta_{t}$, and let $N_{p}((0, t], A)$ be the counting measure of $p_{t}$, that is

$$
N_{p}((0, t], A):=\#\left\{s \in D_{p} \bigcap(0, t]: p_{s} \in A\right\}
$$

where $A \in \mathcal{B}(\mathcal{C})$, the Borel $\sigma$-algebra of $\mathcal{C}$, and $\#\{B\}$ denotes the cardinality of the set $B$. It is a stationary Poisson random measure. The intensity measure defined by

$$
\hat{\nu}\left(\left(t_{0}, t\right] \times A\right):=E\left[N_{p}\left(\left(t_{0}, t\right], A\right)\right]
$$

is of the form $\nu(A) t$. The measure $\nu$ satisfies the following property.
Condition I

$$
\nu\{f: f=0\}=0 .
$$

We assume the existence of an open neighborhood $\mathbf{U}$ of $0 \in \mathcal{C}$ such that $\nu\left(U^{c}\right)<\infty$ and $\int_{U}|f(x)|^{2} \nu(d f)<\infty$ holds for any $x$.

Let $X_{t}(x)$ denote the restriction of the $C$-valued Levy process $X_{t}$ at the point $x \in$ $R^{d}$. Then for any $x_{1}, x_{2}, \cdots, x_{n} \in R^{d}$, the $n$-point process $\left(X_{t}\left(x_{1}\right), \cdots, X_{t}\left(x_{n}\right)\right)$ is an $n d$ dimensional Levy process. Hence the characteristic function admits the Levey-Khinchin's formula:

$$
\begin{align*}
E\left[e^{\left.i t \sum_{k=1}^{n}\left(\alpha_{k}, X_{t}\left(x_{k}\right)\right)\right]}=\right. & \exp t\left\{i \sum_{k=1}^{n}\left(\alpha_{k}, b\left(x_{k}\right)\right)-\frac{1}{2} \sum_{k, l} \alpha_{k} a\left(x_{k}, x_{l}\right) \alpha_{l}\right. \\
& +\int_{U}\left(e^{i \sum_{k}^{n}\left(\alpha_{k}, f\left(x_{k}\right)\right)}-1-i \sum_{k}\left(\alpha_{k}, f\left(x_{k}\right)\right)\right) \nu(d f) \\
& \left.+\int_{U^{c}}\left(e^{i \sum_{k}\left(\alpha_{k}, f\left(x_{k}\right)\right)}-1\right) \nu(d f)\right\} \tag{4.3.108}
\end{align*}
$$

where,
Condition II $b(x)$ is an $R^{d}$-valued function,
Condition III $a(x, y)$ is a $d \times d$-matrix valued function such that $a^{k, l}(x, y)=a^{l, k}(y, x)$ for and $k, l=1,2, \cdots, n$ and $x, y \in R^{d}$, and $\sum_{i, j} a_{i} a\left(x_{i}, x_{j}\right) a_{j} \geq 0$ for any $x_{i}, a_{i} \in R^{d}, i=$ $1,2, \cdots, n$.

Note that the law of $X_{t}(\omega)$ is uniquely determined by the system $(a, b, \nu, U)$ which is called the characteristics of $X_{t}$. We need the following conditions on it.
(A.1) $a(x, y)$ is bi-Lipschitz continuous in the sense that

$$
\|a(x, x)-2 a(x, y)+a(y, y)\| \leq L|x-y|^{2}, \quad \forall x, y \in R^{d}
$$

where $\|a\|=\sum_{i} a_{i i}$; and
(A.2) $b(x)$ is a Lipschitz continuous, i.e.,

$$
|b(x)-b(y)| \leq L_{1}|x-y|, \quad \forall x, y \in R^{d}
$$

(A.3) There is a positive constant $L$ such that

$$
\int_{U}|f(x)-f(y)|^{p^{\prime}} \nu(d f) \leq L_{1}|x-y|^{p^{\prime}}, \quad \forall x, y \in R^{d}
$$

and

$$
\int_{U}|f(x)|^{p^{\prime}} \nu(d f) \leq L_{1}(1+|x|)^{p^{\prime}}, \quad \forall x \in R^{d}
$$

holds for any $p^{\prime} \in[2, p]$, where $p>d$.
Under these assumptions as above, we have the following theorem on the $C$-valued Levy process.

Theorem 4.3.5 Let $(a, b, \nu, U)$ be a system satisfying Conditions I,II,III, and (A.1), (A.2) and (A.3) for some $p>d$. Then there is a $C$-valued Levy process with the characteristics $(a, b, \nu, U)$.

Let $X_{t}(x), x \in R^{d}, t \in[0, T]$ be a $C$-valued Levy process with characteristics $(a, b, \nu, U)$ saisfying (A.1),(A.2) and (A.3) for some $p>d$. Let $s<t$ and $\mathcal{F}_{s, t}$ be the least sub $\sigma$-field of $\mathcal{F}$ for which $X_{u}-X_{v} ; s \leq u \leq v \leq t$ are measurable. Then for each $s$ and $x, X_{t}(x)-X_{s}(x), t \in[s, T]$ is an $\mathcal{F}_{s, t}$-adapted semimartingale. $X_{t}(x)$ is decomposed to the sum of the process of bounded varation

$$
V_{t}(x) \equiv b(x) t+\int_{U^{c}} f(x) N_{p}((0, t], d f)
$$

and an $L^{2}$-martingale $Y_{t}(x) \equiv X_{t}(x)-V_{t}(x)$. Let $<Y^{i}(x), Y^{i}(y)>$ be the continuous process of bounded variation such that

$$
\left(Y_{t}^{i}(x)-Y_{s}^{i}(x)\right)\left(Y_{t}^{j}(x)-Y_{t}^{j}(y)\right)-\left\{<Y^{i}(x), Y^{j}(y)>_{t}-<Y^{i}(x), Y^{j}(y)>_{s}\right\}
$$

is an $\mathcal{F}_{s, t}$-martingale. Then it holds $<Y^{i}(x), Y^{j}(y)>_{t}=A^{i j}(x, y)$, where

$$
A^{i j}(x, y)=a^{i j}(x, y)+\int_{U} f^{i}(x) f^{j}(y) \nu(d f)
$$

Let $s>0$ be a fixed number and let $\phi_{t}(\omega)$ be an $\mathcal{F}_{s, t}$-adapted $R^{d}$-valued process, right continuous with the left limits. The Ito integral of $\phi_{t}$ by $d Y_{t}$ is defined by

$$
\left.\int_{s}^{t} d Y_{r}^{i}\left(\phi_{r-}\right)=\lim _{\delta \rightarrow 0} \sum_{k=0}^{n-1}\left\{Y_{t_{k+1}}^{i}\left(\phi_{t_{k+1} \wedge t}\right)-Y_{t_{k} \wedge t}^{i}\right)\right\}
$$

where $\delta$ are partitions $\left\{s=t_{0}<t_{1}<\cdots<t_{n}=T\right\}$. The limit exists in probability and is a local martingale. Let $\psi_{t}(\omega)$ be an $\mathcal{F}_{s, t}$ adapted process having the same property as $\phi_{t}$. Then it holds

$$
\left\langle\int_{s}^{t} d Y_{r}^{i}\left(\phi_{r-}\right), \int_{s}^{t} d Y_{r}^{i}\left(\psi_{r-}\right)\right\rangle=\int_{s}^{t} A^{i j}\left(\phi_{r-}, \psi_{r-}\right) d r
$$

Now the stochastic integral by $C$-valued Lévy process $X_{t}$ is defined by

$$
\int_{s}^{t} d X_{r}\left(\phi_{r-}\right)+\int_{s}^{t} b\left(\phi_{r-}\right) d r+\int_{t}^{t} \int_{U^{c}} f\left(\phi_{r-}\right) N_{p}(d r, d f)
$$

Now we can consider the following stochastic differential equation defined by the $C$-valued Lévy process $X_{t}$ :

$$
\begin{equation*}
d \xi_{t}=d X_{t}\left(\xi_{t-}\right) \tag{4.3.109}
\end{equation*}
$$

Definition 4.3.6 Given a time $s$ and a state $x$, an $R^{d}$-valued $\mathcal{F}_{s, t}$-adapted process $\xi_{t}$ right continuous with the left limit is called a solution of the equatioin (4.3.109) if it satisfies

$$
\begin{equation*}
\xi_{t}=x+\int_{s}^{t} d X_{r}\left(\xi_{r-}\right) \tag{4.3.110}
\end{equation*}
$$

Firstly, we have the following existence and uniqueness theorem and continuity theorems.
Theorem 4.3.7 For each $s, x$, the equation (4.3.110) has a unique solution.
Theorem 4.3.8 Let $X_{t}(x)$ be a C-valued Lévy process with characteristics ( $a, b, \nu, U$ ) satisfying (A.1),(A.2) and (A.3) for some $p>d$. Then the solution of equation (4.3.110) has a modification $\xi_{s, t}$ with the following properties.
(i) For each $s, \xi_{s, t}, t \in[s, T]$ is a right continuous $C$-valued process with the left limits.
(ii) For any $0 \leq t_{0}<t_{1}<\cdots<t_{n}, \xi_{t_{i}, t_{i+1}}, i=0,1, \cdots n-1$ are mutually independent.
(iii) For each $s$, it holds that $\xi_{s, u}=\xi_{t, u} \circ \xi_{s, t}$ a.s., for any $s<t<u$.

Secondly, if we make the following assumptions, we can obtain the regularity of the solution with respect to the initial data.
(B.1) $a(x, y)=\left(a^{i j}(x, y)\right)$ are $m$-times continuously differentiable in both $\boldsymbol{x}$ and $y$. Further, $D_{x}^{k} D_{y}^{k} a(x, y)$ is bi-Lipschitz continuous for any $k$ with $|k| \leq m$.
$(\mathbf{B . 2}) b(x)=\left(b^{i}(x)\right)$ is a $C^{m}$-function and $D^{k} b(x)$ is Lipschitz continuous for any $k$ with $|k| l e q m$.
(B.3) The measure $\nu$ is supported by $C^{m}$. There is a positive constant $L$ such that

$$
\int_{U}\left|D^{k} f(x)-D^{k} f(y)\right|^{p^{\prime}} \nu(d f) \leq L|x-y|^{p^{\prime}}, \forall x, y \in R^{d}
$$

and

$$
\int_{U}\left|D^{k} f(x)\right|^{p^{\prime}} \nu(d f) \leq L, \forall x \in R^{d}
$$

hold for any $k$ with $1 \leq|k| \leq m$ and

$$
\int_{U}|f(x)|^{p^{\prime}} \nu(d f) \leq L_{1}(1+|x|)^{p^{\prime}}, \quad \forall x \in R^{d}
$$

for $p^{\prime} \in[2, p]$.
Let us define the product of two elements $f, g$ of $C\left(R^{d} ; R^{d}\right)$ by the composition $f \circ g$ of the maps. Then $C\left(R^{d}, R^{d}\right)$ becomes a topological semigroup by the topology $\rho$. We denote the semigroup by $G_{+}$. From Theorem 3.1.5 we know the solution $\xi_{s, t}(x)$ of equation (4.3.110) defines a Levy process in the semigroup $G_{+}$. The associated $C$-valued Levy process $X_{t}$ is called the infinitesimal generator of $\xi_{s, t}$ and $\xi_{s, t}$ is said to be generated by the $C$-valued Lévy process $X_{t}$. Denote by $G_{+}^{m}$ the sub-semigroup of $G_{+}$consisting of $C^{m}$-maps. It is a topological semigroup by the metric

$$
\rho_{m}(f, g)=\sum_{|k| \leq m} \rho\left(D^{k} f, D^{k} g\right)
$$

The Lévy process with values in $G_{+}^{m}$ is defined similarly as that with values in $G_{+}$.
Theorem 4.3.9 Suppose the characteristics of a C-valued Levy process satisfy (B.1),(B.2) and (B.3) for some $p>(m+1)^{2} d$. Then the solution $\xi_{s, t}(x)$ of (4.3.110) has a modification such that it is a $C_{+}^{m}$-valued Levy process. Futhermore, in case $U=C$, there is a constant M such that

$$
E\left[\sup _{s \leq r \leq t}\left|D^{k} \xi_{s, r}(x)-D^{k} \xi_{s, r}(y)\right|^{p^{\prime}}\right] \leq M(t-s)|x-y|^{p^{\prime}}, \forall x, y \in R^{d}
$$

and

$$
E\left[\sup _{s \leq r \leq t}\left|D^{k}\left(\xi_{s, r}(x)-x\right)\right|^{p^{\prime}}\right] \leq M(t-s), \forall x \in R^{d}
$$

hold for any $k$ with $1 \leq|k| \leq m$ and $p^{\prime} \in\left[2, p /(m+1)^{2}\right]$.
Finally, we discuss the homeomorphic property of the solution. Denote by $G$ the totality of homeoporphisms of $R^{d}$. It is a subgroup of $G_{+}$, and is a topological group by the metric

$$
d(f, g)=\rho(f, g)+\rho\left(f^{-1}\right)+\rho\left(g^{-1}\right)
$$

However, we use the metic $\rho$ instead of this $d$. The definition of the $G$-valued Levy process is similar to that of $G_{+}$-valued Levy process. For the case that the intesity measure $\nu$ of the Poisson point process is finite measure, we have
Theorem 4.3.10 Let $X_{t}(x)$ be a C-valued Levy process satisfying (A.1),(A.2) and (A.3) for some $p>d$. Suppose the following
(A.4) The intensity measure $\nu$ is finite and is supported by $f$ such that $\phi_{f} \equiv f+i d \in G$. Then the solution of equation (4.3.110) defines a $G$-valued Levy process.

For the case that the intensity measure $\nu$ is $\sigma$-finite, we need the following assumptions.
(A.5) $\phi_{f} \equiv f+i d$ are homeomorphisms a.s. $\nu . \nu$ satisfies

$$
\int_{C} \frac{\|f\|^{2}}{1+\|f\|^{2}} \nu(d f)<\infty
$$

where

$$
\|f\|=\sup _{x} \frac{|f(x)|}{1+|x|}+\sup _{x \neq y} \frac{|f(x)-f(y)|}{|x-y|}
$$

Theorem 4.3.11 Assume (A.1), (A.2) and (A.5) hold. The solution of equation (4.3.110) defines a $G$-valued Levy process.

### 4.3.2 SDE with respect to semimartingale

## Ito's stochastic differential equation

Let us begin with introducing some notation. Let $D$ be a domain in $R^{d}$ and $R^{e}$ be another Euclidean space. Let $m$ be a nonnegative integer. Denote by $C^{m}\left(D, R^{e}\right)$ or $C^{m}$ the set of all maps $f: D \rightarrow R^{e}$ which are $m$-times continuously differentiable. In case $m=0$, it is often denoted by $C\left(D, R^{e}\right)$. For multi-index of nonnegative integers $\alpha=\left(\alpha_{1}, \cdots, \alpha_{d}\right)$, we define the differential operator

$$
D_{x}^{\alpha}=\frac{\partial^{|\alpha|}}{\left(\partial x^{1}\right)^{\alpha_{1}} \cdots\left(\partial x^{d}\right)^{\alpha_{d}}},
$$

where $|\alpha|=\sum \alpha_{i}$. Let $K$ be a subset of $D$. We set

$$
\|F\|_{m: K}=\sup _{x \in K} \frac{|f(x)|}{(1+|x|)}+\sum_{1 \leq|\alpha| \leq m} \sup _{x \in K}\left|D^{\alpha} f(x)\right| .
$$

Then $C\left(D, R^{e}\right)$ is a Frechet space under the family of seminorms $\left\{\left\|\|_{m: K}: K\right.\right.$ are compacts in $D\}$. When $K=D$, we write $\left\|\|_{m: K}\right.$ as $\| \|_{m}$. Denote by $C_{b}^{m}\left(D, R^{e}\right)$ or $C_{b}^{m}$ the set $\left\{f \in C^{m}:\|f\|_{m}<\infty\right\}$. Then it is a Banach space with the norm $\left\|\|_{m}\right.$. Now let $\delta$ be a positive number less than or equal to 1 . Denote by $C^{m, \delta}\left(D, R^{e}\right)$ or simply by $C^{m, \delta}$ the set of all $f$ of $C^{m}$ such that $D^{\alpha} f,|\alpha|=m$ are $\delta$-Holder continuous. By the seminorms

$$
\|f\|_{m+\delta: K}=\|f\|_{m: K}+\sum_{|\alpha|=m} \sup _{x, y \in K^{\&} \& x \neq y} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|}{|x-y|^{\delta}}
$$

it is a Frechet space. When $K=D$ we write $\left\|\|_{m+\delta: m}\right.$ as $\| \|_{m+\delta}$. Denote by $C_{b}^{m, \delta}\left(D, R^{e}\right)$ or $C_{b}^{m, \delta}$ the set of $\left\{f \in C^{m, \delta}:\|f\|_{m+\delta}<\infty\right\}$.

A continuous function $f(x, t), x \in D, t \in[0, T]$ is said to belong to the class $C^{m, \delta}$ if for every $t, f(t) \equiv f(\cdot, t)$ belong to $C^{m, \delta}$ and $\|f(t)\|_{m+\delta: K}$ is integrable on $[0, T]$ with respect to $t$ for any compact subset $K$. If the set $K$ is replaced by $D, f$ is said to belong to the class $C_{b}^{m, \delta}$. We define the set $\tilde{C}_{m}$ of all $R^{e}$-valued functions $g(x, y), x, y \in D$ which are $m$-times continuously differentiable with respect to each variable $x$ and $y$. For $g \in \tilde{C}^{m}$, define

$$
\|g\|_{m: K}=\sup _{x, y \in K} \frac{|g(x, y)|}{(1+|x|)(1+|y|)}+\sum_{1 \leq|\alpha| \leq m} \sup _{x, y \in K}\left|D_{x}^{\alpha} D_{y}^{\alpha} g(x, y)\right|,
$$

and for $0<\delta \leq 1$,

$$
\|g\|_{m+\delta: K}=\|g\|_{m: K}+\sum_{|\alpha|=m}\left\|D_{x}^{\alpha} D_{y}^{\alpha} g\right\|_{\delta: K}
$$

where

$$
\|g\|_{\delta: K}=\sup _{x \neq x^{\prime}, y \neq y^{\prime} \in K} \frac{\left|g(x, y)-g\left(x^{\prime}, y\right)-g\left(x, y^{\prime}\right)+g\left(x^{\prime}, y^{\prime}\right)\right|}{\left|x-x^{\prime}\right|^{\delta}\left|y-y^{\prime}\right|^{\delta}}
$$

The function $g$ is said to belong to the space $\tilde{C}^{m, \delta}$ if $\|g\|_{m+\delta: K}<\infty$ for any compact set $K$ in $D$. We denote $\left\|\|_{m: D}\right.$ and $\| \|_{m+\delta: D}$ by $\left\|\|_{m}\right.$ and $\| \|_{m+\delta}$, respectively. We set $\tilde{C}_{b}^{m}=\left\{g:\|g\|_{m}<\infty\right\}$ and $\tilde{C}_{b}^{m, \delta}=\left\{g:\|g\|_{m+\delta}<\infty\right\}$.

A continuous function $g(x, y, t), x, y \in D, t \in[0, T]$ is said to belong to the class $\tilde{C}^{m, \delta}$ if for every $t, g(t) \equiv g(\cdot, \cdot, t)$ belongs to the space $\tilde{C}^{m, \delta}$ and $\|g(t)\|_{\delta: K}$ is integrable on $[0, T]$ with respect to $t$ for any compact subset $K$. The classes $\tilde{C}_{b}^{m, \delta}$ is defined similarly.

Let $F(x, t)=\left(F^{1}(x, t), \cdots, F^{d}(x, t)\right), x \in R^{d}$ be a continuous semimartingale with values in $C=C\left(R^{d}, R^{d}\right)$. We will discuss the following stochastic differential equation

$$
\begin{equation*}
d \phi_{t}=F\left(\phi_{t}, d t\right) \tag{4.3.111}
\end{equation*}
$$

We shall first introduce assumptions for a continuous semimartingale $F$ so that equation (4.3.111) is well defined. Let $F^{i}(x, t)=M^{i}(x, t)+B^{i}(x, t)$ be the decomposition such that $M^{i}(x, t)$ is a contimuous local martingale and $B^{i}(x, t)$ is a continuous process of bounded varation. Set $A^{i j}(x, y, t)=<M^{i}(x, t), M^{j}(y, t)>$. Let $\left(a(x, y, t), b(x, t), A_{t}\right)$ be the local characteristic of the semimartingale $F$, i.e. $A_{t}$ is a continuous strictly increasing process such that both $A^{i j}(x, y, t)$ and $B^{i}(x, t)$ are absolutely continuous with respect to $A_{t}$ a.s. for any $x, y \in R^{d}$. Hence there exist predictable processes $a^{i j}(x, y, t)$ and $b^{i}(x, t)$ with parameters $x, y$ such that

$$
A^{i j}(x, y, t)=\int_{0}^{t} a^{i j}(x, y, s) d A_{s}, \quad B^{i}(x, t)=\int_{0}^{t} b^{i}(x, s) d A_{s}
$$

Let $b(x, t)=\left(b^{1}(x, t), \cdots, b^{d}(x, t)\right)$ and $a(x, y, t)=\left(a^{i j}(x, y, t)\right), i, j=1, \cdots, d$. Then $a(x, y, t)$ is a $d \times d$-matrix valued function with the following properties.
(a) symetric: $a^{i j}(x, y, t)=a^{j i}(y, x, t)$ holds a.e. $\mu$ for and $x, y$ and $i, j$.
(b) nonnegative definite: $\sum_{i, j, p, q} a^{i j}\left(x_{p}, x_{q}, t\right) \xi_{p}^{i} \xi_{q}^{j} \geq 0$ holds a.e. $\mu$ for any $x_{p}$, $\left(\xi_{p}^{1}, \cdots, \xi_{p}^{d}\right), p=1, \cdots, n$.

Now let us classify the family of semimartingales $F(x, t), x \in D$ according to the regularity of its local characteristic. The local characteristic $(a, A)$ is said to belong to the class $B^{m, \delta}$ if $a(x, y, t)$ is a predictable process with values in $\tilde{C}^{m, \delta}(D, R)$ and for any compact subset $K$ of $D,\|a(t)\|_{m+\delta: K} \in L^{\mathbf{1}}(A)$. In particular if $\|a(t)\|_{m+\delta} \in L^{1}(A)$ holds, $\left(a, A_{t}\right)$ is said to belong to the class $B_{b}^{m, \delta}$. The local characteristic $\left(b, A_{t}\right)$ is said to belong to the class $B^{m, \delta}$ if $b(x, t)$ is a predictable process with values in $C^{m, \delta}(D, R)$ and for any compact subset $K$ of $D\|b(t)\|_{m+\delta: K} \in L^{1}(A)$. In particular if $\|b(t)\|_{m+\delta} \in L^{1}(A)$ holds, $\left(b, A_{t}\right)$ is said to belong to the class $B^{m, \delta}$. The triple $\left(a, b, A_{t}\right)$ is then said to be the class $\left(B^{m, \delta}, B^{m^{\prime}, \delta^{\prime}}\right)$ if $\left(a, A_{t}\right)$ belong to the class $B^{m, \delta}$ and $\left(b, A_{t}\right)$ belong to the class $B^{m^{\prime}, \delta^{\prime}}$. When $m=m^{\prime}$ and $\delta=\delta^{\prime}$, the triple is simply said to belong to the class $B^{m, \delta}$.

Now if $F$ is a contniuous $C$-semimartingale with the local characteristic belonging to the class $B^{0, \delta}$; that is for every $i$, the local characteristic of $F^{i}=M^{i}(x, t)+B^{i}(x, t)$ belonging to the class $B^{0, \delta}$, then Itô's stochastic integral $\int_{0}^{t} F\left(\phi_{s}, d s\right)$ is well defined for any continuous $R^{d}$-valued predictable process $\phi_{t}$. We will give the definition of the solution of the stochastic differential equation.

Definition 4.3.12 Let $t_{0} \in[0, T]$ and $x_{0} \in R^{d}$. A continuous $R^{d}$-valued process $\phi_{t}, t_{0} \leq$ $t \leq T$ adapted to $\mathcal{F}_{t}$ is called a solution of Ito's stochastic differential equation based on $F(x, t)$ starting at $x_{0}$ at time $t_{0}$ if it satisfies

$$
\begin{equation*}
\phi_{t}=x_{0}+\int_{t_{0}}^{t} F\left(\phi_{s}, d s\right) \tag{4.3.112}
\end{equation*}
$$

Also $\phi_{t}$ is said to be governed by Ito's stochastic differetial equation based on $F(x, t)$.
We have the existence and uniqueness theorem of the solution of the above equation.
Theorem 4.3.13 Let $F(x, t)$ be a continuous semimartingale with values in $C\left(R^{d}, R^{d}\right)$ with local characteristic belonging to the class $B_{b}^{0,1}$. Then for each $t_{0}$ and $x_{0}$, equation (4.3.112) has a unique solution.

For proof of this theorem and the following theorems in this section we refer to Kunita's book [54]. This is the development of Itô's stochastic differential equation to general processes. This is not without difficulties because of the presence of the jumps. In any case, the integrator is to be viewed as a process in the usual sense indexed by an extra parameter which will be eventually replaced by the integrand. The stochastic intgral in the right hand side of (4.3.112) is defined in Fujiwara-Kunita as a limit of Itô-Riemann sums.

If we do not assume the uniform Lipschitz condition for the local characteristic, then, the explosion may occur at a finite time. So we shall define a local solution of a stochastic differential equation and give the existence theorem.

Let $\phi_{t}, t \in\left[t_{0}, \sigma_{\infty}\right)$ be a continuous local process with values in $R^{d}$ adapted to ( $\mathcal{F}_{t}$ ). It is called a local solution of equation (4.3.112) if

$$
\phi_{t \wedge \sigma_{N}}=x_{0}+\int_{t_{0}}^{t \wedge \sigma_{N}} F\left(\phi_{s \wedge \sigma_{N}}, d s\right)
$$

is satisfied for any $N$ where $\left\{\sigma_{N}\right\}$ is a sequence of stopping times such that $\sigma_{N}<\sigma_{\infty}$ and $\sigma_{N} \uparrow \sigma_{\infty}$. Furthermore if $\lim _{t \uparrow \sigma_{\infty}} \phi_{t}=\infty$ is satisfied when $\sigma_{\infty}<T$, it is called a maximal solution and $\sigma_{\infty}$ is called the explosion time. If the explosion time is equal to $T$ a.s., the solution $\phi_{t}, t \in\left[t_{0}, T\right)$ is called a global solution. Further if equation (4.3.112) has a global solution for any initial condition, equation (4.3.112) or the corresponding $C$-semimartingale $F$ is called complete (to the forward).

Theorem 4.3.14 Let $F(x, t)$ be a continuous semimartingale with values in $C\left(R^{d}, R^{d}\right)$ with local characteristic belonging to the class $B^{0,1}$. Then for each $t_{0}$ and $x_{0}$ the stochastic differential equation (4.3.112) has a unique maximal solution.

Up to the global solution, we have the following theorem.
Theorem 4.3.15 Assume that the local characteristic $\left(a, b, A_{t}\right)$ of a continuous $C$ -semimartingale $F$ belongs to the class $B^{0,1}$ and is of linear growth, i.e. there exists a positive predictable process $K_{t}$ with $\int_{0}^{T} K_{t} d A_{t}<\infty$ such that

$$
\begin{gather*}
\|a(x, x, t)\| \leq K_{t}(1+|x|)^{2}  \tag{4.3.113}\\
|b(x, t)| \leq K_{t}(t+|x|) \tag{4.3.114}
\end{gather*}
$$

Then for each $t_{0}$ and $x_{0}$ equation (4.3.112) has a unique global solution. Furthermore, if the process $K_{t}$ satisfies

$$
\begin{equation*}
E\left[\exp \left\{\lambda \int_{0}^{T} K_{u} d A_{u}\right\}\right]<\infty, \forall \lambda>0 \tag{4.3.115}
\end{equation*}
$$

the global solution has finite monents of any order.

Next is a theorem about the homeomorphic property of solutions of SDE. That means that a system of solutions of a stochastic differential equation defines a stochastic flow of homeomorphisms provided that the local characteristic of $F(x, t)$ governing the stochastic differential equation belongs to $B_{b}^{0,1}$.

Let $F(x, t)=\left(F^{1}(x, t), \cdots, F^{d}(x, t)\right), x \in R^{d}$ be a continuous $C\left(R^{d}, R^{d}\right)$-valued semimartingale with local characteristic belonging to $B_{b}^{0,1}$. Consider an Itô stochastic differential equation

$$
\begin{equation*}
\phi_{t}=x+\int_{s}^{t} F\left(\phi_{r}, d r\right) \tag{4.3.116}
\end{equation*}
$$

We have seen in Theorem 3.2.1 that equation (4.3.116) has a unique global solution for any $s, x$. We denote its solution by $\phi_{s, t}(x), t \geq s$. Then we have the folowing theorem about the homoeomorphic property of solution of SDE.

Theorem 4.3.16 (i) Assume that the local characteristic of $F(x, t)$ belongs to the class $B_{b}^{0,1}$. Then there exists a modification of the system of solutions denoted by $\phi_{s, t}, 0 \leq s \leq$ $t \leq T$ such that it is a forward stochastic flow of homeomorphisms. Further for every $s, \phi_{s, t}, t \in[s, T]$ is a $C^{0, \gamma}$-semimartingale flow for any $\gamma<1$.
(ii) Assume that $F(x, t)$ is a Brownian motion with values in $C^{0, \gamma}$ with mean vector $\int_{0}^{t} b(x, r) d r$ and covariance $\int_{0}^{t} a(x, y, r) d r$ where a belongs to the class $\tilde{C}_{u b}^{0,1}$ Then the associated flow is a Brownian flow with infinitesimal mean $b$ and infinitesimal covariance $a$.

Now let's see the diffeomorphic property of solutions of SDE.
Let $G(\lambda, \tau, t),(\lambda, \tau) \in R^{e} \times[0, T]$ be a family of continuous $R^{d}$-semimartingales with parameter $(\lambda, \tau)$ with local characteristic $\left(a\left(\lambda, \tau, \lambda^{\prime}, \tau^{\prime}, t\right), b(\lambda, \tau, t), t\right)$. Let $0 \leq \delta \leq 1,0<$ $\gamma \leq \frac{1}{2}$ and $p \geq 1$. We assume both $a$ and $b$ are continuous random fields and continuously differentiable with respect to $\lambda$ and $\lambda^{\prime}$. Let $a^{\prime}=D_{\lambda}^{\alpha} D_{\lambda^{\prime}}^{\alpha} a, b^{\prime}=D_{\lambda}^{\alpha} b$ for $|\alpha| \leq 1$. Set

$$
\begin{gathered}
L_{1}^{\alpha, \delta, \gamma}\left(\lambda, \tau, \lambda^{\prime}, \tau^{\prime}, t\right)=\frac{\left\|a^{\prime}(\lambda, \tau, \lambda, \tau, t)-2 a^{\prime}\left(\lambda, \tau, \lambda^{\prime}, \tau^{\prime}, t\right)+a^{\prime}\left(\lambda^{\prime}, \tau^{\prime}, \lambda^{\prime}, \tau^{\prime}, t\right)\right\|}{\left|\lambda-\lambda^{\prime}\right|^{2 \delta}+\left|\tau-\tau^{\prime}\right|^{2 \gamma}} \\
L_{2}^{\alpha, \delta, \gamma}\left(\lambda, \tau, \lambda^{\prime}, \tau^{\prime}, t\right)=\frac{\left|b^{\prime}(\lambda, \tau, t)-b^{\prime}\left(\lambda^{\prime}, \tau^{\prime}, t\right)\right|}{\lambda-\left.\lambda^{\prime}\right|^{\delta}+\left|\tau-\tau^{\prime}\right|^{\gamma}} .
\end{gathered}
$$

These are called $L^{p}$-bounded if $E\left[\left|L_{i}^{\alpha, \delta, \gamma}\right|^{p}\right]$ are bounded with respect to $\left(\lambda, \tau, \lambda^{\prime}, \tau^{\prime}, t\right)$. Now the local characteristic $(a, b)$ is said to belong to the class $B_{p}^{1, \delta, \gamma}$ if $a, b, L_{i}^{0,1, \gamma}$ and $L_{i}^{\alpha, \delta, \gamma}$ for $|\alpha|=1$ are all $L^{p}$-bounded.

Now let $G_{1}(\lambda, \tau, t),(\lambda \tau) \in D \times[0, T]$ be a family of continuous $R^{d}$-valued semimartingales with parameter $(\lambda \tau)$ and let $G_{2}(\lambda, \tau, t)$ be a family of continuous $R^{d} \otimes R^{d}$-valued semimartingales with parameter $(\lambda, \tau)$. Let $G_{3}(y, t)$ be a continuous $C\left(R^{d}: R^{d}\right)$-valued semimartingale. We need the following assumption:

Condition 4.3.1 (i) The local characteristic ( $\left.a_{1}, b_{1}, t\right)$ of $G_{1}$ belongs to the class $B_{p}^{1, \delta, \gamma}$ for any $p \geq 1$.
(ii) The local characteristic $\left(a_{2}, b_{2}, t\right)$ of $G_{2}$ belongs to the class $B_{p}^{1, \delta, \gamma}$ for any $p \geq 1$. Further, $a_{2}, b_{2}$ are uniformly bounded.
(iii) The local characteristic $\left(a_{3}, b_{3}, t\right)$ of $G_{3}$ belongs to the class $B_{u b}^{1, \delta}$.

Define

$$
G(y, \lambda, \tau, t)=G_{1}(\lambda, \tau, t)+G_{2}(\lambda, \tau, t)+G_{3}(y, t)
$$

It is a family of continuous $C\left(R^{d}: R^{d}\right)$-valued semimartingales with parameter $(\lambda, \tau)$. Consider stochastic differential equation with parameter $(\lambda, \tau)$ :

$$
\begin{equation*}
\eta_{t}=y+\int_{s}^{t} G\left(\eta_{u}, \lambda, \tau, d u\right) \tag{4.3.117}
\end{equation*}
$$

For each $y, \lambda, \tau$ and $s$ it has a unique solution denoted by by $\eta_{s, t}(y, \lambda, \tau)$. Given a $C^{\infty}{ }_{-}$ function $q(\lambda)$ with values in $R^{d}$, we set

$$
\eta_{s, t}(\lambda) \equiv \eta_{s, t}(q(\lambda), \lambda, s)
$$

We will study its continuity with respect to $(s, t, \lambda)$ and its differentiability with respect to $\lambda$. We have the following theorems.

Theorem 4.3.17 Assume that $G(y, \lambda, \tau, t)$ satisfies Condition 4.3.1 for some $\delta, \gamma>0$. Let $\eta_{s, t}(y, \lambda, \tau)$ be the solution of equation (4.3.117). Set $\eta_{s, t}(\lambda) \equiv \eta_{s, t}(q(\lambda), \lambda, s)$. for $q(\lambda)$ a smooth function. Then $\eta_{s, t}(\lambda)$ has modification which is continuous in ( $s, t, \lambda$ ). Any continuous modification is differentiable with respect to $\lambda$ for any $s, t$ and the dervatives are continuous in $(s, t, \lambda)$ a.s. Futher if $q$ and its first derivatives are bounded and the latter is uniformly $\delta$-Holder continuous, then for every $p>1$ there exists a positive constant $c$ such that the modification $\eta_{s, t}(\lambda)$ satisfies

$$
E\left[\left|\frac{\partial \eta_{s, t}}{\partial \lambda^{i}}(\lambda)-\frac{\partial \eta_{s, t}}{\partial \lambda^{i}}\left(\lambda^{\prime}\right)\right|^{2 p}\right] \leq c\left\{\left|\lambda-\lambda^{\prime}\right|^{2 p \delta}+\left|s-s^{\prime}\right|^{2 p \gamma}+\left|t-t^{\prime}\right|^{p}\right\},
$$

and

$$
E\left[\left|\frac{\partial \eta_{s, t}}{\partial \lambda^{i}}(\lambda)\right|^{2 p}\right] \leq c
$$

for any $s, t, s^{\prime}, t^{\prime}, \lambda, \lambda^{\prime}$. Furthermore, for every $s$ it is a contimuous $C^{1, \epsilon}$-semimartingale for any $\epsilon<\delta$.

Theorem 4.3.18 Assume that the local characteristic of the contnuous $C$-semimartingale $F(x, t)$ belongs to the class $B_{b}^{k, \delta}$ for some $k \geq 1$ and $\delta>0$. Then the solution of stochastic differential equation based on $F$ has a modification $\phi_{s, t}, 0 \leq s \leq t \leq T$ such that it is a forward stochastic flow of $C^{k}$-diffeomorphisms. Further it is a $C^{\bar{k}, \epsilon}$-semimartingale for any $\epsilon<\delta$.

## Stratonovich's stochastic differential equation

Next we shall consider stochastic differential equations described in terms of Stratonovich integrals. As we will soon see, Stratonovich's stochastic differential equation can be rewritten as an Ito's equation. Hence most problems involving a Stratonovich's stochastic differential equation can be reduced to a problem involving an Ito's equation.

Let $\tilde{F}(x, t)$ be a continuous $C$-semimartingale with local characteristic belonging to the class $\left(B^{2, \delta}, B^{1,0}\right)$ for some $\delta>0$. A continuous $R^{d}$-valued local semimartingale $\phi_{t}, t \in$ $\left[t_{0}, \sigma_{\infty}\right)$ is called a local solution of Stratonovich's stochastic differential equation based on $\tilde{F}(x, t)$ starting at $x_{0}$ at time $t_{0}$ if it satisfies

$$
\begin{equation*}
\phi_{t \wedge \sigma_{N}}=x_{0}+\int_{t_{0}}^{t \wedge \sigma_{N}} \tilde{F}\left(\phi_{s \wedge \sigma_{N}}, \circ d s\right) \tag{4.3.118}
\end{equation*}
$$

for any $N$ where $\left\{\sigma_{N}\right\}$ is a sequence of stopping times such that $\sigma_{N}<\sigma_{\infty}$ and $\sigma_{N} \uparrow \sigma_{\infty}$. Also $\phi_{t}$ is said to be governed by the Stratonovich's stochastic differential equation based on $\tilde{F}(x, t)$. Furthermore if $\lim _{t \uparrow \sigma_{\infty}} \phi_{t}=\infty$ is satisfied when $\sigma_{\infty}<T$, it is called a maximal solution and $\sigma_{\infty}$ is called the explosion time. We have the similar theorem with previous section.

Theorem 4.3.19 Let $\tilde{F}(x, t)$ be a continuous $C^{1}$-semimartingale with local characteristic $\left(a, b, A_{t}\right)$ belonging to the class $\left(B^{2, \delta}, B^{1,0}\right)$ for some $\delta>0$. Then for each $t_{0}$ and $x_{0}$, the Stratonovich's equation (4.3.118) has a unique maximal solution. Further the solution satisfies Itô's equation based on $\tilde{F}(x, t)+C(x, t)$ where

$$
\begin{equation*}
C(x, t)=\frac{1}{2} \int_{0}^{t}\left\{\left.\sum_{j=1}^{d} \frac{\partial a^{\cdot j}}{\partial x^{j}}(x, y, s)\right|_{y=x}\right\} d A_{s} \tag{4.3.119}
\end{equation*}
$$

Conversely let $F(x, t), x \in R^{d}$ be a continuous $C^{1}$-semimartingale with local characteristic $\left(a, b, A_{t}\right)$ belonging to the class $\left(B^{2, \delta}, B^{1,0}\right)$ for some $\delta>0$. Then the solution of the It $\hat{o}$ equation based on $F$ satisfies the Stratonovich's equation based on $F(x, t)-C(x, t)$. The term $C(x, t)$ here is often called the correction term of the semimartingale $F$ or $\tilde{F}$.

## Backward equation

In this section, we șhall give the definition of the solution of the backward stochastic differential equations. The arguments are completely parallel to those of (forward) stochastic differential equations. The only difference is that these are defined to the backward direction. We would like to start with the definition on backward stochastic integral with respect to semimartingale.

Let $\left\{\mathcal{F}_{s, t}: 0 \leq s \leq t \leq T\right\}$ be a family of sub- $\sigma$-field of $\mathcal{F}$ which contain all null sets and satisfy $\mathcal{F}_{s, t} \subset \mathcal{F}_{s^{\prime}, t^{\prime}}$ if $s^{\prime} \leq s \leq t \leq t^{\prime}, \cap_{\epsilon} \mathcal{F}_{s, t+\epsilon}=\mathcal{F}_{s, t}$ and $\cap_{\epsilon} \mathcal{F}_{s-\epsilon, t}=\mathcal{F}_{s, t}$. It is called a filtration (with two parameters) of sub $\sigma$-field of $\mathcal{F}$. A continuous process $\hat{M}_{t}$ is called a backward martingale adapted to $\left(\mathcal{F}_{s, t}\right)$ if it is integrable, $\hat{M}_{t}-\hat{M}_{s}$ is $\mathcal{F}_{s, t}$-measurable and satisfies $E\left[\hat{M}_{r}-\hat{M}_{t} \mid \mathcal{F}_{s, t}\right]=\hat{M}_{s}-\hat{M}_{t}$ for any $r \leq s \leq t$. A backward localmartingale is defined similarly to the (forward) localmartingale. Let $\hat{X}_{t}$ be a continuous process such that $\hat{X}_{t}-\hat{X}_{s}$ is $\left(\mathcal{F}_{s, t}\right)$-adapted. It is called a backward semimartingale if it can be written as the sum of a continuous backward localmartingale and a process of bounded variation.

Now let $F(\cdot, t)$ be a continuous backward semimartingale with values in $C$ with local characteristic belonging to the class $B^{0,0}$. Fix the time $t$ for the moment. Let $F_{s}, s \in[0, t]$ be a continuous $\left(\mathcal{F}_{s, t}\right)$-adapted process. Then the backward Itô integral of $f_{s}$ based on $F(\cdot, t)$ is defined by

$$
\begin{equation*}
\int_{s}^{t} F\left(f_{r}, \hat{d} r\right)=\lim _{|\Delta| \rightarrow 0} \sum_{k=0}^{n-1}\left\{F\left(f_{t_{k+1} \vee s}, t_{k+1} \cup s\right)-F\left(f_{t_{k+1} \vee s}, t_{k} \vee s\right)\right\} \tag{4.3.120}
\end{equation*}
$$

where $\Delta=\left\{0=t_{0}<t_{1}<\cdots<t_{n}=t\right\}, t \vee s=\max \{t, s\}$ if the right hand side converges in probability. It is a continuous backward semimartingale with respect to $s$.

Suppose that $F(\cdot, t)$ is a continuous backward $C$-semimartingale with local characteristic belonging to the class $\left(B^{2, \delta}, B^{1,0}\right)$ for some $\delta>0$, and $f_{s}$ is a continuous backward semimartingale. The backward Stratonovich integral is well defined.

$$
\begin{align*}
\int_{s}^{t} F\left(f_{r}, o \hat{d} r\right)= & \lim _{|\Delta| \rightarrow 0} \sum_{k=0}^{n-1} \frac{1}{2}\left\{F\left(f_{t_{k+1} \vee s}, t_{k+1} \vee s\right)\right. \\
& \left.+F\left(f_{t_{k} \vee s}, t_{k+1} \vee s\right)-F\left(f_{t_{k+1} \vee s}, t_{k} \vee s\right)\right\} \\
& -F\left(f_{t_{k} \vee s}, t_{k} \vee s\right) \tag{4.3.121}
\end{align*}
$$

since the right hand side converges in probability. These two integrals are related by

$$
\begin{equation*}
\int_{s}^{t} F\left(f_{r}, \circ \hat{d} r\right)=\int_{s}^{t} F\left(f_{r}, \hat{d} r\right)-\frac{1}{2} \sum_{j}<\int_{s}^{t} \frac{\partial F}{\partial x^{j}}\left(f_{r}, \hat{d r}\right), f_{t}^{j}> \tag{4.3.122}
\end{equation*}
$$

where $<,>$ denote the joint quadratic variation.
Now a continuous ( $\mathcal{F}_{s, t_{0}}$ )-adapted process $\phi_{s}, s \in\left[0, t_{0}\right]$ with values in $R^{d}$ is called the solution of the backward Itô stochastic differential equation based on $F(x, t)$ starting at $x_{0}$ at time $t_{0}$ if it satisfies

$$
\begin{equation*}
\phi_{s}=x_{0}-\int_{s}^{t_{0}} F\left(\phi_{r}, \hat{d r}\right) \tag{4.3.123}
\end{equation*}
$$

We can define the solution of the backward Stratonovich's SDE similarly.

### 4.3.3 SDE driven by nonlinear integrator

## Introduction

We have discussed the stochastic differtial equations driven by semimartingale in the previous section. In this section, we will present the stochastic differtial equations driven by nonlinear integrators. Since this is a totally different way from which we familiar with, we would like to begin with the definition of nonlinear integrator and stochastic calculs, and then discuss stochastic differential equation driven by nonlinear integrator. The reader is refered to the book of Carmona and Nualart for the details on the concepts and results.

## Nonlinear Integrators and Integrals

Let $\mathcal{X}$ denote a separable Banach space endowed with its Borel $\sigma$-field $\mathcal{B}_{\mathcal{X}}$ and $\mathcal{D}(\mathcal{X})$ (resp. $\mathcal{L}(\mathcal{X})$ denote the space of cadlag i.e. right contniuous with left limits, (resp. cadlag, i.e. left continuous with right limits,) functions from $[0, \infty)$ into $\mathcal{X}$. We endow these spaces with the topology of the uniform convergence in probability on compact sets (UCP topology for short) given by the distance:

$$
\begin{equation*}
d_{U C P}(X, Y)=E\left\{d_{\infty, l o c}(X(\cdot), Y(\cdot))\right\} \tag{4.3.124}
\end{equation*}
$$

where

$$
d_{\infty, l o c}(X(\cdot), Y(\cdot))=\sum_{n=1}^{\infty} \frac{1}{2^{n}} \frac{\sup _{0 \leq t \leq n}\|X(t)-Y(t)\|}{1+\sup _{0 \leq t \leq n}\|X(t)-Y(t)\|}
$$

For simplicity, the discussion is most of the time limited to these processes which are bounded. So for each $X \in \mathcal{D}(\mathcal{X})$ we set

$$
\begin{equation*}
\|X\|_{\mathcal{S}^{(p)}}=\left\|X^{*}\right\|_{p} \tag{4.3.125}
\end{equation*}
$$

where $X^{*}=\sup _{t \geq 0}\|X(t)\|$ and we denote by $\mathcal{S}^{(p)}$ the space of càdlàg adapted processes $X$ for which the quantity (4.3.125) is finite. We will also use the standard notation:

$$
\begin{gathered}
X^{t}(s)=X(s \wedge t), s, t \geq 0 \\
X^{*}=\sup _{t \geq 0}\|X(t)\| \text { and } X_{t}^{*}=\left(X^{t}\right)^{*}=\sup _{0 \leq s \leq t}\|X(s)\|
\end{gathered}
$$

whenever $X$ is an $\mathcal{X}$-valued function defined on $[0, \infty)$.
The notion of simple predictable process is crucial to the stochastic integral. We will need the follwoing definition.

Definition 4.3.20 An $\mathcal{X}$-valued process $X$ is said to be simple predictable if it has representation of the form:

$$
\begin{equation*}
X(t)=X_{-1} 1_{\{0\}}(t)+\sum_{j=0}^{n} X_{j} 1_{\left(\tau_{j}, \tau_{j+1}\right]}(t) \tag{4.3.126}
\end{equation*}
$$

where $0=\tau_{0} \leq \tau_{1} \leq \cdots \leq \tau_{n+1}<\tau_{n+2}=+\infty$ is finite sequence of stopping times and where $X_{-1}$ is bounded and $\mathcal{F}_{1}$-measurable and where $X_{j}$ is for each $j=0,1, \cdots, n$ a bounded $\mathcal{X}$-valued $\mathcal{F}_{\tau_{j}}$ measurable random variable (denote by $X_{j} \in \mathcal{F}_{\tau_{j}}$ from now on). We also assume that the stopping times $\tau_{j}$ 's and the random variables $X_{j}$ 's take only finitely many values. Denote by $\mathcal{S}(\mathcal{X})$ (or $\mathcal{S}$ if no confusion is possible) the collection of $\mathcal{X}$-valued simple predictable processes.

Let us assume that, for each $h \in \mathcal{L}(\mathcal{X}),\left\{Z_{t}(h) ; t \geq 0\right\}$ is a $R^{d}$-valued cadlag adapted process such that $Z_{0}(h)=Z_{0}\left(h^{0}\right)$ and such that, for all $t>0$ and $h, h^{\prime} \in \mathcal{L}(\mathcal{X})$ we have :

$$
\begin{equation*}
Z_{t}(h)=Z_{t}\left(h^{\prime}\right) \tag{4.3.127}
\end{equation*}
$$

outside a $P$-null set (possibly depending upon $h, h^{\prime}$ and $t$ ) whenever:

$$
h(s)=h^{\prime}(s), \forall s \leq t, \text { and } \mathrm{h} h(t+)=h^{\prime}(t+)
$$

In the sequel, we will say that a family of random variables

$$
\left\{Z_{t}(h) ; t \geq 0, h \in \mathcal{L}(X)\right\}
$$

satisfies condition (4.3.127) if the above holds.
We define mapping $I_{Z}$ from $\mathcal{S}$ into $L^{0}\left(\Omega, R^{d}\right)$ by:

$$
\begin{equation*}
I_{Z}(X)=Z_{0}\left(X^{0}\right)+\sum_{j=0}^{n+1}\left(Z_{\tau_{j+1}}\left(X^{\boldsymbol{\tau}_{j+}}\right)-Z_{\tau_{j}}\left(X^{\tau_{j+}}\right)\right) \tag{4.3.128}
\end{equation*}
$$

whenever $X$ is a simple predictable process admitting the representation (4.3.126) and where we used $Y^{\tau_{+}}$to denote the process $Y$ stopped after time $\tau$, i.e. the process defined by:

$$
Y^{\tau_{+}}(t)=\left\{\begin{array}{rll}
Y(t), & : & \text { if } \quad t \leq \tau \\
Y\left(\tau_{+}\right), & : & \text {if } \quad t>\tau
\end{array}\right.
$$

It is easy to see that for any simple predictable process $X$ possessing the representation (4.3.126), we have

$$
\begin{equation*}
X^{\tau_{j}}\left(\tau_{j}\right)=X^{\tau_{j}}\left(\tau_{j}+\right)=X_{j-1}, X^{\tau_{j}+}\left(\tau_{j}\right)=X_{j-1}, \text { and } X^{\tau_{j}+}\left(\tau_{j}+\right)=X_{j} \tag{4.3.129}
\end{equation*}
$$

Definition 4.3.21 $Z$ is said to be a (nonlinear) integrator if, for each $t \geq 0$ and each stopping time $\tau$ taking finitely many values less than $t$, the mapping $I_{Z^{\tau}}$ defined by (4.3.128) for $Z^{Z}$ is locally uniformly continuous when $\mathcal{S}$ is equipped with the topology of uniform convergence in $(t, \omega)$. This continuity is also uniform in $\tau$ restricted to the set $\mathcal{T}_{t}$ of stopping times taking finitely many values bounded by $t$. This means that we have:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \sup _{\tau \in \mathcal{T}_{t},\left\|X^{*}\right\|_{\infty} \leq K,\left\|Y^{*}\right\|_{\infty} \leq K,\left\|(X-Y)^{*}\right\|_{\infty} \leq \epsilon}\left\|I_{Z^{\tau}}(X)-I_{Z^{\tau}}(Y)\right\|_{0}=0 \tag{4.3.130}
\end{equation*}
$$

for any $K \geq 0$ and $t \geq 0$ where $\|f-g\|_{0}$ denotes the distance between $f$ and $g$ in $L^{0}$ (the space of all equivalence classes of random variables endowed with the topology of the convergence in probability).

A nonlinear integrator in the sense of the above definition will be called an $L^{0}$-integrator because of the use of the cconvergence in probability. In fact the above definition means that the mapping $I_{Z^{r}}$ has uniformly continuous extension from the space of bounded processes which are uniform limits of simple predictable processes to the space $L^{0}$. More generally, we will say that $Z$ is a (nonlinear) $L^{p}$-integrator when the map $I_{Z^{+}}$has a uniformly continuous extension into the space $L^{p}$. In other words, $Z$ is a (nonlinear) $L^{P}$-integrator if (4.3.130) is satisfied with $\|\cdot\|_{p}$ instead of $\|\cdot\|_{0}$.

Before further discussion of the notion of the nonlinear integrator, we will give an example to show that this definition is appropriate.

Example 4.3.22 Let $\mathbf{z}=\{z(t) ; t \geq 0\}$ be a real valued adapted cadlag process such that $z(0)=0$ and for each $h \in L(\mathcal{X})$ we set:

$$
\begin{equation*}
Z_{t}(h)=h(t+) z(t) \tag{4.3.131}
\end{equation*}
$$

If $X$ is a simple predictable process with the decomposition (4.3.126) we have

$$
\begin{align*}
I_{Z}(X) & =\sum_{j=0}^{n+1} Z_{\tau_{j+1}}\left(X^{\tau_{j}+}\right)-Z_{\tau_{j}}\left(X^{\tau_{j}+}\right) \\
& =\sum_{j=0}^{n+1} X^{\tau_{j}+}\left(\tau_{j+1}+\right) z\left(\tau_{j+1}\right)-X^{\tau_{j}+}\left(\tau_{j}+\right) z\left(\tau_{j}\right) \\
& =\sum_{j=0}^{n} X_{j}\left(z\left(\tau_{j+1}\right)-z\left(\tau_{j}\right)\right) \tag{4.3.132}
\end{align*}
$$

where we used the definition of $I_{Z}(X)$ (4.3.128), the Definition (4.3.131) of $Z$ and relation (4.3.129).

Next we list some simple properties of integrators in the sense of Definition 4.3.21.

## Properties:

(i) The set of integrators is a vector space;
(ii) An integrator remains so after an absolutely continuous change of probability;
(iii) If $\left\{P_{k} ; k \geq 1\right\}$ is a sequence of probabilities such that $Z$ is a $P_{k}$-integrator for each $k \geq 1$, then $Z$ is also a $P$-integrator where $P$ is defined by $P+\sum_{k=1}^{\infty} \lambda_{k} P_{k}$ for some sequence $\left\{\lambda_{k} ; k \geq 1\right\}$ of nonnegative numbers such that $\sum_{k=1}^{\infty}=1$.
(iv) Let $Z$ be an integrator for the filtration $\left\{\mathcal{F}_{t} ; t \geq 0\right\}$ and let $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$ be a subfiltration such that $Z(h)$ is still adapted to $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$ for all $h \in \mathcal{L}(\mathcal{X})$. Then, $Z$ is also an integrator for the filtration $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$.
(v) For any given $Z$, if there exists a sequence $\left\{\tau_{n} ; n \geq 1\right\}$ of nonnegative finite random variables increasing to $+\infty$ and a sequence $\left\{Z_{n} ; n \geq 1\right\}$ of integrators such that $Z^{\tau_{n}-}=$ $\left(Z_{n}\right)^{\tau_{n}-}$, then $Z$ is an integrator.
(vi) If $Z(h)$ is adapted and cadlag for every $h \in \mathcal{L}(\mathcal{X})$ and if there exists a sequence $\left\{\tau_{n} ; n \geq 1\right\}$ of stopping times increasing to $+\infty$ such that $Z^{\tau_{n}}$ is an integrator for each $n \geq 1$, then $Z$ is also an integrator.

Let us give the most common example of a nonlinear integrator. It corresponds to the integration of processes that do not depend on the entire past but merely on the present. Assume that, for each $x \in \mathcal{X},\left\{Z_{t}(x) ; t \geq 0\right\}$ is an $R^{d}$-valued càdlàg adapted process and we will assume (temporarily) that each process $Z .(x)$ is defined at $\infty$. Also we assume that $\left\{Z_{t}(x) ; x \in \mathcal{X}\right\}$ is measurable for each $t \geq 0$, and we define for each $h \in L(\mathcal{X})$ the $R^{d}$ valued stochastic process $\left\{\hat{Z}_{t}(h) ; t \geq 0\right\}$ by $\hat{Z}_{0}(h)=Z_{0}(h(0)), \hat{Z}_{\infty}(h)=Z_{\infty}(h(\infty-))$ and

$$
\begin{equation*}
\hat{Z}_{t}(h)=Z_{t}\left(h\left(t_{+}\right)\right) \tag{4.3.133}
\end{equation*}
$$

for finite $t>0$.
Definition 4.3.23 We will say (simply) that $Z$ is a (nonlinear) integrator whenever $\hat{Z}$ defined by (4.3.133) is an integrator in the sense of Definition 4.3.21

In such a case we use the same notation for the integral of simple predictable processes. In particular, if a process $X$ in $\mathcal{S}$ has a decomposition of the form (4.3.128) we have

$$
I_{z}(X)=Z_{0}\left(X_{0}\right)+\sum_{i=0}^{n+1}\left(Z_{\tau_{i+1}}\left(X_{i}\right)-Z_{\tau_{i}}\left(X_{i}\right)\right)
$$

As in the classical theory, we will consider stochastic integrals as processes rather than random variables or random vectors. We proceed in the usual way. If $\left\{Z_{t}(h) ; t \geq 0, h \in\right.$ $\mathcal{L}(\mathcal{X})\}$ is a nonlinear integrator then the formula:

$$
\begin{equation*}
I_{Z}(X)_{t}=I_{Z^{t}}(X) \tag{4.3.134}
\end{equation*}
$$

can be used to define the stochastic integral of $X$ with respect to the integrator $Z$ as a stochastic process. This process is cadlag, and consequently, formula (4.3.134) defines a mapping from $\mathcal{S}(\mathcal{X})$ into $\mathcal{D}\left(R^{d}\right)$. Note that

$$
\begin{equation*}
I_{Z}(X)_{t}=Z_{0}\left(X_{-1}\right)+\sum_{j=0}^{n}\left[Z_{\tau_{j+1} \wedge t}\left(X^{\tau_{j}+}\right)-Z_{\tau_{j} \wedge t}\left(X^{\tau_{j}+}\right)\right] \tag{4.3.135}
\end{equation*}
$$

for all the processes $X=\{X(t) ; t \geq 0\}$ having a decomposition of the form (4.3.126). Finally, we also note that the above integrals use the integrators $Z^{t}$ which is always defined at $\infty$. In other words, we will not require the definition of $Z_{\infty}$. The notion $X \cdot Z$ is standard for the integral $I_{Z}(X)$, which it is convenient to use.

Now we have the following result which is the strict analog of the corresponding one in the classical case:

Proposition 4.3.24 If $Z$ is an integrator, the mapping $I_{Z}: \mathcal{S} \rightarrow \mathcal{D}\left(R^{d}\right)$ is locally uniformly continuouos for the UCP topology, and consequently, it can be extended by uniform continuity to the subspace $\mathcal{L}_{b}(\mathcal{X})$ of $\mathcal{L}(\mathcal{X})$ formed by the bounded processes.

We list some simple properties of the nonlinear integrals. In the following $X$ is always an element of $\mathcal{L}$, and $Z$ is an integrator in the sense of Definition 4.3.21 or Definition 4.3.23.

Property (1) If $\tau$ is any stopping time, then $I_{Z}(X)^{\tau}=I_{Z^{\tau}}(X)$.

Remark This peroperty makes possible the definition of the nonlinear integral $I_{Z}(X)$ not only for bounded left continuous processes but also for all left coninuous processes by a simple localization argument.

Property (2) If $X$ is simple predictable, then the jump process $\Delta I_{Z}(X)$ is indistingushable from the process $\left\{Z_{t}\left(X^{t}\right)-Z_{t-}\left(X^{t}\right) ; t \geq 0\right\}$ (or $\left.\left\{Z_{t}(X(t))-Z_{t-} X(t)\right) ; t \geq 0\right\}$ when $Z$ is an integrator in the sense of Definition 3.3.2').

Property (3) Let $P$ and $Q$ be any given probability measures and let us assume that $Z$ is an integrator for both $P$ and $Q$. Then, there exists a stochastic process $I_{Z}(X)$ which is a version of both $I_{Z}^{P}(X)$ and $I_{Z}^{Q}(X)$.

Property (4) Let $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$ be another filtration and let us assume that $X$ is also $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$-adapted and that $Z$ is also a $\left\{\mathcal{G}_{t} ; t \geq 0\right\}$-nonlinear integrator. Then $I_{Z}^{\mathcal{F}}(X)=$ $I_{Z}^{\mathcal{G}}(X)$.

Definition 4.3.25 A family $\left\{Z_{t}(h) ; \boldsymbol{t} \geq 0, h \in L(\mathcal{X})\right\}$ (resp. $\left\{Z_{t}(x) ; t \geq 0, x \in \mathcal{X}\right\}$ ) is said to be a strong (nonlinear) integrator if the corresponding family $\left\{\tilde{Z}_{t}((y, h)) ; t \geq 0,(y, h) \in\right.$ $L(R \times \mathcal{X})\}$ (resp. $\left.\left\{\tilde{Z}_{t}((y, x)) ; t \geq 0,(y, x) \in R \times \mathcal{X}\right\}\right)$ is a (nonlinear) integrator in the sense of Definitioin 4.3.21(resp. 4.3.23)

Property (5) If $Z .(h)$ is a martingale for each $h \in \mathcal{L}(\mathcal{X})$ then so is $I_{Z}(X)$ for each $X \in \mathcal{S}(\mathcal{X})$.

Remark $Z_{t}(h)$ is a strong nonlinear integrator if for each $t \geq 0$ and any $K>0$ one has

$$
\limsup _{\epsilon \rightarrow 0}\left\|I_{\bar{Z}^{t}}(Y, X)-I_{\tilde{Z}^{t}}\left(Y^{\prime}, X^{\prime}\right)\right\|_{0}=0
$$

where the supremum is taken over all the $X, X^{\prime}, Y, Y^{\prime}$ satisfying $\left\|X^{*}\right\|_{\infty} \leq K,\left\|Y^{*}\right\|_{\infty} \leq$ $K,\left\|\left(X^{\prime}\right)^{*}\right\|_{\infty} \leq K,\left\|\left(Y^{\prime}\right)^{*}\right\|_{\infty} \leq K$ and such that $\left\|\left(X-X^{\prime}\right)^{*}\right\|_{\infty} \leq \epsilon$ and $\left\|\left(Y-Y^{\prime}\right)^{*}\right\|_{\infty} \leq \epsilon$. The reason why we do not have to consider stopping times $\tau$ taking finitely many values and bounded by $t$ is that for such a stopping time $\tau$ one has

$$
\left.I_{\tilde{Z}^{r}}(Y, X)=I_{\tilde{Z}^{t}}\left(Y \cdot 1_{[0} 0, \tau\right], X\right)
$$

Next, let us look at the change of variables formula in the spirit of the famous Itô's formula.

Theorem 4.3.26 Let $Z=\left\{Z_{t}(x) ; t \geq 0, x \in R^{d}\right\}$ be a $R$-valued strong nonlinear $L^{1}$ integrator satisfying the following properties.
(i) $Z=\left\{Z_{t} ; t \geq 0\right\}$ is a $C^{(2)}\left(R^{2} ; R\right)$-valued cadlag process.
(ii) The partial derivatives $\partial Z_{t}(x) / \partial x_{i}$ are also strong nonlinear $L^{1}$-integrators. Then for every $R^{d}$-valued continuous semimartingale $X=\left\{X_{t} ; t \geq 0\right\}$ the following formula holds:

$$
\begin{align*}
Z_{t}\left(X_{t}\right)= & Z_{0}\left(X_{0}\right)+\sum_{i=1}^{d} \int_{0}^{t} \frac{\partial Z_{s}}{\partial X_{i}}\left(X_{s}\right) d X_{s}^{i} \\
& +\frac{1}{2} \sum_{i, j=1}^{d} \int_{0}^{t} \frac{\partial^{2} Z_{s}}{\partial x_{i} \partial x_{j}}\left(X_{s}\right) d<X^{i}, X^{j}>_{s} \\
& +\sum_{i=1}^{d} I_{<X^{i}, \partial Z^{c} / \partial x_{i}>}(X)_{t}+I_{Z}(X)_{t} \tag{4.3.136}
\end{align*}
$$

Notice that the fact that $X^{i}$ is a continuous semimartingale implies that we have identity of the two types of brackets, i.e.

$$
<X^{i}, \frac{\partial Z^{c}}{\partial x_{i}}(y)>=\left[X^{i}, \frac{\partial Z}{\partial x_{i}}(y)\right]
$$

and that this process is a strong nonlinear integrator. This theorem can be extended to the case that $Z$ is $R^{d}$-valued.

## Stochastic Differential Equations

We have seen that Lipschitz hypothesis is crucial to the classical stochastic differential equations driven by semimartingale. No surprisingly, that the Lipschitz hypothesis will be used in the discussion of existence and the uniqueness of the solutions of SDEs driven by nonlinear integrator. However since the notions of integrand and integrator are confounded in the present (nonlinear) theory, the Lipschitz assumptions have to be reformulated appropriately. We will begin with the following definition, then discuss the theory of SDEs, some existence and uniquedess of solution, dependency of initial condition, differentiability and homeomorphic property of the solution are given without proof. The reader may refer to the text of Carmona and Nualart. For the sake of simplicity, assume that $\mathcal{X}=R^{d}$ from now on. Let us recall that a cadlag adapted process $\{X(t) ; t \geq 0\}$ is said to be a semimartingale if it possesses a decomposition of the form

$$
\begin{equation*}
X(t)=X(0)+M(t)+V(t), t \geq 0 \tag{4.3.137}
\end{equation*}
$$

where the process $V=\{V(t) ; t \geq 0\}$ is adapted and cadlag and has sample paths locally of bounded variation which is called the Stieljes process, and where the process $M=\{M(t) ; t \geq$ $0\}$ is a local martingale such that $V(0)=M(0)=0$. If in the decomposition (4.3.137), Stieljes process $V$ is predictable, then the semimartingale is called special semimartingale. In this case, the decomposition is called the canonical decomposition of special semimartingale, the decomposition is unique.

Definition 4.3.27 A family $\left\{Z_{t}(h) ; t \geq 0, h \in L\left(R^{d}\right)\right\}$ of $R^{d}$-valued special semimartingales is said to have a canonical decomposition uniformly controlled by the nondecreasing rightcontinuous process $\left\{A_{t} ; t \geq 0\right\}$ (with $A_{0}=0$ ) if for each $h \in L\left(R^{d}\right)$ and $i=1, \cdots$, d, the canonical decomposition

$$
\begin{equation*}
Z_{t}^{i}(h)=Z_{0}^{i}(h)+M_{t}^{i}(h)+V_{t}^{i}(h) \tag{4.3.138}
\end{equation*}
$$

of the ith coordinate process $\left\{Z_{t}^{i}(h) ; t \geq 0\right\}$ is that:
i) The processes $M_{\cdot}{ }^{( }(h)$ and $V(t)$ satisfy condition (4.3.127) $Z_{0}(h)=Z_{0}\left(h^{0}\right)$, and:

$$
\begin{equation*}
\left|Z_{0}(h)-Z_{0}\left(h^{\prime}\right)\right| \leq B\left|h(0)-h^{\prime}(0)\right| \tag{4.3.139}
\end{equation*}
$$

for some positive random variable $B$ and all $h$ and $h^{\prime}$ in $L\left(R^{d}\right)$.
ii) For each $h \in L\left(R^{d}\right),\left\{M_{t}^{i}(h) ; t \geq 0\right\}$ is a locally square integrable martingale such that $M_{0}^{i}(h)=0$ and for all $h$ and $h^{\prime}$ in $L\left(R^{d}\right)$ one has:

$$
\begin{equation*}
<M_{\cdot}^{i}(h)-M_{\cdot}^{i}\left(h^{\prime}\right)>((s, t]) \leq \int_{(s, t]}\left|h_{u}-h_{u}^{\prime}\right|^{2} d A_{u} \tag{4.3.140}
\end{equation*}
$$

for all $0 \leq s \leq t<\infty$ and all $h, h^{\prime} \in L\left(R^{d}\right)$.
iii) For each $h \in L\left(R^{d}\right),\left\{V_{t}^{i}(h) ; t \geq 0\right\}$ is a predictable Stieltjes process such that $V_{0}^{i}(h)=$ 0 and:

$$
\begin{equation*}
V_{\cdot}^{i}(h)-\left.V_{\cdot}^{i}\left(h^{\prime}\right)\right|_{v a r}((s, t]) \leq \int_{(s, t]}\left|h_{u}-h_{u}^{\prime}\right| d A_{u} \tag{4.3.141}
\end{equation*}
$$

for all $0 \leq s \leq t<\infty$ and all $h, h^{\prime} \in L\left(R^{d}\right)$.
We can now give the existence and uniqueness theorem of the SDE driven by nonlinear integrator.

First let us recall the stochastic measure associated with the jumps of the $C^{(0)}$-valued adapted cadlag process $Z=\left\{Z_{t} ; t \geq 0\right\}$, namely:

$$
\mu_{Z}(d f, d t)=\sum_{s>0} 1_{\left\{\Delta Z_{s} \neq 0\right\}} \delta_{(\Delta Z(s), s)}(d f, d t)
$$

The dual predictable projection of $\mu_{Z}$ is the unique predictable random measure $\nu$ satisfying:

$$
E\left\{\int_{[0, t] \times C^{(0)}} W(f, s) \nu(d f, d s)\right\}=E\left\{\sum_{s>0} 1_{\left\{\Delta Z_{s} \neq 0\right\}} W\left(\Delta Z_{s}, s\right)\right\}
$$


Theorem 4.3.28 Let $\left\{Z_{t}(h) ; t \geq 0, h \in L\left(R^{d}\right)\right\}$ be a family of $R^{d}$ valued special semimartingales with canonical decompositioin uniformly controlled by the nondecreasing predictable process $\left\{A_{t} ; t \geq 0\right\}$ and let $J=\{J(t) ; t \geq 0\}$ be a $R^{d}$ valued cadlag process. Then, there exists a unique (up to indistinguishable) solution $\{X(t) ; t \geq 0\}$ of the system of equatioins:

$$
\begin{equation*}
X^{i}(\boldsymbol{t})=J^{i}(t)+\int_{0}^{t} d Z_{s}^{i}\left(X_{-}\right) i=1, \cdots, d \tag{4.3.142}
\end{equation*}
$$

and the solution is a semimartingale whenever $J$ is, where

$$
X_{-}=\{X(t-) ; t \geq 0\}
$$

The following theorems are devoted to the investigation of the properties of the solution of the stochastic differential equation

$$
\begin{equation*}
X_{t}=x+\int_{0}^{t} d Z_{s}\left(X_{s-}\right) \tag{4.3.143}
\end{equation*}
$$

whose existence and uniqueness was given in Theorem 4.3.28 The next theorem shows the dependence of the solution upon the initial conditions of $X_{0}=x$. Since the equation (4.3.143) is parametrized by the space $\mathcal{X}=R^{d}$, the notion of control of an integrator by an increasing process needs to be reformulated as following definition.

Definition 4.3.29 A family $\left\{X_{t}(x) ; t \geq 0 . x \in R^{d}\right\}$ of $R^{d}$-valued special semimartingales is said to have a canonical decomposition controlled by the nondecreasing predictable process $\left\{A_{t} ; t \geq 0\right\}$ (with $A_{0}=0$ ) if for each $x \in R^{d}$ and each $i \in\{i, \cdots, d\}$, the ith coordinate process $Z^{i}(x)=\left\{Z_{t}^{i}(x) ; t \geq 0\right\}$ satisfies $Z_{0}^{i}(x)=0$ and has a canonical decomposition $Z_{t}^{i}(x)=M_{t}^{i}(x)+V_{t}^{i}(x)$ such that the predictable Stieltjes process $Z_{.}^{i}(x)+\left\{V_{t}^{i}(x) ; t \geq 0\right\}$ satisfies

$$
\left|V^{i}(x)-V_{.}^{i}(y)((s, t])\right| \leq|x-y|\left(A_{t}-A_{s}\right)
$$

and the martingale part $M^{i}(x)=\left\{M_{t}^{i}(x) ; t \geq 0\right\}$ is a locally square integrable martingale satisfying

$$
<M_{\cdot}^{i}(x)-M_{\cdot}^{i}(y)>((s, t]) \leq|x-y|^{2}\left(A_{t}-A_{s}\right)
$$

for all nonnegative numbers $s$ and $t$ satisfying $s \leq t$ and all $x$ and $y$ in $R^{d}$.
Definition 4.3.30 If $A=\left\{A_{t} ; t \geq 0\right\}$ is a nondecreasing predictable process, we denote by $\mathcal{S}_{\text {spe }}(A)$ the set of families $\left\{Z_{t}(x) ; t \geq 0, x \in R^{d}\right\}$ of special semimartingales such that
(i) $\left.\left\{Z_{t}(\cdot) ; t \geq\right)\right\}$ is a $C^{(0)}\left(R^{d}, R^{d}\right)$-valued cadlag adapted process.
(ii) its canonical decomposition is controlled by $A$.

Theorem 4.3.31 Let $\left\{Z_{t}(x) ; t \geq 0, x \in R^{d}\right\}$ be a family in $\mathcal{S}_{\text {spe }}(A)$ which satisfies:

$$
\begin{equation*}
\int_{R^{d}}|\xi|^{p} \nu_{Z .(x)-Z .(y)}(d \xi,(s, t]) \leq|x-y|^{p}\left(A_{t}-A-s\right) \tag{4.3.144}
\end{equation*}
$$

for some $p \geq d \wedge 2$, all $s \leq t$ and all $x, y \in R^{d}$. Then, for each $x \in R^{d}$ one can choose a version $\left\{X_{t}(x) ; t \geq 0\right\}$ of the solution of the stochastic differential equation (4.3.143) in such a way that the mapping $x \rightarrow X .(x)$ is continuous from $R^{d}$ into $D\left(R^{d}\right)$.

We used the symbol $\nu_{Z}$ for the dual predictable projection of the jump measure $\mu_{Z}=\sum_{s \geq 0} 1_{\left\{\Delta_{s} \neq 0\right\}} \delta_{\left(\Delta_{s}, s\right)}$ mentioned at the begining this section. In order to give the differentiability of the solution of (4.3.143), we need the following definition and hypotheses

Definition 4.3.32 A symmetric function $a: R^{d} \times R^{d} \rightarrow R^{k}$ is said to be bi-Lipschitz continuous if there exists a positive constant $L$ such that

$$
\begin{equation*}
|a(x, x)-2 a(x, y)+a(y, y)| \leq|x-y|^{2} \tag{4.3.145}
\end{equation*}
$$

for all $x, y \in R^{d}$.
Hypotheses:
(Hy1) For each fixed $t \geq 0$, the functions $x \rightarrow V_{t}^{i}(x), 1 \leq i \leq d$, are continuously differentiable, and their differentials satisfy

$$
\begin{equation*}
\left|D_{x}^{K} V_{t}^{i}(x)-D_{y}^{K} V_{t}^{i}(y)-D_{x}^{K} V_{s}^{i}(x)+D_{y}^{K} V_{s}^{i}(y)\right| \leq(A-t-A-s)|x-y| \tag{4.3.146}
\end{equation*}
$$

where $D_{x}^{K}=\frac{\partial}{\partial x_{k}}$ denotes the first-order dervative with respect to the $k$ th coordinate of $x$,
(Hy2) For each fixed $t \geq 0$ and for each $1 \leq i \leq d$ the function $(x, y) \rightarrow<M^{i}(x), M^{i}(y)>_{t}$ is twice continuously differentiable and for each $k \in\{1, \cdots, d\}$ and $0 \leq s \leq t$ the function

$$
(x, y) \rightarrow D_{x}^{k} D_{y}^{k}\left\{<M^{i}(x), M^{i}(y)>((s, t])\right\}
$$

is bi-Lipschitz function with constant $A_{t}-A_{s}$.
(Hy3) The measure $\nu$ when viewed as a measure on function space is concentrated on the space of continuously differentiable functions $C^{(1)}=C^{(1)}\left(R^{d} ; R^{d}\right)$ and satisfies

$$
\begin{equation*}
\int_{C^{(1)}}|\nabla(f(x)-f(y))|^{p} \nu_{Z}(d f,(s, t]) \leq\left(A_{t}-A_{s}\right)|x-y|^{p} \tag{4.3.147}
\end{equation*}
$$

for some $p>d+1$ and all $x, y \in R^{d}$ and $0 \leq s \leq t$.
We now can state the theorem.

Theorem 4.3.33 Suppose that the hypotheses (Hy1), (Hy2) and (Hy3) above hold for a family. $\left\{Z .(x) ; x \in R^{d}\right\}$ of special semimartingales for some number $p>2(d+1)$ and also for $p / 2$. Then there exists a version $X_{t}(x)$ of the solution of equation (4.3.143) such that $\left\{X_{t} ; t \geq 0\right\}$ is a cadlag $C^{(1)}$-valued process whose derivative is the unique solution of the linear stochastic differential equation:

$$
\begin{equation*}
D^{k} X_{t}^{i}(x)=\delta_{k}^{i}+\sum_{l=1}^{d}\left[D^{k} X_{-}(x)^{l} \cdot I_{D^{t} Z^{i}}\left(X_{-}(x)\right)\right]_{t} \tag{4.3.148}
\end{equation*}
$$

where $\delta_{k}^{i}$ denotes the usual Kronecker delta which is 1 when $i=k$ and 0 otherwise.
Under suitable conditions, one can obtain the homeomorphic property of the continuous mapping $x \rightarrow X_{t}(x)$ in Theorem 4.3.31.

Theorem 4.3.34 Let us assume that $\left\{Z_{t}(x) ; t \geq 0, x \in R^{d}\right\}$ is an element of $\mathcal{S}_{\text {spe }}(A)$ such that condition (4.3.144) is satisfied for some $p>6 d$. Further we assume that the mappings $x \rightarrow \phi_{t}(x)=x+Z(x)_{t}-Z(x)_{t-}$ are one-to-one for any fixed $(t, \omega) \in[0, \infty) \times \Omega$ and also that either one of the following two condition holds:

$$
\int_{R^{d}}|\xi|^{2}|x-y+\xi|^{-(p+2)} \nu_{Z \cdot(x)-Z \cdot(y)}(d \xi,(s, t]) \leq\left(A_{t}-A_{s}\right)|x-y|^{-p}
$$

or

$$
\left|Z_{t}(x)-Z_{t-}(x)-Z_{t}(y)+Z_{t-}(y)\right| \leq|x-y| \Delta B_{t}
$$

for some increasing and adapted process $\left\{B_{t} ; t \geq 0\right\}$ satisfying $B_{0}=0$. Then, there exists a version $X_{t}(x)$ for the solution of the stochastic differential equation (4.3.143) such that, for $P$-almost all $\omega \in \Omega$ the mapping $x \rightarrow X_{t}(x, \omega)$ is one-to-one for every $t>0$, and $x \rightarrow X(x)$ is continuous from $R^{d}$ to $D\left(R^{d}\right)$.

### 4.4 Stochastic Functional Differential Equations

### 4.4.1 Existence and Uniqueness of Solution

Let $r>0, J=[-r, 0]$ and $C\left(J, R^{n}\right)$ be the Banach space of all continuous paths $\gamma: J \rightarrow R^{n}$ with the sup-norm $|\gamma|_{C}=\sup _{s \in J}|\gamma(s)|$ where $|\cdot|$ denotes the Euclidean norm on $R^{n}(n \geq 1)$. As a metric space we associate with $C\left(J, R^{n}\right)$ its Borel $\sigma$-field Borel ( $C\left(J, R^{n}\right)$ ).

Denote by $\mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ the space of all $\mathcal{F}$-measurable stochastic processes: $\theta: \Omega \rightarrow$ $C\left(J, R^{n}\right)$ such that the function $\Omega \ni \omega \mapsto\|\theta(\omega)\|_{C} \in R$ is of class $\mathcal{L}^{2}$, i.e. $\int_{\Omega}\|\theta(\omega)\|_{C}^{2} d P(\omega)<$ $\infty$. Then $\mathcal{L}^{2}(\Omega, C)$ is complete when endowed with the semi-norm

$$
\|\theta\|_{L^{2}(\Omega, C)}=\left[\int_{\Omega}\|\theta(\omega)\|_{C}^{2} d P(\omega)\right]^{1 / 2}
$$

For any $a>0$, denote by $C\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$ the space of all $\mathcal{L}^{2}$-continuous $C\left(J, R^{n}\right)$ valued processes $y:[0, a] \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$; again this is complete under the semi-norm:

$$
\|y\|_{C\left([0, a], \mathcal{L}^{2}(\Omega, C)\right.}=\sup _{t \in[0, a]}\|y(t)\|_{\mathcal{L}^{2}(\Omega, C)}
$$

Denote by $C_{A}\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$ the set of all processes $\left.y \in C\left([0, a], C\left(J, R^{n}\right)\right)\right)$ which are adapted to $(\mathcal{F})_{0 \leq t \leq a}$. It is easy to prove that $C_{A}\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$ is closed in $C\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$.

We consider stochastic functional differential equations

$$
\begin{align*}
d X(t) & =g\left(t, X_{t}\right) d z(t)  \tag{4.4.149}\\
X_{0} & =\theta(\omega)(t)
\end{align*}
$$

in the sense of the following stochastic functional integral equation

$$
X(\omega)(t)= \begin{cases}\theta(\omega)(0)+\int_{0}^{t} g\left(u, X_{u}\right) d z(\cdot)(u) & , \quad 0 \leq t \leq a \\ \theta(\omega)(t) & , \quad t \in J, a \cdot a \cdot \omega \in \Omega\end{cases}
$$

where $g:[0, a] \times \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right) \rightarrow \mathcal{L}^{2}\left(\Omega, L\left(R^{m}, R^{n}\right)\right), \theta \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ is a given initial process, and the "noise process" $z: \Omega \rightarrow C\left([0, a], R^{m}\right)$ which is $m$-dimensional and has continuous sample paths. The stochastic integral in (4.4.149) is a McShange belated integral [70]; and for each $u \in[0, a], X_{u} \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ is defined by $X_{u}(\omega)(s)=X(\omega)(u+$ $s$ ), a.a. $\omega \in \Omega$, for all $s \in J . \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ will be our basic configuration space of initial processes for the stochastic FDE (4.4.149). Obviously this space entails that the initial data as well as the solution process of the SFDE will necessarily have almost all their sample paths continuous. The trajectory $[0, a] \ni t \mapsto X_{t} \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ will be sought in the space $C_{A}\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$. In order to solve the $\operatorname{SFDE}$ (4.4.149), we impose the following conditions of existence (cf. Gihman and Skorohod [23], McShane [70]):

Conditions (E)
(i) The noise process $z: \Omega \rightarrow C\left([0, a], R^{m}\right)$ is expressible in the form

$$
\begin{equation*}
z(\omega)(t)=\lambda(t)+z_{m}(\omega)(t) \quad \forall t \in[0, a], a . a . \omega \in \Omega \tag{4.4.150}
\end{equation*}
$$

where $\lambda:[0, a] \rightarrow R^{m}$ is a Lipschitz function and $z_{m}: \Omega \rightarrow C\left([0, a], R^{m}\right)$ is a martingale adapted to $(\mathcal{F})_{0 \leq t \leq a}$ and is such that there is a $K>0$ with

$$
\begin{align*}
& \left|E\left(z_{m}(\cdot)\left(t_{2}\right)-z_{m}(\cdot)\left(t_{1}\right) \mid \mathcal{F}_{t_{1}}\right)\right| \leq K\left(t_{2}-t_{1}\right)  \tag{4.4.151}\\
& E\left(\left|z_{m}(\cdot)\left(t_{2}\right)-z_{m}(\cdot)\left(t_{1}\right)\right|^{2} \mathcal{F}_{t_{1}}\right) \leq K\left(t_{2}-t_{1}\right) \tag{4.4.152}
\end{align*}
$$

a.s. whenever $t_{1}, t_{2} \in[0, a]$ and $t_{1} \leq t_{2}$.
(ii) The coefficient process $g$ is continuous and is also uniformly Lipschitz in the second varibale with respect to the first i.e. there exists $L>0$ such that

$$
\begin{equation*}
\left\|g\left(t, \Psi_{1}\right)-g\left(t, \Psi_{2}\right)\right\|_{\mathcal{L}^{2}} \leq L\left\|\Psi_{1}-\Psi_{2}\right\|_{\mathcal{L}^{2}(\Omega, C)} \tag{4.4.153}
\end{equation*}
$$

for all $t \in[0, a]$, and all $\Phi_{1}, \Psi_{2} \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$.
(iii) For each process $y \in C_{A}\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right.$ the process

$$
[0, a] \ni t \mapsto g(t, y(t)) \in \mathcal{L}^{2}\left(\Omega, L\left(R^{m}, R^{n}\right)\right)
$$

is also adapted to $(\mathcal{F})_{0 \leq t \leq a}$.
Here is the existence and uniqueness theorem for solutions of the stochastic functional differential equations (4.4.149):

Theorem 4.4.1 Suppose Conditions (E) are satisfied, and let $\theta \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ be $\mathcal{F}_{0}$ measurable. Then the stochastic functional differential equations (4.4.149) has a solution $X \in \mathcal{L}^{2}\left(\Omega, C\left([-r, a], R^{n}\right)\right)$ adapted to $(\mathcal{F})_{0 \leq t \leq a}$ and with initial process $\theta$. Furthermore, (i) $X$ is unique up to equivalence (of stochastic processes) among all solutions of (4.4.149) belonging to $\mathcal{L}^{2}\left(\Omega, C\left([-r, a], R^{n}\right)\right)$ and adapted to $(\mathcal{F})_{0 \leq t \leq a}$, i.e. if $\tilde{X} \in \mathcal{L}^{2}\left(\Omega, C\left([-r, a], R^{n}\right)\right)$ is a solution of (4.4.149) adapted to $(\mathcal{F})_{0 \leq t \leq a}$ and with initial process $\theta$, then

$$
X(\cdot)(t)=\tilde{X}(\cdot)(t) \quad \mathcal{F}_{t} \quad \text { a.s. }, \forall t \in[0, a]
$$

(ii) the trajectory $[0, a] \ni t \mapsto X_{t} \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)$ is a $C\left(J, R^{n}\right)$-valued process adapted to $(\mathcal{F})_{0 \leq t \leq a}$ with a.a. sample paths continuous (It belongs to $C_{A}\left([0, a], \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right)\right)$.

Remark Let $0 \leq t_{1} \leq t \leq a$. Then one can solve the following stochastic FDE for any process $\Psi \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t_{1}}\right)$ at time $t_{1}$ :

$$
X(\omega)(t)=\left\{\begin{aligned}
\Psi(\omega)(0)+(\omega) \int_{t_{1}}^{t} g\left(u, X_{u}\right) d z(\cdot)(u) & , \quad t_{1} \leq t \leq a \\
\Psi(\omega)\left(t-t_{1}\right) & , \quad t_{1}-r \leq t \leq t_{1}
\end{aligned}\right.
$$

where the (unique) solution $X \in \mathcal{L}^{2}\left(\Omega, C\left(\left[t_{1}-r, t_{1}\right], R^{n}\right)\right)$. This gives a family of maps

$$
T_{t}^{t_{1}}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t_{1}}\right) \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right), t \geq t_{1}
$$

with $\Psi \longmapsto X_{t}$. When $t_{1}=0$, we define $T_{t}, t \geq 0$, to be

$$
T_{t}=T_{t}^{0}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right) \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right)
$$

The following theorem on continuation of trajectories of a stochastic FDE is consequence of Theorem 4.4.1.

Theorem 4.4.2 Assume Conditions (E) are satisfied. If $0 \leq t_{1} \leq t_{2} \leq a$, then

$$
T_{t_{2}}=T_{t_{2}}^{t_{1}} \circ T_{t_{1}}
$$

We can prove the following theorems of solutions dependence on the initial process.
Theorem 4.4.3 Suppose the conditions of Theorem 4.4.1 are satisfied by $g$ and $z$ in stochastic $F D E$ (4.4.149). Then each map

$$
T_{t}=T_{t}^{0}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right) \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right), \quad t \in[0, a]
$$

is Lipschitz; indeed for all $t \in[0, a], \theta_{1}, \theta_{2} \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right)$

$$
\left\|T_{t}\left(\theta_{1}\right)-T_{t}\left(\theta_{2}\right)\right\|_{\mathcal{L}^{2}(\Omega, C)} \leq \sqrt{2}| | \theta_{1}-\theta_{2} \|_{\mathcal{L}^{2}(\Omega, C)} \exp \left\{M L^{2} t\right\}
$$

where $L$ is the Lipschitz constant of $g$ and $M$ is a constant which doesn't depend on the coefficient process $g$ but only on the noise $z$.

With suitable Frechet differentiability hypotheses on the coefficient process $g$, one can prove that $T_{t}$ is $C^{1}$.

Condition (D):
The coefficient process $g$ has continuous partial derivatives with respect to the second variable i.e. the mapping

$$
\begin{aligned}
{[0, a] \times \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right)\right) } & \rightarrow L\left({ }^{2}\left(\Omega, C\left(J, R^{n}\right)\right), L^{2}\left(\Omega, L\left(R^{m}, R^{n}\right)\right)\right) \\
(t, \Psi) & \longmapsto D_{(2)} g(t, \Psi)
\end{aligned}
$$

is continuous, where $D_{(2)} g(t, \Psi)$ is the partial derivative of $g$ in the second variable at $(t, \Psi)$.
Theorem 4.4.4 Suppose the stochastic FDE (4.4.149) satisfies conditions (E) and ( $D$ ). Then for each $t \in[0, a]$,

$$
T_{t}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right) \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right) \hookrightarrow L^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right)
$$

is $C^{1}$.

### 4.4.2 Markov property

In this subsection we consider the following stochastic functional differential equations

$$
\begin{align*}
d X(t) & =H\left(t, X_{t}\right) d t+G\left(t, X_{t}\right) d W(t), t>t_{1} \geq 0  \tag{4.4.154}\\
X_{t_{1}} & =\Psi \in C\left(J, R^{n}\right)
\end{align*}
$$

which is the symbolization by differential notation of the following equations

$$
X(\omega)(t)= \begin{cases}\Psi(\omega)(0)+\int_{0}^{t} H\left(u, X_{u}(\omega)\right) d u+ & \\ (\omega)) \int_{t_{1}}^{t} G\left(u, X_{u}(\cdot)\right) d W(u), & t_{1} \leq t \\ \Psi(\omega)\left(t-t_{1}\right) & t_{1}-r \leq t \leq t_{1} \cdot a \cdot a \cdot \omega \in \Omega\end{cases}
$$

Compared with $\operatorname{SFDE}(4.4 .149)$ in the last subsection, here the coefficient process $g$ factors through a drift $H:[0, a] \times C\left(J, R^{n}\right) \rightarrow R^{n}$ and a diffusion $G:[0, a] \times C\left(J, R^{n}\right) \rightarrow L\left(R^{m}, R^{n}\right)$, while the noise process takes the form $\{t+W(t): t \in[0, a]\}$ with $W$ an $m$-dimensional Brownian motion on a filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq a}, D\right)$. In order to establish Markov behavior for the trajectory $\left\{X_{t}: t \geq 0\right\}$ of the Stochastic FDE (4.4.154). We need the following conditions.

Condition (M):
(i) Let $\left(\mathcal{F}_{t}\right)_{0 \leq t \leq a}$ be the Brownian filtration $\mathcal{F}_{t}=\sigma\{W(u): 0 \leq u \leq t\}, \mathcal{F}_{a}=\mathcal{F}$. Assume without loss of any generality that each $\mathcal{F}_{t}$ contains all $P$-null sets in $\mathcal{F}$.
(ii) The coefficients $H, G$ are globally Lipschitz, i.e. there is an $L>0$ such that

$$
\left\|G\left(t, \eta^{1}\right)-G\left(t, \eta^{2}\right)\right\| \leq L\left\|\eta^{1}-\eta^{2}\right\|_{C},\left|H\left(t, \eta^{1}\right)-H\left(t, \eta^{2}\right)\right| \leq L\left\|\eta^{1}-\eta^{2}\right\|_{C}
$$

for all $t \in[0, a]$ and all $\eta^{1}, \eta^{2} \in C\left(J, R^{n}\right)$.
(iii) $H$ and $G$ are continuous.

Since the above Condition (M) imply the conditions of existence (E) in last subsection, we know that the stochastic FDE (4.4.154) will have a unique solution. We can obtain the Lipschitz maps

$$
\begin{aligned}
T_{t}^{t_{1}}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t_{1}}\right) & \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right), t \geq t_{1} \\
\Psi & \mapsto X_{t}
\end{aligned}
$$

When $t_{1}=0$,

$$
T_{t}^{0}: \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right) \rightarrow \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t}\right)
$$

Hence the trajectory of the stochastic FDE (4.4.154) can be viewed as a Markov process

$$
\begin{gathered}
{[0, a] \times \Omega \longrightarrow C\left(J, R^{n}\right)} \\
(t, \omega) \longmapsto T_{t}(\Psi)(\omega)
\end{gathered}
$$

taking values in $C\left(J, R^{n}\right)$. We have the theorem on Markov property.
Theorem 4.4.5 (The Markov Property) Suppose Condition (M) is satisfied by the stochastic FDE (4.4.154). Then its trajectories

$$
\left\{X_{t}^{\eta}: t \in[0, a], \eta \in C\left(J, R^{n}\right)\right\}
$$

describe a Markov process on $C\left(J, R^{n}\right)$ with transition probabilities $p\left(t_{1}, \eta, t_{2}, \cdot\right)$ given by

$$
\begin{equation*}
p\left(t_{1}, \eta, t_{2}, B\right)=P\left\{\omega: \omega \in \Omega, T_{t_{2}}^{t_{1}}(\eta)(\omega) \in B\right\} \tag{4.4.155}
\end{equation*}
$$

for $0 \leq t_{1} \leq t_{2} \leq a, \eta \in C\left(J, R^{n}\right)$ and $B \in$ Borel $-C\left(J, R^{n}\right)$. Indeed for any $\theta \in$ $\mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{0}\right)$ the Markov property

$$
P\left(T_{t_{2}}(\theta) \in B \mid \mathcal{F}_{t_{1}}\right)=p\left(t_{1}, T_{t_{1}}(\theta)(\cdot), t_{2}, B\right)=P\left(T_{t_{2}}(\theta) \in B \mid T_{t_{1}}(\theta)\right)
$$

holds a.s. on $\Omega$.
If we consider the time-homogenious case, i.e., if the coefficients $H: C\left(J, R^{n}\right) \rightarrow R^{n}, G$ : $C\left(J, R^{n}\right) \rightarrow L\left(R^{m}, R^{n}\right)$. In this case, the SFDE(4.4.154) becomes

$$
\begin{align*}
d X(t) & =H\left(X_{t}\right) d t+G\left(X_{t}\right) d W(t), t>0  \tag{4.4.156}\\
X_{0} & =\theta \in C\left(J, R^{n}\right)
\end{align*}
$$

And the condition (M) becomes
Conditions (A):
(i) For each $t \in[0, a],\left(\mathcal{F}_{t}\right)$ is the $\sigma$-algebra generated by $\{W(\cdot)(s): 0 \leq s \leq t\}$, together with all sets of $P$-measure zero in $\mathcal{F}=\mathcal{F}_{a}$.
(ii) There is an $L>0$ such that

$$
\left\|G\left(\eta^{1}\right)-G\left(\eta^{2}\right)\right\| \leq L\left\|\eta^{1}-\eta^{2}\right\|_{C},\left|H\left(\eta^{1}\right)-H\left(\eta^{2}\right)\right| \leq L\left\|\eta^{1}-\eta^{2}\right\|_{C}
$$

for all $\eta^{1}, \eta^{2} \in C\left(J, R^{n}\right)$.
We have the following therorem.
Theorem 4.4.6 (Time-homogeneity) Suppose that the autonomous stochastic FDE (4.4.156) satisfies Conditions ( $A$ ). For $0 \leq t_{1} \leq t_{2} \leq a, \eta \in C\left(J, R^{n}\right)$ let $p\left(t_{1}, \eta, t_{2}, \cdot\right)$ be the associated transition probabilites of trajectories of (4.4.156). Then the trajectory Markov process $\left\{X_{t}^{\eta}: 0 \leq t \leq a, \eta \in C\left(J, R^{n}\right)\right\}$ is time-homogeneous, i.e.

$$
p\left(t_{1}, \eta, t_{2}, \cdot\right)=p\left(0, \eta, t_{2}-t_{1}, \cdot\right), 0 \leq t_{1} \leq t_{2} \leq a, \eta \in C\left(J, R^{n}\right)
$$

Denote by $C_{b}$ the Banach space of all bounded uniformly continuous functions $\phi$ : $C\left(J, R^{n}\right) \rightarrow R$ furnished with the supremum norm

$$
\|\phi\|_{C_{b}}=\sup \left\{|\phi(\eta)|: \eta \in C\left(J, R^{n}\right)\right\}
$$

Let $0 \leq t_{1} \leq t_{2} \leq a, \eta \in C\left(J, R^{n}\right)$ and define $T_{t_{2}}^{t_{1}}(\eta) \in \mathcal{L}^{2}\left(\Omega, C\left(J, R^{n}\right) ; \mathcal{F}_{t_{2}}\right)$ as above by

$$
\eta \mapsto X_{t_{2}}
$$

the trajectory of the stochastic $F D E$ (4.4.154). For each $\phi \in C_{b}$ define the function $P_{t_{2}}^{t_{1}}(\phi)$ : $C\left(J, R^{n}\right) \rightarrow R$ by setting

$$
P_{t_{2}}^{t_{1}}(\phi)=E\left(\phi \circ T_{t_{2}}^{t_{1}}(\eta)\right)=\int_{C} \phi(\xi) p\left(t_{1}, \eta, t_{2}, d \xi\right)
$$

where $p\left(t_{1}, \eta, t_{2}, \cdot\right)$ are the transition probabilities of (4.4.154). Since $\phi$ is bounded, it is clear that $P_{t_{2}}^{t_{1}}(\phi)$ is also bounded. Furthermore, each $P_{t_{2}}^{t_{1}}(\phi)$ is uniformly continuous on $C\left(J, R^{n}\right)$. We end the subsection with the following theorem.

Theorem 4.4.7 For the stochastic functional differential equation (4.4.154) suppose Conditions (M) are satisfied. Then the family $\left\{P_{t_{2}}^{t_{1}}: 0 \leq t_{1} \leq t_{2} \leq a\right\}$ is a contraction semigroup on $C_{b}$ i.e.
(i) Each $P_{t_{2}}^{t_{1}}: C_{b} \rightarrow C_{b}$ is a continous linear operator

$$
\phi \mapsto P_{t_{2}}^{t_{1}}(\phi)
$$

with $\left\|P_{t_{2}}^{t_{1}}\right\| \leq 1$ for all $0 \leq t_{1} \leq t_{2} \leq a$;
(ii) $P_{t_{2}}^{t_{1}} \circ P_{t_{3}}^{t_{2}}=P_{t_{3}}^{t_{1}}, 0 \leq t_{1} \leq t_{2} \leq t_{3} \leq a$.

In particular, for the autonomous stochastic FDE (4.4.156), the family $\left\{P_{t} \equiv P_{t}^{0}: 0 \leq\right.$ $t \leq a\}$ is a one-parameter contraction semigroup on $C_{b}$ i.e.

$$
P_{t_{1}} \circ P_{t_{2}}=P_{t_{1}+t_{2}} \quad \text { if } t_{1}, t_{2}, t_{1}+t_{2} \in[0, a] .
$$

For topological properties of such semigroups, the reader may refer to [71].

### 4.4.3 Regularity of the trajectory field

This subsection concerns various regularity properties of the trajectory field $\left\{X_{t}^{\eta}: t \in\right.$ $\left.[0, a], \eta \in C\left(J, R^{n}\right)\right\}$ generated by the autonomous stochastic FDE:

$$
\begin{align*}
d X(t) & =H\left(X_{t}\right) d t+G\left(X_{t}\right) d W(t), 0<t<a  \tag{4.4.157}\\
X_{0} & =\eta \in C \equiv C\left(J, R^{n}\right)
\end{align*}
$$

with coefficients $H: C \rightarrow R^{n}, G: C \rightarrow L\left(R^{m}, R^{n}\right)$ and $m$-dimensional Brownian motion $W$.

The following condition on the diffusion coefficient $g$ will be required in the discussion of the regularity property of the trajectory field.

The Frobenius Condition (F): A map $g: R^{n} \rightarrow L\left(R^{m}, R^{n}\right)$ is said to be satisfy the Frobenius condition if it is $C^{1}$ with $D g: R^{n} \rightarrow L\left(R^{m}, R^{n}\right)$ ) globally bounded, locally Lipschitz and such that

$$
\left\{D g(x)\left[g(x)\left(v_{1}\right)\right]\right\}\left(v_{2}\right)=\left\{D g(x)\left[g(x)\left(v_{2}\right)\right]\right\}\left(v_{1}\right), \forall x \in R^{n}, v_{1}, v_{2} \in R^{m}
$$

Consider the stochastic FDE with ordinary diffusion coefficient:

$$
\begin{align*}
d X(t) & =H\left(X_{t}\right) d t+g(X(t)) d W(t), 0<t<a  \tag{4.4.158}\\
X_{0} & =\eta \in C \equiv C\left(J, R^{n}\right), J=[-r, 0]
\end{align*}
$$

The coefficients $H: C \rightarrow R^{n}, g: C \rightarrow L\left(R^{m}, R^{n}\right)$ are Lipschitz maps and $W$ is $m$ dimensional Brownian motion adapted to the filtered probability space $\left(\Omega, \mathcal{F}\left(\mathcal{F}_{t}\right)_{0 \leq t \leq a}, P\right)$. For such a stochastic FDE, we have the following theorem.

Theorem 4.4.8 In the stochastic FDE (4.4.158), suppose $H$ is Lipschitz and $g$ is a $C^{2}$ map satisfying the Frobenius condition. Then the trajectory field $\left\{X_{t}^{\eta}: t \in[0, a], \eta \in C\left(J, R^{n}\right)\right\}$ has a version $X: \Omega \times[0, a] \times C\left(J, R^{n}\right) \rightarrow C\left(J, R^{n}\right)$ having the following properties. For any $0<\alpha<\frac{1}{2}$, there is a set $\Omega_{\alpha} \subset \Omega$ of full $P$-measure such that, for every $\omega \in \Omega_{\alpha}$,
(i) the map $X(\omega, \cdot, \cdot):[0, a] \times C\left(J, R^{n}\right) \rightarrow C\left(J, R^{n}\right)$ is continuous;
(ii) for every $t \in[r, a]$ and $\eta \in C\left(J, R^{n}\right), X(\omega, t, \eta) \in C^{\alpha}\left(J, R^{n}\right)$; where $C^{\alpha}\left(J, R^{n}\right)$ is the Banach space of all $\alpha$-Holder continuous paths $\eta: J \rightarrow R^{n}$ with the $\alpha$-Holder norm:

$$
\|\eta\|_{C^{\alpha}}=\|\eta\|_{C}+\sup \left\{\frac{\left|\eta\left(s_{1}\right)-\eta\left(s_{2}\right)\right|}{\left|s_{1}-s_{2}\right|^{\alpha}}: s_{1}, s_{2} \in J, s \neq s_{2}\right\} .
$$

(iii) $X(\omega, \cdot, \cdot):[r, a] \times C\left(J, R^{n}\right) \rightarrow C^{\alpha}\left(J, R^{n}\right)$ is continuous;
(iv) for each $t \in[r, a], X(\omega, t, \cdot): C\left(J, R^{n}\right) \rightarrow C^{\alpha}\left(J, R^{n}\right)$ is Lipschitz on every bounded set in $C\left(J, R^{n}\right)$, with a Lipschitz constant independet of $t \in[r, a]$. In particular each $X(\omega, t, \cdot)$ : $C\left(J, R^{n}\right) \rightarrow C\left(J, R^{n}\right)$ is a compact map.

But if the diffusion coefficient $G$ in (4.4.157) depends on the past, we have an example in which all versions of the trajectory field are almost surely highly irregular. For the detail, we refer to Mohammed's book [71]. Now we can investigate regularity in probability of the trajectory field for the $\operatorname{SFDE}(4.4 .157)$.

Theorem 4.4.9 Let $E$ be a real Banach space and $y: \Omega \times[0, a] \rightarrow E$ an $(\mathcal{F} \otimes$ Borel $[0, a]$, Borel E) measurable process with almost all sample paths continuous. Suppose that for each $t \in[0, a], y(\cdot, t) \in \mathcal{L}^{2 k}(\Omega, E ; \mathcal{F})$ in the Bochner sense and there is a number $c=c(a, k)>0$ such that

$$
E\left|y\left(\cdot, t_{1}\right)-y\left(\cdot, t_{2}\right)\right|_{E}^{2 k} \leq c\left|t_{1}-t_{2}\right|^{k}
$$

for all $t_{1}, t_{2} \in[0, a]$. Then for every $0<\alpha<\frac{1}{2}\left(1-\frac{1}{k}\right)$ and any real $N>0$, one has

$$
\begin{aligned}
& P\left(\sup _{t_{1} \neq t_{2} \in[0, a]} \frac{\left|y\left(\cdot, t_{1}\right)-y\left(\cdot, t_{2}\right)\right|_{E}}{\left|t_{1}-t_{2}\right|} \geq \frac{8(k \alpha+1)}{\alpha} 4^{\frac{1}{2^{k}}} N\right) \\
\leq & \frac{2 c a^{k(1-2 \alpha)}}{k(1-2 \alpha)[k(1-2 \alpha)-1]} \frac{1}{N^{2 k}} .
\end{aligned}
$$

Theorem 4.4.10 Suppose $H: \Omega \times C \rightarrow R^{n}, G: \Omega \times C \rightarrow L\left(R^{m}, R^{n}\right)$ satisfy the conditions:
(i) For each $\eta \in C, H(\cdot, \eta)$ and $G(\cdot, \eta)$ are $\mathcal{F}_{0}$-measurable;
(ii) There is a constant $K>0$ such that

$$
|H(\omega, \eta)| l e q K\left(1+\|\eta\|_{C}\right),\|G(\omega, \eta)\| \leq K\left(1+\|\eta\|_{C}\right)
$$

for a.a. $\omega \in \Omega$, all $\eta \in C$;
(iii) For each $N>0$, there exists $L_{N}>0$ such that

$$
\left|H\left(\omega, \eta_{1}\right)-H\left(\omega, \eta_{2}\right)\right| \leq L_{N} \| \eta_{1}-\eta_{2}| |,
$$

and

$$
\left\|G\left(\omega, \eta_{1}\right)-G\left(\omega, \eta_{2}\right)\right\| \leq L_{N}\left\|\eta_{1}-\eta_{2}\right\|
$$

for a.a. $\omega \in \Omega$, all $\eta_{1}, \eta_{2} \in C$ with $\left\|\eta_{1}\right\|_{C} \leq N,\left\|\eta_{2}\right\|_{C} \leq N$.
Then for each $\eta \in C$ the stochastic $F D E$

$$
\begin{align*}
& d X(t)=H\left(\cdot, X_{t}\right)+G\left(\cdot, X_{t}\right) d W(t), 0<t<a  \tag{4.4.159}\\
X_{0}= & \eta \in C
\end{align*}
$$

has a (pathwise) unique solution $X^{\eta}$ in the sense of Theorem ??. Furthermore, $X^{\eta} \in \mathcal{L}^{2 k}\left(\Omega, C\left([-r, a], R^{n}\right)\right), X_{t}^{\eta} \in \mathcal{L}^{2 k}(\Omega, C)$ for every integer $k>0$, and each $t \in[0, a]$. Indeed there is a constant $c_{k}^{1}>0$ depending only on $K, k, a$ such that

$$
E\left\|X_{t}^{\eta}\right\|_{C}^{2 k} \leq c_{k}^{1}\left(1+\|\eta\|_{C}^{2 k}\right)
$$

for all $\eta \in C, t \in[0, a], k=1,2, \cdots$.

Theorem 4.4.11 Let $\eta \in C$ and $0<\alpha<\frac{1}{2}$. Then the solution $X^{\eta}$ of (4.4.157) satisfies

$$
P\left\{\omega: \omega \in \Omega, X^{\eta}(\omega) \mid[0, a] \in C^{\alpha}\left([0, a], R^{n}\right)\right\}=1
$$

and

$$
P\left\{\omega: \omega \in \Omega, X_{t}^{\eta}(\omega) \in C^{\alpha} \quad \text { for all } r \leq t \leq a\right\}=1
$$

Corollary If $\eta \in C$, then for any $0<\alpha<\frac{1}{2}$ the trajectory $\left\{X_{t}^{\eta}: t \in[r, a]\right\}$ is a process $\Omega \times[r, a] \rightarrow C$ with almost all sample paths being $\alpha$-Holder continuous.

For further results on stochastic functional differential equations, we refer to Mohammed book [71] and Gikhman and Skorohod's book [25].

### 4.5 Stochastic Differential Equations in Abstract Spaces

In this section we summarize some basic results on stochastic evolution equation on infinite dimensional spaces. For the existence of a regular solution to a class of evolution equations with Lipschitz or locally Lipschitz drift and diffusion coefficients, the dissipative systems and the regular dependence of solutions on initial data are given. For the details of proof and discussion, we refer to Da Prato and Zabczyk [13] and [14].

### 4.5.1 Stochastic evolution equations

Consider stochastic differential equations of the form:

$$
\begin{align*}
d X & =(A X+F(X)) d t+B(X) d W(t)  \tag{4.5.160}\\
X(0) & =\xi
\end{align*}
$$

where $\xi$ is a random variable on a given pobability space $(\Omega, \mathcal{F}, P) . W(t), t \geq 0$ is a cylindrical Weiner process on a Hilbert space $U . F$ and $B$ are nonlinear transformations and $A$ the infinitesimal generator of a strongly continuous semigroup $S(t), t \geq 0$.

We assume that $U$ and $H$ are separable Hilbert spaces, $A$ is the infinitesimal generator of a $C_{0}$-semigroup $S(t), t \geq 0$, on $H$ and $B$ is a bounded linear operator from $U$ into $H$. Let $W(t), t \geq 0$, be a cylindrical Wiener process on $U$, given by a formal expansion

$$
W(t)=\sum_{n=1}^{\infty} \beta_{n}(t) e_{n}, t \geq 0
$$

where $e_{n}, n \in N$, is an orthonormal basis on $U . \xi$ is an $H$-valued $\mathcal{F}_{0}$-measurable random variable. Denote by $\|R\|_{H S}$ or $\|R\|_{2}$ the Hilbert-Schmidt norm of the opreator $R \in L(U, H)$. The space of all Hilbert-Schmidt operators from $U$ into $H$ (endowed with the HilbertSchmidt norm) will be denoted by $L_{2}(U, H)$. This is again a separable Hilbert space.

Definition 4.5.1 An $H$-valued $\mathcal{F}_{t^{-}}$-adapted stochastic process $Z(t), t \geq 0$, is said to be $a$ weak solution to the equation

$$
\begin{equation*}
D Z=A Z d t+B d W, Z(0)=\xi \tag{4.5.161}
\end{equation*}
$$

if for arbitrary $h \in D\left(A^{*}\right)$ and all $t \geq 0, P$-a.s.

$$
\begin{equation*}
<h, Z(t)>=<h, \xi>+\int_{0}^{t}<A^{*} h, Z(s)>d s+<B^{*} h, W(t)> \tag{4.5.162}
\end{equation*}
$$

One can show that there exists a solution to (4.5.161) if and only if the operators

$$
Q_{t}=\int_{0}^{t} S(t) B B^{*} S^{*}(r) d r, \quad t \geq 0
$$

are of trace class. In this case the solution is given by the formula

$$
Z(t)=S(t) \xi+\int_{0}^{t} S(t-s) B d W(s), \quad t \geq 0
$$

Example 4.5.2 Let $H=L^{2}(0,1)=U, B=I$,

$$
A=\frac{d^{2}}{d \xi^{2}}, D(A)=H^{2}(0,1) \cap H_{0}^{1}(0,1)
$$

Then the stochastic convolution

$$
Z(t)=W_{A}(t)=\int_{0}^{t} S(t-s) I D W(s), t \geq 0
$$

is a weak solution of the equation

$$
d Z(t)=A Z(t) d t+d W(t)
$$

In order to investigate the existence and uniqueness results on the stochastic evolutioin equations (4.5.160) on a separable Hilbert space H. We need to make some assumptions.

Hypothesis 5.1
(i) $\bar{A}$ is the infinitesimal generator of a strongly continuous semigroup $S(t), t \geq 0$ on $H$.
(ii) $F$ is a mapping from $H$ into $H$ and there exists a constant $c_{0}>0$ such that

$$
|F(x)| \leq c_{\rangle}(1+|x|), \quad x \in H,|F(x)-F(y)| \leq c_{0}|x-y|, \quad x, y \in H
$$

(iii) $B$ is a strongly continuous mapping from $H$ into $L(U ; H)$ such that for any $t>0$ and $x \in H, S(t) B(x)$ belong to $L_{2}(U ; H)$, and there exists a locally square integrable mapping

$$
K:[0,+\infty) \rightarrow[0,+\infty), \quad t \mapsto K(t)
$$

such that

$$
\begin{gathered}
\|S(t) B(x)\|_{H S} \leq K(t)(1+|x|), t>0, x \in H \\
\|S(t) B(x)-S(t) B(y)\|_{H S} \leq K(t)|x-y|, t>0, x, y \in H
\end{gathered}
$$

Definition 4.5.3 An $\mathcal{F}_{t}$-adapted process $X(t), t \geq 0$, is said to be a mild solution of (4.5.160) if it satisfies the folowing integral equation,

$$
\begin{align*}
X(t)= & S(t) \xi+\int_{0}^{t} S(t-s) F(X(s)) d s \\
& +\int_{0}^{t} S(t-s) B(X(s)) d W(s), t \in[0, T] \tag{4.5.163}
\end{align*}
$$

Denote by $\mathcal{H}_{p, T}$ the Banach space of all equivalence classes of predictable $H$-valued processes $Y(t), t \geq 0$, such that

$$
\|Y\|_{p, T}=\sup _{t \in[0, T]}\left(E|Y(t)|^{p}\right)^{1 / p}<+\infty
$$

We have the following theorem.

Theorem 4.5.4 Assume Hypothesis 5.1 and let $p \geq 2$. Then for an arbitrary $\mathcal{F}_{0}$-measurable initial condition $\xi$ such that $E|\xi|^{p}<\infty$ there exists a unique mild solution $X$ of (4.5.160) in $\mathcal{H}_{p, T}$ and there exists a constant $C_{T}$, independent of $\xi$, such that

$$
\sup _{t \in[0, T]} E|X(t)|^{p} \leq C_{T}\left(1+E|\xi|^{p}\right)
$$

Finally, if there exists $\alpha \in(0,1 / 2)$ such that

$$
\int_{0}^{1} s^{-2 \alpha} K^{2}(s) d s>+\infty
$$

where $K$ is the function from Hypothesis 5.1-(iii), then the solution $X(\cdot)$ (Denoted by $X(\cdot, \xi)$ ) is continuous $P$-a.s.

If we assume that the coefficients $F$ and $B$ of equation (4.5.160) are smooth then the solution to the equation are also smooth in a proper sense. We have the following result.

Theorem 4.5.5 Assume that the mappings $A, F$ and $B$ satisfy Hypothesis 5.1.
(i) If $F$ and $B$ have first Frechet derivatives bounded and continuous, then the solution $X(\cdot, x)$ to problem (4.5.160) is continuously differentiable in $x$ as a mapping from $H$ into $\mathcal{H}_{2, T}$. Moreover, for any $h \in H$, the process $\zeta^{h}(t)=X_{x}(t, x) h, t \in[0, T]$, is a mild solution of the following equation,

$$
\begin{align*}
d \zeta^{h} & =\left(A \zeta^{h}+F_{x}(X) \cdot \zeta^{h}\right) d t+B_{x}(X) \cdot \zeta^{h} d W(t)  \tag{4.5.164}\\
\zeta^{h}(0) & =h \tag{4.5.165}
\end{align*}
$$

In additioin there exists a constant $C_{1, T}$, independent of $h$, such that

$$
\sup _{t \in[0, T]} E\left|X_{x}(t, x) h\right|^{2} \leq C_{1, T}|h|^{2}
$$

(ii) Assume in addition that $F$ and $B$ have bounded and continuous Frechet derivatives and that for any $t>0, x, y, z \in H, S(t) B_{x x}(x)(y, z)$ belongs to $L_{2}(U ; H)$ and there exists a locally square integrable mapping

$$
K_{1}:[0,+\infty) \rightarrow[0,+\infty), t \mapsto K_{1}(t),
$$

such that

$$
\left\|S(t) B_{x x}(x)(y, z) u\right\|_{H S} \leq K_{1}(t)|y\|z\| u|, \forall x, y, z \in H, u \in U
$$

Then the solution $X(\cdot, x)$ to problem (4.5.160) is twice continuously differentiable, and for any $h, g \in H$, the process $\eta^{h, g}(t)=X_{x x}(t, x)(h, g), t \in[0, T]$, is a mild solution of the following equation,

$$
\begin{align*}
d \eta^{h, g}= & \left(A \eta^{h, g}+F_{x}(X) \cdot \eta^{h, g}\right) d t+B_{x}(X) \cdot \eta^{h, g} d W(t) \\
& \left.+F_{x x}(X) \cdot\left(\zeta^{h}, \zeta^{g}\right)\right) d t+B_{x x}(X) \cdot\left(\zeta^{h}, \zeta^{g}\right) d W(t),  \tag{4.5.166}\\
\eta^{h, g}(0)= & 0
\end{align*}
$$

Corollary 4.5.6 Assume that all conditions in Theorem 4.5.5 are satisfied, then for any $x \in H, X(t, x), t \geq 0$, is a Markov process. The corresponding transition semigroup $P_{t}, t \geq 0$ is defined by

$$
P_{t} \phi(x)=E[\phi(X(t, x))], x \in H, \phi \in B_{b}(H) .
$$

From above theorem we can also get an important result about the Kolmogorov backward equation associated to (4.5.160) with $\xi=x$ :

$$
\begin{align*}
\frac{\partial}{\partial t} v(t, x)= & \frac{1}{2} \operatorname{Tr}\left[B^{*}(x) v_{x x}(t, x) B(x)\right] \\
& +<A x+F(x), v_{x}(t, x)>, t>0, x \in D(A)  \tag{4.5.167}\\
v(0, x)= & \phi(x) ; x \in H
\end{align*}
$$

Definition 4.5.7 A strict solution of problem (4.5.167) is a continuous function $v:[0,+\infty) \times$ $H \rightarrow R$ having continuous first and second partial derivatives with respect to $x$, such that $v(\cdot, x)$ is continuously differentiable in $t$ for all $x \in D(A)$, and fulfilling equation (4.5.167) for all $x \in D(A)$ and $t \geq 0$.

We need the following stronger conditions (than Hypothesis 5.1):
Hypothesis 5.2 (i) Hypothesis 5.1 -(i)-(ii) holds.
(ii) $B$ is a mapping from $H$ into $L_{2}(U ; H)$, and there exists a constant $c_{1}>0$ such that

$$
\|B(x)\|_{H S} \leq c_{1}(1+|x|), x \in H
$$

and

$$
\|B(x)-B(y)\|_{H S} \leq c_{1}|x-y|, x, y \in H
$$

Theorem 4.5.8 Assume that the mappings $F$ and $B$ satisfy Hypothesis 5.2. If in addition the first and the second derivatives of $F$ and $B$ are bounded and continuous and $\phi \in C_{b}^{2}(H)$ then equation (4.5.167) has a unique strict solution $v$ and it is given by the formula

$$
v(t, x)=E(\phi(X(t, x)))=P_{t} \phi(x), t \geq 0, x \in H
$$

### 4.5.2 Dissipative stochastic systems

In this section we present some methods which imply existence and uniqueness of stochastic equations in Hilbert spaces and Banach spaces.

First let us recall some properties of the subdifferential of the norm on a Banach space $E$. The subdifferential $\partial\|x\|$ of $\|\cdot\|$ at $x$ is defined as follows,

$$
\partial\|x\|=\left\{x^{*} \in E^{*}:\|x+y\|-\|x\| \geq<y, x^{*}>, \forall y \in E\right\}
$$

where $E^{*}$ is the dual of $E$. One can show that the set $\partial\|x\|$ is convex, closed, nonempty and given by

$$
\partial\|x\|= \begin{cases}\left\{x^{*} \in E^{*}:<x, x^{*}>=\|x\|,\left\|x^{*}\right\|=1\right\} & , \quad \text { if } x \neq 0 \\ \left\{x^{*} \in E^{*}:\left\|x^{*}\right\| \leq 1\right\} & , \quad \text { if } x=0\end{cases}
$$

A mapping $f: D(f) \subset E \rightarrow E$ is said to be dissipative if and only if for any $x, y \in D(f)$ there exists $z^{*} \in \partial\|x-y\|$ such that

$$
<f(x)-f(y), z^{*}>\leq 0
$$

A dissipative mapping $f$ is called $m$-dissipative if the range of $\lambda I-f$ is the whole space $E$ for some $\lambda>0$ (and then for any $\lambda>0$ ).

Now we can discuss the following problem

$$
\begin{align*}
d X & =(A X+F(X)) d t+B d W(t)  \tag{4.5.168}\\
X(0) & =x
\end{align*}
$$

where $A, F$ satisfy some dissipativity assumptions on appropriate spaces and $B$ is a bounded operator. Let $H$ be a Hilbert space and let $K$ be a reflexive Banach space included in $H$. We assume that $K$ is a dense Borel subset of $H$ and such that the embedding of $K$ in $H$ is continuous. We need the following conditions on $A$ and $F$.

Hypothesis 5.3 (i) There exists $\eta \in R$ such that the operator $A-\eta$ and $F-\eta$ are $m$-dissipative on $H$.
(ii) The parts on $K$ of $A-\eta$ and $F-\eta$ are $m$-dissipative on $K$.
(iii) $D(F) \supset K$ and $F$ maps bounded sets in $K$ into bounded sets of $H$.

Denote by $A_{K}$ and $F_{K}$ the parts of $A$ and $F$ respectively, that is

$$
D\left(A_{K}\right)=\left\{x \in D(A) \cap K: A_{K} x \in K\right\}, A_{K} x=A x, x \in D\left(A_{K}\right)
$$

and

$$
D\left(F_{K}\right)=\left\{x \in D(F) \cap K: F_{K} x \in K\right\}, F_{K}(x)=F(x), x \in D\left(F_{K}\right)
$$

$S(t), t \geq 0$, is the semigroup generated by $A$ in $H$.
Hypothesis 5.4 The process $W_{A}(t), t \geq 0$, is continuous on $H$, takes values in the domain $D\left(\overline{F_{K}}\right)$ of the part of $F$ in $K$, and for any $T>0$ we have

$$
\sup _{t \in[0, T]}\left(\left\|W_{A}(t)\right\|_{K}+\left\|F\left(W_{A}(t)\right)\right\|_{K}\right)<+\infty, P-a . s
$$

Where

$$
W_{A}(t)=\int_{0}^{t} S(t-s) B d W(s), t \geq 0
$$

is the solution to the linear equation

$$
d Z=A Z d t+B d W(t), Z(0)=0
$$

Definition 4.5.9 An $H$-continuous, adapted process $X(t), t \geq 0$, is said to be a mild solution to (4.5.168) if it satisfies $P$-a.s. the integral equation

$$
X(t)=S(t) x+\int_{0}^{t} S(t-s) F(X(s)) d s+W_{A}(t), t \geq 0
$$

If, for an $H$-valued process $X$, there exists a sequence $\left\{X_{n}\right\}$ of mild solutions of (4.5.168) such that $P$-a.s., $X_{n}(\cdot) \rightarrow X(\cdot)$ uniformly on any interval $[0, T]$, then $X$ is said to be a generalized solution to (4.5.168).

Theorem 4.5.10 Assume that Hypothesis 5.3 and 5.4 are fulfilled. Then for arbitrary $x \in K$ there exists a unique mild solution of (4.5.168) and for arbitrary $x \in H$ there exists a unique generalized solution of (4.5.168).

Remark The generalized solutions $X(t, x), t \in[0, T], x \in H$, of (4.5.168) are all Markov processes in $H$ with a Feller transition semigroup $P_{t}, t \geq 0$, given by

$$
P_{t} \phi(x)=E[\phi(X(t, x))], x \in H, \phi \in B_{b}(H),
$$

where $B_{b}(H)$ is the set of all bounded Borel functions on $H$.

Next we consider the problem

$$
\begin{align*}
d X & =(A X+F(X)) d t+d W(t)  \tag{4.5.169}\\
X(0) & =x \in E
\end{align*}
$$

on a Banach space $E \subset H$. We assume
Hypothesis 5.5 (i) $A: D(A) \subset E \rightarrow E$ generates a semigroup $S(t), t \geq 0$, on $E$ that is strongly continous in $(0,+\infty)$.
(ii) There exists $\omega \in R$ such that

$$
\|S(t)\| \leq e^{\omega t}, t \geq 0
$$

(iii) $F: E \rightarrow E$ is continuous.
(iv) There exists $\eta \in R$ such that $A+F-\eta$ is dissipative.
(v) $W(\cdot)$ is a cylindrical Wiener process on $H$ such that the stochastic convolution $W_{A}(t), t \geq 0$, belongs to $C([0, T] ; E)$ for arbitrary $T>0$.

If we define the mild solution of $(4.5 .169) X \in C([0, T] ; E)$ by

$$
X(t)=S(t) x+\int_{0}^{t} S(t-s) F(X(s)) d s+W_{A}(t)
$$

We have the following theorem.
Theorem 4.5.11 Assume that Hypothesis 5.5 holds. Then for any $x \in E$ problem (4.5.169) has a unique solution.

### 4.6 Anticipating Stochastic Differential Equation

Stochastic calculus have been developed to allow non-adapted, or anticipating integrands, which makes it possible to study various classes of equations where the coefficients and solutions are nonadapted processes. The simplest such equation is the following

$$
X_{t}=X_{0}+\int_{0}^{t} f\left(X_{s}\right) d s+\int_{0}^{t} g\left(x_{s}\right) d B_{s}
$$

where the given initial condition $X_{0}$ at time zero is not independent of the driving Brownian motion process $\left\{B_{t}\right\}$. The second type of equation of interest is a stochastic equation with a "boundary condition" of the type $h\left(X_{0}, X_{1}\right)=\bar{h}$, instead of an initial condition at time zero. The third type of stochastic differential equation with anticipating coefficients is given by a stochastic Voltrrra equation where the coefficents anticipate the driving Brownian motion process. In this section, we will view some basic results on stochastic differential equations with anticipating initial condition and coefficients. For more details and the "boundary condition" problem please refer to Huang [33], [73] and [77].

### 4.6.1 Volterra equations with anticipating kernel

Let $\Omega=C\left(R_{+} ; R^{k}\right)$, equipped with the topology of uniform convergence on compact subsets of $R_{+}, \mathcal{F}$ be the Borel $\sigma$-field over $\Omega, P$ is standard Wiener measure,

$$
W_{t}(\omega)=\left(W_{t}^{1}(\omega), \cdots, W_{t}^{K}(\omega)\right)^{\prime}=\omega(t)
$$

If $h \in L^{2}\left(R_{+}\right)$, we denote by $\delta_{j}(h)$ the Wiener integral:

$$
\delta_{i}(h)=\int_{0}^{\infty} h(t) d W_{t}^{i}
$$

Let $\mathcal{S}$ denote the dense subset of $L^{2}(\Omega, \mathcal{F}, P)$ consisting of those random variables $F$ which take the form

$$
\begin{equation*}
F=f\left(\delta_{i_{1}}\left(h_{1}\right), \cdots, \delta_{i_{n}}\left(h_{n}\right)\right) \tag{4.6.170}
\end{equation*}
$$

where $n \in \mathbf{N}, f \in C_{b}^{\infty}\left(R^{n}\right), h_{1}, \cdots, h_{n} \in L^{2}\left(R_{+}\right), i_{1}, \cdots, i_{n} \in\{1, \cdots, k\}$. If $F$ has the form (4.6.170), we define its derivative in the direction $i$ as the process $\left\{D_{t}^{i} F, t \geq 0\right\}$ defined by

$$
D_{t}^{i} F=\sum_{\left\{l: i_{l}=i\right\}} \frac{\partial f}{\partial x_{l}}\left(\delta_{i_{1}}\left(h_{1}\right), \cdots, \delta_{i_{n}}\left(h_{n}\right)\right) h_{l}(t)
$$

More generally, we define the $p$ th order derivative of $F$

$$
D_{t_{1} \cdots t_{p}}^{i_{1} \cdots i_{p}} F=D_{t_{p}}^{i_{p}} \cdots D_{t_{1}}^{i_{1}} F
$$

$D F$ will stand for the $k$-dimensional process

$$
\left\{D_{t} F=\left(D_{t}^{1} F, \cdots, D_{t}^{k} F\right)^{\prime}<t \geq 0\right\}
$$

We know that for $i=1, \cdots, k, D^{i}$ is an unbounded closable operator from $L^{2}(\Omega)$ into $L^{2}\left(\Omega \times R_{+}\right)$. We identify $D^{i}$ with its closed extension, and denote by $\mathcal{D}_{i}^{1,2}$ its domain. $D^{i}$ is a local operator in the sense that if $F \in \mathcal{D}_{i}^{1,2}$, then $D_{t}^{i} F=0, d P \times d t a . e$. on $\{F=0\} \times R_{+}$.
$\mathcal{D}^{1,2}=\cap_{i=1}^{k} \mathcal{D}_{i}^{1,2}$ is the domain of the closed unbounded operator $D$ from $L^{2}(\Omega)$ into $L^{2}\left(\Omega \times R_{+} ; R^{k}\right)$. More generally the spaces $\mathcal{D}_{i}^{1, p}$ and $\mathcal{D}^{1, p}=\cap_{i=1}^{k} \mathcal{D}_{i}^{1, p}$ for $p \geq 2 . \mathcal{D}_{i}^{1, p}$ is the closure of $\mathcal{S}$ with respect to the norm:

$$
\|F\|_{i, 1, p}=\|F\|_{p}+\| \| D^{i} F\left\|_{L^{2}\left(R_{+}\right)}\right\|_{p}
$$

where $\|\cdot\|_{p}$ denotes the norm in $L^{p}(\Omega)$.
Furthermore let $\mathcal{D}_{j}^{2, p}$ and $\mathcal{D}^{2, p}$ are the closures of $\mathcal{S}$ with respect to respectively the norms:

$$
\|F\|_{j, 2, p}=\|F\|_{p}+\| \|\left\|D^{j} D^{j} F\right\|_{L^{2}\left(R_{+}^{2}\right)} \|_{p}
$$

and

$$
\|F\|_{2, p}=\|F\|_{p}+\left\|\sum_{i, j=1}^{k}\right\| D^{i} D^{j} F\left\|_{L^{2}\left(R_{+}^{2}\right)}\right\|_{p}
$$

Define

$$
\mathcal{L}_{j}^{l, p}=L^{p}\left(R_{+}, d t ; \mathcal{D}_{j}^{l, p}\right), j=1, \cdots, k ; l=1 \text { or } 2
$$

and

$$
\mathcal{L}^{l, p}=L^{p}\left(R_{+}, d t ; \mathcal{D}^{l, p}\right), l=1 \text { or } 2
$$

$\mathcal{L}_{i, C}^{1, p}$ will denote the set of those elements $u$ of $\mathcal{L}_{i}^{1, p}$ which satisfy
(i) For any $T>0$, the set of functions $\left\{s \rightarrow D_{t}^{i} u_{s} ; s \in[0, T]-\{t\}\right\}_{t \in[0, T]}$ is equicontinuous with values in $L^{p}(\Omega)$.
(ii) ess $\sup _{(s, t) \in[0, T]^{2}} E\left(\left|D_{s}^{i} u_{t}\right|^{p}\right)<\infty, \forall T>0$.

Moreover, $\mathcal{L}_{C}^{1, p}=\cap_{i=1}^{k} \mathcal{L}_{i, C}^{1, p}$ and $\mathcal{L}_{C}^{2, p}=\mathcal{L}_{C}^{1, p} \cap \mathcal{L}^{2, p}$. If $u \in \mathcal{L}_{i, C}^{1, p}$, we define

$$
\begin{gathered}
\left(D_{+}^{i} u\right)_{t}=L^{p}(\Omega)-\lim _{\epsilon \downarrow 0} D_{t} u_{t+\epsilon} \\
\left(D_{-}^{i} u\right)_{t}=L^{p}(\Omega)-\lim _{\epsilon \downarrow 0} D_{t} u_{t-\epsilon} \\
\left(\nabla^{i} u\right)_{t}=\left(D_{+}^{i} u\right)_{t}+\left(D_{+}^{i} u\right)_{t}
\end{gathered}
$$

$(\nabla u)_{t}$ will denote the $k$-dimensional vector $\left(\left(\nabla^{1} u\right)_{t}, \cdots,\left(\nabla^{k} u\right)_{t}\right)^{T}$.
Denote by $\mathcal{D}_{l o c}^{1, p}$ the set of all random variables $F$ which are such that there exists a sequence $\left\{\left(\Omega_{n}, F_{n}\right), n \in \mathbf{N}\right\} \subset \mathcal{F} \times \mathcal{D}^{1, p}$ with the following two properties $\Omega_{n} \uparrow \Omega$ a.s., as $n \rightarrow \infty$ and for each $n, F=F_{n}$ a.s. on $\Omega_{n}$. We then say that the sequence $\left\{F_{n}\right\}$ localizes $F$ in $\mathcal{D}^{1, p}$, and $D_{t} F$ is defined without ambiguity by

$$
D_{t} F=D_{t} F_{n} \text { on } \Omega_{n} \times R^{+}, \quad n \in \mathbf{N}
$$

$\mathcal{D}_{i, l_{o c}}^{1, p}$ is defined analogously. We define $\mathcal{L}_{\text {loc }}^{1, p}$ as the set of measurable processes $u$ which are such that for any $T>0$, there exists a sequence $\left\{\left(\Omega_{n}^{T}, u_{n}^{T}\right) ; n \in \mathbf{N}\right\} \subset \mathcal{F} \times \mathcal{L}^{1, p}$ such that $\Omega_{n}^{T} \uparrow \Omega$ a.s. and $u=u_{n}^{T} d P \times d t$ a.e. on $\Omega_{n}^{T} \times[o, T], n \in \mathbf{N}$. In that case, $\left\{u_{n}^{T}, n \in \mathbf{N}\right\}$ will be said to localize $u$ in $\mathcal{L}^{1, p}$ on the time interval $[0, T] . \mathcal{L}_{i, l o c}^{1, p}, \mathcal{L}_{C, l o c}^{1, p}$ and $\mathcal{L}_{i, C, l o c}^{1, p}$ are defined similarly.

Denote by $\mathcal{L}^{1, l o c}$ the set of all measurable processes $u$ such that for any $T>0$ there exists a sequence $\left\{\beta_{n}^{T}, n \in \mathbf{N}\right\} \subset \cap_{p \geq 2} \mathcal{D}^{1, p}$ satisfying
(i) $\left\{\beta_{n}^{T}=1\right\} \uparrow \Omega$ a.s.,
(ii) $\gamma_{T} \beta_{n}^{T} u \in \cap_{p \geq 2} \mathcal{L}^{1, p}$ for every $n$,
(iii) $\beta_{n}^{T} D . u . \in \cap_{p \geq 2} L^{p}\left(\Omega ; L^{2}\left([0, T]^{2}\right)\right)$ for every $n$,
where $\gamma_{T}(t)=1_{[0, T]}(t)$.
$\mathcal{L}_{C}^{1, l o c}$ is defined similarly with $\cap_{p \geq 2} \mathcal{L}^{1, p}$ in (ii) replaced by $\cap_{p \geq 2} \mathcal{L}_{C}^{1, p}$. The set of sequences $\left\{\beta_{n}^{T}\right\}_{T}$ will be called localizer. Note that

$$
\mathcal{L}^{1, l o c} \subset \mathcal{L}_{l o c}^{1, p} \text { and } \mathcal{L}_{C}^{1, l o c} \subset \mathcal{L}_{C, l o c}^{1, p}, \forall p \geq 2
$$

Consider the stochastic differential equation in $R^{d}$

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} F\left(t, s, X_{s}\right) d s+\sum_{i=1}^{k} \int_{0}^{t} G_{i}\left(t, s, X_{s}\right) d W_{s}^{i} \tag{4.6.171}
\end{equation*}
$$

where the coefficients $F, G_{1}, \cdots, G_{k}$ are random functions of $(t, s, x)$. and are $\mathcal{F}_{t}$ measurable for each $t$. Unfortunately, we cannot treat such a situation in general. Rather, we shall assume that $G_{i}$ is of the form

$$
G_{i}(t, s, x)=G_{i}\left(H_{t}, t, s, x\right)
$$

where $G_{i}(h, t, s, x)$ is $\mathcal{F}_{s}$ measurable, and $\left\{H_{t}\right\}$ is $\mathcal{F}_{t}$-progressively measurable. For the sake of simplify the notation, we shall assume from now on that $F$ and $G_{i}$ do not depend on $(t, x, \omega)$, and we consider the Volterra equation of the type

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} F\left(X_{s}\right) d s+\sum_{i=1}^{k} \int_{0}^{t} G_{i}\left(H_{t}, X_{s}\right) d W_{s}^{i} \tag{4.6.172}
\end{equation*}
$$

where $X_{t}$ takes values in $R^{d}$, and $\left\{H_{t}\right\}$ is a given $p$-dimensional progressively measurable process. We shall assume that $G_{i} \in C^{1.0}, 1 \leq i \leq k$, and first postulate the following set of hypotheses.

There exists $q>p$, bounded set $B \subset R^{p}$ and $K>0$ s.t.

$$
\begin{aligned}
& X_{0} \in L^{q}\left(\Omega, \mathcal{F}_{0}, P ; R^{d}\right) \\
& H_{t} \in B a . s ., \forall t \geq 0 \\
& H \in\left(\mathcal{L}^{1,2}\right)^{p} ;\left|D_{s} H_{t}\right| \leq K a . s ., 0 \leq s \leq t \\
& F(x)+\sum_{i=1}^{k}|G-i(h, x)|+\sum_{i=1}^{k}\left|\frac{\partial G_{i}}{\partial h}(h, x)\right| \leq K(1+|x|) \\
& |F(x)-F(y)|+\sum_{i=1}^{k}\left|G_{i}(h, x)-G_{i}(h, y)\right| \\
& +\sum_{i=1}^{k}\left|\frac{\partial G_{i}}{\partial h}(h, x)-\frac{\partial G_{i}}{\partial h}(h, y)\right| l e q K|x-y|
\end{aligned}
$$

for $0 \leq s \leq t, h \in B, x, y \in R^{d}$. We have the following theorem.
Theorem 4.6.1 Under the above conditions, there exists a unique element of $\cap_{t>0} L_{p r o g}^{q}(\Omega \times$ $(0, t))$ which solves equation (4.6.172).

Further if we assume that
(i) $X_{0}$ is $\mathcal{F}_{0}$ measurable;
(ii) $H \in\left(\mathcal{L}_{\text {loc }}^{1,2}\right)^{p}$, is progressively measurable and can be localized in $\left(\mathcal{L}^{1,2}\right)^{p}$ by progressively measurable processes;
(iii) $\left|H_{t}\right|+\sum_{i=1}^{k}\left|D_{s}^{i} H_{t}\right| \leq U_{t} a . s ., 0 \leq s \leq t$ where $U_{t}$ is increasing.
(iv) Same growth and Lipschitz conditions as above on $F, G_{i}$, and $\frac{\partial G_{i}}{\partial h}$, but with $K$ replaced by increasing processes $\left\{V_{t}^{N}, t \geq 0\right\}$, the inequality with $V_{t}^{N}$ being satisfied $\forall h \in R^{p}$ with $|h| \leq N$.

Then equation (4.6.172) has a unique solution which is progressively measurable and belonging a.s. to $\cap_{t>0} L^{q}(0, t)$.

Moreover if,
(v) $t \rightarrow D_{s}^{i} H_{t}$ is a.s. continuous on $[s,+\infty)$;
(vi) $h \rightarrow \frac{\partial G_{i}}{\partial h}(h, x)$ is continuous, $\forall x$; then the solution $\left\{X_{t}\right\}$ of equation (4.6.172) is a.s. continuous.

Finally, if $H_{t}$ is a semi-martingale with appropriate properties, and $h \rightarrow G_{i}(h, x)$ is of class $C^{2}, \forall x$, the second derivative being Lipschitz in $h$, then the solution $\left\{X_{t}\right\}$ is a semi-martingale.

### 4.6.2 SDEs with anticipating drift and initial condition

We consider the stochastic differential equation

$$
\begin{equation*}
X_{t}=X_{0}+\int_{0}^{t} b\left(X_{s}\right) d s+\sum_{i=1}^{k} \int_{0}^{t} \sigma^{i}\left(X_{s}\right) \circ d W_{s}^{i} \tag{4.6.173}
\end{equation*}
$$

where
(i) $X_{0} \in \cap_{p \geq 2} \mathcal{D}_{l o c}^{1, p}$, with $1_{\left\{\left|X_{0}^{i}\right| \leq n\right\}} \sup _{s \leq T}\left|D_{s} X_{0}^{i}\right| \in \cap_{p \geq 2} L^{p}(\Omega), \forall T>0, n \in \mathbf{N}$ and $1 \leq i \leq d$.
(ii) $b: \Omega \times R^{d} \rightarrow R^{d}$ is a measurable mapping s.t. $b \in C^{2}\left(R^{d} ; R^{d}\right) ; b, b_{x_{1}}^{\prime}, \cdots, b_{x_{d}} \in$ $\mathcal{L}^{1,2}\left(L^{2}\left(R^{d} ; \mu\right)^{d}\right)$ where $\mu=N(0, I)$, and $D_{t} b, D_{t} b_{x_{1}}^{\prime}, \cdots, D_{t} b_{x_{d}}^{\prime} \in C\left(R^{d} ; R^{d}\right),(t, \omega)$ a.e. and moreover

$$
\forall \epsilon>0, \exists C_{\epsilon} \text { s.t. }|b(x)| \leq C_{\epsilon}\left(1+|x|^{1-\epsilon}\right)
$$

and $\exists p, C_{p, T}$ such that

$$
\left|D_{t} b(x)\right|+\left|b_{x}^{\prime}(x)\right|+\left|b_{x x}^{\prime \prime}(x)\right|+D_{t} b_{x}^{\prime}(x) \mid \leq C_{p, T}\left(1+|x|^{p}, \forall t \in[0, T], x \in R^{d}\right.
$$

(iii) $\sigma^{i} \in C^{\infty}\left(R^{d}, R^{d}\right) ; 1 \leq i \leq k$, all its derivatives are bounded, as well as those of

$$
m(x)=\frac{1}{2} \sum_{i=1}^{k} \frac{\partial \sigma^{i}}{\partial x}(x) \sigma^{i}(x)
$$

we associate to (4.6.173) with the equation

$$
\begin{equation*}
\frac{d Y_{t}}{d t}=\left(\phi_{t}^{*-1} b\right)\left(Y_{t}\right) ; Y_{0}=X_{0} \tag{4.6.174}
\end{equation*}
$$

where $\phi_{t}^{*-1} b(x)=\left[\frac{\partial \phi_{t}}{\partial x}(x)\right]^{-1} b\left(\phi_{t}(x)\right)$ and $\left\{\phi_{t}(x) ; t \geq 0\right\}$ is the flow associated to equation (4.6.173) with $b \equiv 0$, i.e.:

$$
\begin{aligned}
\phi_{t}(x) & =x+\sum_{i=1}^{k} \int_{0}^{t} \sigma^{i}\left(\phi_{s}(x)\right) \circ d W_{s}^{i} \\
& =x+\int_{0}^{t} m\left(\phi_{s}(x)\right) d s+\sum_{i=1}^{k} \int_{0}^{t} \sigma^{i}\left(\phi_{s}(x)\right) d W_{s}^{i}
\end{aligned}
$$

then we have the follwoing theorem.
Theorem 4.6.2 Under the above assumptions, equation (4.6.174) possesses a unique non exploding solution $\left\{Y_{t}, t \geq 0\right\}$. If $X_{t}=\phi_{t}\left(Y_{t}\right), t \geq 0$, then $X$ is the unique a.s. continuous element of $\mathcal{L}_{C}^{1, p}$ which solves (4.6.173).
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## Chapter 5

# Numerical Analysis of Stochastic Differential Equations Without Tears 

H. SCHURZ ${ }^{1}$<br>School of Mathematics<br>Institute of Technology<br>University of Minnesota<br>127 Vincent Hall<br>Minneapolis, Minnesota, MN 55455

### 5.1 Introduction

Noise plays a significant role in many physical situations, in particular when the corresponding dynamical system (differential or difference equations) undergoes bifurcations (i.e. changes in its qualitative behavior). How the noise occurring in the observed dynamics should best be modeled remains a challenging problem. However, by mathematical tools like rescaling and limit theorems, we know that the Gaussian white noise case plays a central role. It is desirable to study the qualitative behavior of the arising systems of stochastic differential equations (SDEs) as approximations of real natural phenomena. Unfortunately, most of their explicit solutions are not known. Thus, one has to resort to numerical methods. The challenge consists of constructing sequences of approximations by difference equations which replicate the qualitative behavior of the original dynamics of stochastic differential equations. This is where modern numerical analysis starts and where the topic of our survey is placed.

The survey is organized as follows. Section 2 describes the main setting for ordinary stochastic differential equations. Thereafter, in Section 3 we develop the idea of Taylor expansions of their solutions. By truncation of these expansions one systematically arrives at schemes for numerical methods. We present a comprehensive toolbox of numerical schemes by Section 4. In Section 5 the basic concepts of the following presentation are combined by the main principle of numerical analysis: namely consistency (i.e. local approximation), stability (control on global growth behavior of solution), contractivity (control on global error propagation) under geometric invariances (like positivity or $\mathbb{D}$-invariance). How these

[^0]four requirements imply global convergence is shown there. The importance of that principle is manifested by the following sections. Section 6 summarizes the most general convergence results which form, together with the stochastic Taylor expansions, the backbone of any theoretical convergence analysis. We will exhibit $p$ th mean, strong $p$ th mean, double $L^{p}$ and weak convergence concepts for numerical approximations. In the Sections 7 and 8 we exhibit the issues of numerical stability, stationarity, boundedness and contractivity. The family of stochastic Theta methods is examined in this respect in a fairly thorough presentation. Section 9 discusses some problems related to implementation, simulation, variable step size algorithms, random number generation and illustrative examples. Finally, Section 10 concludes this survey by some final comments, further developments and outlook.

All in all, the results are presented in a general, but not the most general, form. As it is natural for surveys, we shall concentrate on the main ideas rather than on all details, all facets or all cross relations.

### 5.2 The Standard Setting For (O)SDEs

Assume that the physical process is described by an ordinary stochastic differential system ((O)SDE) with Gaussian white noise, integrated in the sense of Itô (without loss of generality) on a given, fixed, deterministic time-interval $[0, T]$. A system of such stochastic differential equations (SDEs) can be written in terms of differentials as

$$
\begin{equation*}
d X_{t}=a\left(t, X_{t}\right) d t+\sum_{j=1}^{m} b^{j}\left(t, X_{t}\right) d W_{t}^{j} \tag{5.2.1}
\end{equation*}
$$

where $a, b^{j}:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}^{d}$ are the drift and diffusion parts, and $\left\{W_{t}^{j}: 0 \leq t \leq\right.$ $T\}$ represent $m$ mutually independent Wiener processes on the complete probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$. To ensure the meaningfulness of systems (5.2.1), throughout the survey we impose the uniform Lipschitz-continuity of coefficients $a, b^{j}$, i.e.

$$
(U L C) \quad \exists K_{L} \in \mathbb{R} \forall x, y \in \mathbb{R}^{d} \forall t \in[0, T] \quad\|f(t, x)-f(t, y)\| \leq K_{L}\|x-y\|
$$

and the linear-polynomial boundedness on $a, b^{j}$, i.e. we have

$$
(U B C) \quad \forall x \in \mathbb{R}^{d} \forall t \in[0, T] \quad\|f(t, x)\| \leq K_{B}(1+\|x\|)
$$

where function $f:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}^{d}$ is either $a$ or $b^{j}$, and $K_{L}, K_{B}$ are appropriate real constants. These requirements together with

$$
(I M C) \quad \mathbb{E}\left\|X_{0}\right\|^{p}<+\infty
$$

(for a suitable $p \in \mathbb{R}, p \geq 1$ ), where $\|\cdot\|$ denotes the Euclidean vector norm in $\mathbb{R}^{d}$, guarantee the existence and uniqueness of (strong) solutions of system (5.2.1) with finite and uniformly bounded absolute moments $\mathbb{E}\left\|X_{t}\right\|^{p}$ for all admissible times $t$. In fact, one may relax the conditions for existence and uniqueness of solutions to (5.2.1) to (uniform) one sided Lipschitz continuity of the coefficient system ( $a, b^{j}$ ), i.e.

$$
(O L C)
$$

$$
\exists K_{O L} \in \mathbb{R} \forall x, y \in \mathbb{R}^{d} \forall t \in[0, T]
$$

$$
<a(t, x)-a(t, y), x-y>_{d}+\frac{p-1}{2} \sum_{j=1}^{m}\left\|b^{j}(t, x)-b^{j}(t, y)\right\|^{2} \leq K_{O L}\|x-y\|^{2}
$$

and to (uniform) one sided linear-polynomial boundedness of coefficient system ( $a, b^{j}$ ), i.e. we have

$$
\begin{gathered}
(O B C) \quad \exists K_{O B}, K_{O B}^{I}, K_{O B}^{H} \in \mathbb{R} \forall x \in \mathbb{R}^{d} \forall t \in[0, T] \\
<a(t, x), x>_{d}+\frac{p-1}{2} \sum_{j=1}^{m}\left\|b^{j}(t, x)\right\|^{2} \leq K_{O B}^{I}+K_{O B}^{H}\|x\|^{2} \leq K_{O B}\left(1+\|x\|^{2}\right)
\end{gathered}
$$

where $\langle x, y\rangle_{d}=\sum_{i=1}^{d} x_{i} y_{i}$ is identified with the $d$-dimensional Euclidean scalar product of $\mathbb{R}^{d}$, and $K_{O L}, K_{O B}, K_{O B}^{I}, K_{O B}^{H}$ are appropriate real constants throughout this survey. For sake of simplicity of this work, we shall carry out our studies here only for the case of non-time-dependent constants $K$ in the conditions above. However, one may generalize all the presented ideas to the case $K=K(t)$ where $K(t)$ is Lebesgue-integrable (i.e. where $K \in L^{1}([0, T], \mathcal{B}([0, T]), \mu)$ with $\sigma$-algebra $\mathcal{B}([0, T])$ of Borel-measurable subsets of $[0, T]$ and Lebesgue-measure $\mu)$.

Throughout our survey let $X_{s, x}(t)$ denote the solution of system (5.2.1), started at value $x \in \mathbb{R}^{d}$ at time $s$ with $0 \leq s \leq t \leq T$. (Therefore one may identify $X_{0, x}(t)=X_{s, X(s)}(t)$ for all $0 \leq s \leq t \leq T$.). Moreover, any stochastic process $X, Y$ occurring here will be considered and viewed in that form $Y(t)=Y_{s, Y(s)}(t)$ to indicate the functional dependence which will be exploited at several places.

The following lemma performs an important part of the "analytical backbone" for the course of numerical analysis of (O)SDEs, stating under which main conditions and properties of exact solutions of (O)SDEs (5.2.1) all numerical analysis is carried out here.

Lemma 5.2.1 (Schurz (1996)): Assume $p \geq 2$ and $K_{O B}^{I}, K_{O B} \geq 0$. Let $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfy (5.2.1) on $[0, T]$ with $\mathbb{E}\left\|X_{0}\right\|^{p}<+\infty$.
If $(O L C)$ is valid, then for all $\mathcal{F}_{s}$-measurable $X(s), Y(s) \in \mathbb{R}^{d}$ with the property $\mathbb{E}\|X(s)\|^{p}<$ $+\infty, \mathbb{I}\|X(s)-Y(s)\|^{p}<+\infty$ we have

$$
\begin{equation*}
I E\left\|X_{s, X(s)}(t)-X_{s, Y(s)}(t)\right\|^{p} \leq \mathbb{E}\|X(s)-Y(s)\|^{p} \exp \left(p K_{O L}(t-s)\right) \tag{5.2.2}
\end{equation*}
$$

where $x, y$ are independent of all $\mathcal{F}_{T}^{j}$, for all $0 \leq s \leq t \leq T$.
If $(O B C)$ is satisfied then $\forall x \in \mathbb{R}^{d}$

$$
\begin{gather*}
\mathbb{E}\left\|X_{s, X(s)}(t)\right\|^{p}  \tag{5.2.3}\\
\leq\left[I E\|X(s)\|^{p}+2 K_{O B}^{I} \frac{1-\exp \left(-\left[(p-2) K_{O B}^{I}+p K_{O B}^{H}\right](t-s)\right)}{(p-2) K_{O B}^{I}+p K_{O B}^{H}}\right] \\
\cdot \exp \left(\left[(p-2) K_{O B}^{I}+p K_{O B}^{H}\right](t-s)\right) \\
\leq\left[I E\|X(s)\|^{p}+\frac{1-\exp \left(-2(p-1) K_{O B}(t-s)\right)}{p-1}\right] \exp \left(2(p-1) K_{O B}(t-s)\right),
\end{gather*}
$$

for all $0 \leq s \leq t \leq T$ (If $K_{O B}^{I}<0$ or $K_{O B}<0$, then similar estimates also hold, but only up to the stopping time $t^{*}$ when $v\left(t^{*}\right)=0$. From then onwards only the inhomogeneous part of the inequalities contributes to the estimates considered, and hence $v(t)=0$ for all $t$ with $t^{*} \leq t \leq T$.).

The proof is an immediate consequence of the constants-of-variation inequality from Schurz (1997). It is worth noting that these estimates are sharp (e.g. take stationary Ornstein Uhlenbeck process and Geometric Brownian Motion). To the author's current knowledge the
assumptions $(O B C)$ and $(O L C)$ are the most general ones under which one has carried out rigorous mathematical analysis of numerical methods applied to general classes of (O)SDEs with respect to convergence, stability and perturbation concepts. A similar statement as in Lemma 2.1 can be formulated for the case $1 \leq p<2$. Due to the sharpness of the estimates obtained in Lemma 2.1, one could not expect more general statements within a consistent numerical $L^{p}$ approach for (O)SDEs. See forthcoming papers of Schurz (1999). It is interesting as well that under the stronger assumptions ( $U L C$ ) and ( $U B C$ ) the estimates of Lemma 5.2 .1 simplify to those with constants $K_{O B}=p K_{B}$ and $K_{O L}=p K_{L}$. When assumptions ( $O B C$ ) are not met, explosions in the solutions may occur (numerically confirmed by exploding numerical approximations), whereas when ( $O L C$ ) is not met, nonuniqueness can lead to serious branching effects of different numerical approximations, since they might follow different solution paths then. Condition $(O B C)$ can be relaxed by Lyapunov-type techniques which we will not follow in this presentation due to lack of space. Of course, the uniformity in estimates above could be relaxed as well towards $L^{1}$-integrable kernels $K_{O B}(t), K_{O L}(t)$. These generalizations will not be touched by this survey because of the character imposed naturally on a lesser technical presentation. Roughly speaking, condition $(O B C)$ ensures the control on stability, and ( $O L C$ ) the control on the propagation of initial errors. Thus, these conditions are very crucial for adequate numerical analysis, cf. the main principle of numerics below.

We assume enough smoothness (e.g. $\left.b^{j} \in C_{L i p}^{0,1}\left([0, T] \times \mathbb{R}^{d}\right)\right)$. Thus, the restriction to Itô equations (5.2.1) is not so essential at this point, since one may use a well-known transformation formula between different stochastic calculi to convert the results in an equivalent way under some mild smoothness assumptions ( $b^{j} \in C_{L i p}^{0,1}\left([0, T] \times \mathbb{R}^{d}\right)$, see Arnold (1974). However, for practical reasons, such as modeling issues and the implementation of numerical algorithm, it could be important. For the important special case of Stratonovich calculus, see Stratonovich (1966). Note also in the Stratonovich case the additional assumption that the coefficient system ( $a+\frac{1}{2} c, b^{1}, \ldots, b^{m}$ ), with

$$
c(t, x):=\sum_{j=1}^{m} \sum_{k=1}^{d} b_{k}^{j}(t, x) \frac{\partial b^{j}(t, x)}{\partial x_{k}}
$$

satisfies conditions $(O B C)$, and ( $O L C$ ) is generally needed in order to ensure existence and uniqueness, unless one can apply a stochastic Lyapunov-type technique under local Lipschitz continuities of $a, c, b^{j}$. More details can be found in Dynkin (1965), Gikhman and Skorochod (1971), Arnold (1974), Khas'minskiĭ (1980), Gard (1988), Protter (1990), Karatzas and Shreve (1991), Krylov (1995), Øksendal (1998) among many others. We also suppose that $X_{0}$ is independent of all natural filtrations $\mathcal{F}_{t}^{j}=\left\{W_{s}^{j}: 0 \leq s \leq t\right\}$. For example, one often assumes that $X_{0}$ is deterministic. A system of the form

$$
\begin{equation*}
d X_{t}=a\left(t, X_{t}\right) d t+\sum_{j=1}^{m} b^{j}(t) d W_{t}^{j} \tag{5.2.4}
\end{equation*}
$$

is said to be a system with additive noise, otherwise one with multiplicative noise. It is worth stressing that the stochastic calculi coincide for systems with additive noise. If systems (5.2.1) or (5.2.4) have coefficients $a, b^{j}$ which do not depend on time $t$ then they are called autonomous, otherwise nonautonomous. In passing we note that systems (5.2.1) also arise as finite-dimensional approximations of stochastic partial differential equations (SPDEs) in engineering, e.g. after application of method of lines to parabolic SPDEs, or as diffusion limits of stochastic interacting particle systems in Mathematical Biology. Throughout this exposition we presume that the readership is familiar with basic facts on probability theory, stochastic processes and deterministic differential equations.

Now, it is natural to ask for the construction of accurate approximations of systems of (O)SDEs (5.2.1) and their justification. As in deterministic analysis, the main tool for providing them and their local convergence analysis is given by Taylor-type expansions.

### 5.3 Stochastic Taylor Expansions

Let us sketch the main idea of Taylor expansions. For this purpose, we recite the famous Itô formula in abbreviated operator form, originating from Itô (1951). Define

$$
\nabla_{x}=\left(\frac{\partial}{\partial x_{1}}, \frac{\partial}{\partial x_{2}}, \ldots, \frac{\partial}{\partial x_{d}}\right)^{T}
$$

as the $d$-dimensional gradient in the $x$-direction.

### 5.3.1 The Itô Formula (Itô's Lemma)

Define linear partial differential operators

$$
\mathcal{L}^{0}=\frac{\partial}{\partial t}+<a(t, x), \nabla_{x}>_{d}+\frac{1}{2} \sum_{j=1}^{m} \sum_{i, k=1}^{d} b_{i}^{j}(t, x) b_{k}^{j}(t, x) \frac{\partial^{2}}{\partial x_{k} \partial x_{i}}
$$

and $\mathcal{L}^{j}=<b^{j}(t, x), \nabla_{x}>_{d}$ where $j=1,2, \ldots, m$. Then, thanks to the fundamental contribution of Itô (1951), we have the following lemma.

Lemma 5.3.1 (Stopped Itô Formula in Integral Form). Assume that the given deterministic mapping $V \in \mathbb{C}^{\mathbf{1}, 2}\left([0, T] \times \mathbb{R}^{d}, \mathbb{R}^{k}\right)$. Let $\tau$ with $0 \leq t \leq \tau \leq T$ be a finite $\mathcal{F}_{t}$-adapted stopping time.
Then, we have

$$
\begin{equation*}
V\left(\tau, X_{\tau}\right)=V\left(t, X_{t}\right)+\sum_{j=0}^{m} \int_{t}^{\tau} \mathcal{L}^{j} V\left(s, X_{s}\right) d W_{s}^{j} \tag{5.3.1}
\end{equation*}
$$

### 5.3.2 The main idea of stochastic Itô-Taylor expansions

By iterative application of Itô formula we gain the family of stochastic Taylor expansions. This idea is due to Wagner and Platen (1978). Suppose we have enough smoothness of $V$ and of coefficients $a, b^{j}$ of the Itô SDE. Remember, thanks to Itô's formula, for $t \geq t_{0}$

$$
V\left(t, X_{t}\right)=V\left(t_{0}, X_{t_{0}}\right)+\int_{t_{0}}^{t} \mathcal{L}^{0} V\left(s, X_{s}\right) d s+\sum_{j=1}^{m} \int_{t_{0}}^{t} \mathcal{L}^{j} V\left(s, X_{s}\right) d W_{s}^{j}
$$

Now, take $V(t, x)=x$ at the first step, and set $b^{0}(t, x) \equiv a(t, x), W_{t}^{0} \equiv t$. Then one derives

$$
\begin{aligned}
X_{t}= & X_{t_{0}}+\int_{t_{0}}^{t} a\left(s, X_{s}\right) d s+\sum_{j=1}^{m} \int_{t_{0}}^{t} b^{j}\left(s, X_{s}\right) d W_{s}^{j} \\
V \equiv & b^{j} \\
= & X_{t_{0}}+\int_{t_{0}}^{t}\left[a\left(t_{0}, X_{t_{0}}\right)+\sum_{k=0}^{m} \int_{t_{0}}^{s} \mathcal{L}^{k} a\left(u, X_{u}\right) d W_{u}^{k}\right] d s \\
& \quad+\sum_{j=1}^{m} \int_{t_{0}}^{t}\left[b^{j}\left(t_{0}, X_{t_{0}}\right)+\sum_{k=0}^{m} \int_{t_{0}}^{s} \mathcal{L}^{k} a\left(u, X_{u}\right) d W_{u}^{k}\right] d W_{s}^{j}
\end{aligned}
$$

$$
\begin{aligned}
b^{0} & \equiv a \\
& =X_{t_{0}}+\underbrace{\sum_{j=0}^{m} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} d W_{s}^{j}}_{\text {Euler Increment }}+\underbrace{\sum_{j, k=0}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \mathcal{L}^{k} b^{j}\left(u, X_{u}\right) d W_{u}^{k} d W_{s}^{j}}_{\text {Remainder Term } \mathbf{R}_{E}}
\end{aligned}
$$

$$
\begin{aligned}
& V \equiv \mathcal{L}^{k} b^{j} \\
&= X_{t_{0}} \\
&=\underbrace{\sum_{j=0}^{m} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} d W_{s}^{j}+\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} \int_{t_{0}}^{s} d W_{u}^{k} d W_{s}^{j}}_{\text {Increment of Mil'shtein Method }} \\
&+\sum_{\text {Remainder } \operatorname{Term} \mathbf{R}_{M}}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \mathcal{L}^{0} b^{j}\left(u, X_{u}\right) d u d W_{s}^{j}+\sum_{k=1}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \mathcal{L}^{k} a\left(u, X_{u}\right) d W_{u}^{k} d s \\
&+\underbrace{m}_{j, k=1, l=0} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \int_{t_{0}}^{u} \mathcal{L}^{l} \mathcal{L}^{k} b^{j}\left(z, X_{z}\right) d W_{z}^{l} d W_{u}^{k} d W_{s}^{j}
\end{aligned}
$$

$V \equiv \mathcal{L}^{k} b^{j}$

$$
=X_{t_{0}}+\underbrace{\sum_{j=0}^{m} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} d W_{s}^{j}+\sum_{j, k=0}^{m} \mathcal{L}^{k} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} \int_{t_{0}}^{s} d W_{u}^{k} d W_{s}^{j}}
$$

Increment of 2nd order Taylor Method

$$
+\underbrace{\sum_{j, k, l=0}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \int_{t_{0}}^{u} \mathcal{L}^{l} \mathcal{L}^{k} b^{j}\left(z, X_{z}\right) d W_{z}^{l} d W_{u}^{k} d W_{s}^{j}}
$$

Remainder Term $\mathbf{R}_{T M 2}$

$$
V \equiv \mathcal{L}^{r} \mathcal{L}^{k} b^{j}
$$

$$
=X_{t_{0}}+\underbrace{\sum_{j=0}^{m} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} d W_{s}^{j}+\sum_{j, k=0}^{m} \mathcal{L}^{k} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} \int_{t_{0}}^{s} d W_{u}^{k} d W_{s}^{j}}
$$

Increment of 3rd order Taylor Method
$+\underbrace{\sum_{j, k, r=0}^{m} \mathcal{L}^{r} \mathcal{L}^{k} b^{j}\left(t_{0}, X_{t_{0}}\right) \int_{t_{0}}^{t} \int_{t_{0}}^{s} \int_{t_{0}}^{u} d W_{v}^{r} d W_{u}^{k} d W_{s}^{j}}_{\text {Increment of 3rd order Taylor Method }}$

$$
+\underbrace{\sum_{j, k, r, l=0}^{m} \int_{t_{0}}^{t} \int_{t_{0}}^{s} \int_{t_{0}}^{u} \int_{t_{0}}^{v} \mathcal{L}^{l} \mathcal{L}^{r} \mathcal{L}^{k} b^{j}\left(z, X_{z}\right) d W_{z}^{l} d W_{v}^{r} d W_{u}^{k} d W_{s}^{j}}_{\text {Remainder Term } \mathbf{R}_{T M}}
$$

$\qquad$

This process can be continued under appropriate assumptions of smoothness and boundedness of the involved expressions. Thus, this is the place from which all numerical methods systematically originate, and where the main tool for consistency analysis is coming from. One has to expand, the functionals in a hierarchical way, otherwise one would lose important order terms, and the implementation would be inefficient. Of course, for qualitative, smoothness and efficiency reasons we do not have to expand all terms in the Taylor expansions at the same time (e.g. cf. Mil'shtein increment versus 2nd order Taylor increments).

The Taylor method can be read down straightforwardly by truncation of stochastic Taylor expansion. Explicit and implicit methods, Runge-Kutta methods, linear-implicit or partially implicit methods are considered as modifications of Taylor methods by substitution of derivatives by corresponding difference quotients, explicit expressions by implicit ones, respectively. However, it necessitates finding a more efficient form for representing stochastic Taylor expansions and hence Taylor methods.

### 5.3.3 Hierarchical sets, coefficient functions, multiple integrals

Kloeden and Platen (1991) based on Wagner and Platen (1978) introduced a more compact and hence a very efficient formulation of stochastic Taylor expansions. For its statement, we have to formulate what is meant by multiple indices, hierarchical sets, remainder sets, coefficient functions and multiple integrals in the Itô sense.

Definition 5.3.2 A multiple index has the form $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{l(\alpha)}\right)$ where $l(\alpha) \in \mathbb{N}$ is called the length of the multiple index $\alpha$, and $n(\alpha)$ is the total number of zero entries of $\alpha$. The symbol $\nu$ denotes the empty multiple index with $l(\nu)=0$. The operations $\alpha-=$ $\left(\alpha_{1}, \ldots, \alpha_{l(\alpha)-1}\right)$ and $-\alpha=\left(\alpha_{2}, \ldots, \alpha_{l(\alpha)}\right)$ are called right- and left-subtraction, respectively (in particular, $\left(\alpha_{1}\right)-=-\left(\alpha_{1}\right)=\nu$ ). The set of all multiple indices is defined to be

$$
\mathcal{M}_{k, m}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{l(\alpha)}\right): \alpha_{i} \in\{k, k+1, \ldots, m\}, i=1,2, \ldots, l(\alpha), l(\alpha) \in \mathbb{N}\right\}
$$

A hierarchical set $Q \subset \mathcal{M}_{0, m}$ is any set of multiple indices $\alpha \in \mathcal{M}_{0, m}$ such that $\nu \in Q$ and $\alpha \in Q$ implies $-\alpha \in Q$. The hierarchical set $Q_{k}$ denotes the set of all multiple indices $\alpha \in \mathcal{M}_{0, m}$ with length smaller than $k \in I N$, i.e.

$$
Q_{k}=\left\{\alpha \in \mathcal{M}_{0, m}: l(\alpha) \leq k\right\}
$$

The set

$$
R(Q)=\left\{\alpha \in \mathcal{M}_{0, m} \backslash Q: \alpha-\in Q\right\}
$$

is called the remainder set $R(Q)$ of the hierarchical set $Q$. A multiple (It $\hat{o}$ ) integral $I_{\alpha, s, t}[V(.,)$. is defined to be

$$
I_{\alpha, s, t}[V(., .)]=\left\{\begin{array}{lcc}
\int_{s}^{t} I_{-\alpha, s, u}[V(., .)] d W_{u}^{\alpha_{1}} & \text { if } & l(\alpha)>1 \\
\int_{s}^{t} V\left(u, X_{u}\right) d W_{u}^{\alpha_{l(\alpha)}} & \text { otherwise }
\end{array}\right.
$$

for a given process $V\left(t, X_{t}\right)$ where $V \in C^{0,0}$ and fixed $\alpha \in \mathcal{M}_{0, m} \backslash\{\nu\}$. A multiple (Itô) coefficient function $V_{\alpha} \in C^{0,0}$ for a given mapping $V=V(t, x) \in C^{l(\alpha), 2 l(\alpha)}$ is defined to be

$$
V_{\alpha}(t, x)=\left\{\begin{array}{lc}
\mathcal{L}^{l(\alpha)} V_{\alpha-}(t, x) & \text { if } \\
V(t, x) & \text { otherwise }
\end{array} \quad l(\alpha)>0\right.
$$

Similar notions can be introduced with respect to Stratonovich calculus (in fact, in general with respect to any stochastic calculus), see Kloeden and Platen (1991) for Itô and Stratonovich calculus.

### 5.3.4 A more compact formulation

Now we are able to state a general form of Itô-Taylor expansions. Stochastic Taylor expansions for Itô diffusion processes have been introduced and studied by Wagner and Platen
(1978), Sussmann (1988), Arous (1989), and Hu (1992). Stratonovich Taylor expansions can be found in Kloeden and Platen (1991). We will follow the main idea of Wagner and Platen (1978).

An Itô-Taylor expansion for an Itô SDE (5.2.1) is of the form

$$
\begin{equation*}
V\left(t, X_{t}\right)=\sum_{\alpha \in Q} V_{\alpha}\left(s, X_{s}\right) I_{\alpha, s, t}+\sum_{\alpha \in R(Q)} I_{\alpha, s, t}\left[V_{\alpha}(., .)\right] \tag{5.3.2}
\end{equation*}
$$

for a given mapping $V=V(t, x):[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}^{k}$ which is smooth enough, where $I_{\alpha, s, t}$ without the argument $[\cdot]$ is understood to be $I_{\alpha, s, t}=I_{\alpha, s, t}[1]$. Sometimes this formula is also referred to as Wagner-Platen expansion. Now, for completeness, let us restate the Theorem 5.1 of Kloeden and Platen (1991).

## Theorem 5.3.3 (Wagner-Platen Expansion).

Let $\rho$ and $\tau$ be two $\mathcal{F}_{\boldsymbol{t}}$-adapted stopping times with $t_{0} \leq \rho \leq \tau \leq T<+\infty$ (a.s.). Assume $V:[0, T] \times \mathbb{R}^{d} \longrightarrow \mathbb{R}^{k}$. Take any hierarchical set $Q \in \mathcal{M}_{0, m}$.
Then, each Itô SDE with coefficients a, $b^{j}$ possesses a Itô-Taylor expansion (5.3.2) with respect to the hierarchical set $Q$, provided that all derivatives of $V, a, b^{j}$ (related to $Q$ ) exist.

The proof is carried out in Kloeden and Platen (1991) using the Itoo formula and induction on the maximum length $\sup _{\alpha \in Q} l(\alpha) \in \mathbb{N}$. A similar expansion holds for Stratonovich SDEs.

### 5.3.5 The example of Geometric Brownian Motion

Consider the well-known equation of Geometric Brownian motion which is sometimes also called the lognormal model in $\mathbb{R}^{\mathbf{1}}$. It is governed by

$$
d X_{t}=a X_{t} d t+\sigma X_{t} d W_{t}
$$

where $a, \sigma$ are real constants. Now, let us apply deterministic (since we know an explicit solution expression) and stochastic Taylor expansions (see above) to this equation. This leads to

$$
\begin{gathered}
X_{t}=X_{t_{0}} \sum_{i, j=0}^{+\infty} \frac{\left[a-\frac{\sigma^{2}}{2}\left(t-t_{0}\right)\right]^{i}}{i!} \frac{\left[\sigma\left(W_{t}-W_{t_{0}}\right)\right]^{j}}{j!} \\
\\
=X_{t_{0}} \exp \left(\left(a-\frac{\sigma^{2}}{2}\right)\left(t-t_{0}\right)+\sigma\left(W_{t}-W_{t_{0}}\right)\right) \\
\\
=X_{t_{0}}\left(1+\sum_{\alpha \in \mathcal{M}_{0,1} \backslash\{\nu\}} a^{n(\alpha)} \sigma^{l(\alpha)-n(\alpha)} I_{\alpha, t_{0}, t}\right) \\
=X_{t_{0}}\left(1+a\left(t-t_{0}\right)+\sigma\left(W_{t}-W_{t_{0}}\right)+\sum_{\alpha \in \mathcal{M}_{1} \backslash\{\nu,(0),(1)\}} a^{n(\alpha)} \sigma^{l(\alpha)-n(\alpha)} I_{\alpha, t_{0}, t}\right)
\end{gathered}
$$

where the coefficient functions are

$$
V(t, x)=x, V_{\alpha}(t, x)=a^{n(\alpha)} \sigma^{l(\alpha)-n(\alpha)} x
$$

with $n(\alpha)$ as the total number of zeros of $\alpha \in \mathcal{M}_{0,1}$, and $\nu$ as the empty index. Consequently, the stochastic Taylor expansion can generate a kind of Geometric Wiener Chaos expansion.

### 5.3.6 Key relations between multiple integrals

The following lemma connects different multiple integrals. In particular, its formula can be used to express multiple integrals by other ones and to reduce the computational effort of their generation. The following lemma is a slightly generalized version of an auxiliary lemma taken from Kloeden and Platen (1995), see proposition 5.2.3, p. 170.

Lemma 5.3.4 Let $\alpha=\left(j_{1}, j_{2}, \ldots, j_{l(\alpha)}\right) \in \mathcal{M}_{0, m} \backslash\{\nu\}$ with $l(\alpha) \in \mathbb{N}$.
Then, $\forall k \in\{0,1, \ldots, m\} \forall t, s: 0 \leq s \leq t \leq T$ we have

$$
\begin{align*}
&\left(W_{t}^{k}-W_{s}^{k}\right) I_{\alpha, s, t}= \sum_{i=0}^{l(\alpha)} I_{\left(j_{1}, j_{2}, \ldots, j_{i}, k, j_{i+1}, \ldots, j_{l(\alpha)}\right), s, t}  \tag{5.3.3}\\
&+\sum_{i=0}^{l(\alpha)} \chi_{\left\{j_{i}=k \neq 0\right\}} I_{\left(j_{1}, j_{2}, \ldots, j_{i-1}, 0, j_{i+1}, \ldots, j_{l(\alpha)}\right), s, t} \\
&=\quad I_{\left(k, j_{1}, j_{2}, \ldots, j_{l(\alpha)}\right), s, t}+I_{\left(j_{1}, k, j_{2}, \ldots, j_{l(\alpha)}\right), s, t}+I_{\left(j_{1}, j_{2}, k, j_{3}, \ldots, j_{l(\alpha)}\right), s, t}+\ldots+ \\
& \quad+I_{\left(j_{1}, j_{2}, j_{3}, \ldots, j_{l(\alpha)}, k\right), s, t}+\sum_{i=0}^{l(\alpha)} \chi_{\left\{j_{i}=k \neq 0\right\}} I_{\left(j_{1}, j_{2}, \ldots, j_{i-1}, 0, j_{i+1}, \ldots, j_{l(\alpha)}\right), s, t}
\end{align*}
$$

where $\chi_{\{.\}}$denotes the characteristic function of the subscribed set. Hence, it obviously suffices to generate basis sets of multiple integrals. See also Gaines and Lyons (1994) in respect to minimal sets of multiple Stratonovich integrals which need to be generated. In order to get a more complete picture on the structure of multiple integrals, we note the following assertion.

Lemma 5.3.5 (Hermite Polynomial Recursion Formula). Suppose that the multiple index $\alpha=\left(j_{1}, j_{2}, \ldots, j_{l(\alpha)}\right) \in \mathcal{M}_{0, m}$ with $j_{1}=j_{2}=\ldots=j_{l(\alpha)}=j \in 0,1, \ldots, m$ and $l(\alpha) \geq 2$. Then, for all $t$ with $t \geq s \geq 0$ we have

$$
I_{\alpha, s, t}= \begin{cases}\frac{(t-s)^{l(\alpha)}}{l(\alpha)!}, & j=0  \tag{5.3.4}\\ \frac{\left(W_{t}^{j}-W_{s}^{j}\right) I_{\alpha-, s, t}-(t-s) I_{(\alpha-)-, s, t}}{l(\alpha)!}, & j \geq 1\end{cases}
$$

This lemma corresponds to a slightly generalized version of Corollary 5.2 .4 ( $\mathbf{p} .171$ ) of Kloeden and Platen (1995). It is also interesting to note that this recursion formula for multiple Itô integrals coincides with the recursion formula for hermite polynomials. Let us conclude with a list of relations between multiple integrals which exhibit some consequences of Lemmas 3.2 and 3.3. For more details, see Kloeden and Platen (1995). Take $j, k \in\{0,1, \ldots, m\}$
and $0 \leq s \leq t \leq T$.

$$
\begin{aligned}
I_{(j), s, t} & =W_{t}^{j}-W_{s}^{j} \\
I_{(j, j), s, t} & =\frac{1}{2!}\left(I_{(j), s, t}^{2}-(t-s)\right) \\
I_{(j, j, j), s, t} & =\frac{1}{3!}\left(I_{(j), s, t}^{3}-3(t-s) I_{(j), s, t}\right) \\
I_{(j, j, j, j), s, t} & =\frac{1}{4!}\left(I_{(j), s, t}^{4}-6(t-s) I_{(j), s, t}^{2}+3(t-s)^{2}\right) \\
I_{(j, j, j, j, j), s, t} & =\frac{1}{5!}\left(I_{(j), s, t}^{5}-10(t-s) I_{(j), s, t}^{3}+15(t-s)^{2} I_{(j), s, t}\right) \\
& \cdots \cdots \cdots \\
(t-s) I_{(j), s, t} & =I_{(j, 0), s, t}+I_{(0, j), s, t} \\
(t-s) I_{(j, k), s, t} & =I_{(j, k, 0), s, t}+I_{(j, 0, k), s, t}+I_{(0, j, k), s, t} \\
I_{(j), s, t} I_{(0, j), s, t} & =2 I_{(0, j, j), s, t}+I_{(j, 0, j), s, t}+I_{(j, j, 0), s, t} \\
I_{(j), s, t} I_{(j, 0), s, t} & =I_{(0, j, j), s, t}+I_{(j, 0, j), s, t}+2 I_{(j, j, 0), s, t}
\end{aligned}
$$

The efficient approximation of multiple stochastic integrals still remains a challenge to be tackled. First approaches in this respect are found in Kloeden, Platen and Wright (1992) using the Karhunen-Loeve expansion (Fourier series of the Wiener process) for Itô and Stratonovich integrals, and Lyons and Gaines (1994) using Box counting methods to treat Stratonovich integrals by looking at Levy areas. In particular, Gaines $(1994,1995)$ has analyzed the algebra of iterated integrals and could establish some basis sets of intergals which need to be generated to approximate the entire set of multiple integrals.

### 5.4 A Toolbox of Numerical Methods

By truncation of Taylor expansions and locally implicit or explicit substitutions of the results of differential operators for the coefficient functions, one arrives at an infinite set of possibilities to form stochastic approximation techniques. We will exhibit just a few of them. In the following, and later, let $\left(Y_{n}\right)_{n \in \mathbb{N}}$ denote the sequence of approximation values for the solution at time $t_{n}$ along the time-discretization

$$
0=t_{0} \leq t_{1} \leq t_{2} \leq \ldots \leq t_{n_{T}}=T
$$

(for simplicity, we suppose that $t_{0}=0$ and $t_{n_{T}}=T$ ). The time-discretization is said to be equidistant if there is a number $\Delta \in \mathbb{R}_{+}$(called the step size) such that $\Delta=t_{i+1}-t_{i}$ for all $i=0,1, \ldots, n_{T}-1$. In general, we define

$$
\Delta=\max _{i=0,1, \ldots, n_{T}-1}\left|t_{i+1}-t_{i}\right|
$$

as the step size, and $\Delta_{i}=t_{i+1}-t_{i}$ as the local step size. Consider $\Delta W_{n}^{j}=W_{t_{n+1}}^{j}-W_{t_{n}}^{j}$ as the current increment of the Wiener process component $W^{j}$.

### 5.4.1 The explicit and fully drift-implicit Euler method

The most well-known numerical method is given by the explicit Euler method. It was firstly studied by Maruyama (1955). That is why it is sometimes called Euler-Maruyama method.

The scheme of the explicit Euler method is defined by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(t_{n}, Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.1}
\end{equation*}
$$

Its convergence has been proved by Gikhman and Skorochod (1971). It represents the moststudied, best-understood and simplest-implementable numerical method. Nowadays, it is even used to understand existence and uniqueness proofs of solutions of SDEs, see Krylov (1990, 1995). A drawback of method (5.4.1) can be seen in the lack of numerical stability (in fact "substable" behavior), the low convergence order, incorrect stationary laws and some problems with the geometrical invariance properties (e.g. nonsimplectic integrator). Despite these facts it is a very popular and very easily implemented, hence practical, method. It is natural to ask for a counterpart to the deterministic implicit Euler method. Its drift-implicit scheme is given by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(t_{n+1}, Y_{n+1}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.2}
\end{equation*}
$$

The use of the drift-implicit Euler method can be seen to control numerical stability of certain moments, boundary value replication and to reduce variance effects. However, there are the drawbacks of superstability, asymptotic nonexactness of stationary laws to be replicated, and more computational effort due to additional practical implementation of resolution algorithms of nonlinear algebraic equations.

### 5.4.2 The family of stochastic Theta methods

A first natural generalization of explicit and implicit Euler methods is presented by stochastic Theta methods. They are convex linear combinations of explicit and implicit Euler imcrement functions of the drift part, whereas the diffusion part is explicitly treated due to the problem of adequate integration within one and the same stochastic calculus. The scheme of a stochastic Theta method is written as

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left(\Theta_{n} a\left(t_{n+1}, Y_{n+1}\right)+\left(I-\Theta_{n}\right) a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.3}
\end{equation*}
$$

where $I$ represents the $d \times d$ real unit matrix, and $\Theta_{n}$ is a uniformly bounded parameter matrix in $\mathbb{R}^{d \times d}$, which is also called the matrix of implicitness parameters. This family has been introduced by Ryashko and Schurz (1997) as a generalization of deterministic Theta methods. If $\theta=0$ then its scheme reduces to classical (forward) Euler method, if $\theta=1$ to the backward Euler or often called implicit Euler method, and if $\theta=0.5$ to the implicit trapezoidal Method. Originally they were invented by Talay (1982), who proposed $\Theta_{n}=\theta_{0} I$ with scalar $\theta_{0} \in[0,1]$. A study of the qualitative behavior of these methods can be found in Stewart and Peplow (1991) in deterministics, and in Schurz (1997) in stochastics. Another generalization is given by the drift explicit-implicit Euler method following

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(t_{n}+\theta_{n} \Delta_{n}, \Theta_{n} Y_{n+1}+\left(I-\Theta_{n}\right) Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.4}
\end{equation*}
$$

where $\theta_{n} \in \mathbb{R}, \Theta_{n} \in \mathbb{R}^{d \times d}$ such that local algebraic resolution can be guaranteed.

### 5.4.3 Trapezoidal and midpoint methods

For the integration of conservation laws and Hamiltonian systems, it is recommended to take derivates of the implicit midpoint method

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(\frac{t_{n+1}+t_{n}}{2}, \frac{Y_{n+1}+Y_{n}}{2}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.5}
\end{equation*}
$$

This method seems to be very promising for the control of numerical stability, area-preservation and boundary laws in stochastics as well. The drawback can be the local resolution of nonlinear algebraic equations, which can be circumvented by predictor-corrector methods (PCMs), see below. A natural extension of trapezoidal integration techniques is represented by the implicit trapezoidal method governed by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\frac{1}{2}\left(a\left(t_{n+1}, Y_{n+1}\right)+a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.6}
\end{equation*}
$$

Both the trapezoidal and midpoint method have an improved local mean consistency behavior (they are of mean convergence order 2, locally considered of mean order 3, under enough smoothness of $a \in C_{b}^{3,3}\left([0, T] \times \mathbb{R}^{d}\right)$ ), compared to the explicit and implicit Euler methods. The trapezoidal method has problems when one integrates high-dimensional systems with boundary conditions, as reported by numerous deterministic numerical analysts. However, it is the only numerical method from the class of Theta methods with $\Theta_{n}=\theta I, \theta \in \mathbb{R}^{1}$ which asymptotically integrates linear stochastic systems without bias (i.e. asymptotically exact method with respect to stationary laws), see below or Schurz (1996, 1997, 1999).

### 5.4.4 Rosenbrock methods (RTMs)

In the methods before it appears that one needs algebraic resolution of implicit equations at each integration step. This can be circumvented by the use of linear-implicit methods, A specific form of a linear-implicit method which exploits the information of the Jacobian matrices is given by stochastic Rosenbrock methods. The idea of linear implicitness traces back to Rosenbrock's fundamental work in deterministic numerical analysis and the idea to treat at least linear systems asymptotically more adequately. In stochastic analysis these methods have been studied in particular by the school of Artemiev, see Averina and Artemiev (1997) for a more detailed overview. An r-stage Rosenbrock method (RTM) can be written as

$$
\begin{align*}
Y_{n+1}= & Y_{n}+\sum_{i=1}^{r} \sum_{j=0}^{m} p_{i}^{j} k_{i}^{j}  \tag{5.4.7}\\
k_{i}^{j}= & \Delta W_{n}^{j}\left(I-\Delta_{n} c_{j} \frac{\partial a}{\partial y}\left(t_{n}, Y_{n}\right)\right)^{-1} b^{j}\left(t_{n}+\nu_{i}^{j} \Delta_{n}, Y_{n}+\sum_{l=1}^{i-1} \beta_{i, l}^{j} k_{l}^{j}\right) \\
& \sum_{i=1}^{r} p_{i}^{j}=1, \nu_{i}^{j} \in[-1,1], \beta_{1,0}^{j}=0, j=0,1, \ldots, m, i=1,2, \ldots, r
\end{align*}
$$

where $c_{j}, \beta_{i, l}^{j}$ are appropriate real constants, described by $m+1$ Butcher tableaus. If

$$
\max \left(\left\|b^{j}(t, y)\right\|, \sup _{0 \leq t \leq T, y \in \mathbb{R}^{d}}\left\|\frac{\partial a}{\partial x}(t, y)\right\|_{d \times d}\right) \leq K_{J}<+\infty
$$

with the Euclidean vector norm and a compatible matrix norm $\|\cdot\|_{d \times d}$, the Jacobian is uniform Lipschitz continuous and some natural step size restriction

$$
\Delta_{n} \leq \min \left\{\frac{1}{2 c_{j} K_{J}}: j=0,1, \ldots, m\right\}
$$

is satisfied, one can show mean square convergence, depending on the choice of $k_{i}^{j}$ and $\beta_{i}^{j}$. For example, a converging two stage RTM (i.e. $r=2$ ) is given by

$$
2 c_{j} p_{1}^{j}+2\left(c_{j}+\beta_{2,1}^{j}\right) p_{2}^{j}=1
$$

The big advantage of these methods can be seen in the significant improvement of the linear stability behavior and better integration of linear systems of SDEs. They are also quite useful in certain nonlinear situations, when the linear part controls the behavior of underlying nonlinear dynamic. These methods are preferable when one is integrating in the moment sense, and where the deterministic part plays the most significant role in the course of dynamics. Their drawback is apparent with the additional computation of Jacobian matrices (sometimes even at each step) and algebraic resolution of high-dimensional systems. These methods do not incorporate the stochastic pathwise influence of random integration (not appropriate for the computation of almost sure characteristics like almost sure Lyapunov exponents!).

### 5.4.5 Balanced implicit methods (BIMs)

For the control on almost sure path-behavior, for the incremental growth and error propagation, Mil'shtein, Platen and Schurz (1998) have introduced the class of Balanced implicit methods determined by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(t_{n}, Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}+\sum_{j=0}^{m} c^{j}\left(t_{n}, Y_{n}\right)\left(Y_{n+1}-Y_{n}\right)\left|\Delta W_{n}^{j}\right| \tag{5.4.8}
\end{equation*}
$$

with appropriate weight matrices $C^{j}(t, x)$ such that the inverse of $d \times d$ matrix

$$
M(t, x)=I+\sum_{j=0}^{m} \theta_{j} C^{j}(t, x)
$$

exists and is uniformly bounded for all values $\theta_{j} \in \mathbb{R}_{+}^{1}, 0 \leq \theta_{0} \leq \hat{\theta}_{0}<+\infty$ and $(t, x) \in$ $[0, T] \times \mathbb{R}^{d}$. This class has been studied in Schurz $(1996,1997)$ and Fischer and Platen (1999). It represents a linear-implicit integration technique, and hence local resolution can be guaranteed and made very simple as well. However, the choice of the matrix weights $C^{j}(t, x)$ is still a challenge for future research and exhibits a very problematic and practically oriented question (basically $C^{j}$ has to be chosen according to the desired qualitative properties of discussed discretization, and thanks to Schurz (1996, 1997, 1999) it is proved that the coefficients $C^{j}$ with $j=1,2, \ldots, m$ are not really needed to have asymptotically exact control on the first and second moments of approximation $Y$. However, these coefficients are needed in context of pathwise control, see Schurz (1996, 1997, 1999)).

### 5.4.6 Predictor-corrector methods (PCMs)

A simple, but computationally efficient, idea to circumvent the computational problem of implicit algebraic equations is provided by the predictor-corrector techniques. The predictor
scheme is used to forecast the future solution value and plugged into the corrector scheme to have the final approximation values. This procedure leads to an improvement of the numerical stability behavior almost to that of fully implicit schemes, but without the trouble of solving implicit equations at each integration step. Let us manifest this by the example of explicit midpoint and explicit trapezoidal methods introduced and tested by Peterson (1994) in stochastic numerics. The explicit midpoint method satisfies

$$
\begin{equation*}
Y_{n+1}=Y_{n}+a\left(\frac{t_{n+1}+t_{n}}{2}, \frac{Y_{n+1}^{E}+Y_{n}}{2}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.9}
\end{equation*}
$$

using the explicit Euler method $Y_{n+1}^{E}$ as its predictor. The explicit trapezoidal method is governed by the scheme

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\frac{1}{2}\left(a\left(t_{n+1}, Y_{n+1}^{E}\right)+a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.10}
\end{equation*}
$$

using the explicit Euler method $Y_{n+1}^{E}$ as its predictor scheme. More generally, one could think of explicit Theta methods following

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left(\Theta_{n} a\left(t_{n+1}, Y_{n+1}^{E}\right)+\left(I-\Theta_{n}\right) a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.4.11}
\end{equation*}
$$

where the parameter matrix $\Theta_{n}$ is as in the Theta methods before. Of course, more complicated predictor-corrector methods can be constructed from Taylor or Runge-Kutta methods through the substitution of implicit expressions by predicting values of other schemes as well. However, care needs to be taken to do it in an efficient way (maximum convergence order should be kept along with substantial improvements of qualitative properties). As this procedure would sprinkle our brief survey goal, it is left to the taste of the readership. The art of appropriate combinations heavily depends on the qualitative goal what one wants to achieve by these new "hybrid" methods.

### 5.4.7 Explicit Runge-Kutta methods (RKMs)

Stochastic Runge-Kutta methods have been studied by many authors, for example Rümelin (1982), Burrage and Platen (1994), Averina and Artemiev (1997), or more recently by Burrage and Burrage (1996, 1997, 1998). Let us follow the presentation of Burrage and Burrage. They devote their studies to Stratonovich equations

$$
\begin{equation*}
d X_{t}=a\left(X_{t}\right) d t+\sum_{j=1}^{m} b^{j}\left(X_{t}\right) \circ d W_{t}^{j} \tag{5.4.12}
\end{equation*}
$$

since the nature of Stratonovich integration appears to be closer to the deterministic case, and in fact the Stratonovich-Taylor expansions exhibit slightly simpler structures. An $r$ stage Runge-Kutta method is given by

$$
\begin{align*}
Z^{j} & =J_{(j), t_{n}, t_{n+1}} C^{j}, z^{j}=J_{(j), t_{n}, t_{n+1}} \gamma^{j}, j=0,1, \ldots, m \\
k_{i} & =Y_{n}+\sum_{j=0}^{m} \sum_{l=1}^{i-1} Z_{i, l}^{j} b^{j}\left(k_{i-1}\right), i=1,2, \ldots, r  \tag{5.4.13}\\
Y_{n+1} & =Y_{n}+\sum_{j=0}^{m} \sum_{l=1}^{r} z_{l}^{j} b^{j}\left(Y_{l}\right)
\end{align*}
$$

where $J_{(j), t_{n}, t_{n+1}}=\Delta W_{n}^{j}$ and $C^{j}$ represent suitable $r \times r$ real matrices and $\gamma^{j}$ appropriate $r$ dimensional real vectors. Rümelin (1982) has shown the order restriction of these methods. The maximum attainable strong and mean square convergence orders are 0.5 for the entire class of multidimensional (i.e. $d>1$ ) Stratonovich SDEs (5.4.12) with noncommutative noise even under $C^{\infty}$ smoothness of $a, b^{j}, c$. The situation dramatically changes when commutative noise is met. Then one may attain any order of convergence under $C^{\infty}$ conditions, as it is with the case $d=1$. For systems with noncommutative noise, the meaningfulness of methods (5.4.13) is still questioned, since we may obtain the same order of convergence by much simpler numerical methods. All in all, by Burrage and Burrage (1998), it is clear that classical deterministic Runge-Kutta techniques using only multiple products of $J_{(j)}$ q with different components $j$ do not really help to increase the order of convergence. From Kloeden, Platen and Wright (1992) it becomes apparent that new random variables are needed to increase the order of convergence - a fact originating from the series expansions of stochastic processes. In Burrage, Burrage and Belward (1997) it is pointed out that, if one incorporates all multiple Stratonovich integrals up to order $p \in N$, then the order of strong convergence cannot exceed $\min \left\{\frac{p+1}{2}, \frac{r-1}{2}\right\}$ when $p \geq 2, r \geq 3$ (and 1 when $p=1$ ) for an $r$-stage stochastic Runge-Kutta method. For more details on maximum attainable order bounds, see Clark and Cameron (1980), Rümelin (1982), Burrage and Burrage (1997, 1998), Schurz (1999) and Roman (2000).

### 5.4.8 Newton's method

A very important task consists of minimizing the leading error coefficients of numerical approximations. For this purpose, N. Newton (1986, 1991) has introduced the concept of asymptotically efficient, $\mathcal{F}_{T}^{N}$-measurable numerical methods. Consider

$$
\begin{equation*}
\mathcal{F}_{T}^{N}=\sigma\left\{W_{t_{n}}^{j}: n=0,1, \ldots, N ; j=1,2, \ldots, m\right\} \tag{5.4.14}
\end{equation*}
$$

along a discretization $0=t_{0} \leq t_{1} \leq \ldots \leq t_{N}=T$ for a fixed time interval $[0, T]$.

Definition 5.4.1 An $\mathcal{F}_{T}^{N}$-measurable numerical method $\left(Y_{n}\right)_{n \in\{0,1, \ldots, N\}}$ is said to be $p$ th mean asymptotically efficient iff either $\mathbb{E}\left[\left\|X_{T}-Y_{N}\right\|^{p} \mid \mathcal{F}_{T}^{N}\right]=0$ or, for any other $\mathcal{F}_{T}^{N}$ measurable numerical approximation $\left(\hat{Y}_{n}\right)_{n \in\{0,1, \ldots, N\}}$, we have

$$
\begin{equation*}
\liminf _{N \rightarrow+\infty} \frac{\mathbb{E}\left[\left\|X_{T}-\hat{Y}_{N}\right\|^{p} \mid \mathcal{F}_{T}^{N}\right]}{\mathbb{E}\left[\left\|X_{T}-Y_{N}\right\|^{p} \mid \mathcal{F}_{T}^{N}\right]} \geq 1 \tag{5.4.15}
\end{equation*}
$$

It is clear, in the case $p=2$ - the mean square case, the "best" approximation is achieved by the conditional expectation $\mathbb{E}\left[X_{T} \mid \mathcal{F}_{T}^{N}\right]$ which has the minimum mean square error distance to the exact solution $X$. However, it is very hard to compute that expression analytically. Newton (1991) has given a partial answer of how to construct asymptotically efficient $\mathcal{F}_{T}^{N}$-measurable methods for both autonomous Itô and autnomous Stratonovich SDEs with one-dimensional Wiener process $\left(W_{t}\right)_{0 \leq t \leq T}$ as driving noise (i.e. when $m=1$ ). Set $X_{0}=Y_{0}$. The efficient Euler-Runge-Kutta method, for Itô SDEs with $m=1$ follows the
scheme

$$
\begin{align*}
k_{0}^{0}= & a\left(Y_{n}\right), k_{0}^{1}=b\left(Y_{n}\right) \\
k_{1}^{0}= & a\left(Y_{n}+k_{0}^{0} \Delta_{n}+k_{0}^{1} \Delta W_{n}\right), k_{1}^{1}=b\left(Y_{n}-\frac{2}{3} k_{0}^{0}\left(\Delta W_{n}+\sqrt{3 \Delta_{n}}\right)\right) \\
k_{2}^{1}= & b\left(Y_{n}+\frac{2}{9} k_{0}^{0}\left(3 \Delta W_{n}+\sqrt{3 \Delta_{n}}\right)\right) \\
k_{3}^{1}= & b\left(Y_{n}-\frac{20}{27} k_{0}^{0} \Delta_{n}+\frac{10}{27}\left(k_{1}^{1}-k_{0}^{1}\right) \Delta W_{n}-\frac{10}{27} k_{1}^{1} \sqrt{3 \Delta_{n}}\right)  \tag{5.4.16}\\
Y_{n+1}= & Y_{n}+\frac{1}{2}\left(k_{1}^{0}+k_{0}^{0}\right) \Delta_{n}+\frac{1}{40}\left(37 k_{0}^{1}+30 k_{2}^{1}-27 k_{3}^{1}\right) \Delta W_{n} \\
& \quad+\frac{1}{16}\left(8 k_{0}^{1}+k_{1}^{1}-9 k_{2}^{1}\right) \sqrt{3 \Delta_{n}}
\end{align*}
$$

for all $n=0,1, \ldots, n_{T}-1$. This scheme possesses a mean square convergence order $\gamma=1.0$, hence it already represents a method of higher order in case $m=1$. A similar method for Stratonovich equations with $m=1$ is found in Newton (1991), as well as the proofs of their asymptotic efficiency under the main conditions $a, b \in C_{b}^{1}\left(\mathbb{R}^{d}\right) \cap C_{p}^{3}\left(\mathbb{R}^{d}\right)$ and $b \in C_{p}^{4}\left(\mathbb{R}^{d}\right)$. In principle, that concept of efficiency can be extended to enlarged discretized filtrations $\hat{\mathcal{F}}_{T}^{N}$ where more information of higher order multiple integrals is incorporated (however, the computations for asymptotically efficient approximations turns out to be very laborious and hardly feasible by hand).

### 5.4.9 The explicit and implicit Mil'shtein methods

The simplest higher order method is due to Mil'shtein (1974). It has the scheme

$$
\begin{align*}
Y_{n+1}=Y_{n}+ & a\left(t_{n}, Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}  \tag{5.4.17}\\
& +\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right) \int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}
\end{align*}
$$

This method has limited use when numerical stability is an important issue and multidimensional Wiener processes $(m>1)$ drive the dynamics (except for certain noise commutativity conditions). The generation of multiple integrals $I_{(i, j)}=\iint d W^{k} d W^{j}$ is described in Kloeden, Platen and Wright (1992) by using Karhunen-Loeve expansion. There is an idea to make the Mil'shtein method implicit (see Kloeden and Platen). Then the family of implicit Mil'shtein methods follows the scheme

$$
\begin{align*}
& Y_{n+1}=Y_{n}+\left(\theta a\left(t_{n+1}, Y_{n+1}\right)+(1-\theta) a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}  \tag{5.4.18}\\
&+\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right) \int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}
\end{align*}
$$

where $\theta \in[0,1]$ is an implicitness parameter to be chosen. The convergence orders are as that of explicit Mil'shtein method. However, the numerical stability behavior cannot be improved compared to corresponding Theta methods with $\Theta=\theta I$. For more details in this respect, see below or $\operatorname{Schurz}(1996,1997)$. Thus, the balance between convergence and
stability requirements is already a problem here with growing order of convergence. More generally, one might think of the usage of implicit Theta-Mil'shtein methods governed by

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\left(\Theta_{n} a\left(t_{n+1}, Y_{n+1}\right)+\left(I-\Theta_{n}\right) a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}  \tag{5.4.19}\\
+\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right) \int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}
\end{gather*}
$$

where $\Theta_{n} \in \mathbb{R}^{d \times d}$ is a certain matrix of implicitness parameters, and the usage of drift explicit-implicit Mil'shtein methods

$$
\begin{align*}
Y_{n+1}=Y_{n}+a & \left(\Theta_{n} Y_{n+1}+\left(I-\Theta_{n}\right) Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}  \tag{5.4.20}\\
& +\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right) \int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}
\end{align*}
$$

where $\Theta_{n}$, as before, is small enough that the local resolution of implicit algebraic equations can be guaranteed. But the meaningfulness of the last two methods (5.4.19) and (5.4.20) is still in question.

### 5.4.10 Gaines's representation of Mil'shtein method

By algebraic rearrangement of multiple integrals and using the fundamental relations between them in the explicit Mil'shtein method one gains the representation of Gaines, which clearly exhibits the role of efficient generation of stochastic area integrals (in particular, of Levy integrals).

$$
\begin{align*}
Y_{n+1}= & Y_{n}+a\left(t_{n}, Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \\
& +\frac{1}{2} \sum_{j=1}^{m} \mathcal{L}^{j} b^{j}\left(t_{n}, Y_{n}\right)\left(\left(\Delta W_{n}^{j}\right)^{2}-\Delta_{n}\right)  \tag{5.4.21}\\
& +\frac{1}{2} \sum_{j, k=1, j<k}^{m}\left(\mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right)+\mathcal{L}^{j} b^{k}\left(t_{n}, Y_{n}\right)\right) \Delta W_{n}^{j} \Delta W_{n}^{k} \\
& +\frac{1}{2} \sum_{j, k=1, j<k}^{m}\left(\mathcal{L}^{k} b^{j}\left(t_{n}, Y_{n}\right)-\mathcal{L}^{j} b^{k}\left(t_{n}, Y_{n}\right)\right) A_{n}^{j, k}
\end{align*}
$$

where $A_{n}^{j, k}=I_{(j, k), t_{n}, t_{n+1}}-I_{(k, j), t_{n}, t_{n+1}}$ represent the Levy areas. The advantage of this representation may be seen in the significant simplification under noise commutativity of $\mathcal{L}^{k} b^{j}$ (i.e. when $\mathcal{L}^{k} b^{j}=\mathcal{L}^{j} b^{k}$, which is obviously fulfilled in the case $d=m=1$ ) and which results in a more efficient implementation of Mil'shtein methods. On the other hand, this representation clearly shows that the art of applying Mil'shtein methods consists of the efficient generation of Levy area integrals and hence of multiple integrals. The highlighted influence of commutativity conditions is made visible by Gaines representation. The efficient generation of Levy integrals $A_{n}^{i, j}$ still seems to be a problem. The problem of generation of Levy areas and multiple integrals is described and studied in Gaines $(1994,1995)$. In order to approximate these Levy areas there is a kind of box-counting algorithm, see Gaines and

Lyons (1994), that is an alternative to truncation of Fourier series approximating stochastic multiple integrals. The Gaines representation can also be exploited to receive more efficient implementations of the implicit Theta-Mil'shtein methods and drift explicit-implicit Mil'shtein methods. Also the development of balanced implicit Mil'shtein methods using Gaines representation could be useful.

### 5.4.11 Generalized Theta-Platen methods

The natural substitution of the differential quotients arising from the differential operators in the Mil'shtein's methods lead to the generalized Theta-Platen's method governed by

$$
\begin{align*}
& Y_{n+1}=Y_{n}+\left(\Theta_{n} a\left(t_{n+1}, Y_{n+1}\right)+\left(I-\Theta_{n}\right) a\left(t_{n}, Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}+  \tag{5.4.22}\\
& +\frac{1}{\sqrt{\Delta_{n}}} \sum_{j, k=1}^{m}\left[b^{j}\left(t_{n}, Y_{n}+a\left(t_{n}, Y_{n}\right) \Delta_{n}+\sqrt{\Delta_{n}} b^{k}\left(t_{n}, Y_{n}\right)\right)-b^{j}\left(t_{n}, Y_{n}\right)\right] I_{(j, k), t_{n}, t_{n+1}}
\end{align*}
$$

where we remember that $I_{(j, k), t_{n}, t_{n+1}}=\int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}$ and $\Theta_{n} \in \mathbb{R}^{d \times d}$ is a certain matrix of implicitness parameters. Platen (1987) suggested a similar variant to this method in the case $m=1$ and $\Theta_{n}=0$. A practical advantage becomes clear, since it is a derivative free method belonging to the class of implicit Runge-Kutta methods with strong order 1.0. However, to our knowledge, a qualitative study of this method has not been carried out so far, except for convergence statements. Of course, one could immediately apply this idea to arrive at drift explicit-implicit Runge-Kutta methods of strong order 1.0 following

$$
\begin{align*}
Y_{n+1} & =Y_{n}+a\left(t_{n}+\theta_{n} \Delta_{n}, \Theta_{n} Y_{n+1}+\left(I-\Theta_{n}\right) Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}+  \tag{5.4.23}\\
& +\frac{1}{\sqrt{\Delta_{n}}} \sum_{j, k=1}^{m}\left[b^{j}\left(t_{n}, Y_{n}+\sqrt{\Delta_{n}} b^{k}\left(t_{n}, Y_{n}\right)\right)-b^{j}\left(t_{n}, Y_{n}\right)\right] \int_{t_{n}}^{t_{n+1}} \int_{t_{n}}^{s} d W_{u}^{k} d W_{s}^{j}
\end{align*}
$$

where $\Theta_{n} \in \mathbb{R}^{d \times d}$ is a certain matrix of implicitness parameters and $\theta_{n} \in[-1,1]$ such that the local algebraic resolution can be ensured. Furthermore, the idea of making the variants of explicit and implicit Mil'shtein-type methods into derivative free ones can be applied in conjunction with the Gaines's representation. Predictor-corrector implementations of Theta-Platen's techniques are useful to arrive at easily implementable numerical procedures as well. However, one does not get rid of the problem of efficient generation of Levy areas or stochastic multiple integrals by none of these algorithms (unless complete commutativity of ( $a, b^{j}$ ) holds!).

### 5.4.12 Talay-Tubaro extrapolation technique and linear PDEs

A very efficient method for the computation of characteristics of probability distributions is presented by the Talay-Tubaro extrapolation method based on the well-known Euler methods and deterministic extrapolation idea. More precisely speaking, it is when one wants to compute $\mathbb{E}\left[f\left(X_{T}\right) \mid X_{0}=x\right]$ for a given deterministic function $f: \mathbb{R}^{d} \longrightarrow R(f$ smooth enough or $a . b^{j} \in C^{\infty}$ ) and fixed terminal times $T$ (nonvarying deterministic terminal
times) using equidistant approximations exclusively. Define $\Delta:=\frac{T-t_{0}}{N}$ as the equidistant step size of numerical approximation to be constructed.

$$
\begin{align*}
& Y_{n+1}^{\Delta}=Y_{n}^{\Delta}+a\left(t_{n}, Y_{n}^{\Delta}\right) h+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}^{h}\right) \Delta W_{n}^{j}  \tag{5.4.24}\\
& Y_{k+1}^{2 \Delta}=Y_{k}+a\left(\hat{t}_{k}, Y_{k}^{2 \Delta}\right) 2 h+\sum_{j=1}^{m} b^{j}\left(\hat{t}_{k}, Y_{k}^{2 \Delta}\right) \widehat{\Delta W_{k}^{j}} \tag{5.4.25}
\end{align*}
$$

where $\Delta W_{n}^{j}$ and $\widehat{\Delta W_{k}^{j}}$ can be chosen as independent Wiener process increments or more efficiently taken as $\overline{\Delta W_{k}^{j}}=\Delta W_{2 k}^{j}+\Delta W_{2 k-1}^{j}$, with independent random variables $\Delta W_{k}^{j}$ substituting the Wiener process increments by some discrete random variables satisfying certain moment relations (see Talay (1995) or Mil'shtein (1995)). Now, set

$$
\begin{equation*}
v_{n}^{\Delta}=2 \mathbb{E}\left[g\left(Y_{2 n}^{\Delta}\right)\right]-\mathbb{E}\left[g\left(Y_{n}^{2 \Delta}\right)\right] \tag{5.4.26}
\end{equation*}
$$

Then, based on error expansions by Talay-Tubaro (1990) in analogy of deterministic numerical analysis, it has been shown that $v_{n_{T}}^{\Delta}$ approximates

$$
u(T, x)=\mathbb{E}\left[g\left(X_{T}\right) \mid X_{0}=x\right]
$$

where $u(t, x)$ solves the initial value problem (IVP) of the linear PDE (Drift-Diffusion equation)

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=\frac{1}{2} \sum_{j=1}^{m} \sum_{i, k}^{d} b_{i}^{j}(t, x) b_{k}^{j}(t, x) \frac{\partial^{2} u}{\partial x_{i} \partial x_{k}}(t, x)+\sum_{k=1}^{d} a_{k}(t, x) \frac{\partial u}{\partial x_{k}}(t, x) \tag{5.4.27}
\end{equation*}
$$

where $u:[0, T] \times \mathbb{D} \longrightarrow \mathbb{R}^{l}$ and $u(0, x)=g(x), 0 \leq t \leq T$. The striking advantage is the increased order of weak convergence of approximations $v_{n_{T}}^{\Delta}$ to $\mathbb{E} u\left(0, X_{T}\right)$. Moreover, this approach seems to be very appropriate within approximation of Feynman-Kac representations of solutions of deterministic linear PDEs. Possible simplifications of random number generation can be applied to approximations aiming at weak convergence, see Section 9 dealing with implementation issues and the original works of Mil'shtein and Talay. There is a general opinion among Monte Carlo specialists that the approximation of systems of deterministic PDEs with very "complex" domains or whenever one needs only approximations at very specific points of the underlying domain is the field of potential applications where the Monte Carlo techniques as exhibited by Talay-Tubaro extrapolations are superior compared to standard deterministic techniques. Anyway, we should not forget that the new problem of reliable statistical estimation of mean values occurs in the stochastic approach now (which causes new errors). The drawback which is currently seen is that these extrapolation techniques have been suggested only for equidistant approximations with fixed deterministic terminal times $T$. It is also not quite clear how more complicated boundary conditions on $\partial \mathbb{D}$ can be incorporated in the stochastic approach. One should not forget that many smoothness assumptions on system ingredients must be made as well. An open problem arises with the applicability towards $p$ th mean and pathwise integration. The idea of Talay and Tubaro (1990) has been continued to the case of Taylor approximations as basis methods by Kloeden, Platen and Hofmann (1995).

### 5.4.13 Denk-Hersch method for highly oscillating systems

To integrate highly oscillating systems, like that of electronic circuits, it is advisable to use a method due to Denk (1993) using an idea of Hersch (1958). The principal $d$-dimensional
equation describing the behavior of electronic circuits is given by

$$
\begin{equation*}
\dot{x}+A x=\hat{a}(t, x) \tag{5.4.28}
\end{equation*}
$$

where $A$ is a $d \times d$ matrix, and $\hat{a}$ is a highly oscillating function which might be noisy due to thermal noise. Then it is advisable to apply Adams-type methods based on the principle of coherence due to Hersch (1958). This has been worked out by Denk (1993) in the deterministic setting, using step size depending coefficients in the corresponding Adams methods. The principle of coherence roughly says that the numerical results in "two successive approximation steps should not contradict each other." Let us illustrate this principle in the linear case (i.e. linear coherence principle). Starting from the homogeneous problem $\dot{z}+A z=0$ related to system (5.4.28), identifying $x_{n+1}=\Phi\left(\Delta_{n}\right) x_{n}$ as the description of related numerical method applied to the linear homogeneous IVP problem with $\Delta=\frac{t_{1}-t_{0}}{2}$, we get

$$
\begin{array}{ll}
\text { using step size } \Delta: & z\left(t_{1}\right)=\Phi(\Delta) z\left(t_{0}+\Delta\right)=\Phi(\Delta) \Phi(\Delta) z\left(t_{0}\right)=\Phi^{2}(\Delta) z\left(t_{0}\right) \\
\text { using step size } \Delta: & z\left(t_{1}\right)=\Phi(2 \Delta) z\left(t_{0}\right)
\end{array}
$$

Thus, for a coherent numerical method, it must hold that $\Phi^{2}(\Delta)=\Phi(2 \Delta)$. Of course, this would naturally be satisfied for the matrix exponential of the continuous time linear homogeneous system for $z$. However, only coherent numerical methods preserve the same semigroup property under discretization. Therefore, a coherent integration scheme for $x$ must satisfy the condition $\Phi(h)=\exp (-h A)$ for all $h>0$. Denk (1993) has combined Hersch's idea of coherence with the standard multistep approach applied to the fully inhomogeneous equation (5.4.28). This gives the Denk-Hersch method

$$
\begin{equation*}
Y_{n+k}-\exp (-\Delta A) Y_{n+k-1}=\Delta \sum_{l=0}^{k} B^{l} \hat{a}\left(t_{n+l-1}, Y_{n+l-1}\right) \tag{5.4.29}
\end{equation*}
$$

with certain matrix coefficients $B^{l}=B^{l}(\Delta) \in \mathbb{R}^{d \times d}$. For example, the Denk-Hersch method with $k=1$ is established with

$$
\begin{gathered}
B^{1}=-\left(I-[I-\exp (-\Delta A)](\Delta A)^{-1}\right)(\Delta A)^{-1} \\
B^{0}=[I-\exp (-\Delta A)](\Delta A)^{-1}-B^{1}
\end{gathered}
$$

It turns out that this scheme is consistent with order $k, A(0)$-stable and therefore convergent (see Lax-Richtmeyer equivalence theorem in deterministics). Note that these facts do not contradict the famous Dahlquist's order barriers for linear multistep methods since the coefficients $B^{l}$ always depend on the step size $\Delta$. Practical implementations are realized by predictor-corrector techniques. Even the problem of phase lags can be circumvented by the use of this numerical method due to Denk. This method has been further developed and applied to SDEs (5.2.3) with additive noise in circuit modeling and simulation (in fact it leads to the numerical treatment of (Ordinary) Stochastic Differential-Algebraic Equations ((O)SDAEs by stochastic Adams techniques). For more details, see Denk and Schäffler (1997) and Denk, Penski and Schäffler (1998), by using the concept of weak coherence (i.e. coherence for the nonnoisy system equation is guaranteed). Unfortunately, during the writing this survey, the author did not have access to any work which extends this idea to the fully multiplicative noise case (moment or almost sure stochastic coherence should be of interest) leading to coherence with stochastic fundamental matrix solution $\Phi$. For example, in the almost sure sense, when complete commutativity $\left[B^{j}, B^{k}\right]=B^{j} B^{k}-B^{k} B^{j}=0$ with
$B^{0}=-A$ for all $j, k \in\{0,1, \ldots, m\}$ is met, then

$$
\Phi\left(\Delta_{n},\left.\theta(\omega)\right|_{n}\right)=\exp \left(-\left[A+\frac{1}{2} \sum_{j=1}^{m}\left(B^{j}\right)^{2}\right] \Delta_{n}+\sum_{j=1}^{m} B^{j} \Delta W_{n}^{j}\left(\left.\theta(\omega)\right|_{n}\right)\right.
$$

for autonomous SDEs, where $\theta(\omega)_{n}$ denotes the random shift operator on sample space $\Omega$ to render the random dynamics to be a stochastic flow. This implies our idea of the new fully stochastic Denk-Hersch method (DHS) following the scheme

$$
\begin{align*}
Y_{n+k}-\Phi\left(\Delta_{n+k},\left.\theta(\omega)\right|_{n+k}\right) Y_{n+k-1}= & \sum_{l=0}^{k} C^{l}\left(\Delta_{l}\right) \hat{a}\left(t_{n+l-1}, Y_{n+l-1}\right) \Delta_{l}  \tag{5.4.30}\\
& +\sum_{l=0}^{k} c^{j}\left(t_{n+l-l}\right) \Delta W_{n+l-1}
\end{align*}
$$

for splitted Itô SDEs

$$
\begin{equation*}
d X_{t}=\left(-A X_{t}+\hat{a}\left(t, X_{t}\right)\right) d t+\sum_{j=1}^{m}\left(B^{j} X_{t}+b^{j}(t)\right) d W_{t}^{j} \tag{5.4.31}
\end{equation*}
$$

with additive noise coefficients $c^{j}(t)$ and multiplicative noise coefficients $b^{j}(t, x)=B^{j}(t) x$, where $C^{l}(\Delta)$ are suitable matrix-valued Adams coefficients. Moreover, in the noncommutative situation one has to incorporate Lie brackets, as presented by the stochastic Magnus formula due to Magnus (1954). But the resulting procedure is fairly complex, and this should be of future interest. Basically, one could generally think of a generalization to a construction of a numerically exact integrator at given time instants at least for linear systems as indicated above (cf. approach of Mickens (1994) to numerically exact integrators in deterministic numerical analysis, and consult its standard references).

### 5.4.14 Stochastic Adams-type methods

In Denk and Schäffler (1997) and Brugnano, Burrage and Burrage (1999) stochastic analogs to well-known Adams-type methods which belong to the class of linear multi-step methods were developed. For example, following Brugnano et al (1999), the simplest Adams method applied to Stratonovich systems (5.4.12) is given by

$$
\begin{equation*}
Y_{n+k}=Y_{n+k-1}+\Delta_{n} \sum_{i=0}^{k} \beta_{i} g_{n+i}^{0}+\frac{1}{2} \sum_{j=1}^{m} J_{(j), t_{n+k-1}, t_{n+k}}\left(g_{n+k}^{j}+g_{n+k-1}^{j}\right) \tag{5.4.32}
\end{equation*}
$$

where $g_{j, l}=b^{j}\left(Y_{l}\right), j=0,1, \ldots, m, l=0,1, \ldots, k$. The coefficients $\beta_{i}$ are those of the deterministic Adams-Moulton method of order $k+1$. This scheme can be rewritten as

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\Delta_{n} \sum_{i=0}^{k} \beta_{k-i} g_{n+1-i}^{0}+\frac{1}{2} \sum_{j=1}^{m} J_{(j), t_{n}, t_{n+1}}\left(g_{n+1}^{j}+g_{n}^{j}\right) \tag{5.4.33}
\end{equation*}
$$

where $J_{(j), t_{n}, t_{n+1}}=\Delta W_{n}^{j}$. Method (5.4.32) can be combined with predictor-corrector implementations as well, which we omit here.

### 5.4.15 The two step Mil'shtein method of Horváth-Bokor

Horváth-Bokor (1997) has suggested the following equidistant two step Mil'shtein scheme applied to Itô SDEs (5.2.1) with $m=1$ and componentwise governed by

$$
\begin{align*}
Y_{n+1}^{k}= & \left(1-\gamma_{k}\right) Y_{n}^{k}+\gamma_{k} Y_{n-1}^{k}+a_{k}\left(t_{n}, Y_{n}\right) \Delta+V_{n}^{k}  \tag{5.4.34}\\
& +\gamma_{k}\left[\left(\left(1-\alpha_{k}\right) a_{k}\left(t_{n}, Y_{n}\right)+\alpha_{k} a_{k}\left(t_{n-1}, Y_{n-1}\right)\right) \Delta+V_{n-1}^{k}\right]
\end{align*}
$$

with

$$
V_{n}^{k}=b_{k}\left(t_{n}, Y_{n}\right) \Delta W_{n}+\frac{1}{2} \mathcal{L}^{1} b_{k}\left(t_{n}, Y_{n}\right)\left(\left(\Delta W_{n}\right)^{2}-\Delta\right)
$$

where $Y_{0}=X_{0}$ and $Y_{1}$ is chosen by one explicit Mil'shtein step $(k=1,2, \ldots, d)$, and parameters $\alpha_{k}, \gamma_{k} \in[0,1]$, based on equidistant discretizations of time-intervals $[0, T]$. The strong convergence order 1.0 is also proven in that paper. In addition she proves the same convergence order for a new multistep method

$$
\begin{align*}
Y_{n+1}^{k}= & \left(1-\gamma_{k}\right) Y_{n}^{k}+\gamma_{k} Y_{n-1}^{k}+a_{k}\left(t_{n}, Y_{n}\right) \Delta+b_{k}\left(t_{n}, Y_{n}\right) \Delta W_{n}  \tag{5.4.35}\\
& +\frac{1}{2} L^{1} b_{k}\left(t_{n}, Y_{n}\right) \Delta W_{n}+\gamma_{k}\left[\left(\left(1-\alpha_{k}\right) a_{k}\left(t_{n}, Y_{n}\right)+\alpha_{k} a_{k}\left(t_{n-1}, Y_{n-1}\right)\right) \Delta\right. \\
& \left.+\frac{1}{2}\left(b_{k}\left(t_{n}, Y_{n}\right)+b_{k}\left(t_{n-1}, Y_{n-1}\right)\right) \Delta W_{n-1}-\frac{1}{2} L^{1} b_{k}\left(t_{n-1}, Y_{n-1}\right) \Delta\right]
\end{align*}
$$

where $Y_{0}, Y_{1}, \gamma_{k}, \alpha_{k}$ are as in scheme (5.4.34) above. Finally, she reports about some numerical evidence that this new scheme "behaves better" than Mil'shtein methods.

### 5.4.16 Higher order Taylor methods

After substituting in the Taylor expansions $X_{t}$ by $Y_{n}$ or $Y_{n+1}$, respectively, and neglecting the remainder parts, one arrives at the following explicit and implicit Taylor method.

$$
\left.\begin{array}{rl}
Y_{n+1}=Y_{n}+\sum_{\alpha \in Q_{\gamma}} x_{\alpha}\left(t_{n}, Y_{n}\right) I_{\alpha, t_{n+1}, t_{n}}^{Q_{\gamma}} & =\left\{\alpha \in \mathcal{M}_{m}: \begin{array}{l}
l(\alpha)+n(\alpha) \leq 2 \gamma \text { or } \\
l(\alpha)=n(\alpha)=\gamma+\frac{1}{2}
\end{array}\right\} \\
Q_{\beta} & =\left\{\alpha \in \mathcal{M}_{m}: l(\alpha) \leq \beta\right\} ; 2 \gamma, \beta \in \mathbb{N}
\end{array}\right\}
$$

where $x_{\alpha}$ is the Ito coefficient function which one gets by applying to $V(t, x) \equiv x$. The advantages are the obtained higher order of convergence (i.e. larger step sizes could be used) and approximating dynamics can have better geometric properties in accordance with those of underlying continuous time dynamics (e.g. during visualization of stochastic flows, see Kloeden, Platen and Schurz (1991) or, in filtering, see Kloeden, Platen and Schurz (1993)). On the other hand, there are serious problems with numerical instabilities, a large complexity for practical implementation, many smoothness assumptions on $a, b^{j}$, and in particular the problem of efficient generation of stochastic multiple integrals which has to be clarified. The efficient use of Taylor methods is limited in general, because of their growing complexity caused by very complex random number generation for involved multiple integrals, and accompanied loss of stability properties. However, for specific dynamics, the situation may change dramatically, and hence one should always check whether there are considerable simplifications (like those with commutative noise or one-dimensional situations) and if one meets limitations on the use of very small step sizes.

### 5.4.17 Splitting methods of Petersen-Schurz

Petersen (1998) and Schurz (1996, 1997, 1999) use the idea of splitting of the drift and diffusion parts, and treat the obtained split parts by different numerical procedures/techniques.

There are two basic cases of splittings: additive and multiplicative. An example for additively split dynamics is provided by the stochastic Duffing oscillator, see Schurz $(1996,1997)$ and Yannios and Kloeden (1996). For example, additive splitting is given when

$$
b^{j}(t, x)=b^{j, 1}(t, x)+b^{j, 2}(t, x)
$$

Then it is tempting to apply different numerical techniques to the separated parts since one may or one has to control only one part of the dynamics. The same is true for the more general multiplicative splitting when

$$
b^{j}(t, x)=\hat{b}^{j}(t, x, x)
$$

An example for multiplicatively splitted dynamics is provided by the modified Van der Pol oscillator with drift $a(t, x, y, z)=-\omega^{2} x+\gamma^{2}\left(1-c^{2} x^{2}-d^{2} y^{2}\right) z$ with $z=y$. Under the usual smoothness and boundedness assumptions Petersen (1998) and Schurz (1996, 1997, 1998) have proven corresponding convergence orders, i.e. Petersen in the weak convergence sense and Schurz in $p$ th mean sense. For more details, see their papers. The simplest example would be the linear-implicit Theta-Euler methods

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\left(\Theta_{n} A\left(t_{n+1}\right) Y_{n+1}+\left(I-\Theta_{n}\right) A\left(t_{n}\right) Y_{n}+\hat{a}\left(t_{n}, Y_{n}\right)\right) \Delta_{n}  \tag{5.4.36}\\
+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}
\end{gather*}
$$

or

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\left[A\left(t_{n}+\theta_{n}^{0} \Delta_{n}\right)\left(\Theta_{n} Y_{n+1}+\left(I-\Theta_{n}\right) Y_{n}\right)+\hat{a}\left(t_{n}+\hat{\theta}_{n}^{0}, Y_{n}\right)\right] \Delta_{n}  \tag{5.4.37}\\
+\sum_{j=1}^{m} b^{j}\left(t_{n}+\theta_{n}^{j} \Delta_{n}, Y_{n}\right) \Delta W_{n}^{j}
\end{gather*}
$$

with appropriate implicitness matrices $\Theta_{n} \in \mathbb{R}^{d \times d}$ and scalars $\theta_{n}^{j}, \hat{\theta}_{n}^{0} \in[-1,1]$, suggested by Schurz (1996). So far the linear part has been implicitly treated. Sometimes it is even more advantageous to treat the nonlinear part of coefficients $b^{j}$ by implicit numerical techniques, since only that part controls the qualitative behavior. This idea was originally suggested by Öttinger (1996) for problems of polymeric fluids (however, without any mathematical proof). A nonlinear-implicitly splitted Theta-Euler method follows

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\left(\Theta_{n} a\left(t_{n+1}, Y_{n+1}\right)+\left(I-\Theta_{n}\right) a\left(t_{n}, Y_{n}\right)+\hat{a}\left(t_{n}, Y_{n}\right)\right) \Delta_{n}  \tag{5.4.38}\\
\\
+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}
\end{gather*}
$$

and in particular the nonlinear-implicitly splitted trapezoidal method is governed by

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\left(\frac{1}{2}\left[a\left(t_{n+1}, Y_{n+1}\right)+a\left(t_{n}, Y_{n}\right)\right]+\hat{a}\left(t_{n}, Y_{n}\right)\right) \Delta_{n}  \tag{5.4.39}\\
+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}
\end{gather*}
$$

and nonlinear-implicitly splitted midpoint method by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left(a\left(\frac{t_{n+1}+t_{n}}{2}, \frac{1}{2}\left[Y_{n+1}+Y_{n}\right]\right)+\hat{a}\left(t_{n}, Y_{n}\right)\right) \Delta_{n} \tag{5.4.40}
\end{equation*}
$$

$$
+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}
$$

We have noticed that an introduction of implicitness in the diffusion parts $b^{j}, j=1,2, \ldots, m$ has not been observed in the splitting methods within the Itô calculus so far. This fact is due to the a priori convention of Itô integration to take only the left-hand side values in the course of Itô-Riemann sum approximations. This can be done partially in the Stratonovich calculus (however, with a lot of care, since explosions may occur in certain dynamics). For this purpose, one can exploit the technique of suitable truncation of random variables (i.e. with the care of not destroying convergence orders) or using the sign of random variables (such as by the balanced implicit methods case (see BIMs above)). The practical value of random variable substitutions can be seen best in the case of weak approximation techniques, see later or Mil'shtein (1995) and Talay (1995).

Thus, Petersen (1998) has introduced the following 2nd order weakly converging $2 n d$ order drift-splitted explicit-implicit method

$$
\begin{align*}
Y_{n+1}= & Y_{n}+\frac{1}{2}\left(a\left(Y_{n+1}\right)+\hat{a}\left(Y_{n}^{E}\right)+a\left(Y_{n}\right)+\hat{a}\left(Y_{n}\right)\right) \Delta_{n}+  \tag{5.4.41}\\
& +\frac{1}{2} \sum_{j=1}^{m}\left[b^{j}\left(Y_{n}+\frac{\Delta_{n}}{2}\left(a\left(Y_{n}\right)+\hat{a}\left(Y_{n}\right)\right)+\frac{\sqrt{2}}{2} \sum_{k=1}^{m} b^{k}\left(Y_{n}\right) \xi_{n}^{1, j}\right)+\right. \\
+b^{j}\left(Y_{n}+\right. & \left.\left.\frac{\Delta_{n}}{2}\left(a\left(Y_{n}\right)+\hat{a}\left(Y_{n}\right)\right)-\frac{\sqrt{2}}{2} \sum_{k=1}^{m} b^{k}\left(Y_{n}\right) \xi_{n}^{1, j}\right)\right] \xi_{n}^{2, j}+\sum_{j, k=1}^{m} \mathcal{L}^{k} b^{j}\left(Y_{n}\right) \hat{I}_{n}^{j, k}
\end{align*}
$$

for autonomous SDEs (5.2.1) with drift $b^{0}(x)=a(x)+\hat{a}(x)$ and diffusion coefficients $b^{j}(x)$, where

$$
Y_{n}^{E}=Y_{n}+\left(a\left(Y_{n}\right)+\hat{a}\left(Y_{n}\right)\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(Y_{n}\right) \xi_{n}^{0, j}
$$

and $\xi_{n}^{0, j}, \xi_{n}^{1, j}, \xi_{n}^{2, j}, I_{n}^{j, k}$ are appropriate random variables satisfying certain moment relations (see Petersen (1998) for more details). This method can be rendered to a derivative free one - an approach which leads to the Öttinger-Petersen method (see Öttinger (1996) and Petersen (1998)).

The question of optimal splitting represents a quite complex problem. There is only one rough rule in general: the part of the dynamics of $b^{j}$ which is responsible for the stabilizing branch in the continuous time system should be treated implicitly and the other instable branch should be treated explicitly. In general, one has to deal with partial-implicit methods, i.e. one splits the dynamics of $b^{j}(t, x)=\hat{b}^{j}(t, t, x, x)$ by the partial treatment $\hat{b}^{j}\left(t_{n}, t_{n+1}, Y_{n+1}^{I}, Y_{n}^{E}\right)$ with implicit methods $Y^{I}$ and explicit methods $Y^{E}$. Only some care is needed to keep the finiteness, boundedness, desired order of convergence and some other. qualitative properties of discrete time dynamics. For more details, see Schurz (1998). All in all, the adequate introduction of implicitness and splitting forms turns out to be a very casesensitive problem. Thus, there are no fully generalizable conclusions, except for the additive splitting case when there is one study with respect to asymptotic mean square behavior and numerical characteristic exponents already available, see Schurz (1999) and/or Sections 6 8 below.

### 5.4.18 The ODE method with commutative noise

It is promising to use deterministic algorithms under certain circumstances. For example, under commutative noise one can exploit the Doss representation of diffusions, see Doss
(1977). The resulting splitting idea was pursued by Talay (1983), Bensoussan et al. (1989), and picked up by Castell and Gaines (1994), Roman (2000), see also Schurz (1999). The idea goes as follows. The entire ODE approach is based on the key assumption of commutative noise stated by $\forall k, j \in\{1, \ldots, m\} \forall(t, x) \in[0, T] \times \mathbb{R}^{d}$

$$
<b^{j}, \nabla_{x}>b^{k}=\sum_{i=1}^{d} b_{i}^{j}(t, x) \frac{\partial b^{k}(t, x)}{\partial x_{i}}=\sum_{i=1}^{d} b_{i}^{k}(t, x) \frac{\partial b^{j}(t, x)}{\partial x_{i}}=<b^{k}, \nabla_{x}>b^{j}
$$

Then Doss (1977) has given an explicit representation $X_{t}=h\left(D(t), W_{t}\right)$ of the solution of SDEs. For example, in case $d=m=1, b=b(x)$ the deterministic function $h$ satisfies the PDE

$$
\frac{\partial h(u, v)}{\partial v}=b(h(u, v))
$$

with initial condition $h(u, 0)=u$, provided that $b \in C^{2}\left(\mathbb{R}^{d}\right)$ fulfills the Lipschitz condition ( $U L C$ ), and where $D(t)$ satisfies the random initial value problem for randomized differential equation

$$
D^{\prime}(t)=\exp \left(-\int^{W_{t}} b^{\prime}(h(D(t), v)) d v\right) b\left(h\left(D(t), W_{t}\right)\right.
$$

started at $D_{0}=X_{0}$. Thanks to a conjecture of E. Pardoux, Talay (1983) has made use of this idea in the fully multidimensional case

$$
X_{t}=h\left(D_{1}(t), D_{2}(t), \ldots, D_{d}(t), W_{t}^{1}, W_{t}^{2}, \ldots, W_{t}^{m}\right)
$$

With these contributions in hand, one obtains the procedure to approximate the composed solution $X=h\left(D(t), W_{t}\right)$ by solving the deterministic PDE for $h$ first (e.g. by deterministic analytical or numerical methods), and then one may numerically integrate the related ODE for $D(t)$ for each random path of the underlying Wiener process $W_{t}$ by deterministic methods started at $D_{0}=X_{0}$. Under appropriate commutativity conditions for all $a, b^{j}$ one may even show that the increments of Taylor methods for certain functionals $V\left(t, X_{t}\right)$ can only locally depend on the Wiener process increments $\Delta_{s, t} W^{j}=W_{t}^{j}-W_{s}^{j}$ and timeincrements $\Delta=t-s$, see Schurz (1999). This is useful to approximate certain conditional expectations $\mathbb{E}\left[V\left(t, X_{t}\right) \mid \mathcal{F}_{s}\right]$ and the algebra of iterated multiple integrals, where $V\left(t, X_{t}\right)$ is an appropriate $\mathcal{F}_{t}$-measurable functional of $X$ and $\mathcal{F}_{s}$ represents the $\sigma$-field of underlying natural filtration at time $s \leq t$. Of course, one can now successfully apply deterministic numerical methods like that of higher order Runge-Kutta methods to approximate the involved random differential equations with high accuracy and sophisticated knowledge on deterministic numerical analysis based on deterministic Taylor expansions. Thus, "pathwise" approximations of SDEs are possible, exploiting the full knowledge of deterministic numerical analysis. However, the user may be warned that this cannot be done in general (i.e. when commutativity does not hold)! For further reading, we recommend to consult the paper of Talay (1983) where he proves the convergence of numerical methods using the Doss representation, but without calculating $D, h$ explicitly. In Roman (2000) one finds a discussion on convergence orders in conjunction with Runge-Kutta techniques applied to Stratonovich SDEs without drift part under the additional condition of noise commutativity (i.e. then even the calculation of $D$ is not needed to establish approximations using the Doss approach, since then $D(t)=D(0)=X_{0}$ ). Under appropriate smoothness conditions of $a, b^{j}, V$ with some very restrictive commutativity conditions (i.e. $V$-commutativity of order $2 \gamma$ ) involving $a, b^{j}, V$, an alternative is given by Schurz (1999) without using the Doss approach, but resulting into the achievement of any desired convergence order for Taylor approximations of $V\left(t, X_{t}\right)$ (i.e. even infinite Taylor series can be obtained, which of course need to be truncated for the practical implementation).

### 5.4.19 Random local linearization methods (LLMs)

In Mechanical Engineering a localization technique has widely been used for a long time. This technique basically says one should linearize the dynamics locally at each step, and then approximate the original nonlinear dynamics by the linearized dynamics. For example, see Iyengar (1988). This method can be applied with some care to (O)SDEs as well. To our current knowledge, as one of the first, Ozaki (1985) recognized the power of this technique in stochastic hydrology. The mathematics of stochastic linearization was later treated independently by Jimenez et al (1996), Roy and Schurz (1996), Ozaki and Shoji (1998), Shoji (1998) among others. Let us follow somehow their ideas in conjunction with the method of removing multiplicative noise terms in the original dynamics. The key assumptions (connected to the more general and challenging problem of when a stochastic dynamics is qualitatively represented by its corresponding linearization in an adequate manner) are that the drift $a(t, x)$ and diffusion parts $b^{j}(t, x)$ are smooth enough (e.g. continuously differentiable with respect to time, at least twice continuously differentiable with respect to the space coordinate and sufficiently smooth such that the corresponding function $f$ from below is in $C^{1,3}([0, T] \times \mathbb{D})$ ), the dynamics for the stochastic process $X$ lives on a compact bounded set $\mathbb{D}$ of $R^{d}$ (a.s.), the diffusion part $\inf _{(t, x) \in[0, T] \times \mathbb{D}}\left\|b^{j}(t, x)\right\|>0$ is uniformly bounded away from zero (such diffusions are called nondegenerate) and the information on the Wiener process is given at all discrete time-instants. For simplicity of illustration, we shall confine ourselves to one-dimensional Itô SDEs

$$
d X_{t}=a\left(t, X_{t}\right) d t+b\left(t, X_{t}\right) d W_{t}
$$

It is convenient to transform this equation to an SDE with additive noise

$$
d Z_{t}=\left(\left.a\left(t, X_{t}\right) \frac{d \phi(z)}{d z}\right|_{z=Z_{t}}+\left.\frac{\left[b\left(t, X_{t}\right)\right]^{2}}{2} \frac{d^{2} \phi(z)}{d z^{2}}\right|_{z=Z_{t}}\right) d t+\sigma(t) d W_{t}
$$

provided that an invertible $\phi(x)$ as solution of

$$
b(t, x) \frac{d \phi(x)}{d x}=\sigma(t)
$$

exists. This equation for $Z$ is an equation with random drift coefficients

$$
\begin{gathered}
g=g\left(t, X_{t}, Z_{t}\right)=\left.a\left(t, X_{t}\right) \frac{d \phi(z)}{d z}\right|_{z=Z_{t}}+\left.\frac{\left[b\left(t, X_{t}\right)\right]^{2}}{2} \frac{d^{2} \phi(z)}{d z^{2}}\right|_{z=Z_{t}} \\
=\sigma(t)\left(\left.a\left(t, \phi^{-1}\left(Z_{t}\right)\right) \frac{d \phi(z)}{d z}\right|_{z=Z_{t}}+\left.\frac{\left[b\left(t, \phi^{-1}\left(Z_{t}\right)\right)\right]^{2}}{2} \frac{d^{2} \phi(z)}{d z^{2}}\right|_{z=Z_{t}}\right)=f\left(t, Z_{t}\right)
\end{gathered}
$$

Since $g\left(t, \phi^{-1}\left(Z_{t}\right), Z_{t}\right)=f\left(t, Z_{t}\right)$, this yields the equivalent Itô SDE

$$
d Z_{t}=f\left(t, Z_{t}\right) d t+\sigma(t) d W_{t}
$$

with additive noise and deterministic drift function $f(t, z)=g\left(t, \phi^{-1}(z), z\right)$. Now we may apply the Itô formula to $f$ in order to linearize the dynamics. Therefore it locally follows that.

$$
f\left(t, Z_{t}\right) \approx f\left(s, Z_{s}\right)+\left.\left(\frac{\sigma^{2}(t)}{2} \frac{\partial^{2} f(t, z)}{\partial z^{2}}+\frac{\partial f(t, z)}{\partial t}\right)\right|_{z=Z_{s}}(t-s)+\left.\frac{\partial f(t, z)}{\partial z}\right|_{z=Z_{s}}\left(Z_{t}-Z_{s}\right)
$$

i.e.

$$
f\left(t, Z_{t}\right) \approx l_{s} Z_{t}+m_{s} t+n_{s}
$$

where

$$
\begin{aligned}
& l_{s}=\frac{\partial f\left(s, Z_{s}\right)}{\partial z}, m_{s}=\frac{\sigma^{2}(s)}{2} \frac{\partial^{2} f\left(s, Z_{s}\right)}{\partial z^{2}}+\frac{\partial f\left(s, Z_{s}\right)}{\partial t} \\
& n_{s}=f\left(s, Z_{s}\right)-\frac{\partial f\left(s, Z_{s}\right)}{\partial z} Z_{s}-\left(\frac{\sigma^{2}(s)}{2} \frac{\partial^{2} f\left(s, Z_{s}\right)}{\partial z^{2}}+\frac{\partial f\left(s, Z_{s}\right)}{\partial t}\right) s
\end{aligned}
$$

Consequently, on each subinterval $[s, s+h]$ we have to solve the linear SDE

$$
d Z_{t}=\left(l_{s} Z_{t}+m_{s} t+n_{s}\right) d t+\sigma(t) d W_{t} .
$$

This SDE has the explicit solution

$$
Z_{s+h}=Z_{s}+\int_{s}^{s+h}\left(m_{s} u+n_{s}\right) \exp \left(-l_{s} u\right) d u+\int_{s}^{s+h} \exp \left(-l_{s} u\right) \sigma(u) d W_{u}
$$

which one can obtain by local application of Itô's formula to $\exp \left(-l_{s} t\right) Z_{t}$ on $[s, s+h]$. Now, this equation can be solved by

$$
\begin{align*}
Z_{s+h}=\quad Z_{s} & +\frac{f\left(s, Z_{s}\right)}{l_{s}}\left(\exp \left(l_{s} h-1\right)+\frac{m_{s}}{l_{s}^{2}}\left(\exp \left(l_{s} h\right)-1-l_{s} h\right)+\right. \\
& +\int_{s}^{s+h} \exp \left(l_{s}(s+h-u)\right) \sigma(u) d W_{u}  \tag{5.4.42}\\
=\quad Z_{s} & +\frac{f\left(s, Z_{s}\right)}{l_{s}}\left(\exp \left(l_{s} h-1\right)+\frac{m_{s}}{l_{s}^{2}}\left(\exp \left(l_{s} h\right)-1-l_{s} h\right)+\right.  \tag{5.4.43}\\
& -\int_{s}^{s+h} \exp \left(l_{s}(s+h-u)\right)(l s(s+h-u) \sigma(u)+\sigma \prime(u)) W_{u} d u+ \\
& +\sigma(s+h) W_{s+h}-\sigma(s) W_{s}
\end{align*}
$$

The generation of the random integral in (5.4.42) is easy to manipulate since it follows a Gaussian distribution with mean zero and variance

$$
\int_{s}^{s+h} \exp \left(2 l_{s}(s+h-u)\right) \sigma^{2}(u) d u
$$

provided that it is square-integrable with respect to Lebesgue measure. For example, when $\sigma=\sigma_{0}$ is constant, then the local variance is equal to

$$
\sigma_{0}^{2} \frac{\exp \left(2 l_{s} h\right)-1}{2 l_{s} h}
$$

As an alternative, we may exploit the second identity (5.4.43) gained by the formula the of partial integration for Brownian motions to generate the local increments $Z_{t}-Z_{s}$ by optimal quadrature formulas for the integral expressions (see e.g. Egorov et al). Consequently, we have a local random linearization technique available for approximation of solutions of SDEs through composition of the local increment formulas we have received before. Shoji (1998) provides some experimental results which show the slightly improved error behavior of LLMs compared to numerical results using the classical Euler methods for generation of both the exact solution and numerical approximation. He also gives a proof of global $p$ th mean convergence rates $\gamma_{g}=1.0$ of the obtained LLMs for SDEs with additive noise on compact real domains based on the almost sure continuity of the related diffusion process with additive noise for $p \geq 2$ (thus the same convergence order as classical Euler methods applied to additive noise dynamics). It remains a question how efficient the presented approach really is in the fully multidimensional framework.

### 5.4.20 Simultaneous time and chance discretizations

Gelbrich (1995) has found a new approach to "weak approximations" of SDEs. He presents a combination of time-discretization methods of Euler and Mil'shtein methods with a "chancediscretization" based on well-known invariance principles. The grid is constructed to tune the discretization. The convergence of the approximate solutions is shown using ( $\mathbb{E} \|$. $\left.\|_{C\left[t_{0}, T\right]}^{p}\right)^{1 / p}$ norms for $p \in[2,+\infty)$. The obtained convergence rates can be interpreted as rates for the $L^{p}$ Wasserstein metrics $(p \in[1,+\infty)$ ) between the distributions of exact and approximate solutions.

### 5.4.21 Stochastic waveform relaxation methods

Schneider and Schurz (1998) have recently developed a stochastic version of deterministically well-known waveform iteration methods on $p$ th mean Banach spaces of solutions of SDEs. These methods are designed particularly for high-dimensional systems of SDEs as obtained after discretizing stochastic partial differential equations (SPDEs) by the common space discretization. Stochastic waveform relaxation algorithms (Jacobi, Gauss-Seidel, SOR, etc.) are easily parallelizable iteration methods for SDEs with no functional delay effects (i.e. for Markov processes), hence their efficiency is seen in application to high-dimensional systems of SDEs. The construction and proof of $p$ th mean convergence is heavily based on the fixed point principles and the efficient estimates of related contractivity constants, and depends on finding appropriate splittings of the original system into subsystems to introduce windowing techniques for local iterations with global exchange of data for the global iteration. For more details, see Schneider and Schurz (1998).

### 5.4.22 Comments on numerical analysis of SPDEs

Stochastic partial differential equations (SPDEs) have been studied for a fairly long time. For example, Benssousan and Temam (1972, 1973), Krylov and Rozovskii (1977-1986), Pardoux (1979), Gyöngy and Krylov (1980, 1982, 1996), Schmalfuss (1986), Rozovskiï (1990), Da Prato and Zabczyk (1992, 1996), Flandoli and Crauel (1994, 1998), Greksch and Tudor (1995), Krylov (1996), Kuo (1996), Crauel, Debussche and Flandoli (1997), Holden et al (1997) and Krylov and Lototsky (1999). Stochastic Navier-Stokes equations are treated in Bensoussan and Temam (1971, 1972), Greksch and Schmalfuss (1996). Stochastic evolution equations are studied by Rosovski (1990) and Greksch and Tudor (1995). Da Prato and Zabczyk $(1992,1996)$ follow the classical deterministic semigroup approach to treat linear SPDEs which leads to many direct computations. A systematic $L^{p}$-theory has been developed by Krylov (1995, 1996). Holden, Øksendahl, Ubøe and Zhang (1996) report on a systematic approach to SPDEs based on Wick-type white noise calculus. There are already a few papers on numerical analysis of stochastic partial differential equations (SPDEs) available. As one of the first, Gyöngy (1989) and Gaines (1995) outlined the role of stochastic numerical methods for the solution of SPDEs. Gyöngy (1991, 1998) introduces stochastic lattice methods, Gyöngy and Nualart $(1995,1997)$ provide with an implicit numerical scheme, and Gaines (1995) basically makes use of a stochastic generalization of well-known method of lines, leading to finite-dimensional approximations of SPDEs by (O)SDEs. Grecksch and Kloeden (1996), Grecksch and Wadewitz (1996) study stochastic Galerkin approximation and derive space - time step size convergence orders for evolutionary systems. Convergence proofs are also given in Gyöngy (1998), Davie and Gaines (1999). Hoo (1998, 1999) has recently carried out a work where he exploits techniques of discrete Sobolev spaces and the analytical $L^{p}$-theory due to Krylov (1996). All in all, we can confirm that this area is rapidly growing and has a very promising future. Stochastic finite element techniques must be further developed (first approaches, mainly motivated by Mechanical Engineering
(Crack Growth), are found in Dey (1979), Contreras (1980), Wong (1984), Skurt (1986), Faravelli (1988), Germani and Piccioni (1988), Ghanem and Spanos (1990, 1991, 1997), Hien and Kleiber (1990), Skurt and Michel (1990, 1992), Kleiber and Hien (1992), Araujo and Awruch (1994), Elishakoff, Ren and Shinozuka (1995), Papadrakakis and V. Papadopoulos (1996), Ren, Elishakoff and Shinozuka (1997), Allen, Novosel and Zhang (1998), Benth and Gjerde (1998), Peng (1998), Ghanem (1999), Matthies and Bucher (1999)). It would be advantageous to know when a difference method can be preferred to a finite element one. However, one does need a very profound knowledge of basics of numerical analysis for systems of (O)SDEs to understand the numerics of SPDEs.

### 5.4.23 General concluding comment on numerical methods

Although it is very daring to make any statement about the preferences of numerical methods, the author's current opinion is as follows. In general, splitting techniques together with ODE techniques (Doss splittings), BIMs, RTMs, PCMs, Newtons method, Talay-Tubaro extrapolations, Denk's method, the Burrage-Butcher school of stochastic Runge-Kutta methods and the local linearization approach to approximate probability densities and to phase plane analysis represent the most advanced and efficient numerical methods which are currently available in the market of academic literature for general systems of (O)SDEs, as of 1999. However, in specific situations the classical Taylor methods do perform very well, see Kloeden, Platen and Schurz $(1991,1993)$ with respect to qualitative dynamical pattern behavior, in filtering and Schurz (1999) under $V$-commutativity. Also in general it is advisable to form a test set of different numerical procedures, to apply to one and the same continuous time dynamics, and then, if the results qualitatively coincide one should accept the received joint approximation as the approximation result (similar to the general philosophy of statistical estimations). There is still a lack of knowledge on efficient numerical integration of high-dimensional systems of SDEs, how to perform very reliable variable step size and order techniques and how to control dynamics with non-Lipschitz continuous coefficients. The entire analysis can consist only of a careful study of both the qualitative behavior of continuous and discrete time dynamics, exploiting the specific structure of underlying systems and taking into account the following main principles of (stochastic) numerical analysis.

### 5.5 On the Main Principles of Numerics

The key to understanding the analysis and mathematically justified construction of numerical methods (and above all their behavior more profoundly) in the $p$ th mean sense, inspired by Schurz (1999), can be illustrated as follows. Fix $p \geq 1$. Let $X_{t, x}(t+h), Y_{t, x}(t+h)$ denote the one-step integral representations of exact and approximate process started at $x$ at time $t$ and evaluated at time $t+h$.

### 5.5.1 $\mathbb{D}$-invariance

An important fact which is neglected by many authors is that, for a fair comparison between exact solution and numerical approximation, we need to find a common (random) normed space where one could and should do numerical analysis. Since this problem seems to be very difficult on bounded domains in stochastic numerical analysis, most of the authors in stochastics circumvent it by treating the numerical approximation procedures on the whole vector space like that of $\mathbb{R}^{d}$. This embedding is always possible, but surely not always necessary and not the most desirable procedure. For example, one may consider the simple logistic equation or the innovation diffusion due to Schurz $(1996,1997)$ where a closed manifold is a geometrically invariant region for both the exact and approximate dynamics
embedded in the entire vector space for the exact solution. For simplicity, let $\mathbb{D}$ be an open or a closed subdomain of $\mathbb{R}^{d} \backslash\{-\infty,+\infty\}$. Thus we ask for

Definition 5.5.1 The numerical sequence $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ leaves the domain $\mathbb{D}$ invariant (a.s.) (or in short $Y$ is $\mathbb{D}$-invariant) iff

$$
\mathbb{P}\left\{Y_{n} \in \mathbb{D} \mid Y_{0} \in \mathbb{D}\right\}=1
$$

The construction of such sequences can be a very tough task in stochastic analysis. In this respect the class of BIMs (as shown in Sections 6,7 and Schurz (1997)) is very promising. Another problem which arises is how to study and guarantee stochastic boundary conditions. The latter question is not touched here, unfortunately, due to its complexity. For the special case of a.s. nonnegativity, see Section 7.

### 5.5.2 Numerical $p$ th mean consistency

Next, we want to have at least locally accurate behavior of our approximations to be constructed, representing an obvious requirement. Therefore we ask for

Definition 5.2. The numerical sequence $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ is said to be $p$ th mean consistent with order $\gamma \in \mathbb{R}_{+}$with respect to $X$ solving $\operatorname{SDE}$ (5.2.1) on $[0, T]$ iff there is a real constant $K_{p}^{C} \geq 0$ such that

$$
\mathbb{E}\left\|X_{t, x}(t+h)-Y_{t, x}(t+h)\right\|^{p} \leq\left(K_{p}^{C}\right)^{p}\left(1+\|x\|^{p}\right) h^{p \gamma_{p}}
$$

for all sufficiently small $h \leq \min \{1, T-t\}$ and all $t \in[0, T-h] . Y$ is said to be mean consistent with order $\gamma_{0} \in \mathbb{R}_{+}$if there is a real constant $K_{0}$ such that

$$
\left\|\mathbb{E}\left[X_{t, x}(t+h)\right]-\mathbb{E}\left[Y_{t, x}(t+h)\right]\right\| \leq K_{0}^{C}(1+\|x\|) h^{\gamma_{0}}
$$

for all sufficiently small $h \leq \min \{1, T-t\}$ and all $t \in[0, T-h]$.

Consistency always says how good a numerical method locally approximates the underlying exact dynamics (i.e. consistency $=$ local approximation of corresponding vector fields $\left(a, b^{1}, \ldots, b^{m}\right)$ ). The consistency behavior and order of a method can be found by comparison with Taylor expansion on the same local subinterval. For example, the Euler method has mean square consistency order 1.0, and the Mil'shtein method has mean square consistency order 1.5 under enough smoothness of the SDE coefficients. The Euler method possesses a mean consistency rate 2.0 , the same as that for the Mil'shtein method, provided there is enough smoothness in the system (5.2.1) to guarantee a comparison of this kind. Unfortunately, it is not well worked out for all methods in the literature (i.e. there is still some demand to do it very carefully in the future). We will see that the interplay of mean and $p$ th mean consistency rates will be essential for the global convergence rate on $[0, T]$, see the following main theorems with respect to stochastic $L^{p}$-numerics.

### 5.5.3 Numerical $p$ th mean stability

The next very important requirement is the control on the evolution of the state process $Y_{n}$ of the numerical methods. To guarantee nonexploding behavior, and in analogy to that of the continuous time solution, one naturally asks for

Definition 5.5.2 The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ is said to be numerically $p \mathbf{t h}$ mean stable on $[0, T]$ for a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ governed by SDE (5.2.1) iff it satisfies the estimates

$$
I E\left[\left\|Y_{t, x}(t+h)\right\|^{p} \mid Y_{t, x}(t)=x\right] \leq\left(K_{S 1}^{Y}\right)^{p} \exp \left(p K_{S 2}^{Y} h\right)\left(1+\|x\|^{p}\right)
$$

for all $x \in \mathbb{D}$, all $0 \leq t \leq t+h \leq T$, with appropriate real constants $K_{S 1}^{Y} \geq 0, K_{S 2}^{Y}$. The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ is said to be asymptotically numerically $p$ th mean stable on $[0, T]$ for a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ governed by SDE (5.2.1) iff it is numerically pth mean stable with constant $K_{S 2}^{Y}<0$.

This definition is slightly different from the classical definitions of stability of dynamical systems. At a first glance, we need rather the property of uniform boundedness of $p$ th moments and linear boundedness with respect to the initial moments. The more strict requirements of classical stability notions are a little bit too restrictive for a fairly general qualitative convergence analysis. They are "better" covered by the notion of contractivity in our opinion, see below. In short, we consider here only exponential-type stability. One might also think of polynomial stability.

### 5.5.4 Numerical $p$ th mean contractivity

It is always desirable to have a control on the error growth behavior (propagation of initial errors) as integration time advances. The optimal situation is when small initial errors produce no significant effect on the total accuracy of numerical approximations. Sometimes this property is also called perturbation stability, but here it is referred to as contractivity, originating from the well-known concept of $B$-stability in deterministic numerical analysis. Then we ask for

Definition 5.5.3 The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ is said to be numerically $p$ th mean contractive on $[0, T]$ for a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ governed by SDE (5.2.1) iff it satisfies the estimates

$$
\mathbb{E}\left[\left\|Y_{t, x}(t+h)-Y_{t, y}(t)\right\|^{p} \mid Y_{t, x}(t)=x, Y_{t, y}(t)=y\right] \leq \exp \left(p K_{C}^{Y} h\right)\|x-y\|^{p}
$$

for all $x \in \mathbb{D}$, all $0 \leq t \leq t+h \leq T$, with appropriate real constant $K_{C}^{Y}$. The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ is said to be asymptotically numerically $p$ th mean contractive on $[0, T]$ for a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ governed by SDE (5.2.1) iff it is numerically $p$ th mean contractive with constant $K_{C}^{Y}<0$.

Of course, the growth of perturbations can also be controlled somehow by numerical stability (use Minkowski's inequality to realize that fact), however only up to a certain extent. In fact, there are many more systems which have asymptotically contractive, but not asymptotically stable, behavior (take e.g. pth mean dissipative systems with additive noise, since we switch off the influence of inhomogeneities by the requirement of contractivity.)

### 5.5.5 Numerical $p$ th mean convergence

Last but not least, we need to talk about $p$ th mean convergence of numerical approximations. As we always assume, the processes $X$ and $Y$ are constructed on one and the same probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$.

Definition 5.5.4 Fix $p \geq 1$ and time-interval $[0, T]$. Assume that

$$
I E\|X(0)\|^{p}+\mathbb{E}\|Y(0)\|^{p}<+\infty
$$

A numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ (method, scheme, etc.) constructed along timediscretizations $0=t_{0} \leq t_{1} \leq \ldots \leq t_{n} \leq \ldots \leq t_{n_{T}}=T$ with maximum step size $\Delta>0$ is said to be numerically $p$ th mean converging to a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ iff

$$
\lim _{\Delta \rightarrow 0} \sup _{n=0,1, \ldots, n_{T}} \mathbb{E}\left\|X_{t_{n}}-Y_{n}\right\|^{p}=0
$$

A numerically pth mean converging sequence $Y=\left(Y_{n}\right)_{n \in I N}$ (method, scheme, etc.)

$$
0=t_{0} \leq t_{1} \leq \ldots \leq t_{n} \leq \ldots \leq t_{n_{T}}=T
$$

with maximum step size $\Delta>0$ is said to be numerically $p$ th mean converging with order $\gamma_{g} \in \mathbf{R R}_{+}$to a stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ iff there is a deterministic constant $K=K\left(p, T, \mathbb{E}\left\|\left.Y_{0}\right|^{p}, \mathbb{E}\right\| X_{0} \|^{p}\right)>0$ such that

$$
\bar{\varepsilon}_{n_{T}}:=\sup _{n=0,1, \ldots, n_{T}}\left(\mathbb{E}\left\|X_{t_{n}}-Y_{n}\right\|^{p}\right)^{\frac{1}{p}} \leq K\left(p, T, \mathbb{E}\left\|Y_{0}\right\|^{p}, \mathbb{E}\left\|X_{0}\right\|^{p}\right) \cdot \Delta^{\gamma_{g}}
$$

for all sufficiently small step sizes $\Delta$.

There are many interesting cross relations between the concepts of mean, $p$ th mean consistency, stability, contractivity and $p$ th mean convergence. For some more details, see below. Roughly speaking, consistency refers to the property of local approximation of corresponding vector fields ( $a, b^{j}$ ) and its accuracy, whereas convergence relates to the property of global approximation of the entire dynamics on fixed time intervals $[0, T]$. Contractivity describes how initial perturbations grow in the course of dynamics, and stability controls that no undesired explosions occur. This leads to the following main principles of (numerical) approximation theory.

### 5.5.6 The main principle: combining all concepts from 5.1-5.5

Finally we are able to combine the main four concepts we have presented under the a.s. invariance of domain $\mathbb{D} \subset \mathbb{R}^{d}$ for both the exact solution and numerical methods. Let $p \geq 1$ and $q \geq 1$ be conjugate exponents, i.e. $\frac{1}{p}+\frac{1}{q}=1$. We find

Proposition 5.5.5 Assume that SDE (5.2.1) satisfies $(O L C),(O B C)$ and (IMC), and we have a locally mean consistent with order $\gamma_{0} \in \mathbb{R}_{+}$, and $p$ th mean consistent with order $\gamma_{p} \in \mathbb{R}_{+}$, numerical approximation $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ for the diffusion process $X=\left(X_{t}\right)_{t \in[0, T]}$ satisfying SDE (5.2.1). Let

$$
\gamma_{g}:=\max \left(\frac{\gamma_{0}}{p}+\frac{\gamma_{p}}{q}, \frac{\gamma_{0}}{q}+\frac{\gamma_{p}}{p}\right)-1 \geq 0 .
$$

Then the following main principle of stochastic-numerical analysis for SDEs holds, namely
[1] consistency of $Y+$ contractivity of $X+$ stability of $Y$
$\Longrightarrow p$ th mean convergence with worst case order $\gamma \geq \gamma_{g}$ and/or
[2] consistency of $Y+$ stability of $X+$ contractivity of $Y$ $\Longrightarrow p$ th mean convergence with worst case order $\gamma \geq \gamma_{g}$.
under the $\mathbb{D}$-invariance of $X, Y$, and more precisely, the order of pth mean convergence is at least $\gamma_{g}$. Moreover, if the assumptions $(O L C)$ and $(O B C)$ on the given SDE and the consistency requirements are uniformly satisfied with respect to all finite time-intervals $[0, T]$ with finite uniform constants $K_{O L}, K_{O B}, K_{0}^{C}$ and $K_{p}^{C}$, either $K_{O L}<0$ and $Y=\left(Y_{n}\right)_{n \in I N}$ is asymptotically pth mean stable or $K_{O B}<0$ and $Y=\left(Y_{n}\right)_{n \in I N}$ is asymptotically pth mean contractive, then the pth mean error tends to zero as the terminal time $T$ tends to $+\infty$ as well. The numerical $p$ th mean error process $\left(\varepsilon_{n}\right)_{n \in I N}$ on $[0, T]$ satisfies

$$
\begin{align*}
\varepsilon_{n} & :=\left(\mathbb{E}\left\|X_{t_{n}}-Y_{n}\right\|^{p}\right)^{\frac{1}{p}} \leq \sup _{n \in I N}\left(\mathbb{E}\left\|X_{t_{n}}-Y_{n}\right\|^{p}\right)^{\frac{1}{p}} \\
& \leq \exp \left(\left[K_{O L}\right]_{+}\left(T-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{g}} \frac{1-\exp \left(-K_{O L}\left(T-t_{0}\right)\right)}{K_{O L}} \tag{5.5.1}
\end{align*}
$$

with

$$
\hat{K}_{1}=\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+K_{S 1}^{Y} \exp \left(\left[K_{S 2}^{Y}\right]_{+}\left(T-t_{0}\right)\right)(1+\|y\|)\right]
$$

if $Y$ is pth mean stable with stability constants $K_{S 1}^{Y}, K_{S 2}^{Y}$ on $[0, T]$, and

$$
\begin{equation*}
\sup _{n \in \mathbb{N}} \varepsilon_{n} \leq \exp \left(\left[K_{C}^{Y}\right]_{+}\left(T-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{g}} \frac{1-\exp \left(-K_{O L}\left(T-t_{0}\right)\right)}{K_{O L}} \tag{5.5.2}
\end{equation*}
$$

with

$$
\hat{K}_{1}=\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+\exp \left(\left[K_{S}^{X}\right]_{+}\left(T-t_{0}\right)\right)(1+\|y\|)\right]
$$

if $Y$ is $p$ th mean contractive with contractivity constant $K_{C}^{Y}$ on $[0, T]$, where $p \geq 2$ and $K_{S}^{X}=\frac{2(p-1)}{p} K_{O B}$.

Remark One can even show the convergence orders $\gamma_{g}=\gamma_{2}-\frac{1}{2}$ with consistency orders $\gamma_{p}=\gamma_{2}-\frac{1}{p}$ and $\gamma_{0} \geq \gamma_{p}+\frac{1}{p}$ for $p \geq 2$, using the almost sure sample continuity of stochastic process $X$ governed by SDE (5.2.1).

Further Comments on Main Principles. Thus, with some care, we can exchange contractivity and stability assumptions between the exact solution $X$ and the numerical approximation $Y$ as it is more convenient to deduce some convergence statements or as it is more apparent to verify the corresponding properties by $X, Y$. This general principle has been proved for stochastic processes on randomized Banach spaces by Schurz (1999). Moreover, it can be shown that contractivity of $X$, contractivity of $Y$ and consistency of $Y$ may already imply stability of $Y$ due to stability of $X$, and also stability of $X$ and consistency of $Y$ may imply convergence of $Y$ by help of well-posedness of the SDE (5.2.1) (see theorems below for the case $p=2$ ). These latter statements are not so trivial, since one can construct counterexamples where these implications between contractivity and stability can not be concluded for all stochastic dynamical systems (see Schurz (1999), in asymptotic sense as time $T$ tends to infinity.) They turn out to be true implications on fixed, finite intervals under the assumptions of Proposition 5.1 for SDEs (5.2.1). Another interesting observation is the interplay between mean and $p$ th mean consistency. This really becomes apparent when $p \geq 2$. Then we do need to ask for the additional assumption of higher order of mean consistency with order $\gamma_{g}+1$ for very efficient error estimates (this comes from the supplement with the conjugate exponent $q$ belonging to $p>1$ by the conjugacy requirement $\frac{1}{p}+\frac{1}{q}=1$ during application of the Hölder inequality to squeeze out the suitable local order
of convergence for the total error estimation; we do not have the space here to explain it in more detail, see Schurz (1999) for a more general explanation of numerical principles on Banach spaces). This proposition is a stochastic counterpart of the forward direction of the Lax-Richtmeyer equivalence principle in deterministic numerical analysis, supported by a conjecture of P. Lax (1956). In fact, we believe that this idea originates from a more general construct of L.V. Kantorovich (1948). It can be split into the two directions mentioned by Proposition 12.5.2, depending on whether we have the property of numerical stability or numerical contractivity available during the error estimation process (see splitting below in the estimation process). The interesting interplay between mean and $p$ th mean consistency of numerical approximations in achieving a suitable order of convergence, which originates from the main principles, can be illustrated, for the improvement of general understanding, as follows. Define the $p$ th mean global error

$$
\varepsilon(t)=\left(\mathbb{E}\left[\left\|X_{0, x}(t)-Y_{0, y}(t)\right\|^{p} \mid X_{0, x}(0)=x, Y_{0, y}=y\right]\right)^{\frac{1}{p}}
$$

along the time-discretization $0=t_{0} \leq t_{1} \leq \ldots \leq t_{n_{T}}=T$. Under the commonly met assumptions on smoothness and linear-polynomial boundedness of coefficients $a, b^{j}$ it suffices to control this error at instants $t_{n+1}$ only. Identify $\varepsilon_{n}=\varepsilon\left(t_{n}\right)$ for $n=0,1, \ldots, n_{T}$ and fixed $p$. For simplicity (to avoid further technical and laborious computations), take $p=1$. Define

$$
\begin{aligned}
Z_{n}^{1} & =X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-X_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right) \\
Z_{n}^{2} & =X_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{n, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)
\end{aligned}
$$

Now we have reached a point where the global error estimation process is split into two directions depending whether we will make use of numerical stability or numerical contractivity of approximation $Y$ (depending which knowledge is available on $Y$, but note that one property out of contractivity of $Y$, the stability of $Y$ that has to be fulfilled to have control on error propagation). Let us assume numerical stability of the approximation $Y$. Then one arrives at

$$
\begin{align*}
\varepsilon_{n+1}= & \mathbb{E}\left\|X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{n, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)\right\| \\
\leq & \mathbb{E}\left\|Z_{n}^{1}+Z_{n}^{2}\right\|  \tag{5.5.3}\\
\leq & \underbrace{\mathbb{E}\left\|X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-X_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)\right\|}_{\text {controlled by contractivity of } \mathbb{X} \text { and } \varepsilon_{n}} \\
& +\quad \underbrace{\mathbb{E}\left\|X_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{n, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)\right\|}_{\quad \text { controlled by consistency of } \mathbf{Y} / \text { stability of } \mathbf{Y}} \\
\leq & \exp \left(K_{O L} \Delta_{n}\right) \underbrace{\mathbb{E}\left\|X_{0, x}\left(t_{n}\right)-Y_{0, y}\left(t_{n}\right)\right\|}_{=\varepsilon_{n}} \\
& \quad+\max \left(K_{1}^{C}, K_{0}^{C}\right)\left(1+\mathbb{E}\left\|Y_{0, y}\left(t_{n}\right)\right\|\right)\left(\Delta_{n}\right)^{\gamma_{s}+1} \\
\leq & \exp \left(K_{O L} \Delta_{n}\right) \varepsilon_{n} \\
& \quad+\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+K_{S 1}^{Y} \exp \left(K_{S 2}^{Y}\left(t_{n}-t_{0}\right)\right)(1+\|y\|)\right]\left(\Delta_{n}\right)^{\gamma_{s}+1} \\
\leq & \exp \left(K_{O L} \Delta_{n}\right) \varepsilon_{n} \\
& \quad+\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+K_{S 1}^{Y} \exp \left(\left[K_{S 2}^{Y}\right]_{+}\left(T-t_{0}\right)\right)(1+\|y\|)\right] \Delta^{\gamma_{s}} \Delta_{n}
\end{align*}
$$

where $[.]_{+}$denotes the nonnegative part of the inscribed expression (i.e. $z=[z]_{+}+[-z]_{+}=$ $[z]_{+}-[z]_{-}$). This estimation can only be done if $X, Y$ leave the same domain $\mathbb{D}$ invariant! (i.e. the need of $\mathbb{D}$-invariance, which is not a big issue for approximations with efficient
estimates and constructions on the entire space $\mathbb{R}^{d}$.) Using the following elementary nonautonomous discrete time version of Bellman-Gronwall inequality (linear variation-of-constants inequality in Schurz (1996, 1997), proof by induction)

Lemma 5.5.6 (Schurz (1996)). Assume the sequence $v=\left(v_{n}\right)_{n \in I N}$ satisfies

$$
0 \leq v_{n+1} \leq v_{n}\left(1+c_{H}(n)\right)+c_{I}(n)
$$

or

$$
0 \leq v_{n+1} \leq v_{n} \exp \left(c_{H}(n)\right)+c_{I}(n)
$$

with appropriate finite, real constants $c_{H}, c_{I}$ for all $n \in \mathbb{N}$.
Then $v$ must satisfy the linear discrete time constants-of-variation inequality, i.e.

$$
v_{n} \leq v_{0} \exp \left(\sum_{i=0}^{n} c_{H}(i)\right)+\sum_{i=0}^{n} c_{I}(i) \exp \left(\sum_{l=i+1}^{n} c_{H}(l)\right)
$$

for all $n \in \mathbb{N}$.

Now

$$
\begin{aligned}
\varepsilon_{n} & \leq \exp \left(K_{O L}\left(t_{n}-t_{0}\right)\right) \varepsilon_{0}+\sum_{i=0}^{n} K_{I}(i) \exp \left(-K_{O L}\left(t_{i}-t_{0}\right)\right) \Delta_{i}^{\gamma_{s}+1} \\
& \leq \exp \left(K_{O L}\left(t_{n}-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{s}} \sum_{i=0}^{n} \exp \left(-K_{O L}\left(t_{i}-t_{0}\right)\right) \Delta_{i} \\
& \leq \exp \left(K_{O L}\left(t_{n}-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{s}} \frac{1-\exp \left(-K_{O L}\left(t_{n}-t_{0}\right)\right)}{K_{O L}} \\
& \leq \exp \left(\left[K_{O L}\right]_{+}\left(T-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{g}} \frac{1-\exp \left(-K_{O L}\left(T-t_{0}\right)\right)}{K_{O L}}
\end{aligned}
$$

uniformly for $n=0,1, \ldots, n_{T}-1$, using the elementary fact that $\frac{1-\exp (-K x)}{K}$ is a positive, monotonically increasing function at $x$, where

$$
K_{I}(i)=\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+K_{S 1}^{Y} \exp \left(K_{S 2}^{Y}\left(t_{i}-t_{0}\right)\right)(1+\|y\|)\right]
$$

and

$$
\hat{K}_{1}=\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+K_{S 1}^{Y} \exp \left(\left[K_{S 2}^{Y}\right]_{+}\left(T-t_{0}\right)\right)(1+\|y\|)\right]
$$

with appropriate finite, real constants $c_{H}, c_{I}$ for all $n \in \mathbb{N}$.
Thus, if the initial error $\varepsilon$ is controlled by

$$
\varepsilon_{0} \leq K_{i n i t} \Delta^{\gamma_{g}}
$$

with some appropriate real constant $K_{i n i t} \geq 0$, one finds

$$
\varepsilon_{n} \leq K_{g} \Delta^{\gamma_{g}}
$$

where

$$
K_{g} \leq \max \left\{K_{i n i t} \exp \left(\left[K_{O L}\right]_{+}\left(T-t_{0}\right)\right), \hat{K}_{1} \frac{1-\exp \left(-K_{O L}\left(T-t_{0}\right)\right)}{K_{O L}}\right\}
$$

Consequently, the total error is uniformly bounded in terms of $\Delta^{\gamma_{g}}$ - a fact which justifies speaking of a global convergence rate $\gamma_{g}$ of the related numerical method on the interval $[0, T]$. Moreover, the total error continuously depends on the initial values $x, y$ of exact solution $X$ and approximation $Y$, respectively, and also on the numerical consistency constants $K_{0}^{C}, K_{1}^{C}$ of $Y$, the numerical stability constants $K_{S 1}^{Y}, K_{S 2}^{Y}$ of $Y$, and on the length of the integration interval $T-t_{0}$.

Now let us return to the splitting (5.5.3) and assume that numerical contractivity of $Y$ with contractivity constant $K_{C}^{Y}$ is available instead of stability estimates for $Y$. Define

$$
\begin{align*}
& Z_{n}^{1}=X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right) \\
& Z_{n}^{2}=Y_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right) . \\
& \varepsilon_{n+1}=\mathbb{E}\left\|X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)\right\| \\
& \leq \mathbb{E}\left\|Z_{n}^{1}+Z_{n}^{2}\right\|  \tag{5.5.4}\\
& \leq \quad \underbrace{\mathbb{E}\left\|X_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)\right\|} \\
& \text { controlled by consistency of } \mathbf{Y} / \text { stability of } \mathbf{X} \\
& +\underbrace{\mathbb{E}\left\|Y_{t_{n}, X_{0, x}\left(t_{n}\right)}\left(t_{n+1}\right)-Y_{t_{n}, Y_{0, y}\left(t_{n}\right)}\left(t_{n+1}\right)\right\|} \\
& \text { controlled by contractivity of } \mathbf{Y} \text { and } \varepsilon_{n} \\
& \leq \max \left(K_{1}^{C}, K_{0}^{C}\right)\left(1+\mathbb{E}\left\|X_{0, x}\left(t_{n}\right)\right\|\right)\left(\Delta_{n}\right)^{\gamma_{g}+1} \\
& +\exp \left(K_{C}^{Y} \Delta_{n}\right) \underbrace{\mathbb{E}\left\|X_{0, x}\left(t_{n}\right)-Y_{0, y}\left(t_{n}\right)\right\|}_{=\varepsilon_{n}} \\
& \leq \exp \left(K_{C}^{Y} \Delta_{n}\right) \varepsilon_{n} \\
& +\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+\exp \left(\left[K_{S}^{X}\right]_{+}\left(T-t_{0}\right)\right)\left(1+\|x\|^{p}\right)^{\frac{1}{p}}\right] \Delta^{\gamma} \Delta_{n} \\
& \leq \exp \left(\left[K_{C}^{Y}\right]_{+}\left(T-t_{0}\right)\right) \varepsilon_{0}+\hat{K}_{1} \Delta^{\gamma_{g}} \frac{1-\exp \left(-K_{C}^{Y}\left(T-t_{0}\right)\right)}{K_{C}^{Y}} \tag{5.5.5}
\end{align*}
$$

for $n=0,1, \ldots, n_{T}-1$, using Lemma 5.2 as before, where

$$
\hat{K}_{1}=\max \left(K_{1}^{C}, K_{0}^{C}\right)\left[1+\exp \left(\left[K_{S}^{X}\right]_{+}\left(T-t_{0}\right)\right)(1+\|y\|)\right]
$$

with appropriate stability constants $K_{S}^{X}$, which can be extracted from statements such as Lemma 2.1. Thus we get a similar uniform estimate for the global error $\varepsilon_{n}$ as above. An analogous estimation process, but more technical and laborious with the use of Hölder's and Minkowski's inequalities, can be carried out for general $p>1$. In particular, for the case $p=2$, see also the general convergence theorem of Mil'shtein-Schurz.

A general warning is sent out to all who are tempted to neglect the interplay of key concepts in this basic principle combining the concepts of $\mathbb{D}$-invariance, $p$ th mean consistency, and stability or contractivity to achieve global uniform error estimates for the class of SDEs satisfying $(O B C),(O L C),(I M C)$ with Caratheodory drift $a$ and drift $b^{j}$ functions. The proofs can even be made to show some sharp estimates for the subclass of mentioned SDEs (5.2.1). There are also plenty of deterministic examples which might, illustrate undesirable effects in numerical approximations compared to those of underlying continuous time dynamics (for example, take the logistic equation or other chaotic systems) to manifest the danger of its neglect. It can be argued that a consistent approach to numerical analysis and
mathematically meaningful maximum of step size $\Delta$ for well-posed equations (5.2.1) should be selected according to criterion

$$
\Delta \leq 1, \max \left(K_{0}^{C}, K_{p}^{C}\right) \Delta^{\gamma_{l}-1} \leq 1, \max \left(\left[K_{C}^{X}\right]_{+},\left[K_{C}^{Y}\right]_{+}\right) \Delta \leq 1
$$

as argued by theorems below with local $p$ th mean convergence order

$$
\gamma_{l}:=\max \left(\frac{\gamma_{0}}{p}+\frac{\gamma_{p}}{q}, \frac{\gamma_{0}}{q}+\frac{\gamma_{p}}{p}\right)>1
$$

It is not surprising that there is a corresponding relation for the minimum step size as well. However, these estimates would go beyond the goal of this survey. For more details, see the forthcoming papers of the author.

### 5.5.7 On fundamental crossrelations

The above mentioned main principle may be simplified in case of SDEs with ( $O B C$ ) and ( $I M C$ ) under some circumstances. We have already seen that ( $O B C$ ) and ( $I M C$ ) imply the stability of $X$, thanks to Lemma 5.2.1. Furthermore, the stability of $Y$ can be concluded by the consistency of $Y$ with local convergence order

$$
\gamma_{l}:=\max \left(\frac{\gamma_{0}}{p}+\frac{\gamma_{p}}{q}, \frac{\gamma_{0}}{q}+\frac{\gamma_{p}}{p}\right)>1
$$

and the stability of $X$ with stability constants $K_{O B}^{I}=0, K_{S}^{X}=2(p-1) K_{O B}^{H}$, using the well-known Minkowski's inequality for $L^{p}$-spaces. Assume $\mathbb{D}$-invariance of both $X$ and $Y$ with respect to one and the same domain $\mathbb{D} \subset \mathbb{R}^{d}$, and sufficiently small discretization meshes such that $0 \leq \max \left(K_{p}^{C}, K_{0}^{C}\right)(\Delta)^{\gamma_{l}-1} \leq 1$. Consider the estimate

$$
\begin{aligned}
& v(t):=\left(\mathbb{E}\left\|Y_{0, Y(0)}(t)\right\|^{p}\right)^{\frac{1}{p}}=\left(\mathbb{E}\left\|Y_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}} \\
= & \left(\mathbb{E}\left\|Y_{s, Y(s)}(t)-X_{s, Y(s)}(t)+X_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}} \\
\leq & \left(\mathbb{E}\left\|Y_{s, Y(s)}(t)-X_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}}+\left(\mathbb{E}\left\|X_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}} \\
\leq & \max \left(K_{p}^{C}, K_{0}^{C}\right)\left(1+\mathbb{E}\|Y(s)\|^{p}\right)^{\frac{1}{p}}(t-s)^{\gamma_{l}}+\exp \left(K_{S}^{X}(t-s)\right)\left(\mathbb{E}\|Y(s)\|^{p}\right)^{\frac{1}{p}} \\
\leq & v(s)+\max \left(K_{p}^{C}, K_{0}^{C}\right)(t-s)^{\gamma_{l}}+\exp \left(\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)(t-s)\right] v(s) \\
\leq & v(s)+\max \left(K_{p}^{C}, K_{0}^{C}\right)(t-s)+\exp \left(\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)(t-s)\right] v(s) .
\end{aligned}
$$

By application of linear variation-of-constants inequality from Lemma 5.2 due to Schurz (1996), we gain

$$
\begin{aligned}
v(t) \leq & v(s) \exp \left(\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)(t-s)\right)+ \\
& +\max \left(K_{p}^{C}, K_{0}^{C}\right) \frac{1-\exp \left(-\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)(t-s)\right)}{\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)}
\end{aligned}
$$

therefore $\sup _{0 \leq t \leq T} v(t)<+\infty$ if $\mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty$. In other words, we know that $Y$ is $p$ th mean numerically stable with suitable constants

$$
K_{S 1}^{Y}=1, K_{S 2}^{Y}=\max \left(K_{S}^{X}, K_{p}^{C}, K_{0}^{C}\right)
$$

hence uniformly bounded on the fixed interval $[0, T]$.

Theorem 5.5.7 Let $p \geq 1$. Assume that $Y=\left(Y_{n}\right)_{n \in I N}$ with maximum step size $\Delta$ governed by

$$
\max \left(K_{p}^{C}, K_{0}^{C}\right)(\Delta)^{\gamma l-1} \leq 1
$$

represents a pth mean consistent numerical method with order $\gamma_{p} \geq 1$ for stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfying $S D E$ (5.2.1) with (IMC), (OBC) and $(O L C)$. Let its stability constants satisfy $K_{O B}^{I}=0, K_{S}^{X}=2(p-1) K_{O B}^{H}$. Assume $X$ and $Y$ are $\mathbb{D}$-invariant with respect to the same domain $\mathbb{D} \subset \mathbb{R}^{d}$.
Then the stochastic process $Y$ is numerically pth mean stable, and hence has uniformly bounded pth moments, provided that $\mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty$ and $Y_{0} \in \mathbb{D}$.

Let us now describe the relation between convergence, consistency, stability and contractivity once more. For this purpose, we have to say a few words on contractivity. Contractivity is in general a weaker requirement than stability. This could be seen in Schurz (1996, 1997, 1999), since the concept of contractivity does not take into account any influence which might originate from the inhomogeneous parts of the dynamics (i.e. loosely speaking, the concept of contractivity represents the concept of stability of the homogeneous part of underlying dynamics, and in a certain sense it can be viewed as the stability property of the associated linearized nonautonomous flow.). Moreover, with the help of stability properties of underlying exact solution $X$, one can conclude stability of $Y$ by contractivity of $Y$ using Minkowski's inequality for $L^{p}$-spaces. Assume $\mathbb{D}$-invariance of both $X$ and $Y$ with respect to one and the same domain $\mathbb{D} \subset \mathbb{R}^{d}$, and sufficiently small discretization meshes such that $K_{S}^{X} \Delta \leq p, \Delta \leq 1$ with $K_{S}^{X}=(p-2) K_{O B}^{I}+p K_{O B}^{H}$. Consider the estimate

$$
\begin{aligned}
v(t):= & \left(\mathbb{E}\left\|Y_{0, Y(0)}(t)\right\|^{p}\right)^{\frac{1}{p}}=\left(\mathbb{E}\left\|Y_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}} \\
= & \left(\mathbb{E}\left\|Y_{s, Y(s)}(t)-Y_{s, X(s)}(t)+Y_{s, X(s)}(t)-X_{s, X(s)}(t)+X_{s, X(s)}(t)\right\|^{p}\right)^{\frac{1}{p}} \\
\leq & \underbrace{\left(\mathbb{E}\left\|Y_{s, Y(s)}(t)-Y_{s, X(s)}(t)\right\|^{p}\right)^{\frac{1}{p}}}_{\text {controlled by contractivity of } \mathbf{Y}}+\underbrace{\left(\mathbb{E}\left\|X_{s, X(s)}(t)-Y_{s, X(s)}(t)\right\|^{p}\right)^{\frac{1}{p}}}_{\text {controlled by consistency of } \mathbf{Y}} \\
& +\underbrace{\left(\mathbb{E}\left\|X_{s, Y(s)}(t)\right\|^{p}\right)^{\frac{1}{p}}}_{\text {controlled by stability of } \mathbf{X}}
\end{aligned}
$$

$$
\begin{gathered}
\leq \quad \exp \left(K_{C}^{Y}(t-s)\right) \underbrace{\left(\mathbb{E}\left\|Y_{0, Y(0)}(s)-X_{0, X(0)}(s)\right\|^{p}\right)^{\frac{1}{p}}}_{\text {controlled by convergence }} \\
+\exp \left(\frac{2(p-1) K_{O B}}{p}(t-\dot{s})\right)\left(\left(\mathbb{E}\|Y(s)\|^{p}\right)^{\frac{1}{p}}+\frac{1-\exp \left(-2(p-1) K_{O B}(t-s)\right.}{p-1}\right) \\
\leq \\
+\exp \left(K_{C}^{Y} \Delta\right) K\left(p, T, \mathbb{E}\|Y(s)\|^{p}, \mathbb{E}\|X(s)\|^{p}\right) \Delta^{\gamma_{g}} \\
+\max \left(K_{p}^{C}, K_{0}^{C}\right) \sup _{0 \leq t \leq T} \mathbb{E}\left(1+\left\|X_{0, X(0)}(s)\right\|^{p}\right)^{\frac{1}{p}} \Delta^{\gamma_{l}} \\
+ \\
+\frac{\exp \left(2(p-1) K_{O B} \Delta\right)-1}{p-1} \exp \left(\frac{2(p-1)\left[K_{0, X(0)}(s) \|^{p}\right)^{\frac{1}{p}} \Delta^{\gamma_{l}}+\exp \left(\frac{2(p-1)\left[K_{O B}\right]_{+}}{p} \Delta\right) v(s)}{p} \Delta\right)
\end{gathered}
$$

where we set $t=t_{n+1}$ and $s=t_{n}$. Using the linear variation-of-constants inequality (see Schurz $(1996,1997)$ ), we easily see that there is a real constant $K>0$ such that $\sup _{0 \leq t \leq T} v(t) \leq K<+\infty$. Thus, the Theorem 5.4 is established.

Theorem 5.5.8 Let $p \geq 1$. Assume that $Y=\left(Y_{n}\right)_{n \in I N}$ with maximum step size $\Delta$ governed by

$$
\max \left(K_{p}^{C}, K_{0}^{C}\right)(\Delta)^{\gamma_{l}-1} \leq 1
$$

represents a pth mean contractive numerical method with contractivity constant $K_{C}^{Y}=$ $K_{C}^{Y}(p)$ and pth mean converging with order $\gamma_{g} \geq 0$ to stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfying $S D E$ (5.2.1) with (IMC), $(O B C)$ and $(O L C)$. Assume $X$ and $Y$ are $\mathbb{D}$-invariant with respect to the same domain $\mathbb{D} \subset \mathbb{R}^{d}$.
Then the stochastic process $Y$ is numerically pth mean stable, and hence has uniformly bounded pth moments, provided that $\mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty$ and $Y_{0} \in \mathbb{D}$.

Furthermore, consistency and contractivity may already imply convergence in the $p$ th mean sense. In a similar way as before we conclude this assertion.

Theorem 5.5.9 Let $p \geq 1$. Assume that the numerical method $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ with maximum step size $\left[K_{C}^{Y}\right]_{+} \Delta \leq 1$ is pth mean contractive with contractivity constant $K_{C}^{Y}=$ $K_{C}^{Y}(p)$, mean consistent with order $\gamma_{0}=\gamma_{g}+1$ and pth mean consistent with order $\gamma_{p}=$ $\gamma_{g}+\frac{1}{p} \geq 0$ to stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfying $S D E$ (5.2.1) with (IMC), (OBC) and $(O L C)$. Let $X$ and $Y$ be $\mathbb{D}$-invariant with respect to the same domain $\mathbb{D} \subset \mathbb{R}^{d}$.
Then the stochastic process $Y$ is numerically pth mean converging with order $\gamma_{g} \in \mathbb{R}_{+}$on the fixed time-interval $[0, T]$, provided that $\mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty, Y_{0} \in \mathbb{D}$ and $\mathbb{E}\left\|X_{0}-Y_{0}\right\|^{p} \leq$ $K_{i n i t} \Delta^{p \gamma_{s}}$. Moreover, the error process $\left(\varepsilon_{n}\right)_{n \in I N}$ satisfies the estimate

$$
\sup _{n \in I N} \varepsilon_{n} \leq \exp \left(\left[K_{C}^{Y}\right]_{+} T\right)\left(\varepsilon_{0}+\max \left(K_{p}^{C}, K_{0}^{C}\right)\left(1+\sup _{0 \leq t \leq T}\left(\mathbb{E}\left\|X_{0, X(0)}(t)\right\|^{p}\right)^{\frac{1}{p}}\right) T \Delta^{\gamma_{g}}\right)
$$

As a consequence of presented analysis, we arrive at a stochastic Kantorovich-LaxRichtmeyer equivalence principle for (O)SDEs. The proof is just a fancy, but trivial, combination of our previous results.

Proposition 5.5.10 Fix $p \geq 1$. Assume the numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ with $\mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty$ and maximum step size $\Delta$ restricted by $\left[K_{C}^{Y}\right]_{+} \Delta \leq 1$ and

$$
\max \left(K_{p}^{C}, K_{0}^{C}\right)(\Delta)^{\gamma_{l}-1} \leq 1
$$

is $\mathbb{D}$-invariant, pth mean contractive with contractivity constant $K_{C}^{Y}=K_{C}^{Y}(p)$ and mean consistent with order $\gamma_{0}$ for the $\mathbb{D}$-invariant stochastic process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfying $S D E$ (5.2.1) with (IMC), (OBC) and (OLC).

## Then it holds

$Y$ is numerically pth mean stable and pth mean consistent with some order $\gamma_{p}$ such that $\gamma_{l}>1$
with local pth mean convergence order $\gamma_{l}=\max \left(\frac{\gamma_{0}}{p}+\frac{\gamma_{p}}{q}, \frac{\gamma_{0}}{q}+\frac{\gamma_{p}}{p}\right)$.

One can also show that, from $p$ th mean convergence with order $\gamma_{g}>0$, it follows the property of local contractivity of $Y$ on any bounded domain $\mathbb{D}$ which is left invariant by $X$ and $Y$. However, this would sprinkle the scope of our survey. The noticed convergence orders are only "worst case estimates." There are some refinements for special cases $p=2$ in the literature (almost all only for equidistant approximations), see Mil'shtein (1995) or also in Section 6 below. For a variable step size selective algorithm, one still has to take care of "too small step size"; thus a ratio between maximum and minimum step size is reasonable, see also Schurz (1996, 1997, 1999). Also one should never apply step sizes larger than 1 as seen before in our argument (unless one treats dissipative dynamics by appropriate implicit techniques), and, in particular, the maximum admissible step size should be restricted by $\left[K_{C}^{Y}\right]_{+} \Delta \leq 1$. For more general principles for numerical approximations of stochastic processes with values on randomized Banach spaces, see Schurz (1999).

Let us summarize the main principles of numerical analysis for stochastic differential equations by the following more generally valid Diagram:

which describes the main crossrelations and the fundamental equivalence principle in the context of stochastic approximations as well, which is the point where we arrived at the heart of the sophisticated numerical approximation theory for stochastic processes. Our remaining goal is just to make it come alive in conjunction with SDEs (5.2.1) and their numerical analysis in a concise course.

### 5.6 Results on Convergence Analysis

There is a variety of possible different convergence notions. We shall only collect the most frequent ones. Recall the numerical convergence notions from Section 5.

### 5.6.1 Continuous time convergence concepts

One of the weakest notions one could think of is that of weak convergence. One of the essential contributions of Mil'shtein relies on the following concepts of weak and mean square approximations, generalized by stepping down from $p$ th mean to weak convergence. We shall pursue convergence analysis up to the strongest notion which is given by that of strong $p$ th mean convergence. In the statements below, let $\|\cdot\|$ be a vector norm of $\mathbb{R}^{d}$ and $K_{0}, K_{p}(p \in[1,+\infty])$ be deterministic, real constants which may depend on smoothness and boundedness parameters of the explicit solution, as well as initial values, the length of time interval $[0, T]$, the dimensions $d, m$ and some parameter of the corresponding numerical method. Remember

$$
\Delta=\sup \left\{\left|t_{n+1}-t_{n}\right|: n=0,1,2, \ldots, n_{T}-1\right\}
$$

Fix the finite deterministic start instant $t_{0} \in[0, T]$ with fixed terminal time $T>t_{0}$ where $T \in \mathbb{R}^{1}$. Let $Y=\left(Y_{t}\right)_{0 \leq t \leq T}$ denote a right-continuous time approximation of process $X=\left(X_{t}\right)_{0 \leq t \leq T}$.

Definition 5.6.1 A stochastic process $Y=\left(Y_{t}^{\Delta}\right)_{0 \leq t \leq T}$ (method, scheme, etc.) is called a $p$ th mean approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma \geq 0$ if

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(\mathbb{E}\left\|X_{t}-Y_{t}^{\Delta}\right\|^{p}\right)^{1 / p} \leq K_{p} \cdot \Delta^{\gamma} \tag{5.6.1}
\end{equation*}
$$

$a$ mean square approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma \geq 0$ if

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left(I E\left\|X_{t}-Y_{t}^{\Delta}\right\|^{2}\right)^{1 / 2} \leq K_{2} \cdot \Delta^{\gamma} \tag{5.6.2}
\end{equation*}
$$

$a$ strong approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma \geq 0$ if

$$
\begin{equation*}
\sup _{0 \leq t \leq T} I E\left\|X_{t}-Y_{t}^{\Delta}\right\| \leq K_{1} \cdot \Delta^{\gamma} \tag{5.6.3}
\end{equation*}
$$

$a$ strong mean square approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma \geq 0$ if

$$
\begin{equation*}
\left(\mathbb{E} \sup _{0 \leq t \leq T}\left\|X_{t}-Y_{t}^{\Delta}\right\|^{2}\right)^{1 / 2} \leq K_{2} \cdot \Delta^{\gamma} \tag{5.6.4}
\end{equation*}
$$

$a$ strong $p$ th mean approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma_{p} \geq 0$ if

$$
\begin{equation*}
\left(I E \sup _{0 \leq t \leq T}\left\|X_{t}-Y_{t}^{\Delta}\right\|^{p}\right)^{1 / p} \leq K_{p} \cdot \Delta^{\gamma} \tag{5.6.5}
\end{equation*}
$$

$a$ double $L^{p}$-approximation of $\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\gamma \geq 0$ if

$$
\begin{equation*}
\left(\mathbb{E} \int_{0}^{T} K(t)\left\|X_{t}-Y_{t}^{\Delta}\right\|^{p} \mu(d t)\right)^{1 / p} \leq K_{p} \cdot \Delta^{\gamma} \tag{5.6.6}
\end{equation*}
$$

with a positive, $\mu$-integrable kernel $K(t)$ where $\mu$ is an appropriate positive, finite measure on $([0, T], \mathcal{B}([0, T]))(\mathcal{B}([0, T])$ denotes the $\sigma$-field of Borel sets of $[0, T])$, a weak approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\beta \geq 0$ if

$$
\begin{equation*}
\sup _{g \in F} \sup _{0 \leq t \leq T}\left\|I E g\left(X_{t}\right)-\mathbb{E} g\left(Y_{t}^{\Delta}\right)\right\| \leq K_{0} \cdot \Delta^{\beta} \tag{5.6.7}
\end{equation*}
$$

and $a$ weak $\tau$-convergent approximation of $X=\left(X_{t}\right)_{t \in\left[t_{0}, T\right]}$ with order (rate) $\beta \geq 0$ if

$$
\begin{equation*}
\sup _{g \in F} \sup _{0 \leq \tau \leq T}\left\|\mathbb{E} g\left(X_{\tau}\right)-\mathbb{E} g\left(Y_{\tau}^{\Delta}\right)\right\| \leq K_{0} \cdot \Delta^{\beta} \tag{5.6.8}
\end{equation*}
$$

for all time-discretizations of $\left[t_{0}, T\right]$ with $\Delta<\delta_{0}<+\infty$, where the supremum is taken over all finite stopping times $\tau$ and $F$ is an appropriate class of real-valued functions.

Remark One also speaks of $p$ th mean, mean square, strong, strong $p$ th mean, double $L^{p}$, and weak orders (rates) $\gamma, \beta \in \mathbf{R}_{+}$of convergence. The function class is frequently chosen to be

$$
F_{r}=\left\{f: \mathbb{R}^{d} \longrightarrow \mathbb{R}^{k}, f \in C^{\infty}(\mathbb{D}), \exists K \forall x \in \mathbb{D}\|f(x)\| \leq K\left(1+\|x\|^{r}\right)\right\}
$$

where $r \in \mathbb{R}, r \geq 1$, and $d, k \in \mathbb{N}$ are fixed, but there are also attempts to relax conditions in $F$ to certain classes of Lebesgue-measurable functions (see e.g. Bally and Talay (1996)
under further conditions on the differential dynamics for $X$ ). The weak $\tau$-convergence is introduced for the delicate problem of convergence and convergence rates for functionals involving random stopping times instead of deterministic terminal times, something of great use and very reasonable in optimal stochastic control problems related to diffusions $X$. Note also that, for pth mean convergence, it suffices to evaluate the error expressions at discretization points $t_{n}$ under the commonly met assumptions on SDE coefficients and on approximating integrands arising by the related numerical method. This becomes clear from looking at the continuous time behavior of remainder terms of stochastic Taylor expansions. pth mean convergence analysis has enormous importance for estimation of noncontinuously differentiable or path-dependent functionals of SDEs. The main tools for stochasticnumerical analysis are the Itô Formula, Dynkin Formula, Wagner-Platen Expansion, Variation-of-Constants Inequalities, Burkholder-Davis-Gundy Inequalities, Semimartingale Decompositions and Stochastic Integration Theory, Stochastic Equivalence Principles like Stochastic Kantorovich-Lax-Richtmeyer Theorems (see for some variants, the main principle of numerics before) in conjunction with the fundamental convergence theorems presented below. These tools explain the construction and behavior of one-step approximations, local convergence (consistency), error propagation control (contractivity, stability) and global convergence, and other qualitative features at which one might look.

### 5.6.2 On key relations between convergence concepts

As a consequence of the Lyapunov inequality and fast $L^{p}$-convergence (Borel-Cantelli Theorem) we may notice

Proposition 5.6.2 Assume that $F=C_{L i p}^{1}\left(\mathbb{R}^{d}, \mathbb{R}^{k}\right), \sup _{0 \leq t \leq T} \mathbb{E}\left\|X_{t}\right\|<+\infty$, and fix $p \geq 1$.
Then the following implications hold
Strong pth mean $\Longrightarrow$ pth mean $\quad \Longrightarrow$ strong conv. $\Longrightarrow$ weak conv.
Strong pth mean $\Longrightarrow$ double $L^{p}$
Strong pth mean $\Longrightarrow \quad$ a.s.conv.
Weak $\tau$-convergence $\Longrightarrow$ weak conv.
where the related convergence orders are carried over one to one (at least when $p \geq 2$ ).

How the convergence rates for noncontinuously differentiable functions $f$ are transferred in this diagram is a fairly complex and partially open question. For a partial answer, compare with Subsection 6.4. If $F$ is the class of Hölder continuous functions with exponent $\alpha_{H} \in(0,1)$, then the orders are reduced by $\alpha_{H}$ (i.e. $\beta=\alpha_{H} \gamma_{p}$ are the related weak convergence orders, cf. Theorem 6.12). The weak $\tau$-convergence orders are transferred to weak orders one to one (but not necessarily vice versa in all cases). In the nonsmooth situation of class $F$ we also suggest to take the standard mollifying procedures and then to apply a favorite numerical method to the mollified problem (however, also here it has to be clarified how the convergence rates are carried over).

### 5.6.3 Fundamental theorems of mean square convergence

A refinement of the main principle of numerical analysis restricted to the concept of mean square convergence could be found by Mil'shtein $(1988,1995)$ who exclusively proved the statement for equidistant discretizations under usual conditions ( $U L C$ ), (UBC) and (IMC)
at first. Schurz (1996) generalized that theorem to the case of variable step sizes under onesided Lipschitz continuity and one-sided boundedness conditions as stated below, which considerably relax the original conditions and proof steps of Mil'shtein in a maximally possible way within mean square convergence framework. A corresponding variant for the general $p$ th mean convergence case is in progress, see Schurz (1999). The following theorem can be considered as a fundamental theorem on the relation of mean square convergence rates and a very good starting point to understand $p$ th mean convergence analysis in stochastic settings.

Theorem 5.6.3 (Mil'shtein 1995, Schurz 1996): Assume a, $b^{j}$ are Caratheodory functions, and
(o) $X_{0, x_{0}}(0)=x_{0} \in \mathbb{D}$ independent of $\mathcal{F}^{j}=\sigma\left(W_{s}^{j}, s \geq 0\right)$
(i) $I E\left\|x_{0}\right\|^{2}<+\infty$
(ii) (one sided) mean square boundedness condition: $\exists K_{0} \forall t \in[0, T] \forall x \in \mathbb{D}$

$$
<a(t, x), x>+\frac{1}{2} \sum_{j=1}^{m}\left\|b^{j}(t, x)\right\|^{2} \leq K_{0}\left(1+\|x\|^{2}\right)
$$

(iii) (one sided) mean square Lipschitz condition: $\exists K_{c} \forall t \in[0, T] \forall x, y \in \mathbb{D}$

$$
<a(t, x)-a(t, y), x-y>+\frac{1}{2} \sum_{j=1}^{m}\left\|b^{j}(t, x)-b^{j}(t, y)\right\|^{2} \leq K_{c}\|x-y\|^{2}
$$

(iv) $X_{0, x_{0}}(t), Y_{0, x_{0}}(t)$ regular on domain $\mathbb{D} \subset \mathbb{R}^{d}$
(v) one-step mean accuracy: $\exists K_{1} \forall t \in[0, T] \forall h: 0<h \leq \Delta \forall z \in \mathbb{D}$

$$
\left\|\mathbb{E}\left[X_{t, z}(t+h)-Y_{t, z}(t+h)\right]\right\| \leq K_{1}(1+\|z\|) h^{\gamma_{0}}
$$

(vi) one-step mean square accuracy: $\exists K_{2} \forall t \in[0, T] \forall h: 0<h \leq \Delta \forall z \in \mathbb{D}$

$$
I E\left\|X_{t, z}(t+h)-Y_{t, z}(t+h)\right\|^{2} \leq\left(K_{2}\right)^{2}\left(1+\|z\|^{2}\right) h^{2 \gamma_{2}}
$$

(vii) $\gamma_{0} \geq \gamma_{2}+\frac{1}{2}, \gamma_{2} \geq \frac{1}{2}$

Then
Fundamental Mean Square Convergence Relation

$$
\varepsilon_{2}(T)=\sup _{0 \leq t \leq T}\left(\mathbb{E}\left\|X_{0, x_{0}}(t)-Y_{0, x_{0}}(t)\right\|^{2}\right)^{1 / 2} \leq K_{3}\left(1+\left\|x_{0}\right\|^{2}\right)^{1 / 2} \Delta^{\gamma_{2}-\frac{1}{2}}
$$

where $K_{0}, \ldots, K_{3}, K_{c}$ are real constants, maximum step size $\Delta \leq 1$, and $\gamma_{g}(2)=\gamma_{2}-\frac{1}{2}$.

The constants $K_{i}$ can be determined very precisely by means of the same analysis as in Section 5. Under $(U B C),(U L C),(I M C)$ (which are the most reasonable conditions under strong $p$ th mean convergence analysis) and with $p=2$ Mil'shtein (1995) has sharpened the convergence assertion on mean square rates to those of strong mean square convergence with equidistant step sizes.

Theorem 5.6.4 (Mil'shtein, 1995). Assume that SDE (5.2.1) satisfies the conditions (IMC), $(U B C),(U L C), E \in\left\|X_{0}\right\|^{4}<+\infty$, and all conditions $[i]$ - $[v i i]$ from Theorem 6.2 are fulfilled. Furthermore, assume that
(viii) one-step 4th mean accuracy: $\exists K_{4} \forall t \in[0, T] \forall h: 0<h \leq \Delta \forall z \in \mathbb{D}$

$$
\mathbb{E}\left\|X_{t, z}(t+h)-Y_{t, z}(t+h)\right\|^{4} \leq\left(K_{4}\right)^{4}\left(1+\|z\|^{4}\right) h^{4 \gamma_{2}-1}
$$

with $\gamma_{2} \geq \frac{3}{4}$.
Then

## Fundamental 4th Mean Convergence Relation

$$
\varepsilon_{4}(T)=\sup _{0 \leq t \leq T}\left(I E\left\|X_{0, x_{0}}(t)-Y_{0, x_{0}}(t)\right\|^{4}\right)^{1 / 4} \leq K_{5}\left(1+\left\|x_{0}\right\|^{4}\right)^{1 / 4} \Delta^{\gamma_{2}-\frac{1}{2}}
$$

where $K_{0}, \ldots, K_{5}, K_{c}$ are real constants, and $\Delta \leq 1$, i.e. $\gamma_{g}(4)=\gamma_{2}-\frac{1}{2}$.

This theorem can be generalized to the case of $p$ th mean convergence when $p>2$. As we know from Section 5, the maximum step size should be restricted to a sufficiently small one (at least smaller than 1), depending on contractivity, stability and consistency constants of $(X, Y)$. As an application, one easily verifies the $p$ th mean convergence of the Euler methods towards the explicit solution of SDEs with Hölder-(0.5) time-continuous and Lipschitz spacecontinuous coefficient functions $a, b^{j}$ with order $\gamma_{g}=0.5$ for all $p \geq 2$. Corresponding proofs can be worked out for other numerical methods.

### 5.6.4 Strong mean square convergence theorem

Mil'shtein $(1988,1995)$ proved the "strengthened convergence theorem" concerning numerical strong mean square convergence. This is generalized by the author to the following continuous time variant (trivially covering the numerical convergence issues as originally defined by Mil'shtein (1988)).

Theorem 5.6.5 Assume that the conditions of Theorem 6.3 are satisfied with $\gamma_{2} \geq \frac{3}{4}$ and $\gamma_{0} \geq \gamma_{2}+\frac{1}{2}$.
Then

## Fundamental Strong Mean Square Convergence Relation

$$
\varepsilon_{2}^{s}(T)=\left(I E \sup _{0 \leq t \leq T}\left\|X_{0, x_{0}}(t)-Y_{0, x_{0}}(t)\right\|^{2}\right)^{1 / 2} \leq K_{6}\left(1+\left\|x_{0}\right\|^{4}\right)^{1 / 4} \Delta^{\gamma_{2}-\frac{1}{2}}
$$

where $K_{0}, \ldots, K_{4}, K_{6}, K_{c}$ are real constants, and $\Delta \leq 1$, i.e. $\gamma_{g}^{s}(2)=\gamma_{2}-\frac{1}{2}$.

### 5.6.5 The Clark-Cameron mean square order bound in $\mathbf{I R}^{1}$

Clark and Cameron (1980) could prove the following very remarkable result on maximum order bounds of partition $\mathcal{F}_{T}^{N}$-measurable approximations.

Definition 5.6.6 The stochastic process $Y=\left(Y_{t}\right)_{0 \leq t \leq T}$ is called partition $\mathcal{F}_{T}^{N}$-measurable iff all values $Y_{t_{n}}\left(t_{n} \in[0, T], 0 \leq n \leq N\right)$ are $\mathcal{F}_{t_{n}}^{N}$-measurable with

$$
\mathcal{F}_{t_{n}}^{N}=\sigma\left\{W_{t_{k}}^{j}: k=0,1, \ldots, n ; j=1,2, \ldots, m\right\}
$$

for all $n=0,1, \ldots, N$, along a given $\mathcal{F}_{\boldsymbol{t}_{n}}^{N}$-measurable discretization $0=t_{0} \leq t_{1} \leq \ldots \leq t_{N}=T$ for the fixed deterministic time-interval $[0, T]$.

Remark The conditional expectations $\mathbb{E}\left[X_{t_{n+1}} \mid \mathcal{F}_{t_{n}}^{N}\right]$ provide the partition $\mathcal{F}_{T}^{N}$-measurable stochastic approximations with the minimal mean square error due to their inherent projection property in Hilbert spaces $L^{2}(\Omega, \mathcal{F}, \mathbb{P})$. Thus it is natural to study their error and practical implementation at first.

Theorem 5.6.7 Suppose $X=\left(X_{t}\right)_{0 \leq t \leq T}$ satisfies a one-dimensional autonomous $S D E$

$$
\begin{equation*}
d X_{t}=a\left(X_{t}\right) d t+d W_{t} \tag{5.6.9}
\end{equation*}
$$

with $a \in C^{3}(I R)$ and all derivatives of a are uniformly bounded. Then

$$
\mathbb{E}\left[\left(X_{T}-\mathbb{E}\left[X_{T} \mid \mathcal{F}_{T}^{N}\right]\right)^{2}\right]=\frac{c T}{N^{2}}+o\left(\frac{1}{N^{2}}\right)
$$

where

$$
c=\frac{T^{3}}{12} \int_{0}^{T} \mathbb{E}\left[\exp \left(2 \int_{s}^{T} a^{\prime}\left(X_{u}\right) d u\right)\left[a^{\prime}\left(X_{s}\right)\right]^{2}\right] d s
$$

Thus, for systems with additive noise, we obtain the general mean square order bound 1.0 for numerical approximations using only the increments of underlying Wiener process. A similar result holds also for diffusions with variable diffusion coefficients $b(x)$ when

$$
c(x):=a(x)-\frac{1}{2} b(x) b^{\prime}(x) \not \equiv K b(x)
$$

for any real constant $K$, see Clark and Cameron (1980). They also provide a constructive example with multiplicative noise. Consider the two-dimensional SDE

$$
\begin{aligned}
d X_{t}^{(1)} & =d W_{t}^{1} \\
d X_{t}^{(2)} & =X_{t}^{(1)} d W_{t}^{2}
\end{aligned}
$$

driven by two independent scalar Wiener processes $W^{1}, W^{2}$. This system obviously has the solutions $X_{t}^{(1)}=W_{t}^{1}$ and

$$
X_{t}^{(2)}=\int_{0}^{t} W_{s}^{1} d W_{s}^{2}=\int_{0}^{t} d W_{t}^{1} d W_{t}^{2}
$$

(in fact it is a one-dimensional example with multidimensional "Wiener process differentials" (i.e. $m=2$ )). Then they compute the slow best convergence rate $\gamma_{2}=0.5$ (in mean square sense) for partition $\mathcal{F}_{T}^{N}$-measurable approximations using any set of $N$ equidistant,
$\mathcal{F}_{t_{n}}^{N}$-measurable time-instants $t_{n}=n \frac{T}{N}$, and the mean square minimally attainable approximation error

$$
\left(\mathbb{E}\left[\left|X_{T}^{(2)}-\mathbb{E}\left[X_{T}^{(2)} \mid \mathcal{F}_{T}^{N}\right]\right|^{2}\right]\right)^{\frac{1}{2}}=\frac{T}{2}\left[\frac{1}{N}\right]^{\frac{1}{2}}
$$

It is worth noting that $X^{(2)}$ represents the simplest nontrivial multiple integral with length $l(\alpha)>1$. Liske (1982) has studied its joint distribution with ( $W_{t}^{1}, W_{t}^{2}$ ). In this case the error order bound for $\mathcal{F}_{T}^{N}$-measurable approximations of $X_{T}^{2}$ is already attained with 0.5 , since $X^{2}$ cannot be expanded in a linear combination of $W^{1}, W^{2}$. This system also exhibits an interesting test equation for the qualitative behavior of numerical methods (e.g. compare the numerically estimated distribution with that of the exact solution derived by Liske (1982)). Since in the $L^{2}$ sense one cannot provide better partition $\mathcal{F}_{T}^{N}$-measurable approximations than that of the projection done by conditional expectations, there are natural (convergence) order restrictions for $\mathcal{F}_{T}^{N}$-measurable approximations. Thus we cannot exceed the order 1 in $L^{2}$-sense for $\mathcal{F}_{T}^{N}$-measurable approximations. On the other hand, if one wants higher order of convergence in general, one has to enlarge the condition $\sigma$-field substantially (actually done by higher order multiple integrals and Levy areas). Note also this is not always necessary for approximations of functionals $V\left(t, X_{t}\right)$ of diffusion processes $X$ with $V$-commutativity, see Schurz (1999). In fact, for example for pure one-dimensional diffusions $X$ (i.e. when drift $a$ is zero), the $x$-commutativity condition (i.e. $V(x)=x$ ), is then identical with the condition of commutative noise (in short: noise-commutativity) under the absence of drift terms

$$
b^{j}(x) \frac{d b^{k}(x)}{d x}=b^{k}(x) \frac{d b^{j}(x)}{d x}
$$

for all $j, k=0,1,2, \ldots, m$. This requirement, together with $b^{j} \in C^{\infty}(\mathbb{R})$, effects that $b^{j}(x)=$ $K_{j, k} b^{k}(x)$ with some deterministic real constants $K_{j, k}$. In this trivial case one could even obtain any order of $p$ th mean convergence ( $p \leq 1$ ). (This is no surprise after one has carefully analyzed the observation of Clark and Cameron which implies the approximation error 0 by the projection operator of conditional expectation under $a^{\prime}(x) \equiv 0$ and the noise-commutativity assumption in the situation $d=1$ ). Unfortunately, the situation in view of convergence order bounds is much more complicated in the fully multidimensional framework and needs more care in the near future.

### 5.6.6 Exact mean square order bounds of Cambanis and Hu

Cambanis and Hu (1996) noticed the following result concerning exact mean square convergence error bounds (i.e. for the asymptotic behavior of leading error coefficients of numerical schemes with respect to mean square convergence criteria). For the statement, we introduce the following definition of partition density.

Definition 5.6.8 A strictly positive, differentiable function $h \in C^{0}\left([0, T]^{2}, \mathbb{R}_{+}\right)$with uniformly bounded derivatives is said to be a regular partition density of the time-interval $[0, T]$ iff

$$
\int_{t_{n}^{N(t)}}^{t_{n+1}^{N(t)}} h(t, s) d s=\frac{1}{N(t)}
$$

for $n=0,1, \ldots, N(t)-1, t_{0}=0$, where $N=N(t)$ denotes the number of subintervals $\left[t_{n}^{N(t)}, t_{n+1}^{N(t)}\right]$ for a total time interval $[0, t]$ with terminal times $t \leq T$.

Regular partition densities possess the property that

$$
\lim _{N(t) \rightarrow+\infty, t_{n} \rightarrow s} N(t)\left(t_{n+1}^{N(t)}-t_{n}^{N(t)}\right)=\frac{1}{h(t, s)}
$$

Therefore they describe the distribution of time-instants in discretizations of intervals $[0, T]$ in a fancy manner. Since the conditional approximation provides the mean square $\mathcal{F}^{N_{-}}$ measurable approximation (with $N=N(t)$ ) with minimal mean square error, one arrives at

Theorem 5.6.9 Assume that $X$ satisfies a one-dimensional SDE (5.2.1) with coefficients $a, b \in C^{3}(\mathbb{R}, \mathbb{R})$ possessing bounded derivatives up to third order, $\mathbb{E}\left|X_{0}\right|^{2}<+\infty$, and all time-discretizations are exclusively done along a given regular partition density $h$ on $[0, T]^{2}$. Then, there exists a Gaussian process $\eta=\left(\eta_{t}\right)_{0 \leq t \leq T}$ on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ such that

$$
\lim _{N(t) \rightarrow+\infty} N(t)\left(X_{t}-\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t}^{N(t)}\right]\right)=\eta_{t}
$$

with mean 0 and covariance matrix $C(t)=$

$$
\int_{0}^{t} \frac{\left[\left(\mathcal{L}^{1} a-\mathcal{L}^{0} b\right)\left(X_{s}\right)\right]^{2}}{6[h(s)]^{2}} \exp \left(\int_{s}^{t}\left(2 a \prime\left(X_{u}\right)-\left[b \prime\left(X_{u}\right)\right]^{2}\right) d u+2 \int_{s}^{t} b \prime\left(X_{u}\right) d W_{u}\right) d s
$$

which is the unique solution of

$$
d C(t)=\left(\left(2 a \prime\left(X_{t}\right)+\left[b \prime\left(X_{t}\right)\right]^{2}\right) C(t)+\frac{\left[\left(\mathcal{L}^{1} a-\mathcal{L}^{0} b\right)\left(X_{t}\right)\right]^{2}}{12}\right) d t+2 b \prime\left(X_{t}\right) C(t) d W_{t}
$$

with $\eta_{0}=0$ and has the property

$$
\lim _{N(t) \rightarrow+\infty} N(t) \mathbb{E}\left[X_{t}-\mathbb{E}\left[X_{t} \mid \mathcal{F}_{t}^{N(t)}\right]\right]^{2}=\mathbb{E} \eta_{t}=\int_{0}^{t} \frac{H(t, s)}{h(t, s)} d s
$$

where $H(t, s)=$

$$
\frac{1}{6} \mathbb{E}\left[\left[\left(\mathcal{L}^{1} a-\mathcal{L}^{0} b\right)\left(X_{s}\right)\right]^{2} \exp \left(\int_{s}^{t}\left(2 a \prime\left(X_{u}\right)-\left[b \prime\left(X_{u}\right)\right]^{2}\right) d u+2 \int_{s}^{t} b \prime\left(X_{u}\right) d W_{u}\right)\right]
$$

The optimal double mean square approximation error satisfies a similar relation. For more details, see Cambanis and Hu (1996). Also their results can be generalized to multidimensional diffusions with some care. This result is fundamental with respect to asymptotically optimal mean square discretizations. This fact can be seen from the fact that the function $h^{*} \in C^{0}\left([0, T], \mathbb{R}_{+}\right)$established by

$$
h^{*}(t, s)=\frac{[H(t, s)]^{1 / 3}}{\int_{0}^{t}[H(t, s)]^{1 / 3} d s}
$$

minimizes the functional $\int_{s}^{t} \frac{H(t, s)}{[h(t, s)]^{2}} d s$ where $H(t, s) \geq 0$ among all regular partition densities $h$ with $h(t, s)>0$ and $\int_{0}^{t} h(t, s) d s=1$. Therefore, any asymptotically mean square optimal approximation has to use a discretization following that optimal partition law. However, the practical value is still in doubt, since it will be hard to evaluate those expressions in the fully multidimensional framework or has any reader another suggestion in the case $m, d>1$ ?

### 5.6.7 A theorem on double $L^{2}$-convergence with adaptive $\Delta_{n}$

Consider nondegenerate SDEs (5.2.3) with additive noise coefficient $b=b(t)$ on a fixed time interval $[0, T]$. Define the double $L^{2}$-approximation error as

$$
e_{2}=e_{2}\left(Y^{\Delta}, a, b, X_{0}, T\right)=\left(\mathbb{E}\left\|X-Y^{\Delta}\right\|_{L^{2}}^{2}\right)^{1 / 2}=\left(\mathbb{E} \int_{0}^{T}\left\|X_{t}-Y_{t}^{\Delta}\right\|^{2} \mu(d t)\right)^{1 / 2}
$$

with respect to Lebesgue measure $\mu$. Introduce adaptive step size strategy

$$
\begin{equation*}
\Delta_{n}=\min \left(\frac{h}{\left\|b\left(t_{n}\right)\right\|}, T-t_{n}, 1\right) \tag{5.6.10}
\end{equation*}
$$

for a basic step size $h>0$, tending later to zero. Let $N=N(h, b, T)$ denote the total number of steps necessary to integrate, i.e. $N=N(h, b, T)=\sup \left\{n: t_{n} \leq T\right\}$. Let $C_{U L}^{1,2}=C_{U L}^{1,2}\left([0, T], \mathbb{R}^{d}\right)$ be defined by

$$
C_{U L}^{1,2}:=\left\{\begin{aligned}
& \exists \text { constants } K_{1}, K_{2}, K_{2} \forall x \in \mathbb{R}^{d}, \forall s, t[0, T] \\
f \in C^{1,2}\left([0, T] \times \mathbb{R}^{d}\right): & \left\|\frac{\partial f}{\partial x}(t, x)\right\| \leq K_{1}<+\infty \\
& \left\|\frac{\partial \partial^{2} f}{\partial x^{2}}(t, x)\right\| \leq K_{2}<+\infty \\
& \|f(t, x)-f(s, x)\| \leq K_{3}(1+\|x\|)|t-s|
\end{aligned}\right\}
$$

Theorem 5.6.10 Assume that $X$ satisfies $S D E$ (5.2.3) with drift $a \in C_{U L}^{1,2}$, additive noise with $b=b(t) \in L^{2}([0, T], \mathcal{B}([0, T]), \mu), \mathbb{E}\left\|X_{0}\right\|^{2}<+\infty$ and

$$
\inf _{0 \leq t \leq T}\|b(t)\|>0
$$

Then the Euler method (5.4.1) applied to (5.2.3) with constant step size $\Delta=\frac{T}{N}$ generates double $L^{2}$-approximation errors with

$$
\lim _{\Delta \rightarrow 0} \sqrt{N} e_{2}\left(Y^{\Delta}, a, b, X_{0}, T\right)=K_{2}\|b\|_{L^{2}}
$$

with $K_{2}$ an appropriate constant (e.g. $K_{2}=\frac{1}{\sqrt{6}}$ if $d=1, T=1$ ), whereas the Euler method (5.4.1) applied to (5.2.3) with adaptive step size strategy (5.6.10) and basic step size $h$ yields

$$
\lim _{h \rightarrow 0} \sqrt{N(h, b, T)} e_{2}\left(Y^{\Delta}, a, b, X_{0}, T\right)=\hat{K}_{2}\|b\|_{L^{1}}
$$

with a suitable positive real constant $\hat{K}_{2}\left(\right.$ e.g. $\hat{K}_{2}=\frac{1}{\sqrt{6}}$ if $d=1, T=1$ ).

Hofmann, Müller-Gronbach and Ritter (1999) have noticed a similar result in one dimension (i.e. $d=m=1$ ), for continuously differentiable $b$ and $T=1$. Under their conditions they prove that the estimates in Theorem 6.7 are the lower bounds for all $\mathcal{F}_{t_{n}}^{N}$-measurable approximations $Y^{\Delta}$ for SDEs in $\mathbb{R}^{1}$ with additive noise, i.e.

$$
\lim _{\Delta \rightarrow 0} \sqrt{N} \inf _{Y^{\Delta}} e_{2}\left(Y^{\Delta}, a, b, X_{0}, T\right)=K_{2}\|b\|_{L^{1}}
$$

with $K_{2}=\frac{1}{\sqrt{6}}, T=1$, hence the Euler method with the mentioned adaptive strategy of step size selection (5.6.10) already produces asymptotically mean square optimal $\mathcal{F}_{t_{n}}^{N_{-}}$ measurable numerical approximations. However, one can carry it over to $d$-dimensional

SDEs with additive noise and $L^{p}$-integrable $b$ as well (i.e. $p \geq 1$ ), as indicated by Theorem 6.7. It is worth noting that that step size selection suggested originally by Hofmann, MüllerGronbach and Ritter (1999) is only designed to control large diffusion fluctuations, and it seems not to be very appropriate as one takes the limit as $b$ goes to zero (i.e. incomplete adaptability is obtained in the presence of significant drift parts - an approach which leads to inconsistent results in view of deterministic limit equations, however which might be appropriate for pure diffusions with large diffusion coefficients $b(t)>1$ ). We stress again by our main principles of numerics that the step size selection should be adapted rather to the consistency, contractivity and stability constants of the considered SDEs and according to the goal of achieving the requirements of $\mathbb{D}$-invariances in view of the behavior of dynamics of SDE to be discretized. However, all in all, it is clear that the asymptotics of the leading error coefficients of the related numerical method, which one wishes to squeeze out by those limiting procedures, heavily depends on the choice of possible step sizes. Thus, one should further study the (asymptotic) behavior of leading error coefficients (e.g. as done above with $K_{2}\|b\|_{L^{p}}$ ).

### 5.6.8 The fundamental theorem of weak convergence

The key contribution in this direction starts with fundamental works of Mil'shtein (1978), Platen (1980) and Talay (1982). Compare also with Kushner and Dupuis (1992) who give an alternative by Markov chain constructions. In Mil'shtein (1995) one can find the most general theorem on weak convergence. For this purpose, define

$$
\mathcal{P}=\left\{f=f(t, x) \text { Lebesgue-measurable : } \begin{array}{ll}
\exists K, \kappa \in \mathbb{R}_{+} \forall(t, x) \in[0, T] \times \mathbb{R}^{d} \text { s.t. } \\
& \|f(t, x)\|_{d} \leq K\left(1+\|x\|^{\kappa}\right)
\end{array}\right\}
$$

and a one-step representation of approximation $Y$ by

$$
Y_{t, x}(t+h)=x+\sum_{j=0}^{m} \phi^{j}\left(t, h, x, \xi^{j}\right)
$$

Furthermore, set

$$
\delta_{t, x}^{X}(t+h):=X_{t, x}(t+h)-x, \delta_{t, y}^{Y}(t+h):=Y_{t, y}(t+h)-y
$$

where $X_{t, x}(t+h)$ denotes the solution of SDE (5.2.1) started at $x$ at time $t$, evaluated at time $t+h$.

Theorem 5.6.11 (Mil'shtein, 1995). Assume that $X$ satisfies SDE (5.2.1) with drift and diffusion vector functions

$$
a=a(t, x), b^{j}=b^{j}(t, x) \in C^{p+1,2 p+2}\left([0, T] \times \mathbb{R}^{d}\right)
$$

under the conditions (IMC), (UBC), (ULC), IE \|X$X_{0} \|^{2 p_{I}}<+\infty$ for sufficiently large $p_{I} \geq 2$. Furthermore, let
(i) $a(t, x), b^{j}(t, x)$ together with all their partial derivatives belong to class $\mathcal{P}$,
(ii) $f=f(x)$ together with all their partial derivatives up to order $2\left(p_{f}+1\right)$ belong to class $\mathcal{P}$,
(iii) $Y$ have uniformly bounded moments

$$
\sup _{k=0,1, \ldots, n_{T}} \mathbb{E}\left\|Y_{0, X_{0}}\right\|^{2 p_{I}}<+\infty
$$

(iv) $Y$ fulfills the moment consistency conditions with a real $K(x) \in \mathcal{P}$ such that for all $r=1,2, \ldots, 2 p+1:$

$$
\| \mathbb{I E ( \prod _ { j = 1 } ^ { r } [ \delta _ { t , x } ^ { X } ] ^ { i _ { j } } - \prod _ { j = 1 } ^ { r } [ \delta _ { t , x } ^ { Y } ] ^ { i _ { j } } ) \|} \leq \begin{align*}
& \leq K(x) h^{p+1}  \tag{5.6.11}\\
\mathbb{I} \prod_{j=1}^{2 p+2}\left\|\delta_{t, x}^{Y}\right\|^{i_{j}} & <K(x) h^{p+1} \tag{5.6.12}
\end{align*}
$$

Then $Y$ is weakly converging towards $X$ on the time interval $[0, T]$ with order $p$, i.e. there is a constant $K_{w}=K_{w}\left(T, a, b^{j}, p, d, p_{I}, p_{f}, X_{0}\right)$ such that

$$
\begin{equation*}
\sup _{f \in \mathcal{P}(r, K)} \sup _{0 \leq t_{k} \leq T}\left\|E f\left(X_{0, X_{0}}\left(t_{k}\right)\right)-\mathbb{E} f\left(Y_{0, X_{0}}\left(t_{k}\right)\right)\right\| \leq K_{w} \Delta^{p} \tag{5.6.13}
\end{equation*}
$$

Of course, these are worst case estimates as well. For some specific classes of SDEs (5.2.1) the considered numerical methods may perform even better. For more details on weak convergence, it is recommended to consult Talay (1995) for a. report on original results related to equidistant discretizations.

### 5.6.9 Approximation of some functionals

An interesting question is how the $p$ th mean convergence orders can be carried over to the weak convergence order during the approximation of functionals of SDE solutions. This question was answered for the case of nonsmooth and path-dependent functionals by Schurz (1995). One important aim is to approximate

$$
\begin{equation*}
F(t, X)=f\left(t, X_{t}, \inf _{s \leq t}\left\|X_{s}\right\|, \sup _{s \leq t}\left\|X_{s}\right\|\right) \tag{5.6.14}
\end{equation*}
$$

where $f=f(t, x, y, z)$ is Lebesgue-measurable at $t, x, y, z$. At first consider

$$
\begin{equation*}
F_{0}(t, X)=\mathbb{E} f\left(T, X_{t}\right)=\mathbb{E} f_{T}\left(X_{t}\right) \quad(t \in[0, T], T \text { fixed }) \tag{5.6.15}
\end{equation*}
$$

where $f:[0, T] \times \mathbb{D} \longrightarrow \mathbb{R}$ is convex at $x$ with its second space derivative $\mu_{t}$. Let $Y_{n_{t}}$ be a right-continuous approximation as step function, $\mathcal{F}_{t}$-adapted numerical approximation of $X_{t}$, based on a numerical method generating random values $Y_{n}$ and $n_{t}=\sup \left\{n: t_{n} \leq t\right\}$. The expression $p_{X}=p_{X}(t, x)$ denotes the probability density of process $X=\left(X_{t}\right)_{0 \leq t \leq T}$ at point $x \in \mathbb{D}$ at time $t$, with support $\operatorname{supp}\left(p_{X}(t, x)\right)$. Let $\tau^{\Delta}([0, T])$ denote the collection of $\mathcal{F}_{t}$-adapted time instants belonging to time discretization of $[0, T]$ with maximum step size $\Delta$.

Theorem 5.6.12 (Schurz (1995)). Let $\mathcal{I}=[0, T]$ or $\mathcal{I}=\tau^{\Delta}([0, T])$. Assume that
(0) $\quad \mathbb{D}$ is an open, deterministic subset of $\mathbb{R}^{1}$
(i) $\quad f=f(t, x)$ is convex at $x \in \mathbb{D}$ with second (weak) derivative $\mu_{T}=f^{\prime \prime}$
(ii) $\quad \forall t \in \mathcal{I} \quad \int_{\operatorname{supp}\left(p_{X}(t, x)\right) \cap \mathbb{D}}|a| \mu_{T}(d a)<+\infty$
(iii) $\quad \exists p \geq 1(p \in \mathbb{R}) \forall t \in \mathcal{I} \quad\left(\mathbb{E}\left|X_{t}\right|^{p}\right)^{1 / p}+\left(\mathbb{E}\left|Y_{n_{t}}\right|^{p}\right)^{1 / p} \leq K_{0}<+\infty$
(iv) $\quad \mathbb{P}\left\{\omega \in \Omega: \forall t \in \mathcal{I} X_{t}(\omega) \in \mathbb{D}\right\}=\mathbb{P}\left\{\omega \in \Omega: \forall t \in \mathcal{I} Y_{n_{t}}(\omega) \in \mathbb{D}\right\}=1$
(v) $\quad \exists K_{p}=K_{p}(T)>0 \exists \gamma \geq 0 \quad \sup _{t \in \mathcal{I}}\left(\mathbb{E}\left|X_{t}-Y_{n_{t}}\right|^{p}\right)^{1 / p} \leq K_{p} \cdot \Delta^{\gamma}$ $\tau^{\Delta}([0, T])$
$(v i)$
(vi) $\operatorname{supp}\left(p_{X}=p_{X}(t, x)\right) \cap \mathrm{ID}$ is compact

Then there is a real constant $K=K(p, T)>0$ such that

$$
\begin{equation*}
\epsilon:=\sup _{t \in \mathcal{I}}\left|\mathbb{E} f\left(T, X_{t}\right)-\mathbb{E} f\left(T, Y_{n_{t}}\right)\right| \leq K \cdot \Delta^{\gamma} \tag{5.6.16}
\end{equation*}
$$

Remark This result is not so surprising since convex functions are quasi-linearizable and, on compact sets, even Lipschitz-continuous. However, it possesses an interesting proof. For any Lipschitz-continuous function $f$ the pth mean convergence rates $\gamma_{g}$ carry over one to one to weak convergence rates $\beta=\gamma_{g}$. With this result in hand, one can justify using numerical approximation with the highest possible accuracy, depending on regularity of price process X, to estimate European call and put options.

Corollary 5.6.13 (Schurz (1995)). Assume conditions (0) - (v) of Theorem 6.9, that

$$
\operatorname{supp}\left(p_{\|X-c\|}=p_{\|X-c\|}(t, z)\right) \cap \mathbb{D} \text { is compact }
$$

and consider functionals of the form

$$
\begin{equation*}
F_{1}(t)=f\left(t,\left\|X_{t}-c\right\|\right), c=\mathrm{const}, t \in \mathcal{I} \tag{5.6.17}
\end{equation*}
$$

where $f(t, z)$ is convex with respect to the space coordinate $z \in R^{1}$.
Then, there is a real constant $K=K(p, T)$ such that for all $t \in[0, T]$

$$
\begin{equation*}
\varepsilon(t)=\left|\mathbb{E} f\left(t,\left\|X_{t}-c\right\|\right)-\mathbb{E} f\left(t,\left\|Y_{n_{t}}-c\right\|\right)\right| \leq K \cdot \Delta^{\gamma} . \tag{5.6.18}
\end{equation*}
$$

Remark For concave functionals, similar results hold. The latter result can be verified for some path-dependent functionals as well.

Corollary 5.6.14 (Schurz (1995)). Assume conditions (0) - (v) of Theorem 6.9, that

$$
\operatorname{supp}\left(p_{\sup \|X\|}=p_{\sup _{0 \leq s \leq t}\left\|X_{s}\right\|}(t, z)\right) \cap \mathbb{D} \text { is compact }
$$

and $X_{t}-Y_{n_{t}}$ be a right-continuous submartingale with respect to the natural filtration $\mathcal{F}_{t}=$ $\sigma\left\{W_{s}^{j}: 0 \leq s \leq t, j=1,2, \ldots, m\right\}$. Consider functionals of the form

$$
\begin{align*}
& F_{2}(T, t)  \tag{5.6.19}\\
& \text { or } \quad f_{T}\left(\sup _{0 \leq s \leq t}\left\|X_{s}\right\|\right)  \tag{5.6.20}\\
& F_{3}(T, t)=f_{T}\left(\sup _{0 \leq s \leq t} X_{s}^{i}\right)(i \in 1,2, \ldots, d \text { fixed })
\end{align*}
$$

where $f_{T}(z)$ is convex with respect to the space coordinate $z \in R^{1}$.
Then, error estimate (5.6.16) is also valid for $F_{2}, F_{3}$ (with a constant $K>0$ which may differ from that constant above, see (5.6.16)).

Thus, for path-dependent convex functionals and problems of optimal stochastic control, clarification of the problem of practical construction of approximations with a $\mathcal{F}_{t}$-submartingale
error process remains to be done. The latter problem seems to be solvable for the class of $X$-subharmonic functionals $f$ (but in general it is an open question).
Remark for Application to Mathematical Finance. Asset- and option price processes $X$ for Randomly Exercised Exotic Options (American Lookback Call Option) may cause the following payoff functionals

$$
F_{i}(\tau, X)=\exp \left(-\int_{\tau}^{T} r(s) d s\right)\left(\sup _{0 \leq t \leq \tau}\left|X_{t}^{(i)}\right|-K_{i}(T, \tau)\right)_{+}
$$

for calls of the $i$ th component of true observable price-process $X$ (for puts respectively), where $K_{i}(T, \tau)$ represents the strike price at randomly stopped moment $\tau$ which is $\mathcal{F}_{\tau^{-}}$ adapted. Now, for example, there is the task of finding the optimal stopping strategy $0 \leq \tau \leq T<+\infty$ (i.e. random exercise time $\tau$ of the call option with bounded deterministic maximal terminal time) such that the expected discounted loss caused by the payoff at time $\tau$ is minimal under the amount of information $\mathcal{F}_{t}$ at current time $t$ and discounted by $\mathcal{F}_{s}$-adapted random short interest rate $r(s)$, i.e. one wishes to approximate the optimal solution of the stochastic control problem

$$
c\left(\tau^{*}\right):=\inf _{0 \leq \tau \leq T} \mathbb{E}\left[\exp \left(-\int_{\tau}^{T} r(s) d s\right)\left(\sup _{0 \leq t \leq \tau}\left|X_{t}^{(i)}\right|-K_{i}(T, \tau)\right)_{+} \mid \mathcal{F}_{\tau}\right]
$$

where $c=c\left(\tau^{*}\right)=\mathbb{E}\left[F_{i}\left(\tau^{*}, X\right) \mid \mathcal{F}_{\tau^{*}}\right]$. This represents a composition of convex functionals, and with our results before we have to construct a $p$ th mean converging numerical approximation which is right-continuous and which has a $\mathcal{F}_{t}$-submartingale as its error process $X_{t}-Y_{n_{t}}$. Then the convergence rate will be $\beta=\gamma_{g}$, and numerical approaches reported in the Mathematical Finance literature can be justified by our convergence approach, even for convex, path-dependent functionals of $X$ which can be noncontinuously differentiable at some countable points. The practical construction is still a problem since the construction procedure which guarantees the submartingale error process may strongly depend on the structure of the price process $X$ governed by some SDE.

For Hölder-continuous functionals one encounters the following result. Let $\mathbb{D}$ denote an open, deterministic domain of $\mathbb{R}^{d}$. Fix $d, k \in \mathbb{N}_{+}$. Define

$$
C_{H\left(K_{H}, \alpha\right)}^{0}:=\left\{f: \mathbb{D} \subseteq \mathbb{R}^{d} \longrightarrow \mathbb{R}^{k}:\|f(x)-f(y)\|_{k} \leq K_{H}\|x-y\|_{d}^{\alpha}\right\}
$$

with Hölder constant $K_{H}$ and Hölder exponent $\alpha \in[0,1]$. One arrives at

$$
\begin{aligned}
\| \mathbb{E} f\left(X_{t}\right) & -\mathbb{E} f\left(Y_{n_{t}}^{\Delta}\right)\left\|_{k} \leq \mathbb{E}\right\| f\left(X_{t}\right)-f\left(Y_{n_{t}}^{\Delta}\right)\left\|_{k} \leq K_{H} \mathbb{E}\right\| X_{t}-Y_{n_{t}}^{\Delta} \|_{d}^{\alpha} \\
& \leq K_{H}\left(\mathbb{E}\left\|X_{t}-Y_{t}^{\Delta}\right\|_{d}^{p}\right)^{\alpha / p} \leq K_{H} \cdot[K(p, T)]^{\alpha} \Delta^{\alpha \gamma}
\end{aligned}
$$

Taking the supremum leads to the following uniform convergence order estimation determined by the Hölder exponent $\alpha$, uniformly with respect to the class of Hölder-continuous mappings, exhibiting a natural loss of convergence speed with decreasing Hölder exponent $\alpha$. Now, fix real constants $\alpha \in[0,1]$ and $K_{H} \geq 0$.

Theorem 5.6.15 (Schurz (1995)). Assume $f \in C_{H\left(K_{H}, \alpha\right)}^{0}, X=\left(X_{t}\right)_{0 \leq t \leq T}$ and $Y=$ $\left(Y_{n_{t}}^{\Delta}\right)_{0 \leq t \leq T}$ are two $\mathbb{D}$-invariant, $\mathcal{F}_{t}$-adapted stochastic processes with respect to the same stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ satisfying

$$
\sup _{t \in \mathcal{I}}\left(I E\left\|X_{t}-Y_{n_{t}}^{\Delta}\right\|_{d}^{p}\right)^{1 / p} \leq K(p, T) \Delta^{\gamma}
$$

with some $\gamma \in \mathbb{R}_{+}$.
Then, we have

$$
\sup _{f \in C_{H(K, \alpha)}^{0}} \sup _{t \in I}\left\|E f\left(X_{t}\right)-\mathbb{E} f\left(Y_{n_{t}}^{\Delta}\right)\right\|_{k} \leq K_{w}\left(p, T, K_{H}, \alpha\right) \Delta^{\alpha \gamma}
$$

with appropriate deterministic constant $K_{w}\left(p, T, K_{H}, \alpha\right)=K_{H} \cdot[K(p, T)]^{\alpha}$.

### 5.6.10 The pathwise error process for explicit Euler methods

Jacod and Protter (1998), motivated from Rootzén (1980) and Kurtz and Protter (1991), have statistically analyzed the pathwise error process of discrete time and continuous time explicit Euler methods using equidistant time-discretizations and applied to stochastic differential equations driven by more general semimartingales than assumed by $\operatorname{SDE}$ (5.2.1). For the statement of the fundamental result (Theorem 3.1, p. 275, in Jacod and Protter (1998)), let us define

$$
\varepsilon_{t}^{N}:=X_{t}-Y_{t}^{N}, t \in[0, T]
$$

and only state the application of their result to the case of SDEs (5.2.1).

Theorem 5.6.16 Assume that the SDE (5.2.1) has locally Lipschitz continuous coefficients $a, b^{j}$ with at most linear growth.
Then the continuous time error processes $\left.\varepsilon_{t}^{N}, \varepsilon_{\left[\frac{N \pi t}{N}\right]}^{N}\right]$ tends to 0 in probability as $N$ goes to $+\infty$.

They also establish rates of stable convergence. In fact, they arrive at a certain stochastic differential equation for the limit of related normalized error processes $U_{t}^{N}=\sqrt{N} \varepsilon_{t}^{N}$ and $\hat{U}_{t}^{N}=\sqrt{N} \varepsilon_{\frac{[N t]}{N}}^{N}$ as $N$ tends to 0 . See their paper for more details. In principle, this procedure can be continued for other and higher order methods under corresponding assumptions.

### 5.6.11 Almost sure convergence

It is clear from $L^{p}$-convergence that there exists a subsequence of $\left(Y_{n}\right)_{n \in \mathbb{N}}$ which almost surely converges to the exact solution $X_{t}$. The only works (to our knowledge) available at the time of writing this survey are that of O. Faure (1992), which is not accessible to the author at the moment, that of Talay (1983), and Pardoux and Talay (1985), who use the Doss representation (cf. the ODE method above) to obtain almost surely converging approximations. However, it is an open problem as to how in general an almost sure convergence order is transmitted when commutativity conditions are not met (and Doss representation could not be used to verify convergence orders so far. Remember that Talay (1983) makes use of commutative noise conditions for Doss representation in the fully multidimensional situation). Also, what happens when we have variable step sizes? This is an open problem to be left to the future. As a supplement, let us start with a trial of a definition of numerical almost sure convergence.

Definition 5.6.17 Let $X, Y^{\Delta}$ be two $\mathcal{F}_{t}$-adapted stochastic processes with respect to one and the same stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$. Assume $Y^{\Delta}$ uses a sufficiently small maximum step size $\Delta \leq 1$ for all time-discretizations of fixed time-interval $[0, T]$.

Then the stochastic process $Y^{\Delta}$ is called numerically a.s. converging to process $X$ on $[0, T]$ iff

$$
\lim _{\Delta \rightarrow 0} \sup _{0 \leq t_{n} \leq T}\left\|X_{t_{n}}-Y_{t_{n}}^{\Delta}\right\|=0 \text { (a.s.) }
$$

continuous time a.s. converging to process $X$ on $[0, T]$ iff

$$
\lim _{\Delta \rightarrow 0} \sup _{0 \leq t \leq T}\left\|X_{t}-Y_{t}^{\Delta}\right\|=0(\text { a.s. })
$$

numerically a.s. converging with order $\gamma \in \mathbf{I R}_{+}$to process $X$ on $[0, T]$ iff

$$
\lim _{\Delta \rightarrow 0} \frac{1}{\Delta^{\gamma-\varepsilon}} \sup _{0 \leq t_{n} \leq T}\left\|X_{t_{n}}-Y_{t_{n}}^{\Delta}\right\|=0 \text { (a.s.) }
$$

for all $\varepsilon$ with $0<\varepsilon \leq \gamma$, and continuous time a.s. converging with order $\gamma \in \mathbb{R}_{+}$to process $X$ on $[0, T]$ iff

$$
\lim _{\Delta \rightarrow 0} \frac{1}{\Delta^{\gamma-\varepsilon}} \sup _{0 \leq t \leq T}\left\|X_{t}-Y_{t}^{\Delta}\right\|=0 \text { (a.s.) }
$$

for all $\varepsilon$ with $0<\varepsilon \leq \gamma$, with respect to a class of admissible time-discretizations of $[0, T]$ with sufficiently small maximum step sizes $\Delta$.

This definition is based on the concept of an admissible time-discretization.

Definition 5.6.18 A time-discretization $\left(t_{n}\right)_{n \in N} \in[0, T]$ of a fixed time-interval $[0, T]$ is called uniformly admissible iff all $t_{n}$ are $\mathcal{F}_{t_{n}}$-adapted and there exist a minimum step size $\Delta_{\text {min }}$ and maximum step size $\Delta_{\max }$ with

$$
0<\Delta_{\min }=\inf _{n \in \mathbb{N}}\left|t_{n+1}-t_{n}\right| \leq \Delta_{n} \leq \sup _{n \in \mathbb{I} N}\left|t_{n+1}-t_{n}\right|=\Delta_{\max }<+\infty
$$

Remark This latter definition corresponds very well to the experience of practical numerical computations, where mostly the variable step size implementations possess an upper and lower bound for minimum and maximum step sizes. A corresponding work by the author is in progress in order to explain the (optimal) discretization problem in more details in the case of converging stochastic approximations and step size selection.

For equidistant approximations one finds the following one-dimensional results in the literature. We shall extract the versions from Talay's review paper (1995), p. 66.

Theorem 5.6.19 (Faure (1992)). Assume that $a, b^{j} \in C_{L i p}^{0}\left(\mathbb{R}^{1}\right)$.
(1). If for some positive even integer $p=2 k$ the initial condition (IMC) is satisfied, then the interpolated Euler method $Y^{\Delta}(t)$ applied to autonomous SDE (5.2.1) with equidistant step size $\Delta=\frac{T}{N}$ continuously time a.s. converges to the exact solution of (5.2.1) as the number $N$ of equidistant subintervals tends to $+\infty$.
(2). If all initial moments exist, then the order of its continuous time a.s. convergence is $\gamma=0.5$.

Theorem 5.6.20 (Talay (1983)). Assume that $a, b^{j} \in C_{\text {Lip }}^{3}\left(\mathbb{R}^{1}\right)$ with bounded derivatives up to third order, and the deterministic real-valued function $u=u(t)$ approximates the given trajectory of the underlying Wiener process $W=\left(W_{t}\right)_{0 \leq t \leq T}$ in the sense of uniform convergence topology on the space $C^{0}([0, T])$ of continuous functions on fixed time interval $[0, T]$. Let $u$ have a zero 3 -variation on $[0, T]$, i.e.

$$
\lim _{\Delta=\frac{T}{N} \rightarrow 0} \sum_{n=0}^{N}\left|u\left(t_{n}\right)-u\left(t_{n-1}\right)\right|^{3}=0
$$

for any partitions of $[0, T]$.
Then the right-continuous, piecewise constant approximation generated by the Euler method applied to autonomous SDE (5.2.1) continuous time a.s. converges to the exact solution of (5.2.1) as the number $N$ of equidistant subintervals tends to $+\infty$, provided that the following noise commutativity condition holds:

$$
\forall j, k \in\{1,2, \ldots, m\} \quad b^{k}(x) \frac{\partial b^{j}(x)}{\partial x}=b^{j}(x) \frac{\partial b^{k}(x)}{\partial x}
$$

### 5.7 Numerical Stability, Stationarity, Boundedness and Invariance

After treating the concept of convergence (convergence on fixed, deterministic, finite time intervals $T$ ), we now devote our attention to the other important column of the main principle of numerical analysis: namely, that of numerical stability. The more one is interested in a control on nonexploding state processes and also nonexploding error propagation, the more necessary this is, whereas it is a must for adequate numerical integration on infinite time intervals (i.e. when one takes the limit as terminal times $T$ tend to $+\infty$ ).

For simplicity of consideration, we start with the treatment of linear systems (It is not possible here to discuss the full extent of the problem of stochastic test equations in a mathematically rigorous way.). In view of stochastic terms, it is necessary to distinguish between the three main classes: linear systems with additive noise, linear systems with multiplicative noise, and of fully nonlinear systems. The case of multiplicative noise is the closest to the deterministic situation, since we could use the deterministic trivial equilibrium $X \equiv 0$ as the unique reference solution. Therefore it represents the best understood case from the three main cases. The case of additive noise really needs a stochastic approach to tackle the problem of numerical stability. See also Section 8 for an alternative by contractivity concept.

We shall also examine the problem of almost sure boundedness which is obviously connected with stability and invariance issues. For motivation, remember the main principles of stochastic numerical analysis in Section 5.

For the sake of simplicity, at first let us confine ourselves to the concept of mean square stability.

### 5.7.1 Stability of linear systems with multiplicative noise

Consider (for simplicity, autonomous) linear system of Itô SDEs

$$
\begin{equation*}
d X_{t}=A X_{t} d t+\sum_{j=1}^{m} B^{j} X_{t} d W_{t}^{j} \tag{5.7.1}
\end{equation*}
$$

Assume that a unique stationary solution $\cdot X_{\infty}=0$ of (5.7.1) exists. Then the necessary condition

$$
\begin{equation*}
\forall i=1,2, \ldots, d: \quad \operatorname{Re}\left(\lambda_{i}(A)\right)<0 \tag{5.7.2}
\end{equation*}
$$

with $\lambda_{i}(A)$ as the $i$ th eigenvalue of matrix $A$ must be satisfied, at least for any moment stability with $p \geq 1$. (Note that condition (5.7.2) implies the stability of first moments IE $X_{t}$ since we obtain a kind of direct projection to the deterministic case, which can be easily seen in the linear systems case. However, in the nonlinear case we would observe the problem of closure of moment equations.) For the sake of simple illustration, let us confine ourselves to the case of mean square stability (i.e. $p=2$ in moment stability).

Definition 5.7.1 Assume $X \equiv 0$ is an equilibrium for (5.2.1). The equilibrium solution $X \equiv 0$ is called globally (asymptotically) mean square stable for the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ if

$$
\begin{equation*}
\forall X_{0}: \mathbb{I}\left\|X_{0}\right\|^{2}<+\infty \Longrightarrow \lim _{t \rightarrow+\infty} \mathbb{E}\left\|X_{t}\right\|^{2}=0 \tag{5.7.3}
\end{equation*}
$$

Assume that $Y \equiv 0$ is an equilibrium for the numerical approximation $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ for system (5.2.1). The equilibrium solution $Y \equiv 0$ is called globally (asymptotically) numerically mean square stable for the numerical approximation $Y=\left(Y_{n}\right)_{n \in I N}$ if

$$
\begin{equation*}
\forall X_{0}: \mathbb{E}\left\|Y_{0}\right\|^{2}<+\infty \Longrightarrow \lim _{n \rightarrow+\infty} \mathbb{E}\left\|Y_{n}\right\|^{2}=0 \tag{5.7.4}
\end{equation*}
$$

As a first illustrative result, consider the family of drift-implicit Euler methods (see Kloeden, Platen and Schurz (1994)), of the form

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left(\alpha A Y_{n+1}+(1-\alpha) A Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} B^{j} Y_{n} \Delta W_{n}^{j} \tag{5.7.5}
\end{equation*}
$$

applied to equation (5.7.1), where $\alpha \in \mathbb{R}^{1}$ is the implicitness parameter, and the step size is sufficiently small such that the local algebraic resolution of (5.7.5) can be guaranteed (the latter requirement would be irrelevant when $\alpha \geq 0$ under condition (5.7.2)).

Theorem 5.7.2 (Schurz (1996)). For all equidistant approximations $Y^{\alpha}=\left(Y_{n}^{\alpha}\right)_{n \in I N}$ generated by method (5.7.5) with fixed step size $\Delta>0$, it holds that

$$
\begin{gathered}
X \equiv 0 \text { mean square stable } \Longleftrightarrow Y^{\alpha} \equiv 0 \text { mean square stable with } \alpha=0.5, \\
X \equiv 0 \text { mean square stable and } \alpha \geq 0.5 \Longrightarrow Y^{\alpha} \equiv 0 \text { mean square stable }, \\
Y^{\alpha_{1}} \equiv 0 \text { mean square stable with } \alpha_{1} \leq \alpha_{2} \Longrightarrow Y^{\alpha_{2}} \equiv 0 \text { mean square stable } .
\end{gathered}
$$

The proof can be seen in Schurz (1996, 1997) using the study of a stochastic version of Lyapunov equation

$$
A M+M A^{T}+\sum_{j=1}^{m} B^{j} M B^{j^{T}}=-C
$$

and basic facts from spectral theory of monotone operators. In fact, Schurz $(1996,1997)$ has developed the concept of mean square operators which describe the mean square evolution and stability behavior of related numerical method on a systems level. The family of mean square operators related to approximation sequence $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ is defined by the sequence of $\mathcal{F}_{t_{n}}$-adapted operators $\left(\mathcal{L}_{n}\right)_{n \in \mathbb{N}}$ mapping from the set $\mathcal{S}_{d \times d}^{+}$of positive semi-definite $d \times d$ matrices into itself by

$$
\mathbb{E}\left[Y_{n+1} Y_{n+1}^{T}\right]=\mathbb{E} \mathcal{L}_{n}\left(Y_{n} Y_{n}^{T}\right)=\mathbb{E} \mathcal{L}_{n} \mathcal{L}_{n-1} \ldots \mathcal{L}_{0}\left(Y_{0} Y_{0}^{T}\right)
$$

Thus the asymptotic behavior of the related numerical method is connected to the study of the limit

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left[\left(\prod_{i=0}^{n} \mathcal{L}_{i}\right)\left(Y_{0} Y_{0}^{T}\right)\right]
$$

along the mentioned operator family on the space of positive semi-definite matrices. In the equidistant case this study can be carried out by standard fixed point analysis and the tool of the spectral radius of related operator $\mathcal{L}$. However the concept of mean square operators even works for nonautonomous systems (5.7.1) and variable step size implementations using monotonicity argumentations. Thanks to that representation, Schurz $(1996,1997)$ could establish a systematic stability analysis of systems of discrete random mappings, the concept of stochastic A-stability on a systems level, the principle of monotonic nesting of stability domains for monotone systems. More generally, it is possible to develop a corresponding theory of $p$ th mean stability operators for nonlinear stochastic dissipative systems, see Schurz (1997, 1999). This has been suggested and constructed with the family of drift-implicit Euler methods (5.7.5) therein. The study of that operator family still needs to be continued for other numerical methods. An interesting, illustrative and simple complex-valued test equation is given by the stochastic Kubo oscillator perturbed by multiplicative white noise in the Stratonovich sense

$$
d X_{t}=i X_{t} d t+i \rho X_{t} \circ d W_{t}
$$

where $\rho \in \mathbb{R}^{1}, i^{2}=-1$. This equation describes rotations on the circle with radius $\left\|X_{0}\right\|$. Schurz $(1994,1996)$ has studied this example and shown that the corresponding discretization of implicit Mil'shtein methods explodes for any step size selection, whereas the lower order trapezoidal method or appropriately balanced implicit methods (BIMs) could stay close to the circle of the exact solution even for large integration times! This is a test equation which manifests that stochastically coherent (i.e. asymptotically exact) numerical methods are needed and the search for efficient higher order convergent methods is somehow restricted even under linear boundedness and infinitely smooth assumptions on drift and diffusion coefficients.
The illustrative example of one-dimensional complex-valued test SDE. Many authors (e.g. Mitsui and Saito (1996), Schurz (1996)) have studied the SDE

$$
\begin{equation*}
d X_{t}=\lambda X_{t} d t+\gamma X_{t} d W_{t} \tag{5.7.6}
\end{equation*}
$$

with $X_{0}=x_{0} \in \mathbb{C}^{1}$, representing a test equation for the class of completely commutative systems of SDEs with multiplicative white noise. This stochastic process has the unique exact solution $X_{t}=X_{0} \cdot \exp \left(\left(\lambda-\gamma^{2} / 2\right) t+\gamma W_{t}\right)$ with second moment

$$
\begin{aligned}
\epsilon X_{t} X_{t}^{*} & =\epsilon\left|X_{t}\right|^{2}=\epsilon \exp \left(2\left(\lambda-\gamma^{2} / 2\right)_{r} t+2 \gamma_{r} W_{t}\right) \cdot\left|x_{0}\right|^{2} \\
& =\left|x_{0}\right|^{2} \cdot \exp \left(2\left(\lambda_{r}-\gamma_{r}^{2} / 2+\gamma_{i}^{2} / 2\right) t+2 \gamma_{r}^{2} t\right)=\left|x_{0}\right|^{2} \cdot \exp \left(\left(2 \lambda_{r}+|\gamma|^{2}\right) t\right)
\end{aligned}
$$

where $x_{0} \in \mathbb{C}^{1}$ is nonrandom ( $z_{r}$ is the real part, $z_{i}$ the imaginary part of $z \in \mathbb{C}^{1}$ ) and * denotes the complex conjugate value. The trivial solution $X \equiv 0$ of (5.7.6) is mean square
stable for the process $\left\{X_{t}: t \geq 0\right\}$ iff $2 \lambda_{r}+|\gamma|^{2}<0$. Now, let us compare the numerical approximations of families of (drift-)implicit Theta and Mil'shtein methods. Applied to equation (5.7.6), the drift-implicit Mil'shtein (5.4.18) and drift-implicit Theta methods (5.4.3) are given by

$$
\begin{equation*}
Y_{n+1}^{(M)}=\frac{1+(1-\theta) \lambda \Delta+\gamma \xi_{n} \sqrt{\Delta}+\gamma^{2}\left(\xi_{n}^{2}-1\right) \Delta / 2}{1-\theta \lambda \Delta} \cdot Y_{n}^{(M)} \tag{5.7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{n+1}^{(E)}=\frac{1+(1-\theta) \lambda \Delta+\gamma \xi_{n} \sqrt{\Delta}}{1-\theta \lambda \Delta} \cdot Y_{n}^{(E)} \tag{5.7.8}
\end{equation*}
$$

respectively. Their second moments $P_{n}^{(E / M)}=\epsilon Y_{n}^{(E / M)} Y_{n}^{(E / M)^{*}}$ satisfy

$$
\begin{aligned}
& P_{n+1}^{(M)}=\left(\epsilon\left|\frac{1+(1-\theta) \lambda \Delta+\gamma \xi_{n} \sqrt{\Delta}}{1-\theta \lambda \Delta}\right|^{2}+\epsilon\left|\frac{\gamma^{2}\left(\xi_{n}^{2}-1\right)}{1-\theta \lambda \Delta}\right|^{2} \cdot \Delta^{2} / 4\right) \cdot P_{n}^{(M)} \\
& \quad=P_{0}^{(M)} \cdot\left(\frac{|1+(1-\theta) \lambda \Delta|^{2}+|\gamma|^{2} \Delta+|\gamma|^{4} \Delta^{2} / 2}{|1-\theta \lambda \Delta|^{2}}\right)^{n+1} \\
& >P_{0}^{(E)} \cdot\left(\frac{|1+(1-\theta) \lambda \Delta|^{2}+|\gamma|^{2} \Delta}{|1-\theta \lambda \Delta|^{2}}\right)^{n+1}=P_{n+1}^{(E)} \quad(n=0,1,2, \ldots)
\end{aligned}
$$

provided that $P_{0}^{(M)}=\epsilon Y_{0}^{(M)} Y_{0}^{(M)^{*}} \geq \epsilon Y_{0}^{(E)} Y_{0}^{(E)^{*}}=P_{0}^{(E)}$, and

$$
\begin{aligned}
P_{n+1}^{(M)} & =P_{n+1}^{(E)} \cdot\left(\frac{|1+(1-\theta) \lambda \Delta|^{2}+|\gamma|^{2} \Delta+|\gamma|^{4} \Delta^{2} / 2}{|1+(1-\theta) \lambda \Delta|^{2}+|\gamma|^{2} \Delta}\right)^{n+1} \\
& =P_{n+1}^{(E)} \cdot\left(1+\frac{|\gamma|^{4} \Delta^{2} / 2}{|1+(1-\theta) \lambda \Delta|^{2}+|\gamma|^{2} \Delta}\right)^{n+\mathbf{1}}
\end{aligned}
$$

while assuming identical initial values $P_{0}^{(M)}=P_{0}^{(E)}$. Hence, if the drift-implicit Mil'shtein method (5.7.7) possesses a mean square stable null solution then the corresponding driftimplicit Theta method (5.7.8) possesses it too. The mean square stability domain of (5.7.7) is smaller than that of (5.7.8) for any implicitness $\theta \in[0,1]$. Besides, the drift-implicit Theta method (5.7.8) has a mean square stable null solution if $\theta \geq \frac{1}{2}$ and $2 \lambda_{r}+|\gamma|^{2}<0$. The latter condition coincides with the necessary and sufficient condition for the mean square stability of the null solution of SDE (5.7.6). Thus, the drift-implicit Theta method (5.7.8) with implicitness $\theta=0.5$ is useful to indicate mean square stability of the equilibrium solution of (5.7.6). More general theorems concerning the latter observations can be found in Schurz (1996, 1997).

### 5.7.2 Stationarity of linear systems with additive noise

Consider (for brevity, autonomous) linear system of SDEs

$$
\begin{equation*}
d X_{t}=A X_{t} d t+\sum_{j=1}^{m} b^{j} d W_{t}^{j} \tag{5.7.9}
\end{equation*}
$$

Assume that there is a stationary solution $X_{\infty}$ of (5.7.9). Then, for stationarity of autonomous systems (5.7.9) with additive white noise, it is a necessary and sufficient requirement that (5.7.2) is fulfilled.

Definition 5.7.3 The random sequence $\left(Y_{n}\right)_{n \in I N}$ is said to be asymptotically $p$ th mean preserving if

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left\|Y_{n}\right\|^{p}=\mathbb{E}\left\|X_{\infty}\right\|^{p}
$$

(asymptotically) mean preserving if

$$
\lim _{n \rightarrow+\infty} \mathbb{E} Y_{n}=\mathbb{E} X_{\infty}
$$

(asymptotically) equilibrium preserving if

$$
\mathcal{L} a w\left(Y_{\infty}\right)=\operatorname{Law}\left(X_{\infty}\right)
$$

with respect to systems (5.7.9).
This definition has been originally introduced by Schurz (1994). For an extension to systems (5.2.1), see the concept of asymptotically exact methods below.

Now, consider the family of drift-implicit Euler methods (see Kloeden, Platen and Schurz (1994)) with implicitness parameter $\alpha \in[0,1] \subset \mathbb{R}^{1}$, governed by

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left(\alpha A Y_{n+1}+(1-\alpha) A Y_{n}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j} \Delta W_{n}^{j} \tag{5.7.10}
\end{equation*}
$$

with independently Gaussian distributed increments $\Delta W_{n}^{j}=W_{t_{n+1}}^{j}-W_{t_{n}}^{j}$.

Theorem 5.7.4 (Schurz (1997,1999)). Assume that
(i) $\forall \lambda($ eigenvalue $(A)) \operatorname{Re}(\lambda(A))<0$
(ii) $\left(X_{0}, Y_{0}\right)$ independent of $\mathcal{F}_{\infty}^{j}=\sigma\left\{W_{s}^{j}: 0 \leq s<+\infty\right\}$
(iii) $I E\left\|X_{0}\right\|^{p}+\mathbb{I}\left\|Y_{0}\right\|^{p}<+\infty$ for $p \geq 2$
(iv) $A \in \mathbb{R}^{d \times d}, b^{j} \in \mathbb{R}^{d}$ deterministic

Then, the trapezoidal method (i.e. (5.7.5) with $\alpha=0.5$ ) applied to system (5.7.9) with any equidistant step size $\Delta=\Delta_{n}$ is asymptotically mean, pth mean and equilibrium preserving. Moreover, it is the only method from the entire family of implicit Euler methods with that behavior (i.e., $\Longrightarrow$ asymptotic equivalence for systems with additive noise).

Under diagonalizability of drift matrix $A$ (real eigenvalues for simplicity) and condition (5.7.2) the conclusion of Theorem 7.2 can be seen very easily. First, the limit distribution of $Y_{n}$ exists (for all implicitness parameters $\alpha>0.5$ ). Second, the limit is Gaussian for all $\alpha \in\left[0.5,+\infty\right.$ ). Third, $\mathbb{E} Y_{n} \longrightarrow 0$ as $n$ tends to $+\infty$ (as in deterministics if $\alpha \geq 0.5$ ). Fourth, due to uniqueness of Gaussian laws, it remains for one to look at second moments for all constant step sizes $\Delta>0$. We notice

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left(\left[Y_{n} Y_{n}^{T}\right]\right)_{i, k}=-\sum_{j=1}^{m} \frac{b_{i}^{j} b_{k}^{j}}{\lambda_{i}+\lambda_{k}+(1-2 \alpha) \Delta \lambda_{i} \lambda_{k}}
$$

and

$$
\mathbb{E}\left(\left[X_{\infty} X_{\infty}^{T}\right]\right)_{i, k}=-\sum_{j=1}^{m} \frac{b_{i}^{j} b_{k}^{j}}{\lambda_{i}+\lambda_{k}}
$$

Then

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left(\left[Y_{n} Y_{n}^{T}\right]\right)_{i, k}=\mathbb{E}\left(\left[X_{\infty} X_{\infty}^{T}\right]\right)_{i, k} \quad \Longleftrightarrow \quad \alpha=0.5
$$

Thus the stationarity with exact stationary Gaussian probability law is obvious. More general argumentations use fixed point principles. For more details, see Schurz (1996, 1997, 1999).

### 5.7.3 Asymptotically exact methods for linear systems

There do exist numerical methods which possess the same asymptotic probability law as the exact solution, for example those we have seen before. Schurz $(1996,1997,1999)$ could constructively prove that fact for general linear systems of SDEs with additive and multiplicative noise. There the trapezoidal and midpoint method which coincide for linear autonomous systems of SDEs provide an asymptotically exact numerical method. Let $\left(t_{n}\right)_{n \in \mathbb{N}} \in[0,+\infty)$ be a sequence of $\mathcal{F}_{t_{n}}$-adapted stopping times with $\lim _{n \rightarrow+\infty} t_{n}=+\infty$ (a.s.).

Definition 5.7.5 Suppose that $\lim _{t \rightarrow+\infty} \mathbb{E}\left\|X_{t}\right\|^{p}=\mathbb{E}\left\|X_{\infty}\right\|^{p}<+\infty$ for the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ on stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$. Then the random sequence $Y=$ $\left(Y_{n}\right)_{n \in \mathbb{N}}$ on the same stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t_{n}}\right)_{t_{n} \geq 0}, \mathbb{P}\right)$ is said to be asymptotically $p$ th mean exact with respect to $X$ iff

$$
\lim _{n \rightarrow+\infty} \mathbb{E}\left\|Y_{n}\right\|^{p}=\mathbb{E}\left\|X_{\infty}\right\|^{p}
$$

and, in particular, if $p=2$ then $Y$ is called asymptocially mean square exact.

Theorem 5.7.6 Assume that the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ on the stochastic basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \geq 0}, \mathbb{P}\right)$ satisfies $S D E$ (5.7.1) discretized by the trapezoidal method (5.7.3) (i.e. $\alpha=0.5$ ) or $S D E$ (5.7.9) discretized by the trapezoidal method (5.7.10) (i.e. $\alpha=0.5$ ) on the same $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{i}\right)_{t \geq 0}, \mathbb{P}\right)$. Suppose $\mathbb{E}\left\|X_{0}\right\|^{p}=\mathbb{E}\left\|Y_{0}\right\|^{p}$ for all $p>0$.
Then the random sequence $Y=\left(Y_{n}\right)_{n \in I N}$ with equidistant step sizes is asymptotically $p$ th mean exact for all $p>0$.

Theorem 5.7.6, in its full extent, exhibits an unproved conjecture in the case of SDEs with multiplicative noise. For additive noise, it is an immediate consequence of results due to Schurz (1996, 1997, 1999). The proof for $p \geq 2$ can be carried out more easily. See forthcoming works of the author. It remains an open question whether one can construct other numerical methods which possess the properties of exactness and asymptotic exactness. In its full extent, this is a really challenging task for mathematics in the 21st century. A partial answer can be given for systems of linear SDEs with Gaussian white noise. Since we have no bias in the moments and due to linearity of the problem, it is clear that the trapezoidal method must approximate the conditional expectation asymptotically exactly. Since the conditional expectation is almost surely unique, we have the striking result that there is only one numerical method for well-posed linear systems which integrates linear systems of autonomous SDEs with Gaussian white noises asymptotically exactly, out of the class of all numerical methods (5.4.1) - (5.4.6) with $\Theta_{n}=\alpha I \in \mathbb{R}^{d \times d}, \theta_{n}=\alpha(1,1, \ldots, 1)^{T} \in \mathbb{R}^{d}$
$(\alpha=[0,1])$ using any form of $\mathcal{F}_{t_{n}}$-adapted discretizations with lower order $p$ th mean convergence. That method must be connected to the trapezoidal and midpoint methods in asymptotic sense.

### 5.7.4 Almost sure nonnegativity of numerical methods

A general problem of interest is the a.s. preservation of natural boundary conditions by discretization methods under the presence of random noise. The simplest form of an algebraic side condition which might arise in practice is the (a.s.) nonnegativity of numerical approximations. To give some illustration and a first solution consider the autonomous Itô SDEs

$$
\begin{equation*}
d X_{t}=a\left(X_{t}\right) d t+\sum_{j=1}^{m} b^{j}\left(X_{t}\right) d W_{t}^{j} \tag{5.7.11}
\end{equation*}
$$

where $a$ and $b^{j}$ are such that a (strong) solution $X_{t}$ on $\mathbb{R}_{+}^{d}$ exists (define $b^{0}(x) \equiv a(x)$ ). Now, consider the family of Balanced Implicit Methods (BIMs), see Mil'shtein, Platen and Schurz (1992, 1994, 1998), governed by

$$
\begin{align*}
Y_{n+1}^{B}=Y_{n}^{B} & +a\left(Y_{n}^{B}\right) \Delta_{n}+\sum_{j=1}^{m} b^{j}\left(Y_{n}^{B}\right) \Delta W_{n}^{j}  \tag{5.7.12}\\
& +\left(\Delta_{n} C_{0}+\sum_{j=1}^{m}\left|\Delta W_{n}^{j}\right| C_{j}\right)\left(Y_{n}^{B}-Y_{n+1}^{B}\right)
\end{align*}
$$

where $C_{0}, C_{1}$ are bounded matrices depending on $Y_{n}^{B}$ such that

$$
\left(I+\Delta_{n} C_{0}+\sum_{j=1}^{m}\left|\Delta W_{n}^{j}\right| C_{j}\right)^{-1}
$$

always exists and is uniformly bounded.

Theorem 5.7.7 (Schurz (1996)). Assume that there are bounded, real $d \times d$ matrices $C_{0}, \ldots, C_{m}$ with nonnegative entries and positive constants $K_{3}$ and $K_{4}$ such that for all real-valued vectors $x$ with nonnegative components
(i) $\left[a(x)+C_{0}(x) x\right]_{i} \geq 0$ for all $i=1,2, \ldots, d$,
(ii) $\left[C_{j}(x) x\right]_{i} \geq\left|\left[b^{j}(x)\right]_{i}\right|$ for all $i=1,2, \ldots, d ; j=1,2, . ., m$,
and such that for all real-valued vectors $x \in \mathbb{R}^{d}$
(iii) $\sum_{j=0}^{m}\left\|C_{j}(x) b^{j}(x)\right\|^{2} \leq K_{3}^{2}\left(1+\|x\|^{2}\right)$
(iv) $\forall\left(\alpha_{j} \geq 0\right)_{j=0,1, \ldots, m}, \alpha_{0} \leq \hat{\alpha}$
$\exists M^{-1}=M^{-1}(x)$ with $M(x)=I+\sum_{j=0}^{m} \alpha_{j} C_{j}(x)$ and $\left\|M^{-1}(x)\right\| \leq K_{4}$ and
(v) $M^{-1}=M^{-1}(x)$ has only nonnegative entries for nonnegative vectors $x$.

Then, for any step sizes $\left(\Delta_{n}>0\right)_{n \in I N}$, the BIMs (5.7.12) with weight matrices $C_{j}$ are positively invariant on $\mathbb{R}_{+}^{d}$, and provide strongly and mean square converging numerical approximations towards the exact solution of (5.7.11) with order $\gamma=0.5$.

This result can be verified constructively. For this purpose, consider BIMs generated by the scheme (5.7.12) with weight-matrices $C_{j}($.$) . Suppose these matrices satisfy the conditions$ $(i)-(v)$. The numerical approximations provided by BIMs converge strongly towards the SDE (5.7.11), with order $\gamma=0.5$. This can be immediately concluded from the exposition Mil'shtein, Platen and Schurz (1992, 1994, 1998). Under condition (iv) of Theorem 5.7.7 the scheme of BIM (5.7.12) is rewritten as

$$
\begin{equation*}
Y_{n+1}=M_{n}^{-1}\left(Y_{n}\right)\left(Y_{n}+\sum_{j=0}^{m}\left(b^{j}\left(Y_{n}\right) \Delta W_{n}^{j}+C_{j}\left(Y_{n}\right) Y_{n}\left|\Delta W_{n}^{j}\right|\right)\right) \tag{5.7.13}
\end{equation*}
$$

where $\Delta W_{n}^{0}=\Delta_{n}$ and $M_{n}(x)=I+\sum_{j=0}^{m} C_{j}(x)\left|\Delta W_{n}^{j}\right|$. Suppose that $\left[Y_{n}\right]_{i} \geq 0$. We notice that the weight matrix $M_{n}^{-1}$ preserves nonnegativity because of requirement $(v)$. Thereby, we have to check only whether the random vector-valued function $\phi(x)$ with

$$
\begin{equation*}
\phi(x)=x+\sum_{j=0}^{m}\left(b^{j}(x) \Delta W_{n}^{j}+C_{j}(x) x\left|\Delta W_{n}^{j}\right|\right) \tag{5.7.14}
\end{equation*}
$$

takes nonnegative values for nonnegative vectors $x \in \mathbb{R}^{d}$. Now, one arrives at the componentwise estimate

$$
\begin{aligned}
\phi_{i}(x) & \geq \sum_{j=0}^{m}\left(\left[b^{j}(x)\right]_{i} \Delta W_{n}^{j}+\left[C_{j}(x) x\right]_{i}\left|\Delta W_{n}^{j}\right|\right) \\
& \geq\left(\left[a(x)+C_{0}(x) x\right]_{i}\right) \Delta_{n}+\sum_{j=1}^{m}\left(\left[C_{j}(x) x\right]_{i}-\left|\left[b^{j}(x)\right]_{i}\right|\right)\left|\Delta W_{n}^{j}\right| \geq 0
\end{aligned}
$$

Each component of this random sum is nonnegative under assumptions $(i)-(i i)$. Hence, function $\phi$ takes nonnegative values for any random input $\Delta W_{n}^{j}$. Therefore, the new vector $Y_{n+1}$ only possesses nonnegative components. Consequently, Theorem 5.7.7 can be understood easily.

Further Remarks. Positive semi-definite $C_{j}$ or nonnegative diagonal matrices $C_{j}$ trivially fulfill (iv). Condition (5) is more restrictive, but it is satisfied by nonnegative diagonal matrices. The following conclusion for one-step approximations of some multidimensional SDEs is verified.

Theorem 5.7.8 (Schurz (1996)). Assume that there are nonnegative constants $K_{j}^{0}$ and $K_{j}^{1}$ ( $j=0,1, \ldots, m$ ) such that

$$
\left|\left[b^{j}(x)\right]_{i}\right| \leq\left(K_{j}^{0}+K_{j}^{1}\left|x_{i}\right|\right) \quad \forall i=1,2, \ldots, d
$$

Then there exist numerical approximations $\left(Y_{n}\right)_{n \in I N}$ generated by BIMs (5.7.12) which strongly converge with order $\gamma=0.5$ and maximize the one-step $\varepsilon$-probabilities of positivity, i.e. $\mathbb{P}\left\{Y_{n+1}>0 \mid\left[Y_{n}\right]_{i} \geq \varepsilon, i=1,2, \ldots, d\right\}=1$ for fixed, small values $\varepsilon>0$.

In a constructive way one realizes the verification of Theorem 5.7.8. For this purpose, take the BIMs with diagonal matrices $C_{j}(x)=\left(c_{j}^{i, i}\right)$ and elements

$$
c_{j}^{i, i}(x)=\frac{2 K_{j}^{0}}{\varepsilon+\left|x_{i}\right|}+K_{j}^{1}, \quad x=\left(x_{1}, \ldots, x_{d}\right)^{T} ; j=0,1, \ldots, m ; i=1,2, \ldots, d
$$

Thus, these functions are bounded and satisfy the conditions for strong convergence as stated in Mil'shtein, Platen and Schurz (1992, 1994, 1998). Therefore strong and mean square convergence of BIMs with order 0.5 is established. Nonnegativity of the one-step approximation (a.s.) is recognized as above as well.

Remark A local one-step control in a reasonable distance to boundaries is possible without space discretization and with deterministic step sizes for random problems. However, in the vicinity of boundaries, one possibly needs to switch to careful random step size selection. pth mean convergence of BIMs can also be proved.

### 5.7.5 Numerical invariance of intervals $[0, M]$

A problem of practical interest (e.g. in population dynamics, genetics and polymer physics) is that of getting numerically reasonable values in a given deterministic interval $[0, M]$ (a.s.). Since convergence statements are more of an asymptotic nature as step sizes are infinitesimally small, this question is not coverd by most of the authors. However, the main principle of numerical analysis in Section 5 has already shown the importance of the incorporation of geometric invariances (otherwise proofs have to be embedded in enlarged, nonnatural spaces, which can be a very laborious task to do or even infeasible if one is not aware of these geometric invariance properties). Schurz (1996) presents a way in context of innovation diffusions governed by one-dimensional SDEs

$$
\begin{equation*}
d X_{t}=\left[\left(p+\frac{q}{M} X_{t}\right)\left(M-X_{t}\right)\right] d t+\sigma X_{t}^{\alpha}\left(M-X_{t}\right)^{\beta} d W_{t} \tag{5.7.15}
\end{equation*}
$$

driven by a given standard Wiener process $W_{t}$, started at $X_{0} \in \mathbb{D}=[0, M] \subset \mathbb{R}^{1}$, where $p, q, M, \sigma$ are positive and $\alpha, \beta \geq 0.5$ are real parameters. Here $p$ can be understood as the coefficient of innovation, $q$ as the coefficient of imitation and $M$ as the total adoption size. However, in view of marketing issues, model (5.7.15) only makes sense within deterministic algebraic constraints. This fact generally leads to Stochastic Differential Algebraic Equations (SDAEs) with nonanticipating boundary conditions. One can prove the $[0, M]$ invariance of $\operatorname{SDE}$ (5.7.15) whenever $\alpha, \beta \geq 0.5$ and $p, q, M>0$. The natural question arises as to what happens then with the standard numerical approximation. Unfortunately, the classical (most-known and most-used) approximations such as explicit Euler and Mil'shtein method fail to preserve that $[0, M]$ invariance property with positive probability - a fact which can easily be seen by numerical experiments. However, some appropriate BIMs do have the $[0, M]$ property (a.s.). Consider the BIMs generated by

$$
\begin{align*}
Y_{n+1}=Y_{n}+ & \left(p+\frac{q}{M} Y_{n}\right)\left(M-Y_{n}\right) \Delta_{n}+\sigma Y_{n}^{\alpha}\left(M-Y_{n}\right)^{\beta} \Delta W_{n}+  \tag{5.7.16}\\
& +\sigma K_{d} Y_{n}^{\alpha-1}\left(M-Y_{n}\right)^{\beta-1}\left|\Delta W_{n}\right|\left(Y_{n}-Y_{n+1}\right)
\end{align*}
$$

where $K=K(M)$ is an appropriate positive constant and $Y_{0} \in \mathbb{D}=[0, M]$ (a.s.). Then it holds the following theorem.

Theorem 5.7.9 (Schurz (1995, 1996)). The numerical approximation $\left(Y_{n}\right)_{n \in \mathbb{N}}$ governed by (5.7.16) for $S D E$ (5.7.15) is $\mathbb{D}$-invariant (a.s.) with $\mathbb{D}=[0, M]$, strongly and mean square convergent with order $\gamma=0.5$ on any interval $[0, T]$ if

$$
Y_{0} \in[0, M](a . s .), K_{d}=K_{d}(M) \geq M>0, \alpha \geq 1, \beta \geq 1,0<\Delta_{n} \leq \frac{1}{p+q}(n \in \mathbb{N})
$$

More recently, we extended this idea to approximate interacting particle dynamics standardized on the interval $[0,1]$. Again the BIMs with adapted weighted coefficients, which take into account the current distance of approximations to the boundary, provide promising results without using projection methods and with keeping the same convergence order as Euler methods would have on the entire space $\mathbb{R}^{d}$. For more details, see the forthcoming paper of Schurz (1999). The simplest example is provided by one-dimensional Itô diffusion

$$
\begin{equation*}
d X_{t}=\left(\mu_{1}+\mu_{2} X_{t}\right)\left(1-X_{t}\right) d t+\sum_{j=1}^{m} \sigma_{j} X_{t}^{\alpha_{j}}\left(1-X_{t}\right)^{\beta_{j}} d W_{t}^{j} \tag{5.7.17}
\end{equation*}
$$

where $\mu_{1} \geq 0, \mu_{2} \in R, \alpha_{j} \geq 0.5, \beta_{j} \geq 0.5, \sigma_{j} \in R$. Then one can show the almost sure $\mathbb{D}$-invariance property of $\operatorname{SDE}(5.7 .17$ ) with respect to domain $\mathbb{D}=[0,1]$ for any finite terminal time $T>0$. This fact also seems to be a very natural requirement when one discusses genetic compositions and their asymptotic behavior in Mathematical Biology or stochastic innovation diffusions in Marketing Sciences, as seen before. In contrast to that property, numerical experiments easily show that the classical Euler and Mil'shtein methods may exit the domain $[0,1]$ at finite random times $\tau$ with positive probability. The problem of appropriate stopping rules for numerical approximations which do not destroy the order of convergence arises here, compared to the orders obtained for unstopped problems. In such cases we prefer a method from the family of BIMs once again instead of the simpler Euler method applied to SDE (5.7.17). For example, take [ 0,1$]$-boundary-adapted weights $c^{j}$ with

$$
\begin{align*}
& C_{0}(x)=\left[\mu_{2}\right]-(1-x)  \tag{5.7.18}\\
& C_{j}(x)=\left|\sigma_{j}\right| x^{\alpha_{j}-1}(1-x)^{\beta^{j}-1}, x \in[0,1] \text { if } \alpha_{j}, \beta_{j} \geq 1
\end{align*}
$$

where [.]- represents the negative part of the inscribed expression (thus $\mu=[\mu]_{+}-[\mu]_{-}$), and in the case of $0.5 \leq \alpha_{j}<1$ or $0.5 \leq \beta_{j}<1$ take

$$
C_{j}(x)=\left\{\begin{array}{l}
0 \quad \text { if } x=0 \text { or } x=1  \tag{5.7.19}\\
\left|\sigma_{j}\right| \cdot\left(\max \left(\frac{\alpha_{j}}{\alpha_{j}+\beta_{j}-1}, \frac{n+1}{n+2}\right)\right)^{\alpha_{j}} \cdot\left(1-\min \left(\frac{\alpha_{j}}{\alpha_{j}+\beta_{j}-1}, \frac{n}{n+1}\right)\right)^{\beta_{j}-1} \\
\quad \text { if } \beta_{j} \geq 1 \text { and } x \in\left(\frac{n}{n+1}, \frac{n+1}{n+2}\right] \\
\left|\sigma_{j}\right| \cdot\left(\max \left(\frac{\alpha_{j}}{\alpha_{j}+\beta_{j}-1}, \frac{n+1}{n+2}\right)\right)^{\alpha_{j}} \cdot\left(1-\max \left(\frac{\alpha_{j}}{\alpha_{j}+\beta_{j}-1}, \frac{n}{n+1}\right)\right)^{\beta_{j}-1} \\
\quad \text { if } \alpha_{j}>0.5 \text { and } 0.5 \leq \beta_{j}<1, x \in\left(\frac{n}{n+1}, \frac{n+1}{n+2}\right] \\
\left|\sigma_{j}\right| \cdot \sqrt{n+1} \quad \text { if } \alpha_{j}=\beta_{j}=0.5, x \in\left(\frac{n}{n+1}, \frac{n+1}{n+2}\right]
\end{array}\right.
$$

Then the following result can be concluded.

Theorem 5.7.10 (Schurz (1999)). The BIMs $\left(Y_{n}^{B}\right)_{n \in \mathbb{N}}$ applied to (5.7.17) with scheme (5.7.12) using weights $C_{j}$ specified by (5.7.18), (5.7.19) and with maximum step size $\Delta$ satisfying $\left(\mu_{1}+\left[\mu_{2}\right]_{+}\right) \Delta \leq 1$ possess the invariance property with respect to interval $\mathbb{D}=$ $[0,1]$, i.e.

$$
\mathbb{P}\left\{Y_{n}^{B} \in[0,1]: \forall n \in N \mid Y_{0}^{B} \in[0,1]\right\}
$$

for all $\mathcal{F}_{0}$-measurable $Y_{0}^{B} \in \mathbb{D}=[0,1]$. Therefore, they provide strongly converging, $p$ th mean and strongly $p$ th mean converging, double $L^{p}$-converging approximations on any finite time interval $[0, T]$ with order $\gamma=0.5$ to the exact solution of SDEs (5.7.17) for $p \geq 2.0$.

Remark More precisely, the result of $[0,1]$-invariance holds for all their paths by our specific deterministically boundary-adapted construction.

### 5.7.6 Preservation of boundaries for Brownian Bridges

For simple illustration, consider Brownian Bridges (pinned Brownian motion). They can be generated by the one-dimensional SDE

$$
\begin{equation*}
d X_{t}=\frac{b-X_{t}}{T-t} d t+d W_{t} \tag{5.7.20}
\end{equation*}
$$

started at $X_{0}=a$, pinned to $X_{T}=b$ and defined on $t \in[0, T]$, where $a$ and $b$ are some fixed real numbers. According to the Corollary 6.10 of Karatzas and Shreve (1991), the process

$$
X_{t}=\left\{\begin{array}{lll}
a\left(1-\frac{t}{T}\right)+b \frac{t}{T}+(T-t) \int_{0}^{t} \frac{d W_{s}}{T-s} & \text { if } \quad 0 \leq t<T  \tag{5.7.21}\\
b & \text { if } \quad t=T
\end{array}\right.
$$

is the pathwise unique solution of (5.7.20) with the properties of having Gaussian distribution, continuous paths (a.s.) and expectation function

$$
\begin{equation*}
m(t)=\mathbb{E} X_{t}=a\left(1-\frac{t}{T}\right)+b \frac{t}{T} \quad \text { on }[0, T] \tag{5.7.22}
\end{equation*}
$$

Here problems are caused by unboundedness of drift

$$
a(t, x)=\frac{b-x}{T-t} .
$$

What happens now with approximations when we are taking the limit toward terminal time $T$ ? Can we achieve a preservation of the boundary condition $X_{T}=b$ in approximations $Y$ under nonboundedness of the drift part of the underlying SDE at all?
A partial answer is given as follows. Consider the behavior of numerical solutions by the family of implicit Euler methods

$$
\begin{equation*}
Y_{n+1}=Y_{n}+\left[\alpha \frac{b-Y_{n+1}}{T-t_{n+1}}+(1-\alpha) \frac{b-Y_{n}}{T-t_{n}}\right] \Delta_{n}+\Delta W_{n} \tag{5.7.23}
\end{equation*}
$$

where $\alpha \in \mathbb{R}^{+}=[0,+\infty), Y_{0}=a$ and $n=0,1, \ldots, n_{T}-1$. Obviously, in the case $\alpha=0$, it holds that

$$
\begin{equation*}
Y^{0}(T):=Y_{n_{T}}=\lim _{n \rightarrow n_{T}} Y_{n}=b+\Delta W_{n_{T}-1} \tag{5.7.24}
\end{equation*}
$$

Thus, the explicit Euler method ends in random terminal values, which is a contradiction to the behavior of exact solution (5.7.21)! Otherwise, in the case $\alpha>0$, rewrite (5.7.23) as $Y_{n+1}=$

$$
\begin{gather*}
\frac{T-t_{n+1}}{T-t_{n+1}+\alpha \Delta_{n}} Y_{n}-\frac{(1-\alpha)\left(T-t_{n+1}\right) \Delta_{n}}{\left(T-t_{n}\right)\left(T-t_{n+1}+\alpha \Delta_{n}\right)} Y_{n}+\frac{T-t_{n+1}}{T-t_{n+1}+\alpha \Delta_{n}} \Delta W_{n} \\
+\frac{(1-\alpha)\left(T-t_{n+1}\right) \Delta_{n}}{\left(T-t_{n}\right)\left(T-t_{n+1}+\alpha \Delta_{n}\right)} b+\frac{\alpha \Delta_{n}}{T-t_{n+1}+\alpha \Delta_{n}} b \tag{5.7.25}
\end{gather*}
$$

which implies

$$
\begin{equation*}
Y^{\alpha}(T):=Y_{n_{T}}=\lim _{n \rightarrow n_{T}} Y_{n}=b \tag{5.7.26}
\end{equation*}
$$

Thus, the implicit Euler methods can preserve (a.s.) the right terminal conditions!

Theorem 5.7.11 (Schurz (1996)). For any choice of step sizes $\Delta_{n}>0, n=0,1, \ldots, n_{T}-1$, it holds that

| [1]. | $\mathbb{E} Y_{n_{T}}$ | $=$ | $b$ | if | $\alpha \geq 0$ |
| :--- | :---: | :--- | :---: | :--- | :--- |
| [2]. | $\mathbb{E}\left(Y_{n_{T}}-b\right)^{2}$ | $=$ | $\Delta_{n_{T}-1}$ | if | $\alpha=0$ |
| [3]. | $\mathbb{P}\left(Y_{n_{T}}-b\right)$ | $=$ | 0 | if | $\alpha=0$ |
| [4]. | $\mathbb{P}\left(Y_{n_{T}}=b\right)$ | $=$ | 1 | if | $\alpha>0$ |

where the random sequence $\left(Y_{n}\right)_{n=0,1, \ldots, n_{T}}$ is generated by implicit Euler method (5.7.23) with step size $\Delta W_{n} \in \mathcal{N}\left(0, \Delta_{n}\right)$ where $\mathcal{N}\left(0, \Delta_{n}\right)$ denotes the Gaussian distribution with mean 0 and variance $\Delta_{n}$ (supposing deterministic step size).

Remark Discontinuities in drift part may destroy convergence orders. A guarantee of algebraic constraints through implicit stochastic numerical methods can be observed. The example of Brownian Bridges supports the preference of implicit techniques, not only in so-called stiff problems as often cited.

### 5.7.7 Nonlinear stability of implicit Euler methods

On nonlinear stability of stochastic numerical methods we could not find any treatments, except for that of Schurz (1996, 1997, 1999). In general one might think of nonlinear asymptotic $p$ th mean stability. Let $p \in(0,+\infty)$.

Definition 5.7.12 Assume $X \equiv 0$ is an equilibrium for system (5.2.1). The equilibrium solution $X \equiv 0$ is called globally (asymptotically) pth mean stable for the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ satisfying $S D E$ (5.2.1) if

$$
\begin{equation*}
\forall X_{0}: I E\left\|X_{0}\right\|^{p}<+\infty \Longrightarrow \lim _{t \rightarrow+\infty} I E\left\|X_{t}\right\|^{2}=0 \tag{5.7.27}
\end{equation*}
$$

The equilibrium solution $X \equiv 0$ is called (globally) exponentially $p$ th mean stable for the stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ satisfying SDE (5.2.1) if

$$
\begin{align*}
& \exists K_{0}, K_{1}>0 \forall t_{1} \geq t_{0} \forall X_{t_{0}}: I E\left\|X_{t_{0}}\right\|^{p}<+\infty \Longrightarrow \\
& I E\left\|X_{t_{1}}\right\|^{p} \leq K_{0} \exp \left(-K_{1}\left(t_{1}-t_{0}\right)\right) \mathbb{E}\left\|X_{t_{0}}\right\|^{p} . \tag{5.7.28}
\end{align*}
$$

Assume that $Y \equiv 0$ is an equilibrium for the numerical approximation $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ applied to $S D E$ (5.2.1). The equilibrium solution $Y \equiv 0$ is called globally (asymptotically) numerically $p$ th mean stable for the numerical approximation $Y=\left(Y_{n}\right)_{n \in I N}$ if

$$
\begin{equation*}
\forall Y_{0}: \mathbb{E}\left\|Y_{0}\right\|^{p}<+\infty \Longrightarrow \lim _{n \rightarrow+\infty} I E\left\|Y_{n}\right\|^{p}=0 \tag{5.7.29}
\end{equation*}
$$

The equilibrium solution $Y \equiv 0$ is called (globally) exponentially numerically $p$ th mean stable for the numerical approximation $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ if

$$
\begin{align*}
& \exists K_{0}, K_{1}>0 \forall n_{1} \geq n_{0} \forall Y_{n_{0}}: \mathbb{E}\left\|Y_{n_{0}}\right\|^{p}<+\infty \Longrightarrow \\
& \mathbb{E}\left\|Y_{n_{1}}\right\|^{p} \leq K_{0} \exp \left(-K_{1}\left(t_{n_{1}}-t_{n_{0}}\right)\right) \mathbb{E}\left\|Y_{n_{0}}\right\|^{p} . \tag{5.7.30}
\end{align*}
$$

This definition leads to the following first result. Unfortunately, other results concerning nonlinear stability of stochastic numerical methods for SDEs are not known to the author at this writing.

Theorem 7.9. (Schurz (1996, 1997, 1999)). Assume that the SDE (5.2.1) has an exponentially mean square stable equilibrium solution $X \equiv 0$ with some constants $K_{O B}^{I} \leq 0, K_{O B}^{H}<$ 0 (i.e. $p=2$ ).
Then the drift-implicit Euler method applied to that SDE (5.2.1) possesses an exponentially mean square stable equilibrium solution $Y \equiv 0$ provided that

$$
0<\Delta_{n} \leq \sup _{k \in \mathbb{N}} \Delta_{k}<+\infty
$$

### 5.7.8 Linear and nonlinear A-stability

A-stability is one of the most desired properties of numerical algorithms. We should distinguish between the linear A-stability and nonlinear A-stability concepts, depending on the corresponding linear and nonlinear test classes of dissipative SDEs. However, one may find a unified treatment of the classical A-stability concept. Following Schurz (1996, 1997, 1999) we have these definitions, motivated by the fundamental works of Dahlquist in deterministic numerical analysis. Fix $p \in[1,+\infty)$.

Definition 5.7.13 The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ (method, approximation, etc.) is called $p$ th mean A-stable if it has an asymptotically numerically pth mean stable equilibrium solution $Y \equiv 0$ for all autonomous SDEs (5.2.1) having an asymptotically pth mean stable equilibrium solution $X \equiv 0$ with any constants $K_{O B}^{I} \leq 0, K_{O B}^{H}<0$, using any admissible step size sequence $\Delta_{n}$ with $\sup _{n \in I N} \Delta_{n}<+\infty$. The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ (method, approximation, etc.) is said to be pth mean AN-stable if it has an asymptotically numerically pth mean stable equilibrium solution $Y \equiv 0$ for all SDEs (5.2.1) having an asymptotically pth mean stable equilibrium solution $X \equiv 0$ with some constants $K_{O B}^{I} \leq 0$, $K_{O B}^{H}<0$, using any admissible step size sequence $\Delta_{n}$ with $\sup _{n \in I N} \Delta_{n}<+\infty$.

Definition 5.7.14 (Schurz (1996, 1997, 1999)). The drift-implicit Euler method applied to SDEs (5.2.1) provides mean square $A$ - and $A N$-stable numerical approximations (i.e. when $p=2$ ).

Therefore, the implicit Euler methods are on the "sure numerically stable" side. However, we must notice that they provide "superstable" numerical approximations - a property which may lead to undesired stabilization effects of numerical dynamics, and then it would be better to make use of asymptotically exact numerical methods. In passing we note that linear $A$-stability of stochastic algorithms has been discussed by Artemiev (1994), Mitsui and Saito (1996) and Schurz (1993-1999), where Mitsui and Saito (1996) have only discussed the case of one-dimensional SDEs using the traditional stability function approach from deterministic numerical analysis, whereas Artemiev (1994) and Schurz (1993, 1996, 1997) have already treated the fully multidimensional setting. Nonlinear A-stability investigations could only be found in Schurz (1996, 1997, 1999) so far, according to our current knowledge. There is also an approach using the concept of weak A-stability, i.e. the A-stability of
related deterministic numerical dynamics discretizing linear SDEs. However, this concept does not lead to new insights into the effects of stochasticity with respect to stability. For such attempts leading to recitation of known facts from deterministic numerical analysis, see Mil'shtein (1988, 1995), Kloeden and Platen (1992, 1995) or Platen (1999).

### 5.7.9 Stability exponents of explicit-implicit methods

The art of stability-adequate methods consists of construction of appropriate explicit-implicit methods which replicate some reasonable estimates for exponential growth rates or which even show evident coincidence with the corresponding growth rates of underlying continuous time dynamics. For this purpose, we introduce the following $d$-dimensional explicitimplicit splitting methods

$$
\begin{align*}
X_{n+1}=X_{n} & +\Phi_{0}^{I}\left(X_{i}: i \leq n+1\right) \Delta_{n}+\Phi_{0}^{E}\left(X_{i}: i \leq n\right) \Delta_{n} \\
& +\sum_{j=1}^{m} \Phi_{j}\left(X_{i}: i \leq n\right) \xi_{n}^{j} \sqrt{\Delta_{n}} \tag{5.7.31}
\end{align*}
$$

where $\Delta_{n}=t_{n+1}-t_{n}$ is interpreted as a sequence of step sizes with monotonically increasing time-instants $\left(t_{i}\right)_{i \in \mathbb{N}}$ and $\lim _{i \rightarrow+\infty} t_{i}=+\infty ; \Phi_{0}^{I}, \Phi_{0}^{E}, \Phi_{j}$ where $j=1,2, \ldots, m$ represent deterministic mappings from all currently generated values into $\mathbb{R}^{d}$ (They may admit past-path-dependence in general!), and $\xi_{n}^{j}$ are real-valued, independent random variables on ( $\Omega, \mathcal{F}, \mathbb{P}$ ) with moments

$$
\mathbb{E} \xi_{n}^{j}=0 \quad \text { and } \quad \mathbb{E}\left|\xi_{n}^{j}\right|^{2}=\left(\sigma_{n}^{j}\right)^{2}<+\infty
$$

Let $\tau^{\Delta}([0, T])=\left\{t_{i} \in[0, T]: t_{i} \leq t_{i+1}, i \in \mathbb{N}\right\}$ : Then we want to classify these additive splitting techniques by their exponential growth or decay exponents.

Definition 5.7.15 Let $\mathcal{I}=[0,+\infty)$ or $\mathcal{I}=\tau^{\Delta}([0,+\infty)$ ). Then the upper (forward $p$ th moment) stability exponent of a given stochastic process $(X(t))_{(t \in \mathcal{I})}$ in domain $\mathbb{I D}$ is defined to be

$$
\begin{equation*}
\bar{\lambda}_{p}:=\limsup _{t \rightarrow+\infty} \frac{1}{t} \ln \mathbb{E}\|X(t)\|^{p} \tag{5.7.32}
\end{equation*}
$$

for $X\left(t_{0}\right) \in \mathbb{D}$ (a.s.), provided that this limit exists. The lower (forward $p \mathbf{t h}$ moment) stability exponent of a given stochastic process $(X(t))_{(t \in \mathcal{I})}$ in domain $\mathbb{D}$ is defined to be

$$
\begin{equation*}
\underline{\lambda}_{p}:=\liminf _{t \rightarrow+\infty} \frac{1}{t} \ln \mathbb{E}\|X(t)\|^{p} \tag{5.7.33}
\end{equation*}
$$

for $X\left(t_{0}\right) \in \mathbb{D}$ (a.s.), provided that this limit exists.

To save space we have stated this definition for the case of discrete and continuous time stochastic processes using time scales $\mathcal{I}$; then one only has to substitute the related continuous and discrete time scales, where the discrete elements $t_{n} \in \mathcal{I}=\tau^{\Delta}([0,+\infty)$ are also identified by integers $n \in \mathbb{N}$.

Theorem 5.7.16 (Schurz (1999)). Let process $\left(X_{n}\right)_{n \in I N}$ satisfy the stochastic difference equation (5.7.31) under the above mentioned conditions for all $n \in \mathbb{N}$, whereas all $\xi_{n}^{j}$ are independent of $X_{0}$ as well. Assume that $\forall n \in \mathbb{N} \forall x^{(l)} \in \mathbb{R}^{d}(l=0,1, \ldots, n+1) \forall j=$ $1,2, \ldots, m$ :

$$
\begin{align*}
<\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right), x^{(n+1)}> & \leq \bar{k}_{I}(n)\left\|x^{(n+1)}\right\|^{2} \\
<\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right), x^{(n)}> & \leq \bar{k}_{E}(n)\left\|x^{(n)}\right\|^{2} \\
\left\|\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right)\right\|^{2} & \geq \bar{k}_{0}^{I}(n)\left\|x^{(n+1)}\right\|^{2}  \tag{5.7.34}\\
\left\|\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)\right\|^{2} & \leq \bar{k}_{0}^{E}(n)\left\|x^{(n)}\right\|^{2} \\
\left\|\Phi_{j}\left(x^{(l)}: l \leq n\right)\right\|^{2} & \leq \bar{k}_{j}(n)\left\|x^{(n)}\right\|^{2} \\
2 \bar{k}_{I}(n) \Delta_{n} & <1+\bar{k}_{0}^{I}(n) \Delta_{n}^{2}
\end{align*}
$$

where $\bar{k}_{I}(n), \bar{k}_{E}(n), \bar{k}_{0}^{I}(n), \bar{k}_{0}^{E}(n), \bar{k}_{j}(n)$ are finite, deterministic, real numbers. Then

$$
\begin{equation*}
\bar{\lambda}_{2} \leq \limsup _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n}\left(\frac{2 \bar{k}_{E}(i)+2 \bar{k}_{I}(i)+\left(\bar{k}_{0}^{E}(i)-\bar{k}_{0}^{I}(i)\right) \Delta_{i}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \bar{k}_{j}(i)}{1-2 \bar{k}_{I}(i) \Delta_{i}+\bar{k}_{0}^{I}(i) \Delta_{i}^{2}}\right) \Delta_{i}}{t_{n+1}} . \tag{5.7.35}
\end{equation*}
$$

Furthermore, if $\forall n \in \mathbb{N} \forall x^{(l)} \in \mathbb{R}^{d}(l=0,1, \ldots, n+1) \forall j=1,2, \ldots, m:$

$$
\begin{align*}
<\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right), x^{(n+1)}> & \geq \underline{k}_{I}(n)\left\|x^{(n+1)}\right\|^{2} \\
<\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right), x^{(n)}> & \geq \underline{k}_{E}(n)\left\|x^{(n)}\right\|^{2} \\
\left\|\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right)\right\|^{2} & \leq \underline{k}_{0}^{I}(n)\left\|x^{(n+1)}\right\|^{2}  \tag{5.7.36}\\
\left\|\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)\right\|^{2} & \geq \underline{k}_{0}^{E}(n)\left\|x^{(n)}\right\|^{2} \\
\left\|\Phi_{j}\left(x^{(l)}: l \leq n\right)\right\|^{2} & \geq \underline{k}_{j}(n)\left\|x^{(n)}\right\|^{2} \\
-2 \underline{k}_{E}(n) \Delta_{n} & <1+\underline{k}_{0}^{E}(n) \Delta_{n}^{2}+\sum_{j=1}^{m}\left(\sigma_{n}^{j}\right)^{2} \underline{k}_{j}(n) \Delta_{n}
\end{align*}
$$

where $\underline{k}_{I}(n), \underline{k}_{E}(n), \underline{k}_{0}^{I}(n), \underline{k}_{0}^{E}(n), \underline{k}_{j}(n)$ are finite, deterministic, real numbers, then

$$
\begin{equation*}
\underline{\lambda}_{2} \geq \liminf _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n}\left(\frac{2 \underline{k}_{E}(i)+2 \underline{k}_{I}(i)+\left(\underline{k}_{0}^{E}(i)-\underline{k}_{0}^{I}(i)\right) \Delta_{i}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \underline{k}_{j}(i)}{1+2 \underline{k}_{E}(i) \Delta_{i}+\underline{k}_{0}^{E}(i) \Delta_{i}^{2}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \underline{k}_{j}(i) \Delta_{i}}\right) \Delta_{i}}{t_{n+1}} \tag{5.7.37}
\end{equation*}
$$

Remark This theorem provides a uniform estimate of the "spectrum" of (forward) mean square stability exponents for the class of stochastic difference equations satisfying (5.7.34) and (5.7.36). Of course these estimates are "worst case estimates," but they are sharp ones (see linear systems where equality is satisfied). Since the analysis of nonlinear, nonautonomous, discrete time stochastic mappings turns out to be very difficult, we restrict our attention only to the feasible case of mean square calculus. All in all, the art consists in
finding the right splittings to guarantee the conditions of this theorem. Loosely speaking, as the main result, one has to apply explicit techniques to follow the unstable branches of the underlying continuous time stochastic dynamics, and one should apply implicit techniques to follow the stable branches of underlying continuous time stochastic dynamics of SDEs through numerical methods. Sometimes one even needs multiplicative splitting techniques to follow that rule of thumb precisely. The critical case of conservative systems (like during integration of stochastic Hamiltonian systems) is the most interesting case. Then numerical approximations should only be realized by exact (coherent) and asymptotically exact numerical techniques (e.g. by implicit midpoint rules). In this respect there is still plenty of work to do - a challenge for the new millennium. Some initial illustrative examples can be found in Schurz (1999).

### 5.7.10 Hofmann-Platen's M-stability concept in $\mathbf{C}^{1}$

Here we refer to a specific test equation and a stability concept introduced originally by Hofmann and Platen (1994, 1996), whereas its meaningfulness still has to be discussed. Consider the one-dimensional complex-valued Stratonovich SDE

$$
\begin{equation*}
d X_{t}=(1-\rho) \lambda X_{t} d t+\sigma \sqrt{\rho} X_{t} \circ d W_{t} \tag{5.7.38}
\end{equation*}
$$

which is equivalent to the complex-valued Itô SDE

$$
\begin{equation*}
d X_{t}=\left(1-\frac{1}{2} \rho\right) \lambda X_{t} d t+\sqrt{\rho \lambda} X_{t} d W_{t} \tag{5.7.39}
\end{equation*}
$$

with $\lambda=\operatorname{Re}(\lambda)+i \operatorname{Im}(\lambda), \sigma=\operatorname{Re}(\sigma)+i \operatorname{Im}(\sigma) \in \mathbb{C}$ where $\sigma^{2}=\lambda, i^{2}=-1$, where $W=\left(W_{t}\right)_{t \geq 0}$ represents a one-dimensional, real-valued Wiener process. The real-valued parameter $\rho \in[0,2]$ describes the degree of stochasticity in test equation (5.7.38). For $\rho=0$ one has a purely deterministic equation, for $\rho=1$ a pure Stratonovich SDE with no drift, while for $\rho=2$ we have an Itô SDE with no drift term. Numerical methods applied to test equation (5.7.38) can be written as

$$
\begin{equation*}
Y_{n+\mathbf{1}}=G\left(\lambda \Delta_{n}, \rho\right) Y_{n}=\left(\prod_{k=0}^{n} G\left(\lambda \Delta_{k}, \rho\right)\right) Y_{0} \tag{5.7.40}
\end{equation*}
$$

in recursive form with complex-valued stability transfer function $G$ related to the corresponding numerical method applied to $\operatorname{SDE}(5.7 .38)$ such that $G: \mathbb{C} \times[0,2] \longrightarrow \mathbb{C}$ does not depend on the sequence $Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$.

Definition 5.7.17 The Hofmann-Platen M-stability set of a numerical method $Y=$ $\left(Y_{n}\right)_{n \in \mathbb{N}}$ applied to test $S D E$ (5.7.38) is defined to be $\Gamma=\left\{\Gamma_{\rho}: 0 \leq \rho \leq 2\right\}$ with HPMstability regions

$$
\Gamma_{\rho}=\left\{\lambda \Delta \in \mathbb{C}: \operatorname{Re}(\lambda)<0, \text { ess }_{\omega} \sup |G(\lambda \Delta, \rho)|<1\right\}
$$

where ess $\omega$ sup denotes the essential supremum with respect to all $\omega \in \Omega$.

Thus the concept of HPM-stability refers to the worst case scenario which might arise by numerical dynamics. Regions of HPM-stability of some numerical methods, like that of the explicit Euler method and drift-implicit Euler method; are depicted in Hofmann and Platen (1994, 1995) and Platen (1999). For example, when $\rho=0$, then the HPM-stability region is
presented by the common circle region $\Gamma_{\rho}$ of linear deterministic A -stability. With increasing $\rho \in[0,2]$ and $\operatorname{Re}(\lambda)$ the HPM-stability region may monotonically shrink for the explicit Euler method (as it happens for linear, real-valued test SDEs (5.7.38) anyway) - a fact which does not surprise us much due to the specifically inherent structure of test equation (5.7.38) and simultaneously growing noise intensities (For example, compare with the qualitative behavior of equivalent Itô dynamics (5.7.39), where the increase of real parameter $\rho \in[0,2]$ yields destabilization effects on the moments under the condition $\operatorname{Re}(\lambda)<0$ and $p \geq 2$ !). The drift-implicit Euler method has a larger HPM-stability region than the explicit Euler method, however the HPM-stability regions for both methods do not contain the entire $\rho$ axis due to the test equation (5.7.38). This fact implies step size restrictions leading to the natural choice of maximum and minimum step sizes - an experience which is incorporated in any sophisticated deterministic variable step size algorithm anyway. The concept of HPMstability seems to be designed especially for dealing with stability issues of weakly converging numerical methods using equidistant step sizes, for which more degrees of freedom while simulating involved random variables are observed in general. For strong, $p$ th mean and almost sure converging numerical methods, the concept of HPM-stability does not seem to be very appropriate. It even is too impractical, due to the very erratic behavior of random noise terms. However, the choice of test equation (5.7.38) together with the concept of HPM-stability represent one of the strongest criteria of numerical stability one might ask for and exhibit an interesting combination of effects of different stochastic calculi on the qualitative asymptotic behavior of numerical dynamics.
Our alternative suggestion: Take the complex-valued one-dimensional test equation

$$
\begin{equation*}
d X_{t}=\lambda X_{t} d t+\sigma_{1} X_{t} * d W_{t}^{1}+\sigma_{2} X_{t} * d W_{t}^{2} \tag{5.7.41}
\end{equation*}
$$

$$
\left(\nu_{1}\right)
$$

$\left(\nu_{2}\right)$
interpreted in the stochastic $\left(\nu_{1}, \nu_{2}\right)$-calculus sense with deterministic parameters $\nu_{1}, \nu_{2} \in$ $[0,1]$ (i.e. $\nu_{k}=0$ corresponds to Itô calculus, $\nu_{k}=0.5$ to Stratonovich calculus), which is equivalent to the complex-valued Itô SDE

$$
\begin{equation*}
d X_{t}=\left(\lambda+\nu_{1} \sigma_{1}^{2}+\nu_{2} \sigma_{2}^{2}\right) X_{t} d t+\sigma_{1} X_{t} d W_{t}^{1}+\sigma_{2} X_{t} d W_{t}^{2} \tag{5.7.42}
\end{equation*}
$$

with $\lambda=\operatorname{Re}(\lambda)+i \operatorname{Im}(\lambda), \sigma_{k}=\operatorname{Re}\left(\sigma_{k}\right)+i \operatorname{Im}\left(\sigma_{k}\right) \in \mathbb{C}$, where $W^{k}=\left(W_{t}^{k}\right)_{t \geq 0}$ represent two independent, one-dimensional, real-valued Wiener processes. The real-valued parameters $\nu_{k} \in[0,1]$ describe the influence of changes of stochastic calculus in the test equation (5.7.41). Such a test equation would be representative for at least the class of SDEs with varying stochastic integration calculus and with some commutativity (between drift and diffusion terms, which is trivially fulfilled in the one-dimensional real-valued situation under the absence of drift terms). Moreover, the essential stability region for equidistant numerical approximations with stability transfer function $G_{\nu_{1}, \nu_{2}}$ should rather be defined by

$$
\Gamma_{\nu_{1}, \nu_{2}}=\left\{\left(\lambda \Delta, \sigma_{1} \sqrt{\Delta}, \sigma_{2} \sqrt{\Delta}\right) \in \mathbb{C}^{3}: \begin{array}{l}
\operatorname{Re}\left(\lambda+\nu_{1} \sigma_{1}^{2}+\nu_{2} \sigma_{2}^{2}\right)<0 \\
\operatorname{ess}_{\omega} \sup \left|G_{\nu_{1}, \nu_{2}}\left(\lambda \Delta, \sigma_{1} \sqrt{\Delta}, \sigma_{2} \sqrt{\Delta}\right)\right|<1
\end{array}\right\}
$$

for numerical methods with $Y_{n+1}=G_{\nu_{1}, \nu_{2}}\left(\lambda \Delta_{n}, \sigma_{1} \sqrt{\Delta}, \sigma_{2} \sqrt{\Delta}\right) Y_{n}$ to test the influence of stochastic integration calculus. Certainly, for stability investigations of variable step size algorithms or with multidimensional test equations, more care is needed, and the theory of monotone operators could be exploited. Note that, for linear, one-dimensional test equations, one does not need any numerical method at all to generate its solution since one knows the explicit solution expression due to the naturally induced commutativity property in one dimension (Note the immense complexity of the stochastic test equation problem which continues to be a worthwhile and open discussion.).

### 5.7.11 Asymptotic stability with probability one

A very subile question is represented by the problem of asymptotic stability of numerical approximations with probability one. This question can be studied for equidistant approximations applied to linear SDEs as follows. For an approach, let us recall the concept of numerical asymptotic stability with probability one.

Definition 5.7.18 The numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ is called numerically asymptotically stable with probability one if

$$
\lim _{n \rightarrow+\infty}\left\|Y_{n}\right\|=0
$$

with probability one.

An application of the well-known strong Law of Large Numbers (SLLN) and the law of iterated logarithm provides the following crucial tool to verify asymptotic stability with probability one.

Theorem 5.7.19 Assume that a discrete time stochastic process $Z=\left(Z_{n}\right)_{n \in I N}$ with nonnegative real values (a.s.) has a independently and identically distributed positive stability transfer function $G(k)$ satisfying

$$
Z_{n+1}=\left(\prod_{k=0}^{n} G(k)\right) Z_{0}
$$

and $\mathbb{E}\left[\ln (G(k))^{2}<+\infty\right.$ for all $k \in I N$.
Then $Z=\left(Z_{n}\right)_{n \in \mathbb{N}}$ converges to zero with probability one iff $\mathbb{E}[\ln (G(k))]<0$.

To establish asymptotic stability with probability one for an originally given numerical $\operatorname{method} Y=\left(Y_{n}\right)_{n \in \mathbb{N}}$ one may consider the pathwise quadratic evolution $Z_{n}=\left\|Y_{n}\right\|^{2}$ by taking the squared Euclidean norm of $Y_{n}$. Then one can identify the nonnegative random variables $G(n)$ such that $Z_{n+1}=G(n) Z_{n}$ for linear or linearly dominated problems, and it remains to check the equivalence criterion stated by Theorem 5.7.19. For example, the drift-implicit Theta methods applied to bilinear SDE with equidistant step sizes may fail to produce asymptotically stable approximations with probability one, even though they possess mean square A-stable numerical approximations for $\theta \geq 0.5$. However, the fully implicit weakly converging Euler methods (see Kloeden and Platen (1995), p. 337)) and the balanced implicit methods (BIMs) with any equidistant step size produce asymptotically stable approximations with probability one. For example, consider the one-dimensional Itô diffusion equation

$$
d X_{t}=\sigma X_{t} d W_{t}
$$

as suggested by Mil'shtein, Platen and Schurz (1992, 1994, 1998). Take BIMs with scalar weights $c^{0}=0$ and $c^{1}=|\sigma|$. Then asymptotic stability with probability one is established by application of Theorem 5.7.19 with

$$
\mathbb{E}\left[\ln \left|\frac{1+\left|\sigma \Delta W_{n}\right|+\sigma \Delta W_{n}}{1+\left|\sigma \Delta W_{n}\right|}\right|\right]<0
$$

with independently identically Gaussian distributed increments $\Delta W_{n} \in \mathcal{N}(0, \Delta)$, provided that one has the nontrivial situation $|\sigma|>0$.

### 5.8 Numerical Contractivity

To study the numerical stability behavior which corresponds to the often-cited property of control on error propagation, one has to introduce the concept of numerical contractivity. This concept replicates the needs of a numerical approximation algorithm better than that of numerical stability in respect to control of error propagation in the course of numerical integration. Unfortunately, a lot is not known about this. The only contribution in this respect in stochastic analysis could be found in Schurz (1997). In that monograph one basically exploits the monotonicity of coefficient systems ( $a, b^{j}$ ) of the related test class of SDEs. It is also worth noting that, for linear systems with multiplicative noise, the concepts of stability and contractivity coincide. However, for general nonlinear systems or systems with additive noise they do not. For systems with additive noise, the concept of contractivity is apparently much more appropriate than that of stability in describing the initial error propagation in numerical algorithms and in stochastic processes for controlling their convergence.

### 5.8.1 Contractivity of SDEs with monotone coefficients

Since a lot is not known about contractivity of continuous time SDE according to our knowledge until 1999 (please, feel free to check the literature), we feel a necessity to report about one specific result in the case of SDEs with monotone coefficients. This is taken from Schurz $(1996,1997)$. Suppose that $\left[t_{1}, t_{2}\right] \subset[0,+\infty)$ with $\mathcal{F}_{t_{1}}$-adapted instants $t_{1}, t_{2}$ and $t_{1}<t_{2}$ (e.g. $t_{1}, t_{2}$ deterministic) only contains $\mathcal{F}_{t_{1}}$-adapted times $s, t$. Let $x, y$ be deterministic or any $\mathcal{F}_{s}$-adapted values in the statement of the following definition.

Definition 5.8.1 A stochastic process $X=\left(X_{t}\right)_{t \geq 0}$ with basis $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{0 \leq t \leq T}, \mathbb{P}\right)$ is said to be strictly uniformly $p \mathbf{t h}$ mean contractive on $\left[t_{1}, t_{2}\right]$ with respect to domain $\mathbb{D}$ iff $\exists K_{C}^{X} \in \mathbb{R} \forall t, s \in\left[t_{1}, t_{2}\right] \forall x, y \in \mathbb{D}$

$$
\begin{equation*}
I E\left[\left\|X_{s, x}(t)-X_{s, y}(t)\right\|^{p} \mid \mathcal{F}_{s}\right]=\exp \left(p K_{C}^{X}|t-s|\right)\|x-y\|^{p} \tag{5.8.1}
\end{equation*}
$$

with strictly uniform $p$ th mean contractivity constant $K_{C}^{X}$.

In general $K_{C}^{X}, \mathbb{D}$ could be random, but then some necessary extra assumptions on $X, K_{C}^{X}, \mathbb{D}$ must be made to ensure the meaningfulness of the introduced concept. In particular, local and global contractivity can be discussed within the same definition as well. One can also discuss concepts with forward and backward contractivity, but this is omitted here due to lack of space. Now, we confine ourselves to SDEs.

Definition 5.8.2 A SDE (5.2.1) is said to have a strictly uniformly pth monotone coefficient system $\left(a, b^{j}\right)$ on $\left[t_{1}, t_{2}\right]$ with respect to open domain $\mathbb{D}$ iff $\exists K_{U C} \in \mathbb{R} \forall t\left[t_{1}, t_{2}\right] \forall x, y \in \mathbb{D}$

$$
\begin{align*}
& <a(t, x)-a(t, y), x-y>_{d}+\frac{1}{2} \sum_{j=1}^{m}\left\|b^{j}(t, x)-b^{j}(t, y)\right\|^{2} \\
& \quad+\frac{p-2}{2} \sum_{j=1}^{m} \frac{<b^{j}(t, x)-b^{j}(t, y), x-y>_{d}^{2}}{\|x-y\|^{2}} \leq K_{U C}\|x-y\|^{2} \tag{5.8.2}
\end{align*}
$$

Theorem 5.8.3 (Schurz (1996, 1997)). X satisfies SDE (5.2.1) with pth mean monotone coefficient system ( $a, b^{j}$ ).
Then $X$ is pth mean contractive for all $p \geq 2$. The "worst case" $p$ th mean contractivity constant $K_{C}^{X}$ can be estimated by

$$
K_{C}^{X} \leq K_{U C} \leq K_{O L}
$$

Thus the propagation of initial perturbations is under control in the case of SDEs with $p$ th mean contractive coefficient systems $\left(a, b^{j}\right)$. For nonautonoumous variants, see Schurz (1996, 1997, 1999).

### 5.8.2 Contractivity of implicit Euler methods

The only class of numerical methods which is known so far and provides $p$ th mean contractive approximations for SDEs with monotone coefficient systems ( $a, b^{j}$ ) is the drift-implicit Euler method.

Theorem 5.8.4 (Schurz (1996, 1997)). Assume the SDE (5.2.1) has a mean square monotone coefficient system ( $a, b^{j}$ ).
Then the drift-implicit Euler method applied to (5.2.1) performs a mean square contractive numerical approximation for all uniformly admissible step sizes $\left(\Delta_{n}\right)_{n \in \mathbb{N}}$.

For an elementary proof, see Schurz (1996, 1997, 1999).

### 5.8.3 $p$ th mean B- and BN -stability

It is natural to ask to transfer the deterministic concept of $B$-stability to the stochastic case. This can be done in the $p$ th mean moment sense fairly straightforwardly, and it has been studied by Schurz $(1996,1997,1999)$ in the case of SDEs at first. From those references we recall the definition

Definition 5.8.5 A numerical sequence $Y=\left(Y_{n}\right)_{n \in I N}$ (method, scheme, approximation, etc.) is called pth mean B-stable if it is pth mean contractive for all autonomous SDEs (5.2.1) with pth mean monotone coefficient systems ( $a, b^{j}$ ) and for all admissible step sizes. It is said to be $p$ th mean $\mathbf{B N}$-stable if it is $p$ th mean contractive for all nonautonomous SDEs (5.2.1) with pth mean monotone coefficient systems $\left(a, b^{j}\right)$ for all admissible step sizes.

Theorem 5.8.6 (Schurz (1996, 1997)). The drift-implicit Euler method applied to Itô SDEs (5.2.1) performs a mean square BN-stable and B-stable numerical approximation.

The proof is an immediate consequence of the proof of Theorem 8.2. See Schurz (1996, 1997, 1999) for more details.

### 5.8.4 Contractivity exponents of explicit-implicit methods

In general, one is aiming at implementation of methods which have the controlled error propagation and stabilized numerical evolutions toward some invariant manifolds. In particular, the exponential growth behavior of errors in discretized dynamics is of special interest. More generally, consider stochastic dynamical systems $X(t, z)$ on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in \mathbb{R}}, \mathbb{P}\right)$ started at $X(0, z)=z \in \mathbb{D} \subseteq \mathbb{R}^{d}$ at time $t=s$. Again, for brevity, we shall state the following very general definition, referring to continuous and discrete time scales simultaneously.

Definition 8.4. The upper (forward $p$ th moment) contractivity exponent of a stochastic dynamical system $X(t, z)$ on $\mathbb{D}$ is defined to be

$$
\begin{equation*}
\bar{\kappa}_{p}:=\limsup _{t \rightarrow+\infty} \frac{1}{t} \ln \left(\mathbb{E}\|X(t, x)-X(t, y)\|^{p}\right) \tag{5.8.3}
\end{equation*}
$$

for $X\left(t_{0}, x\right)=x, X\left(t_{0}, y\right)=y \in \mathbb{D}$ (a.s.). The lower (forward $p$ th moment) contractivity exponent of $X(t, z)$ on $\mathbb{D}$ is defined to be

$$
\begin{equation*}
\underline{\kappa}_{p}:=\liminf _{t \rightarrow+\infty} \frac{1}{t} \ln \left(\mathbb{E}\|X(t, x)-X(t, y)\|^{p}\right) \tag{5.8.4}
\end{equation*}
$$

for $X\left(t_{0}, x\right)=x, X\left(t_{0}, y\right)=y \in \mathbb{D}$.

Let us now look at uniform estimates of those contractivity exponents in the case of a class of nonlinear stochastic difference equations with monotone coefficients. Fix a deterministic domain $\mathbb{D} \subset \mathbb{R}^{d}$. Now consider again the $d$-dimensional iterative mappings

$$
\begin{gather*}
X_{n+1}(z)=X_{n}(z)+\Phi_{0}^{I}\left(X_{i}(z): i \leq n+1\right) \Delta_{n}+\Phi_{0}^{E}\left(X_{i}(z): i \leq n\right) \Delta_{n} \\
\quad+\sum_{j=1}^{m} \Phi_{j}\left(X_{i}(z): i \leq n\right) \xi_{n}^{j} \sqrt{\Delta_{n}} \tag{5.8.5}
\end{gather*}
$$

on the fixed deterministic domain $\mathbb{D}$ (a.s.), started at any $z \in \mathbb{D}$, where deterministic $\Delta_{n}=t_{n+1}-t_{n}$ is a sequence of step sizes with monotonically increasing time-instants $\left(t_{i}\right)_{i \in \mathbb{N}}$ and $\lim _{i \rightarrow+\infty} t_{i}=+\infty$, and $\xi_{n}^{j}$ are real-valued, independent random variables on probability space $(\Omega, \mathcal{F}, \mathbb{P})$ with moments

$$
\mathbb{E} \xi_{n}^{j}=0 \quad \text { and } \quad \mathbb{E}\left|\xi_{n}^{j}\right|^{2}=\left(\sigma_{n}^{j}\right)^{2}<+\infty
$$

For convenience of statement, define $\delta_{n}(x, y):=x^{(n)}-y^{(n)}$. Since the analysis of nonlinear, nonautonomous, discrete time stochastic mappings turns out to be very difficult, we restrict our attention to the case of mean square calculus, as before.

Theorem 5.8.7 (Schurz (1999)). Let process $\left(X_{n}(z)\right)_{n \in I N}$ satisfy the stochastic difference equation (5.8.5) started at value $z \in \mathbb{D}$ under the above-mentioned conditions for all $n \in \mathbb{N}$, where all $\xi_{n}^{j}$ are independent of $X_{0}(z)$ as well. Assume that $\forall n \in \mathbb{N} \forall x^{(l)}, y^{(l)} \in \mathbb{R}^{d}(l=$ $0,1, \ldots, n+1) \forall j=1,2, \ldots, m: \quad<\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right)-\Phi_{0}^{I}\left(y^{(l)}: l \leq n+1\right), \delta_{n+1}(x, y)>$ $\leq \bar{c}_{I}(n)\left\|\delta_{n+1}(x, y)\right\|^{2}$

$$
\begin{align*}
<\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)-\Phi_{0}^{E}\left(y^{(l)}: l \leq n\right), \delta_{n}(x, y)> & \leq \bar{c}_{E}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
\left\|\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right)-\Phi_{0}^{I}\left(y^{(l)}: l \leq n+1\right)\right\|^{2} & \geq \bar{c}_{0}^{I}(n)\left\|\delta_{n+1}(x, y)\right\|^{2}  \tag{5.8.6}\\
\left\|\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)-\Phi_{0}^{E}\left(y^{(l)}: l \leq n\right)\right\|^{2} & \leq \bar{c}_{0}^{E}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
\left\|\Phi_{j}\left(x^{(l)}: l \leq n\right)-\Phi_{j}\left(y^{(l)}: l \leq n\right)\right\|^{2} & \leq \bar{c}_{j}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
2 \bar{c}_{I}(n) \Delta_{n} & <1+\bar{c}_{0}^{I}(n) \Delta_{n}^{2}
\end{align*}
$$

where $\bar{c}_{I}(n), \bar{c}_{E}(n), \bar{c}_{0}^{I}(n), \bar{c}_{0}^{E}(n), \bar{c}_{j}(n)$ are finite, deterministic, real numbers.
Then

$$
\begin{equation*}
\bar{\kappa}_{2} \leq \limsup _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n}\left(\frac{2 \bar{c}_{E}(i)+2 \bar{c}_{I}(i)+\left(\bar{c}_{0}^{E}(i)-\bar{c}_{0}^{I}(i)\right) \Delta_{i}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \bar{c}_{j}(i)}{1-2 \bar{c}_{I}(i) \Delta_{i}+\bar{c}_{0}^{I}(i) \Delta_{i}^{2}}\right) \Delta_{i}}{t_{n+1}} . \tag{5.8.7}
\end{equation*}
$$

Furthermore, if $\forall n \in I N \forall x^{(l)}, y^{(l)} \in \mathbb{R}^{d}(l=0,1, \ldots, n+1) \forall j=1,2, \ldots, m: \quad<\Phi_{0}^{I}\left(x^{(l)}:\right.$ $l \leq n+1)-\Phi_{0}^{I}\left(y^{(l)}: l \leq n+1\right), \delta_{n+1}(x, y)>\geq \underline{c}_{I}(n)\left\|\delta_{n+1}(x, y)\right\|^{2}$

$$
\begin{align*}
<\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)-\Phi_{0}^{E}\left(y^{(l)}: l \leq n\right), \delta_{n}(x, y)> & \geq \underline{c}_{E}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
\left\|\Phi_{0}^{I}\left(x^{(l)}: l \leq n+1\right)-\Phi_{0}^{I}\left(y^{(l)}: l \leq n+1\right)\right\|^{2} & \leq \underline{c}_{0}^{I}(n)\left\|\delta_{n+1}(x, y)\right\|^{2}  \tag{5.8.8}\\
\left\|\Phi_{0}^{E}\left(x^{(l)}: l \leq n\right)-\Phi_{0}^{E}\left(y^{(l)}: l \leq n\right)\right\|^{2} & \geq \underline{c}_{0}^{E}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
\left\|\Phi_{j}\left(x^{(l)}: l \leq n\right)-\Phi_{j}\left(y^{(l)}: l \leq n\right)\right\|^{2} & \geq \underline{c}_{j}(n)\left\|\delta_{n}(x, y)\right\|^{2} \\
1+\underline{c}_{0}^{E}(n) \Delta_{n}^{2}+\sum_{j=1}^{m}\left(\sigma_{n}^{j}\right)^{2} \underline{c}_{j}(n) \Delta_{n} & >-2 \underline{c}_{E}(n) \Delta_{n}
\end{align*}
$$

where $\underline{c}_{I}(n), \underline{c}_{E}(n), \underline{c}_{0}^{I}(n), \underline{c}_{0}^{E}(n), \underline{c}_{j}(n)$ are finite, deterministic, real numbers, then

$$
\begin{equation*}
\underline{\kappa}_{2} \geq \liminf _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n}\left(\frac{2 \underline{c}_{E}(i)+2 \underline{c}_{I}(i)+\left(\underline{c}_{0}^{E}(i)-\underline{c}_{0}^{I}(i)\right) \Delta_{i}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \underline{c}_{j}(i)}{1+2 \underline{c}_{E}(i) \Delta_{i}+\underline{c}_{0}^{E}(i) \Delta_{i}^{2}+\sum_{j=1}^{m}\left(\sigma_{i}^{j}\right)^{2} \underline{c}_{j}(i) \Delta_{i}}\right) \Delta_{i}}{t_{n+1}} \tag{5.8.9}
\end{equation*}
$$

Remark This theorem provides a uniform estimate of the "spectrum" of (forward) pth moment contractivity exponents for the class of stochastic difference equations satisfying monotonicity conditions (5.8.6) and (5.8.8). Of course, these estimates are again "worst case estimates" (but sharp ones, consider linear equations). The obtained result is useful in controlling the propagation of initial errors by explicit-implicit numerical methods. The splitting into an explicit part $\Phi_{0}^{E}$ and implicit part $\Phi_{0}^{I}$ should be realized such that Theorem 8.4 can be applied, and uniform boundedness of contractivity exponents of discrete dynamic from below and above can be achieved in accordance with the estimates of contractivity exponents of the underlying continuous time system. This estimation procedure can be used to prove convergence of nonlinear numerical methods as in deterministic analysis, built upon the role of contractivity in the interplay of main principles of numerical analysis.

### 5.8.5 General $V$-asymptotics of discrete time iterations

Now we are interested to estimate the exponential growth behavior of discrete time stochastic processes along certain functionals rather than for the process itself. More generally, we may consider stochastic dynamical systems $X(t, z)$ on $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in \mathcal{I}}, \mathbb{P}\right)$ started at $X(0, z)=z \in \mathbb{D} \subseteq \mathbb{R}^{d}$ at time $t=s$. The time scale $t \in \mathcal{I} \subseteq \mathbb{R}$ could be discrete or
continous. Again, for brevity, we shall state the following very general definition, referring to continuous and discrete time scales simultaneously.

Definition 5.8.8 The upper (forward moment) $V$-exponent of a stochastic dynamical system $X(t, z)$ on $\mathbb{D}$ is defined to be

$$
\begin{equation*}
\bar{\lambda}_{V}:=\limsup _{t \rightarrow+\infty} \frac{1}{t} \ln (\operatorname{IE} V(t, X(t, z))) \tag{5.8.10}
\end{equation*}
$$

for $X\left(t_{0}, z\right)=z \in \mathbb{D}$ (a.s.). The lower (forward moment) $V$-exponent of $X(t, z)$ on ID is defined to be

$$
\begin{equation*}
\underline{\lambda}_{V}:=\liminf _{t \rightarrow+\infty} \frac{1}{t} \ln (\mathbb{E} V(t, X(t, z))) \tag{5.8.11}
\end{equation*}
$$

for $X\left(t_{0}, z\right)=z \in \mathbb{D}$.

This definition and related concept of $V$-exponents have been introduced by Schurz (1999). By enlargement of dimension one may relate to both properties: contractivity and stability along functionals $V(X)$ of the dynamics of $X$. We are particularly interested in estimation of these $V$-exponents belonging to stochastic numerical methods. Then, in analogy to deterministic analysis, the following discrete time inequality turns out to be very useful. Take $\Delta_{n}=t_{n+1}-t_{n}$ as the current step size. Let $\left(t_{n}\right)_{n \in \mathbb{N}}$ be a monotonically nondecreasing sequence of deterministic time-instants with $t_{n}$ diverging to $+\infty$ as $n$ tends to $+\infty$, and define

$$
\Delta \mathbb{E} V_{n}:=\mathbb{E} V\left(n+\mathbf{1}, X_{n+1}\right)-\mathbb{E} V\left(n, X_{n}\right)
$$

for a discrete time $\mathbb{D}$-valued stochastic process $X=\left(X_{n}\right)_{n \in \mathbb{N}}$ on the probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{n}\right)_{n \in \mathbb{N}}, \mathbb{P}\right)$. Suppose that $\Delta \mathbb{E} V_{n} \leq \bar{k}_{n} \mathbb{E} V\left(n, X_{n}\right)$ (for all $n \in \mathbb{N}$ ). Making use of elementary splitting

$$
z(n+1)=z(n)+z(n+1)-z(n)
$$

with $z(n+1):=\mathbb{E} V\left(n+1, X_{n+1}\right)$, one concludes

$$
z(n+1) \leq z(n)\left(1+\bar{k}_{n}\right) \leq z(0) \prod_{i=0}^{n}\left(1+\bar{k}_{i}\right)_{+} \leq z(0) \exp \left(\sum_{i=0}^{n} \bar{k}_{i}\right)
$$

On the other hand, when $\Delta \mathbb{E} V_{n} \leq \underline{k}_{n} \mathbb{E} V\left(n, X_{n}\right)$ and $1+\underline{k}_{n}>0$ (for all $n \in \mathbb{N}$ ), one recognizes the validity of

$$
z(n) \leq \frac{z(n+1)}{1+\underline{k}_{n}} \leq z(n+1) \exp \left(\frac{-\underline{k}_{n}}{1+\underline{k}_{n}}\right)
$$

which implies

$$
z(n+1) \geq z(n) \exp \left(\frac{\underline{k}_{n}}{1+\underline{k}_{n}}\right) \geq z(0) \exp \left(\sum_{i=0}^{n} \frac{\underline{k}_{i}}{1+\underline{k}_{i}}\right)
$$

using elementary inequality

$$
\frac{1}{1+x} \leq \exp \left(-\frac{x}{1+x}\right)
$$

Taking the exponential logarithm and limit when integration time $t_{n}$ advances implies the following fairly general assertion.

Theorem 5.8.9 (Schurz (1999)). Assume that $\mathbb{E} V\left(0, X_{0}\right)<+\infty$ for a function $V$ : $\mathbb{N} \times \mathbb{D} \longrightarrow \mathbb{R}_{+}^{1}$ with

$$
\underline{k}_{n} \mathbb{E} V\left(n, X_{n}\right) \leq \Delta \mathbb{E} V_{n} \leq \bar{k}_{n} \mathbb{E} V\left(n, X_{n}\right)
$$

for all $n \in \mathbb{N}$, where $\underline{k}_{i}, \bar{k}_{i}$ are deterministic, real constants along the dynamics of process $\left(X_{n}\right)_{n \in \mathbb{N}}$, and for all $n \in \mathbb{N}$

$$
1+\underline{k}_{n}>0
$$

Then, for all $n \in I N$, we have

$$
\exp \left(\sum_{i=0}^{n} \frac{\underline{k}_{i}}{1+\underline{k}_{i}}\right) \mathbb{E} V\left(0, X_{0}\right) \leq \mathbb{E} V\left(n+1, X_{n+1}\right) \leq \exp \left(\sum_{i=0}^{n} \bar{k}_{i}\right) \mathbb{E} V\left(0, X_{0}\right)
$$

and, if the limits exist, then

$$
\liminf _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n-1} \frac{\underline{k}_{i}}{1+\underline{k}_{i}}}{t_{n}} \leq \underline{\lambda}_{V} \leq \bar{\lambda}_{V} \leq \limsup _{n \rightarrow+\infty} \frac{\sum_{i=0}^{n-1} \bar{k}_{i}}{t_{n}}
$$

Remark Theorem 5.8 .9 can be used to prove some useful results concerning the estimation of moment stability and contractivity exponents of discrete time random iterations with $V(x)$ where $V$ is an appropriate nonnegative function or functional for random iterations as they occur while applying numerical methods to SDEs. An example is given by $V(x)=\|x\|^{2}$ with Euclidean vector norm $\|\cdot\|$, as used for the mean square criterion (both stability and contractivity). But, often other functionals are more appropriate. For an example in this respect, see the next subsection. Under the existence of Riemann-integrals $\int_{t_{0}}^{t} K(s) d s$ with $k_{i}=K\left(t_{i}\right) \Delta_{i}$ one can also derive corresponding continuous time versions by taking the limit of arising Riemann sums in corresponding discrete time inequalities. It is always possible to find $\underline{k}_{i}$ such that $1+\underline{k}_{i} \geq 0$. If only one $\underline{k}_{i *}$ with $\underline{k}_{i *}=-1$ exists, then our estimate of sequence $z(n)$ from below reduces to the trivial one, i.e. $z(n) \geq 0$ at least for all $n \geq i *$. Thus, this latter case would not be very meaningful in the estimation process anyway. The expectation operation in the Theorem 8.5 can be dropped even, and the result would still be valid.

### 5.8.6 An example for discrete time $V$-asymptotics

For the sake of simplicity and illustration, we shall consider the stochastic oscillator with multiplicative white noise

$$
\begin{equation*}
\ddot{x}+2 \zeta \omega \dot{x}+\omega^{2} x=\sigma \dot{x} \xi_{t} \tag{5.8.12}
\end{equation*}
$$

where $\zeta, \omega>0$ and the stochastic integration is understood in the sense of Itô. Due to linearity with multiplicative noise, the stability and contractivity issues coincide with each other for the system (5.8.12). Then the corresponding deterministic equation has an asymptotically stable zero solution if $0<\zeta<1$, and does not exponentially grow if $0 \leq \zeta \leq 1$. Thanks to Theorem 8.5, we know about the stochastic version that the upper $V$-exponent characterizing the maximally attainable exponential growth of trajectories of the stochastic dynamics along $V(x, y)=y^{2}+\omega^{2} x^{2}$ is not larger than zero if $0 \leq \sigma^{2} \leq 4 \zeta \omega$. Let us now look at the discretization of such a equation by numerical methods. Define

$$
V(n+1, x, y):=\omega^{2} x^{2}+\left(1+2 \zeta \omega \Delta_{n}\right) y^{2}
$$

where $\Delta_{n}=t_{n+1}-t_{n}$ is current step size, and $v_{n+1}:=\mathbb{E} V\left(n+1, X_{n+1}, Y_{n+1}\right)$. For illustration purposes, the stochastic oscillator (5.8.12) is discretized by the fully driftimplicit Euler method given by

$$
\begin{align*}
X_{n+1} & =X_{n}+Y_{n+1} \Delta_{n}  \tag{5.8.13}\\
Y_{n+1} & =Y_{n}-\left(2 \zeta \omega Y_{n+1}+\omega^{2} X_{n+1}\right) \Delta_{n}+\sigma Y_{n} \Delta W_{n}
\end{align*}
$$

where $\Delta W_{n}=W\left(t_{n+1}\right)-W\left(t_{n}\right)$ along a time-discretization $\left(t_{n}\right)_{n \in \mathbb{N}}$, and

$$
\mathbb{E}\left[X_{0}^{2}+Y_{0}^{2}\right]<+\infty
$$

Now, let us look at the growth behavior of discretized oscillator (5.8.13). First, we equivalently rearrange the scheme (5.8.13) to an explicit one. Thus, one arrives at

$$
\begin{align*}
X_{n+1} & =\frac{1+2 \zeta \omega \Delta_{n}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} X_{n}+\frac{\left(1+\Delta W_{n}\right) \Delta_{n}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}  \tag{5.8.14}\\
Y_{n+1} & =-\frac{\omega^{2} \Delta_{n}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} X_{n}+\frac{\left(1+\Delta W_{n}\right)}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}
\end{align*}
$$

After some calculations this relation implies

$$
v_{n+1}=\omega^{2} \mathbb{E}\left[\frac{1+2 \zeta \omega \Delta_{n}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} X_{n}^{2}\right]+\mathbb{E}\left[\frac{1+\sigma^{2} \Delta_{n}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}^{2}\right]
$$

hence

$$
\begin{aligned}
& -\frac{\omega^{2} \Delta_{a} \Delta_{n}}{1+2 \zeta \omega \Delta_{b}+\omega^{2} \Delta_{b}^{2}} v_{n}-\mathbb{E}\left[\frac{\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}\right)}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}^{2}\right]_{-} \leq \\
& \Delta \mathbb{E} V_{n}=-\mathbb{E}\left[\frac{\omega^{2} \Delta_{n}^{2}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} \omega^{2} X_{n}^{2}\right] \\
& +\mathbb{E}\left[\frac{\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-\omega^{2} \Delta_{n}^{2}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}\right)}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}^{2}\right] \\
& =-\frac{\omega^{2} \Delta_{n}^{2}}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} v_{n}+\mathbb{E}\left[\frac{\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}\right)}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}^{2}\right] \\
& \leq-\frac{\omega^{2} \Delta_{b} \Delta_{n}}{1+2 \zeta \omega \Delta_{a}+\omega^{2} \Delta_{a}^{2}} v_{n}+\mathbb{E}\left[\frac{\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}\right)}{1+2 \zeta \omega \Delta_{n}+\omega^{2} \Delta_{n}^{2}} Y_{n}^{2}\right]_{+}
\end{aligned}
$$

Now, we may choose $\bar{k}_{n}, \underline{k}_{n}$ as indicated below in Theorem 5.8.10, and apply Theorem 5.8.9 to our situation with those $\bar{k}_{n}, \underline{k}_{n}$. Thus, the assertions of Theorem 5.8.10 follow straight forward by elementary analysis of the obtained exponential expressions.

Theorem 5.8.10 (Schurz (1999). Assume that the stochastic oscillator (5.8.12) is discretized by the fully drift-implicit Euler method (5.8.13) along a time discretization $\left(t_{n}\right)_{n \in I N}$, and

$$
\mathbb{E}\left[X_{0}^{2}+Y_{0}^{2}\right]<+\infty
$$

Then, for all $n \in \mathbb{N}$, all $l \in \mathbb{N}$ with $1 \leq l<n$, we have

$$
v_{l} \exp \left(\sum_{i=l}^{n} \frac{\underline{k}_{i}}{1+\underline{k}_{i}}\right) \leq v_{n+1}=\mathbb{E} V\left(n+1, X_{n+1}, Y_{n+1}\right) \leq v_{l} \exp \left(\sum_{i=l}^{n} \bar{k}_{i}\right)
$$

for the fully drift-implicit Euler method (5.8.13), where

$$
\bar{k}_{i}=\frac{-\omega^{2} \Delta_{i}^{2}\left(1+2 \zeta \omega \Delta_{i-1}\right)+\left[\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{i}-2 \zeta \omega \Delta_{i-1}\left(1+2 \zeta \omega \Delta_{i}\right)\right]_{+}}{\left(1+2 \zeta \omega \Delta_{i-1}\right)\left(1+2 \zeta \omega \Delta_{i}+\omega^{2} \Delta_{i}^{2}\right)}
$$

and

$$
\underline{k}_{i}=\frac{-\omega^{2} \Delta_{i}^{2}\left(1+2 \zeta \omega \Delta_{i-1}\right)-\left[\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{i}-2 \zeta \omega \Delta_{i-1}\left(1+2 \zeta \omega \Delta_{i}\right)\right]_{-}}{\left(1+2 \zeta \omega \Delta_{i-1}\right)\left(1+2 \zeta \omega \Delta_{i}+\omega^{2} \Delta_{i}^{2}\right)} .
$$

Furthermore, if $\left(\Delta_{n}\right)_{n \in \mathbb{N}}$ is a deterministic sequence then the $V$-exponents of numerical method (5.8.13) can be estimated by

$$
\liminf _{n \rightarrow+\infty} \frac{1}{t_{n}} \sum_{i=1}^{n-1} \frac{\underline{k}_{i}}{1+\underline{k}_{i}} \leq \underline{\lambda}_{V} \leq \bar{\lambda}_{V} \leq \limsup _{n \rightarrow+\infty} \frac{1}{t_{n}} \sum_{i=1}^{n-1} \bar{k}_{i}
$$

Additionally, in the following assume that

$$
\begin{equation*}
\exists \Delta_{a}, \Delta_{b} \in \mathbb{R}_{+}: \forall n \in \mathbb{N} \quad 0<\Delta_{b} \leq \Delta_{n} \leq \Delta_{a}<+\infty \tag{5.8.15}
\end{equation*}
$$

If

$$
\begin{equation*}
\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}\right) \leq 0 \tag{5.8.16}
\end{equation*}
$$

for all $n \in \mathbb{N}$ then

$$
\bar{\lambda}_{V} \leq-\frac{\omega^{2} \Delta_{b}}{1+2 \zeta \omega \Delta_{a}+\omega^{2} \Delta_{a}^{2}}
$$

If

$$
\begin{equation*}
\left(\sigma^{2}-2 \zeta \omega\right) \Delta_{n}-2 \zeta \omega \Delta_{n-1}\left(1+2 \zeta \omega \Delta_{n}\right) \geq 0 \tag{5.8.17}
\end{equation*}
$$

for all $n \in \mathbb{N}$ then

$$
\underline{\lambda}_{V} \geq-\frac{\omega^{2} \Delta_{a}}{1+2 \zeta \omega \Delta_{b}}
$$

Remark Most of the clever variable step size algorithms have implemented conditions on the step size selection like that of (5.8.15). We can conclude from our assertion that the fully drift-implicit Euler method (5.8.13) applied to stochastic oscillator (5.8.12) produces overdamped approximations compared to the asymptotics of the exact solution. This can be seen particularly in the critical case (the energy-conservative case) when $\sigma^{2}=4 \zeta \omega$ under the condition (5.8.15). However, the observed effect of numerical stabilization also explains that the requirement (5.8.15) is meaningful in variable step size algorithms in order to achieve asymptotically stable approximations (i.e. with "sure side argumentation"). Asymptotically considered, when maximum step size $\Delta_{a}$ tends to zero, the $V$-exponents of the continuous time dynamics (5.8.12) are correctly replicated by the discretization method (5.8.13), which is what we would naturally expect, and with a convergence order in terms of $\Delta_{a}$. Unfortunately, at this writing, the author does not know any other stochastic numerical method which has been examined with respect to "nonstandard" stability and contractivity behavior, as exhibited by the concept of $V$-exponents and applied to SDEs here.

### 5.8.7 Asymptotic contractivity with probability one

Adapting Theorem 5.7.19 to the case of stochastic numerical contractivity, we may verify the contractivity of numerical approximations with probability one, applied to SDEs with Lipschitz continuous coefficient systems $\left(a, b^{j}\right)$. Since, for linear systems with multiplicative noise, the concepts of contractivity and stability coincide, the major interest lies only in application to the case of nonlinear SDEs. Thus one can prove the asymptotic contractivity of balanced implicit methods (BIMs) with probability one, applied to nonlinear SDEs with strictly dissipative drift $a$ and Lipschitz continuous coefficient systems ( $a, b^{j}$ ) using any equidistant step size $\Delta$ and appropriate uniform estimates of one sided Lipschitz constant $K_{O L C}^{a}<0$ and Lipschitz constants $K_{L}^{b^{j}} \geq 0$ of the linearly dominated coefficients $\left(a, b^{j}\right)$ as their scalar weights $C_{0}=-K_{O L C}^{a} I, C_{j}=K_{L}^{b^{j}} I$. Other with probability one asymptotically contractive numerical methods are not known to the author during at this writing, and the interesting question arises as to whether one can construct probability one asymptotically contractive numerical methods other than certain classes of BIMs?

### 5.9 On Practical Implementation

Although the theory of numerical algorithms is understood fairly well nowadays, there are plenty of interesting questions left to be discussed for the efficient implementation of stochastic numerical methods, such as the questions of parallelization, efficient generation of multiple integrals, variance reduction, preservation of algebraic boundary conditions, approximation of stopping times and nonsmooth, path-dependent functionals, optimal control, the role of random and quasi-random number generation, and the influence of statistical and roundoff errors for nonidentically distributed random variables.

### 5.9.1 Implementation issues: some challenging examples

In general it is advisable to study the underlying continuous time dynamics as much as one can before implementing numerical routines. Often, by this procedure the computational effort can be reduced significantly, as manifested in the following.
Stochastic Duffing Van der Pol Oscillator with White Noised Velocity. Oscillations of a magnetic pendulum can be described by Duffing Van der Pol oscillators to some extent. If the velocity component $X_{t}^{(2)}:=\dot{x}(t)$ is only multiplicatively perturbed by white noise, then one arrives at the SDE

$$
\begin{align*}
d X_{t}^{(1)} & =X_{t}^{(2)} d t  \tag{5.9.1}\\
d X_{t}^{(2)} & =-\left(\left[\left(X_{t}^{(1)}\right)^{2}-\alpha\right] X_{t}^{(1)}+X_{t}^{(2)}\right) d t+\sigma X_{t}^{(1)} d W_{t}
\end{align*}
$$

where $W$ is a standard Wiener process, and $\alpha>0$ and $\sigma$ are real parameters determining the displacement $X_{t}^{(1)}:=x(t)$, velocity $X_{t}^{(2)}=\dot{x}(t)$, location of asymptotically stable rest points $(-\sqrt{\alpha}, 0),(\sqrt{\alpha}, 0)$ and noise intensity, respectively. First, we note that Stratonovich and Itô interpretations of arising stochastic integrals coincide here. This results in Euler methods being identical with Mil'shtein methods, Taylor methods with strong order 1.5 being identical with Taylor methods with strong order 2.0 , and so on. For example, the explicit Mil'shtein method applied to (5.9.1) is implemented by linear-implicit, explicitimplicit Euler or explicit Euler method

$$
\begin{align*}
& Y_{n+1}^{(1)}=Y_{n}^{(1)}+Y_{n}^{(2)} \Delta_{n}  \tag{5.9.2}\\
& Y_{n+1}^{(2)}=Y_{n}^{(2)}-\left(\left[\left(Y_{n}^{(1)}\right)^{2}-\alpha\right] Y_{n}^{(1)}+Y_{n}^{(2)}\right) \Delta_{n}+\sigma Y_{n}^{(1)} \Delta W_{n}
\end{align*}
$$

thus no higher order multiple integrals need to be generated. However, the explicit Taylor 1.5 (= Taylor 2.0 here) method needs the generation of $I_{(0,1), t_{n}, t_{n+1}}$ and $I_{(1,0,1), t_{n}, t_{n+1}}$ which can be done by truncation of Karhunen-Loeve expansions up to some desired accuracy, see Kloeden and Platen (1992). This example shows that higher order methods are implementable with lesser computational effort than theoretically predicted, and these methods preserve the stochastic flow properties (e.g. "neighbors stay neighbors") a longer time than lower order methods, caused by the specific smooth structure of SDE system (5.9.1). For simulation results, see Kloeden, Platen and Schurz (1991).
A Stochastic Flow on the Unit Circle. Carverhill, Chappel and Elworthy (1986) discussed the gradient stochastic flow generated by the SDE

$$
\begin{equation*}
d X_{t}(x)=\sin \left(X_{t}(x)\right) \circ d W_{t}^{1}+\cos \left(X_{t}(x)\right) \circ d W_{t}^{2} \tag{5.9.3}
\end{equation*}
$$

driven by two scalar, independent, real-valued Wiener processes $W^{1}, W^{2}$, and interpreted modulo $2 \pi$, started at initial angle $x \in[0,2 \pi)$. We also note that the Stratonovich and Itô versions coincide here. The flow belonging to equation (5.9.3) can be implemented by the Mil'shtein scheme

$$
\begin{gather*}
Y_{n+1}=Y_{n}+\sin \left(Y_{n}\right) \Delta W_{n}^{1}+\cos \left(Y_{n}\right) \Delta W_{n}^{2}+\frac{1}{4} \sin \left(2 Y_{n}\right)\left[\left(\Delta W_{n}^{1}\right)^{2}-\left(\Delta W_{n}^{2}\right)^{2}\right]+ \\
+\left[\cos \left(Y_{n}\right)\right]^{2} \Delta W_{n}^{1} \Delta W_{n}^{2}-I_{(2,1), t_{n}, t_{n+1}} \tag{5.9.4}
\end{gather*}
$$

where $Y_{n}=Y_{n}(x) \bmod 2 \pi$, exploiting the elementary relation that

$$
I_{(1,2), t_{n}, t_{n+1}}+I_{(2,1), t_{n}, t_{n+1}}=\Delta W_{n}^{1} \Delta W_{n}^{2}
$$

which can be concluded from Lemma 3.2. This is an example of noncommutative noise. We need only to generate the multiple integral $I_{(2,1)}$ (or alternatively $I_{(1,2)}$ ) to achieve a $p$ th mean convergent numerical approximation of order 1.0. For first simulation results, see Kloeden, Platen and Schurz (1991)
A Stochastic Flow on the Torus $S^{2}=[0,2 \pi) \times[0,2 \pi)$. Baxendale (1986) has dealt with the calculation of Lyapunov exponents (i.e. characteristic numbers to describe the exponential growth or decrease of trajectories in the phase plane) of the two-dimensional angular stochastic flow generated by

$$
\begin{equation*}
d X_{t}(\alpha, x)=\sum_{j=1}^{m} b^{j}\left(X_{t}(\alpha, x)\right) \circ d W_{t}^{j} \tag{5.9.5}
\end{equation*}
$$

driven by four scalar, independent, real-valued Wiener processes $W^{j}$ with diffusion coefficients

$$
\begin{align*}
& b^{1}\left(x_{1}, x_{2}\right)=\binom{\cos (\alpha)}{\sin (\alpha)} \sin \left(x_{1}\right), b^{2}\left(x_{1}, x_{2}\right)=\binom{\cos (\alpha)}{\sin (\alpha)} \cos \left(x_{1}\right)  \tag{5.9.6}\\
& b^{3}\left(x_{1}, x_{2}\right)=\binom{-\sin (\alpha)}{\cos (\alpha)} \sin \left(x_{2}\right), b^{4}\left(x_{1}, x_{2}\right)=\binom{-\sin (\alpha)}{\cos (\alpha)} \cos \left(x_{2}\right) \tag{5.9.7}
\end{align*}
$$

started at initial angle $x=\left(x_{0}^{1}, x_{0}^{2}\right)$. Here $\alpha$ represents a bifurcation parameter, and Baxendale (1986) has calculated the bifurcation point $0.8<\alpha_{*}<0.9$ when the system (5.9.5) switches from the asymptotically stable mode (i.e. a Brownian motion remains as stable mode) to an asymptotically instable one (i.e. no strict contraction can be observed to a stable mode). Contractivity of that flow in the wide and strict senses can be observed in terms of clusters of its trajectories in the phase plane. This flow can be generated by

Mil'shtein methods as well. However, the full Taylor expansion is needed, and the generation of multiple integrals is more laborious, but desirable due to geometric properties of the stochastic flow to be visualized. Numerical evidence of the bifurcation point $\alpha_{*}$ can be obtained by higher order numerical methods too. For simulations, see Kloeden, Platen and Schurz (1991).
A Stochastic Planar Brusselators. For modeling unforced periodic oscillations in certain chemical reactions it is common to use the Brusselator equations. After neglecting spatial diffusion and centering at an equilibrium point, the following planar Brusselator occurs:

$$
\begin{align*}
\frac{d x_{1}}{d t} & =(a-1) x_{1}+a x_{1}^{2}+\left(1+x_{1}\right)^{2} x_{2} \\
\frac{d x_{2}}{d t} & =-a x_{1}\left(1+x_{1}\right)-\left(1+x_{1}\right)^{2} x_{2} \tag{5.9.8}
\end{align*}
$$

where positive parameter $a \in \mathbb{R}_{+}$represents a Hopf bifurcation point for that system. A stochastic version of planar Brusselator given by the Stratonovich interpreted system (the model is motivated by Ehrhardt (1983) who investigated the existence of related invariant measures.)

$$
\begin{align*}
d X_{t}^{(1)} & =\left((a-1) X_{t}^{(1)}+a\left[X^{(1)}\right]_{t}^{2}+\left(1+X_{t}^{(1)}\right)^{2} X_{t}^{(2)}\right) d t+\sigma X_{t}^{(1)}\left(1+X_{t}^{(1)}\right) \circ d W_{t} \\
d X_{t}^{(2)} & =\left(1+X_{t}^{(1)}\right)\left(\left(-a X_{t}^{(1)}-\left(1+X_{t}^{(1)}\right) X_{t}^{(2)}\right) d t-\sigma X_{t}^{(1)} \circ d W_{t}\right) \tag{5.9.9}
\end{align*}
$$

has been studied numerically by linearization in Schurz (1994, 1996, 1997). We recommend using the class of balanced implicit methods with appropriate weights, since multiplicative noise is essential for the modeling process here. However, care must be taken while choosing adequate weights in order to not to destroy the property of linear asymptotic exactness.
A Generalized Stochastic KPP Equation. Elworthy, Truman, Zhao and Gaines (1994) have studied approximate traveling waves for the generalized stochastic KPP equation. The related SPDE in $\mathbb{R}^{1}$ is given by

$$
\begin{equation*}
d u_{\mu}(t, x)=\left[\frac{1}{2} \mu^{2} \Delta_{x} u_{\mu}(t, x)+\frac{1}{\mu^{2}}\left(1-u_{\mu}(t, x)\right) u_{\mu}(t, x)\right] d t+\sigma u_{\mu}(t, x) d W_{t} \tag{5.9.10}
\end{equation*}
$$

where $\Delta_{x}$ is the Laplace operator and $\quad \sigma=\left\{\begin{array}{lll}\frac{k}{\mu} & \text { mild noise } \\ \frac{k}{\mu^{2}} & \text { if } & \text { strong noise } \\ k & \text { weak noise }\end{array}\right.$
with $x, k, \mu \in \mathbb{R}^{1}$. They have been particularly interested in studying the behavior of $u_{\mu}(t, x)$ as $\mu$ tends to zero - a situation which represents a real challenge for adequate numerical integration. For simplicity, consider the mild noise case only. As commonly practiced for parabolic PDEs, they discretize the space variable $x$ on the subinterval $\left[x_{1}, x_{d}\right]$ with space step size $h=\frac{x_{d}-x_{1}}{d}$ at first and arrive at the $d$-dimensional system of SDEs

$$
\begin{equation*}
d X_{t}=\left(A X_{t}+\frac{1}{\mu^{2}} a\left(X_{t}\right)\right) d t+\frac{k}{\mu} X_{t} d W_{t} \tag{5.9.11}
\end{equation*}
$$

with multiplicative (diagonal) white noise, tridiagonal drift matrix

$$
A=\frac{\mu^{2}}{2 h^{2}}\left(\begin{array}{rrrrrrrr}
-1 & 1 & 0 & 0 & . & . & 0 & 0  \tag{5.9.12}\\
1 & -2 & 1 & 0 & . & . & 0 & 0 \\
. & . & . & . & . & . & . & . \\
0 & . & . & . & 0 & 1 & -2 & 1 \\
0 & 0 & . & . & . & 0 & 1 & -1
\end{array}\right)
$$

and drift vector components $a_{i}\left(x_{1}, x_{2}, \ldots, x_{d}\right)=\left(1-x_{i}\right) x_{i}$. They suggested using the driftimplicit Mil'shtein method (5.4.18) with $\theta=0.5$ for numerical integration of system (5.9.11). Since system (5.9.11) exhibits diagonal noise (hence commutative noise), the linearly driftimplicit Mil'shtein method simplifies to resolution of

$$
\begin{equation*}
\left(I-\frac{\Delta_{n}}{2} A\right) Y_{n+1}=\left(I+\frac{\Delta_{n}}{2} A\right) Y_{n}+\frac{1}{\mu^{2}} a\left(Y_{n}\right) \Delta_{n}+\frac{k}{\mu} Y_{n} \Delta W_{n}+\frac{k^{2}}{2 \mu^{2}} Y_{n}\left[\left(\Delta W_{n}\right)^{2}-\Delta_{n}\right] \tag{5.9.13}
\end{equation*}
$$

where $Y_{n}=\left(Y_{n, i}\right)_{i=1,2, \ldots, d}$ denotes the linearly drift-implicit Crank-NicholsonMil'shtein approximation of $u_{\mu}(t, x)$ at position $\left(t_{n}, x_{i}\right)$ for fixed parameters $k, \mu$. Note, in case of an explicit numerical method one would have to require the Courant-Friedrichs-Levy-type condition $2 \mu \Delta<h^{2}$. Then, using sufficiently small space step sizes $h$ and initial conditions as step functions or point mass (e.g. $\phi(x)=1$ if $x=0$ and 0 otherwise), the numerical approximations (5.9.13) replicate the correct speed of wave propagation (even with $\mathrm{k}=0$ ), as Elworthy et al (1994) report. Note the theoretically predicted speed of propagation, when starting with a $\delta$-function, is proved to be $\sqrt{2-k^{2}}$ due to Elworthy and Zhao. They also used that numerical method to visualize the related stochastic flow. We might also use balanced implicit Mil'shtein methods with diagonal implicit weights to control the asymptotic stability with probability one or stochastic waveform relaxation methods as introduced in Schneider and Schurz (1998) to exploit the computational efficiency of parallel computers. However, future research is still needed to understand those complex numerical dynamics better.
A Stochastic Heat Equation with Space-Time White Noise. A version of the stochastic heat equation driven by space-time white noise $\dot{W}(t, x)$ is given by

$$
\begin{equation*}
\frac{\partial u(t, x)}{\partial t}=\mu^{2} \frac{\partial^{2} u(t, x)}{\partial x^{2}}+\sigma[u(t, x)]^{\kappa} \dot{W}(t, x) \tag{5.9.14}
\end{equation*}
$$

with initial conditions $u(0, x)=u_{0}(x)$, boundary conditions $u(t, 0)=u(t, 1)$ on the domain $[0,1]$, where $\mu, \sigma$ are certain real parameters. The nonlinearity parameter $\kappa \in[0.5,2]$ in diffusion controls the long time behavior, invariant measures and possible blowups for the stochastic heat equation (5.9.14). Mueller (1991, 1993), Mueller and Perkins (1992), Mueller and Sowers (1993) have studied the qualitative behavior of one-dimensional SPDE (5.9.14). The space-time discretization of this quasilinear parabolic SPDE is not so trivial as it was with the KPP equation (due to presence of nonlinearities and space-time white noise). Luckily, the resulting SDE

$$
\begin{equation*}
d X_{t}=A X_{t} d t+\frac{\sigma}{\sqrt{h}} \sum_{j=1}^{d} b^{j}\left(X_{t}\right) d W_{t}^{j} \tag{5.9.15}
\end{equation*}
$$

with $b^{j}(x)=\left(\delta_{i, j} x_{i}^{\kappa}\right)_{i=1,2, \ldots, d}$ (where $\delta_{i, j}$ represents the Kronecker symbol), space step size $h=\frac{1}{d}$, and tridiagonal drift matrix $A$ fulfills the commutative noise condition

$$
A=\frac{\mu^{2}}{h^{2}}\left(\begin{array}{rrrrrrrr}
-2 & 1 & 0 & 0 & . & . & 0 & 1  \tag{5.9.16}\\
1 & -2 & 1 & 0 & . & . & 0 & 0 \\
. & . & . & . & . & . & . & . \\
0 & . & . & . & 0 & 1 & -2 & 1 \\
1 & 0 & . & . & . & 0 & 1 & -2
\end{array}\right)
$$

(due to diagonal noise structure) and again one might apply the linearly drift-implicit Mil'shtein methods as before, but now with multidimensional white noise. Under commutative
noise the generation of multiple integrals simplifies to trivial products of noise and time increments, cf. Gaines representation of Mil'shtein methods in Section 4. However, for pathwise simulation, as needed for investigating the flow structure, one has to take care of appropriately adding discretized Wiener paths (one may appreciate using Levy's construction of Brownian paths). See Gaines (1995) for some details. We recommend to apply the technique of balanced implicit methods to (5.9.15) to control convergence, boundedness and stability.
A "So Simple Looking" Nonlinear Test Equation From Quantum Mechanics. Several authors report serious problems such as suddenly-occurring, unnatural spikes during simulation of the complex-valued intensity of the cavity mode to describe the photon number while using positive prepresentation in Quantum Mechanics. For example, see Smith and Gardiner (1989) and Gilchrist, Gardiner and Drummond (1993) for details. The simplest model of a cavity mode oscillator damped by one and two photon absorption is governed by Itô SDE

$$
\begin{equation*}
d N_{t}=-\left(\frac{1}{2} \lambda+N_{t}\right) N_{t} d t+i N_{t} d W_{t} \tag{5.9.17}
\end{equation*}
$$

where $N_{t} \in \mathbb{C}$ describes the intensity of cavity mode with parameter $\lambda \in \mathbb{C}$. We are still searching for a stable numerical method to apply to SDE (5.9.17). Who does know an asymptotically exact and stable numerical method or the solution of that puzzle for all meaningful parameters of complex system (5.9.17)?
Nonlinear Test Equations From Polymer Physics. Öttinger (1996) has investigated the polymerization process of polymeric fluids. In particular, motivated by the model of Hookean dumbbells, one may arrive at models similar to the system of SDEs

$$
\begin{equation*}
d X_{t}=\frac{b-\mathbb{E} X_{t}}{1-\left[\frac{\left\|X_{t}\right\|}{\|b\|}\right]^{2}} d t+\left(\sigma+B\left(b-X_{t}\right)\right) d W_{t} \tag{5.9.18}
\end{equation*}
$$

describing the length $X_{t} \in \mathbb{R}_{+}^{d}$ of polymer chains in a polymeric fluid, where $b \in \mathbb{R}_{+}^{d}$, $\sigma \in \mathbb{R}^{d}$ and $B \in \mathbb{R}^{d \times d}$ are appropriate parameters. This model can serve as an excellent nonlinear test system for the qualitative behavior of stochastic numerical algorithms, which offers plenty of challenging features concerning variance reduction, boundedness and stability issues due to its inherent nonlinearity in the drift part with some mean field interaction. Certain partial-implicit methods seem to perform best from all methods known up to now. See Öttinger (1996) for a first approach and some numerical experiments for similar models.

Numerous further applications of stochastic numerical methods can be found in the Physics and Chemistry literature, see Section 9.8. All in all, the role of practical implementation should not be underestimated, and we could only indicate a little bit of what may specifically happen and which issues seem to be important ones.

### 5.9.2 Generation of pseudorandom numbers

In order to implement the presented numerical techniques one needs to talk about how to generate the resulting random variables (Wiener process incremients, in general increments of multiple integrals). To date, the most commonly accepted way is that of replacing randomness by pseudoriandomness of those variables. Of course this is done with care and with the knowledge of introducing new errors whose propagation can be controlled by the concepts of numerical stability and contractivity as presented in sections before. Note that the resulting errors must be consistent with the convergence order to be achieved (i.e. only errors which are locally of higher order of convergence). How to replace random by pseudorandom variables is an entire industry nowadays. For a recent survey on pseudorandomness,
see Goldreich (1999). We will suppose for our survey that the reader is familiar with the concepts of pseudorandomness, Kolmorgorov's complexity approach, Shannon's information theory and computational indistinguishability (in fact we are already pleased to be able to generate random variables by pseudorandom ones with some desired error order which does not destroy the order of numerical convergence).

Let us restate the most-used random number generators based on sequences of uniformly $U[0,1]$-distributed, independent pseudorandom numbers $\left(U_{n}, V_{n}\right)$.
The Inverse Transform Method. An invertible distribution $F_{X}=F_{X}(x)$ of random variable $X$ can be generated from uniformly distributed random numbers $U$ by taking

$$
x(U)=\inf \left\{x: U \leq F_{X}(x)\right\}
$$

so $x(U)=F_{X}^{-1}(U)$ if $F^{-1}$ exists.
Box-Muller Method. A more efficient method to generate independent, standard Gaussian distributed pseudorandom numbers is given by the Box-Muller method. This method takes the transform

$$
G_{n}^{1}=\sqrt{-2 \ln \left(U_{n}\right)} \cos \left(2 \pi V_{n}\right), G_{n}^{2}=\sqrt{-2 \ln \left(U_{n}\right)} \sin \left(2 \pi V_{n}\right)
$$

to obtain two independent Gaussian distributed numbers ( $G_{n}^{1}, G_{n}^{2}$ ). Correlated random variables can be generated from those independent pairs by algebraic multiplication with corresponding matrices arising from Cholesky factorization of given correlation matrix, e.g. the factorization of correlation matrix

$$
C C^{T}=\left(\begin{array}{cc}
\sqrt{\Delta} & 0 \\
\frac{\Delta^{3 / 2}}{2} & \frac{\Delta^{3 / 2}}{2 \sqrt{3}}
\end{array}\right)\left(\begin{array}{cc}
\sqrt{\Delta} & 0 \\
\frac{\Delta^{3 / 2}}{2} & \frac{\Delta^{3 / 2}}{2 \sqrt{3}}
\end{array}\right)^{T}=\left(\begin{array}{cc}
\Delta & \frac{\Delta^{2}}{2} \\
\frac{\Delta^{2}}{2} & \frac{\Delta^{3}}{3}
\end{array}\right)
$$

to generate the pair of multiple integrals

$$
\left(I_{(j), t_{n}, t_{n+1}}, I_{(j, 0), t_{n}, t_{n+1}}\right)^{T}=C\left(G_{n}^{1}, G_{n}^{2}\right)^{T}
$$

Polar Marsaglia Method. The Polar Marsaglia method also generates independent, standard Gaussian distributed pseudorandom numbers, which exhibits a slightly more computationally efficient generator than that of Box-Muller. This method avoids the timeconsuming generation of trigonometric functions by the following procedure. At first, transform $\hat{U}_{n}=2 U_{n}-1, \hat{V}_{n}=2 V_{n}-1$ in order to achieve uniformly [ $\left.-1,1\right]$-distributed random numbers. Next, check whether

$$
W_{n}:=\hat{U}_{n}^{2}+\hat{V}_{n}^{2} \leq 1
$$

or repeat until acceptance of pair $\left(\hat{U}_{n}, \hat{V}_{n}\right)$. Then, using the transform $W_{n} \leq 1$, we get

$$
G_{n}^{1}=\hat{U}_{n} \sqrt{-2 \ln \left(W_{n}\right) / W_{n}}, G_{n}^{2}=\hat{V}_{n} \sqrt{-2 \ln \left(W_{n}\right) / W_{n}}
$$

which represent a pair of independent Gaussian distributed pseudorandom numbers (since $\cos \left(\arctan \left(U_{n} / V_{n}\right)\right)=U_{n} / \sqrt{W_{n}}$ and $\sin \left(\arctan \left(U_{n} / V_{n}\right)\right)=V_{n} / \sqrt{W_{n}}$, this follows from the Box-Muller method by noting that $\arctan \left(U_{n} / V_{n}\right)$ is uniformly $(0,2 \pi)$-distributed.). The probability of acceptance of the numbers $\left(\hat{U}_{n}, \hat{V}_{n}\right)$ is calculated to be $\pi / 4 \approx 0.7864816$. Despite the possible nonacceptance, the Polar Marsaglia method is more efficient when generating large quantities as needed for statistical estimations related to the stochastic numerical algorithms (like multiple integrals at each integration step).

There are the commonly used methods of linear and nonlinear congruential generators (see Niederreiter (1988, 1992, 1995), Eichenhauer and Lehn (1986)) and the Fibonacci generator (for practical usage on supercomputers, see Petersen (1994)) to produce pseudorandom
numbers $\left(U_{n}, V_{n}\right)$ needed for the Box-Muller and Polar Marsaglia methods. See the citations for more details. We believe that it is important to be aware of the properties of the pseudorandom number generator which one uses for the simulation procedures during implementation of stochastic algorithms on computers. In particular, the measure of departing from independence of the used pseudo- or quasi random sequence might affect the quality of simulation results. Unbiased long range "random" number generators are needed for reliable simulations. In this respect, the Fibonacci generators seem to be very promising.

### 5.9.3 Substitutions of randomness under weak convergence

A substitution of random variables representing the algebra of multiple integrals is possible with some care. Mil'shtein (1988) and Talay (1995) suggest some "simplifications" of random variables by multipoint distributed ones instead of Gaussian increments of the Wiener processes. For example, the resulting simplified Euler method (5.4.1) uses independent, two-point distributed variables $\widehat{\Delta W}_{n}^{j}$ satisfying

$$
\mathbb{P}\left\{\widehat{\Delta W}_{n}^{j}= \pm \sqrt{\Delta_{n}}\right\}=\frac{1}{2}
$$

In fact they conclude general moment conditions for the random number substitution without destroying the original convergence order. A simplified weak order 2.0 convergent Taylor method would use any variables $\widehat{\Delta W}_{n}^{j}$ with

$$
\begin{gathered}
\left|\mathbb{E} \widehat{\Delta W}_{n}^{j}\right|+\left|\mathbb{E}\left[\widehat{\Delta W}_{n}^{j}\right]^{3}\right|+\left|\mathbb{E}\left[\widehat{\Delta W}_{n}^{j}\right]^{5}\right|+\left|\mathbb{E}\left[\widehat{\Delta W}_{n}^{j}\right]^{2}-\Delta_{n}\right|++\left|\mathbb{E}\left[\widehat{\Delta W}_{n}^{j}\right]^{4}-3 \Delta_{n}^{2}\right| \\
\leq K_{m} \Delta_{n}
\end{gathered}
$$

where $K_{m}$ is some real constant. For example, the three-point distribution with

$$
\mathbb{P}\left\{\widehat{\Delta W}_{n}^{j}= \pm \sqrt{3 \Delta_{n}}\right\}=\frac{1}{6}, \mathbb{P}\left\{\widehat{\Delta W}_{n}^{j}=0\right\}=\frac{2}{3}
$$

satisfies this relation. In passing we note that these substitutions are justified when one constructs and investigates weak approximations of smooth, nonpath-dependent functionals of solutions of SDEs. Practical experience shows that substitutions by continuous distributions (like appropriate sawtooth distributions or uniform distributions fulfilling the mentioned requirements of moments) perform better than the multipoint distributed random variables in the numerical simulation of weak approximations. For strong and $p$ th mean approximations one might also think of possible random number substitutions, but certainly much more care should be taken in order to keep the convergence orders. For contractive numerical dynamics, the influence of errors caused by "approximate random numbers" instead of perfectly distributed ones is controlled by the magnitudes of the local convergence errors. Roughly speaking, then $p$ th mean errors in the probability distribution of the random numbers should not exceed the magnitudes of local $p$ th mean convergence errors controlled by the consistency property related to the used contractive numerical method. To date, we do not know what happens in the case of noncontractive numerical dynamics. From all our model assumptions, we believe that the property of being independently distributed is the most essential one, since we have dealt with approximations of stochastic processes with independent increments. Thus, the role of deviation from independence and Markovian character should be studied in the near future (one needs appropriate measures describing the deviation from independence of random number sequences). It is interesting to note that truly multistep schemes for ordinary SDEs with deterministic nonpathdependent coefficients ( $a, b^{j}$ ) may already generate discrete time stochastic processes with dependent increments (however, in the limit as maximum step size tends to zero, they approximate processes with independent increments).

### 5.9.4 Are quasi random numbers useful for (O)SDEs?

First of all, we can not completely answer this question at present. Certainly, within the framework of weak convergence one has to discuss their use to approximate

$$
\begin{gathered}
u(T, x)=\mathbb{E}\left[f\left(X_{T}\right)\right]=\int_{\mathbb{R}^{d}} f(x) p_{X}(T, x) d x=\int_{0}^{1} f\left(F_{X_{T}}^{-1}(z) d z\right. \\
\text { by sums } \frac{1}{M} \sum_{i=1}^{M} f\left(F_{X_{T}}^{-1}\left(Z_{i}\right)\right)
\end{gathered}
$$

with appropriate random numbers $Z_{i}$ according to Monte Carlo theory, where $F_{X}$ denotes the distribution function of $X_{T}$. These random numbers can be replaced by members of low-discrepancy sequences (i.e. quasi random number sequences), see Niederreiter (1992), in view of numerical approximation of the integrals by (quasi) Monte Carlo methods. The main notion here is the notion of discrepancy of a point set in some $r$-dimensional unit cube, where $r$ represents a positive real number. For any $a \in(0,1]^{r}$ with $a=\left(a_{1}, a_{2}, \ldots, a_{r}\right)$, define the cube

$$
[0, a):=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{r}\right) \in[0,1]^{r}: x_{i}<a_{i}, i=1,2, \ldots, r\right\}
$$

Then the *-discrepancy $D_{M}^{*}\left(Z_{i}\right)_{1 \leq i \leq M}$ of a given sequence $\left(Z_{i}\right)_{1 \leq i \leq M}$ with values $Z_{i} \in$ $[0,1)^{r}$ is defined to be the quantity

$$
D_{M, r}^{*}\left(Z_{i}\right)_{1 \leq i \leq M}=\sup _{a \in(0,1]^{r}}\left|\frac{\#\left\{Z_{i}: Z_{i} \in[0, a), 1 \leq i \leq M\right\}}{M}-\prod_{i=1}^{r} a_{i}\right|
$$

as a measure of uniformity of generated empirical $r$-dimensional distribution belonging to sequence $\left(Z_{i}\right)_{1 \leq i \leq M}$ and depending on the sampling size $M \in \mathbb{N}_{+}$. An advantage of using quasi random numbers is that sampling errors controlled by *-discrepancy are proportional to $1 / M$ compared to $1 / \sqrt{M}$ achieved by standard Monte Carlo methods, where $M$ denotes the used sampling size. However, care should be taken while using quasi random numbers. It is not quite clear to which advantages this leads in the case of approximating functionals of diffusion processes, although the quasi-random numbers exhibit a smaller deviation from uniformity compared to the uniformity of so-called uniformly distributed pseudorandom numbers. The reason of a rather negative answer to the usage of quasi-random numbers for numerical integration of SDEs is that we have to generate independent random numbers. Exactly this independence property of increments of involved Markov processes works against the property of having the lowest possible discrepancy, as it is generally aimed with quasi-random numbers; more precisely, independence and low discrepancy are contradictory requirements. The central questions are whether the use of quasi-random numbers leads to faster convergence of related approximations, to really more efficient integration techniques and to which class of SDEs we observe an advantage compared to the pseudo random number generators which are implemented in most modern computers. A first approach to the numerical treatment of a one-dimensional SDE with additive noise by the use of quasi-random numbers is found in the paper of Hofmann and Mathé (1997). They make use of the Koksma-Hlawka inequality for any function of bounded variation on $[0,1]^{r}$ as integrand - an inequality which provides an error estimate for the quadrature formulas in terms of the discrepancy of the $\left(Z_{i}\right)$ and of the $q$-variation of $f$ in the sense of Vitali ( $q=0,1, \ldots, r-1$ ). By this fundamental tool they prove that low discrepancy sequences of quasi-random numbers must not be used for simulation of one-dimensional Langevin equations (i.e. linear test SDE with additive noise). Low discrepancy sequences can destroy
the (mean square) consistency property of the constructed approximation for the Langevin equation. This is demonstrated by the quasi random sequences of Kronecker-Weyl and van der Corput by Hofmann and Mathé (1997). However, restricting to sequences of completely uniformly distributed numbers yields sequences which may serve as quasi-random numbers, since these sequences have discrepancy bounded from below as necessary for (mean square) consistency. For more details, see their paper.

### 5.9.5 Variable step size algorithms

As one of the first implementations, stochastic variable step size algorithms could be found by the school of Artemiev since 1985. For example, Averina, Artemiev and Schurz (1994) have suggested adapting the deterministic procedures to construct variable step size algorithms. A variable step size technique based on the comparison of deterministically 2 nd order and 3 rd order embedded Runge-Kutta-Fehlberg methods applied to Itô SDEs on finite, fixed timeintervals $[0, T]$ works as follows (For Stratonovich systems one has a similar procedure.).
[1]. At first, fix a tolerance level $\varepsilon>0$ for the local error and choose the initial step size $\Delta_{0}$ with $0<\Delta_{0} \leq \min \left(1, T-t_{0}\right)$.
[2]. Second, evaluate the schemes

$$
\begin{align*}
& Y_{n+1}^{*}=Y_{n}+\frac{1}{2}\left(k_{1}+k_{2}\right)+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j}  \tag{5.9.19}\\
& \dot{Y}_{n+1}=Y_{n}+\frac{1}{6}\left(k_{1}+k_{2}+k_{3}\right)+\sum_{j=1}^{m} b^{j}\left(t_{n}, Y_{n}\right) \Delta W_{n}^{j} \tag{5.9.20}
\end{align*}
$$

where

$$
k_{1}=\Delta_{n} a\left(t_{n}, Y_{n}\right), k_{2}=\Delta_{n} a\left(t_{n}+\Delta_{n}, Y_{n}+k_{1}\right)
$$

and

$$
k_{3}=\Delta_{n} a\left(t_{n}+\frac{\Delta_{n}}{2}, Y_{n}+\frac{1}{4}\left(k_{1}+k_{2}\right)\right)
$$

[3]. Third, calculate the locally scaled error prediction

$$
\delta_{n}:=\sqrt{\frac{1}{d} \sum_{i=1}^{d}\left(\frac{Y_{n+1, i}^{*}-Y_{n+1, i}}{\max \left(1,\left|Y_{n+1, i}\right|,\left|Y_{n, i}\right|\right)}\right)^{2}}
$$

[4]. Fourth, accept the step size $\Delta_{n}$ if $\delta_{n} \leq 5 \varepsilon$, and otherwise choose the new step size

$$
\begin{equation*}
\Delta_{n}^{n e w}=\frac{\Delta_{n}}{\max \left(f a c_{1}, \min \left(f a c_{2},\left(\frac{\delta_{n}}{\varepsilon}\right)^{1 / 3} / f a c\right)\right)} \tag{5.9.21}
\end{equation*}
$$

with $f a c=0.9$ as suitable adjustment factor and repeat this procedure with the second step. The factors $f a c_{1}=0.1$ and $f a c_{2}=5$ control the ratio between maximum and minimum acceptable step size, i.e. $f a c_{1}$ is understood as the coefficient for maximum increasing step size, and $f a c_{2}$ as the coefficient for minimum decreasing step size.
Obviously, this algorithm circumvents the time-consuming statistical estimation for pathwise step size control. However, this technique seems to be appropriate especially for systems with "small noises," since one suppresses the influence of noise terms and large noise intensities in statistical decision making. This adaptive variable step size technique has been tested by Averina, Artemiev and Schurz (1994) with great success. This algorithm can also be realized with other numerical methods as basis methods (5.9.19) and (5.9.20) (e.g. Mil'shtein methods for treatment of the diffusion part, explicit-implicit or midpoint-trapezoidal methods for the treatment of the drift part).

Other contributions to step size and order selection for numerical approximations have been carried out by the dissertations of Hofmann (1995) for weak approximations (using extrapolation ideas) and recently by Mauthner (1999). The concept of variable and adaptive step size and order selective numerical algorithm needs to be studied further, due to their widely practical importance.

### 5.9.6 Variance reduction techniques

An important practical problem is that of reduction of occurring variances in the computational estimation process. Significant contributions in this respect have been made by Wagner (1987-1989) and Newton (1994). They develop the standard methods of importance sampling and control variates, see Hammersley and Handscomb (1964) for a general description. In both cases the Clark-Funke-Shevlyakov-Haussmann integral representation theorem for functionals of Itô diffusion processes provides the perfect variate in the sense that it is unbiased and has zero variance, in order to reduce the variance of functionals of simulated diffusions. However, a balance between variance reducing effects and computational efficiency has to be taken into account during practical implementation, due to resulting computational complexity of stochastic algorithms.

Recall that the criterion of weak convergence involves the problem of approximating the quantities $\mathbb{E} f\left(X_{T}\right)$. Two errors arise during approximation of these quantities, namely the discretization error and the error of statistical estimation of expectations motivated by the trivial observation

$$
\begin{aligned}
& \left\|\mathbb{E} f\left(X_{T}\right)-\frac{1}{M} \sum_{i=1}^{M} f\left(Y_{n_{T}, i}\right)\right\| \\
& \leq \underbrace{\left\|\mathbb{E} f\left(X_{T}\right)-\mathbb{E} f\left(Y_{n_{T}}\right)\right\|}_{\text {controlled by the discretization error }}+\underbrace{\left\|\mathbb{E} f\left(Y_{n_{T}}\right)-\frac{1}{M} \sum_{i=1}^{M} f\left(Y_{n_{T}, i}\right)\right\|}_{\text {controlled by statistical error }} \\
& \leq \quad K_{w}\left(T, a, b^{j}, X_{0}, Y_{0}\right) \Delta^{\beta}+K_{\text {stat }} \frac{1}{\sqrt{M}}
\end{aligned}
$$

with appropriate constants $K_{w}\left(T, a, b^{j}, X_{0}, Y_{0}\right)$ and $K_{\text {stat }}$, maximum step size $\Delta>0$, weak convergence rate $\beta \in \mathbb{R}_{+}$and sample size $M \in \mathbb{N}$. Thus, the main problem for weakly converging approximations is the balanced control on the discretization and statistical errors, and these errors should not be considered separately to achieve a desired accuracy in weak approximation procedures. Moreover, the statistical error is increasing with growing variance

$$
\left.V_{M}(f)=\mathbb{E} \| \mathbb{E} f\left(Y_{n_{T}}\right)-\mathbb{\mathbb { E }} \widehat{f\left(Y_{n_{T}}\right.}\right) \|^{2}
$$

where $\widehat{\mathbb{E}\left(Y_{n_{T}}\right)}$ is the substitution of $\mathbb{E} f\left(Y_{n_{T}}\right)$ by statistical sampling procedures, e.g. like $\left.\mathbb{E} \widehat{f\left(Y_{n_{T}}\right.}\right)=\frac{1}{M} \sum_{i=1}^{M} f\left(Y_{n_{T}, i}\right)$. Now, it is natural to ask for methods to reduce that statistical error by variance reducing techniques. The following basic techniques originating from Monte Carlo integration theory are suggested.
Method of Control Variates. Roughly speaking, a control variate is a secondary variate which is simulated along the primary variate of the Monte Carlo method for $f(X)$. This secondary (control) variate has known mean, it should be a square-integrable random variable, and it is positively correlated with the primary variate. The control variate $\xi$ can be constructed by the Clark-Funke-Shevlyakov-Haussmann integral representation theorem,
involving certain Fréchet derivatives of $f(X)$ and the linearized dynamics of the underlying SDE. Newton (1994) then suggests then to use projection methods on certain Hilbert spaces of random variables to calculate control variates. By subtraction of the secondary from the primary variate $f(X)$ one obtaines a lower variance than $f(X)$, and whose mean differs from that of $f(X)$ by a certain known amount. For more details, see Newton (1994). As a simple example of the method of control variates, an unbiased estimate would be given by

$$
f(X)-\rho(\xi-\mathbb{E} \xi)
$$

where the parameter

$$
\rho=\frac{\operatorname{Cov}(f(X))}{\operatorname{Var}(\xi)}
$$

is chosen such that the variance

$$
\operatorname{Var}(f(X))+\rho^{2} \operatorname{Var}(\xi)-2 \rho \operatorname{Cov}(f(X), \xi)
$$

is minimized. The latter procedure could be done for both variables $X$ and $Y_{n_{T}}$.
Method of Importance Sampling. Roughly speaking, the technique of importance sampling involves the transformation of the underlying probability measure according to the Radon-Nikodym Theorem before averaging. Thus one has

$$
\mathbb{E} f(X)=\int_{\mathbb{R}^{d}} f(x) d \mathbb{P}(x)=\int_{\mathbb{R}^{d}} f(x) \frac{d \mathbb{P}}{d \hat{\mathbb{P}}}(x) d \hat{\mathbb{P}}(x)
$$

where $\hat{\mathbb{P}}$ is the new probability measure. If $X$ is drawn according to that new measure $\hat{\mathbb{P}}$, then $f(X) d \mathbb{P} / d \hat{\mathbb{P}}(X)$ is an unbiased estimator for $\mathbb{E} f(X)$. The theoretical way to construct such a new measure is given by the Girsanov transformation under the validity of Novikov criterion. Then $X$ must be chosen from

$$
d X_{t}=\left(a\left(t, X_{t}\right)-\sum_{j=1}^{m} b^{j}\left(t, X_{t}\right) u_{t}^{j}\right) d t+\sum_{j=1}^{m} b^{j}\left(t, X_{t}\right) d \hat{W}_{t}^{j}
$$

by discretization with Wiener process $\hat{W}_{t}^{j}=W_{t}^{j}+\int_{0}^{t} u_{s}^{j} d s$ such that

$$
\operatorname{var}\left(\mu_{T} f(X)\right):=\widetilde{\mathbb{E}}\left(\mu_{T} f(X)\right)^{2}-\left(\widetilde{\mathbb{E}} \mu_{T} f(X)\right)^{2}=\widetilde{\mathbb{E}}\left(\mu_{T} f(X)\right)^{2}-(\mathbb{E} f(X))^{2}
$$

is "small" - as an optimal control problem with Radon-Nikodym derivative

$$
\mu_{T}=\mu_{T}(u)=\exp \left(\sum_{j=1}^{m} \int_{0}^{T} u_{t}^{j \prime} d \hat{W}_{t}^{j}+\frac{1}{2} \sum_{j=1}^{m} \int_{0}^{T}\left|u_{t}^{j}\right|^{2} d t\right)
$$

originating from the Girsanov transformation. The optimal $u=\left(u^{j}\right)$ is given by the Clark-Funke-Shevlyakov-Haussmann integral representation theorem.
Method of Antithetic Variates. The simplest version of this very general method uses symmetries of already generated random variables compensating heavy contributions with more variance for the estimator. For example, centered Gaussian distributed random pairs $\left(G_{1}, G_{2}\right)$ can be multiplied by the factor -1 , and one would save computational time and get more symmetry in the random number generation - a technique which may lead to smaller variances of simulated estimators In the spirit of this method is also the idea to take the average $(U+V) / 2$ of two already simulated random numbers $(U, V)$ as a further realization.

Method of Variance Reduction by Conditioning. It can also be convenient to use the conditional expectation $\mathbb{E}[f(X) \mid \widetilde{\mathcal{F}}]$ with some appropriate $\sigma$-field $\widetilde{\mathcal{F}}$ as variance reducing estimator. The variance is reduced according to inequality

$$
\operatorname{Var}(\mathbb{E}[f(X) \mid \widetilde{\mathcal{F}}]) \leq \operatorname{Var}(f(X))
$$

It could be a problem, however, to find that $\sigma$-field. It is interesting to note that some implicit numerical methods like trapezoidal, midpoint or some balanced implicit methods (and asymptotically exact integrators) reduce the occurring variances through their inherent property of preconditioning in an almost optimal way.

All in all, the variance reduction problem exhibits a very challenging problem from the practical point of view. This problem arises in particular when very small quantities $f(X)$ must be estimated, as often is met in reliability investigation of structures in Mechanical Engineering, and efficiently practically implementable and mathematically justified new methods are urgently needed (cf. problems of reliability analysis in Earthquake Engineering).

### 5.9.7 How to estimate $p$ th mean errors

An important practical question is how to estimate the resulting errors by statistical methods - often pointed out by potential applicants. This question can be answered under the existence of corresponding moments $\mathbb{E}\|\cdot\|^{2 p}, p \in(0,+\infty)$. For example,

$$
\mathbb{E}\left\|X_{i}-Y_{i}\right\|^{p} \approx \frac{1}{M} \sum_{k=1}^{M}\left\|X_{i}^{(k)}-Y_{i}^{(l)}\right\|^{p}
$$

where $X_{i}^{(k)}, Y_{i}^{(k)}$ denotes the $k$ th sample of stochastic process values $X, Y$ at time $t_{i} \in[0, T]$. This procedure is justified by the Laws of Large Numbers (LLN). More precisely, it can be proved that there is a finite real constant $K_{\text {stat }}>0$ such that

$$
\mathbb{P}\left\{\left|\mathbb{E}\left\|X_{i}-Y_{i}\right\|^{p}-\frac{1}{M} \sum_{k=1}^{M}\left\|X_{i}^{(k)}-Y_{i}^{(k)}\right\|^{p}\right| \geq \varepsilon\right\} \leq \frac{K_{\text {stat }}}{\varepsilon \sqrt{M}}
$$

for all $\varepsilon>0$, thanks to Chebyshev inequality. Moreover, there is a Gaussian distributed random variable $C$ such that

$$
\left|\mathbb{E}\left\|X_{i}-Y_{i}\right\|^{p}-\frac{1}{M} \sum_{k=1}^{M}\left\|X_{i}^{(k)}-Y_{i}^{(k)}\right\|^{p}\right| \approx \frac{|C|}{\sqrt{M}}
$$

thanks to the Central Limit Theorem (CLT). Corresponding confidence intervals are constructed by standard statistical procedures. It is worth noting that the rapidity of convergence in the Central Limit Theorem (CLT) is usually estimated by the Berry-Esseen Theorem which provides estimates of the convergence of probability distribution of given the estimator in the form

$$
\sup _{x}\left|\mathbb{P}\left\{\frac{\sum_{k=1}^{M} \eta_{k}}{\sqrt{M \operatorname{Var}\left(\eta_{1}\right)}} \leq x\right\}-\Phi(x)\right| \leq K_{B E} \frac{\mathbb{E}\left|\eta_{1}\right|^{3}}{\sqrt{M\left[\operatorname{Var}\left(\eta_{1}\right)\right]^{3}}}
$$

with appropriate real constant $K_{B E}>0$ satisfying $(2 \pi)^{-1 / 2} \leq K_{B E}<0.8$, where $\Phi=\Phi(x)$ represents the standard Gaussian probability distribution function, and provided that

$$
\eta_{k}=\left\|X_{i}^{(k)}-Y_{i}^{(k)}\right\|^{p}-\mathbb{E}\left\|X_{i}-Y_{i}\right\|^{p}
$$

are i.i.d. random variables with $\mathbb{E}\left|\eta_{1}\right|^{3}<+\infty$ for fixed index $i$. (Recall that $\operatorname{Var}($.) denotes the variance of inscribed random variable.). Besides, for reliable statistical estimation when the moments $\mathbb{E}\|.\|^{2 p}$ do not exist, we advise consulting sophisticated literature on mathematical statistics. Mostly, one does not know the exact solution $X$. Then, for heuristic comparison studies, one could substitute the values of $X$ with the values of another very accurate approximation process $Z$, e.g. with using "very small" step sizes compared to those of $Y$, in order to get some rough picture about the error process at least. Of course, the error process might also be depicted by the simulation of the corresponding error differential equation. For stochastic error process equations in case of Euler method, see Kurtz and Protter (1991), and Jacod and Protter (1998).

### 5.9.8 On software and programmed packages

To our current knowledge, there are the following programmed systems mentioned in literature or known to us:
(i) Fortran programs built in PRESTO by D. Talay (1994)
(ii) Fortran programs built in DYNAMICS \& CONTROL by S. Artemiev et al.
(iii) TURBO-PASCAL programs on Diskette of Kloeden, Platen, Schurz (1994)
(iv) C programs built in GNANS on UNIX platforms by B. Martensen
(v) OSCIL - a C simulation code on UNIX platforms for our private use

Furthermore, there are MAPLE codes written by Cyganovski (1995, 1996), and MAPLE scripts by Kloeden and Scott available (1993). The latter codes are important in the sense that the messy differential operator products resulting from the stochastic Taylor expansions can be evaluated by symbolic manipulation routines as MAPLE fairly easily, compared to classical handworks. Thus, using symbolic manipulation higher order Taylor methods could be implemented much more easily than in the early days of stochastic numerics (remember the problem of efficient generation of multiple integrals remains a problem, at least up to the time of writing this paper at the end of 1999).

All in all, it seems to be still recommendable to develop corresponding software for stochastic numerical analysis and simulations. Which package should be preferred (like MATHEMATICA, REDUCE, MAPLE, MATLAB, etc.) is an fairly open question, too. Personally, we recommend to write your own specific codes, since an optimal implementation surely depends on the specific nature of a given problem, after you have gained some experience with an available standard package (e.g. as mentioned above). However, there is no hope of finding a universal, platform-independent toolbox for stochastic numerical methods, since the field itself seems to be too complex and too rapidly expanding into new directions.

### 5.9.9 Comments on applications of numerics for (O)SDEs

There is no need to emphasize the huge potential range of applications of stochastic algorithms and their numerical analysis. To name a few applications which are already treated in literature, see in Catchment Modeling by Unny (1984), in Stochastic Water Storage Models by Ozaki (1985), in Random Vibrations by Iyengar (1988), Quantum Physics by Smith and Gardiner (1989), for the approximation of Lyapunov exponents by Talay (1991), Grorud and Talay (1996), in Stochastic Hydrology by Karmeshu and Schurz (1993), in Markov Chain Filtering by Kloeden, Platen and Schurz (1993), in Seismology by Karmeshu and Schurz (1995),
in Polymer Chemistry by Öttinger (1996), in Mechanical Engineering by Roy and Schurz (1996), in Stochastic Marketing by Schurz (1996), in Mathematical Finance by Rogers and Talay (1997), in Nonlinear Filtering by Kannan and Zhang (1998), to Schrödinger equations by Schurz (1999), among many others. We personally see that the most challenging field is in the adequate numerical treatment of stochastic infinite dimensional systems, such as stochastic partial differential equations (SPDEs).

### 5.10 Comments, Outlook, Further Developments

By no means can we claim any completeness of this survey. It should be understood only as a tentative, first course introduction to the theory and applications of numerical analysis of (ordinary) stochastic differential equations - nothing more. However, we hope that we have given some more insight into the theory and related problems of stochastic numerical analysis as well. There are a few of recommendable survey papers in the literature which all readers are cordially invited to look at and compare. Just to mention few of them, see Mil'shtein (1988, 1995), Kloeden and Platen (1989), Kloeden, Platen and Schurz (1991), Talay (1995), Newton (1996), Platen (1999).

### 5.10.1 Recent and further developments

The recent research is currently concentrated on numerical analysis for jump diffusions (e.g. see Liu and Li), Levy processes (e.g. see Protter and Talay), stochastic delay (functional) equations (e.g. see Tudor), reflected diffusions (Lépingle, Slominski), forward-backward equations (e.g. Ma, Protter and Yong), stochastic particle approximations (e.g. see Kurtz and Xiong, Bossy and Talay), stochastic partial differential equations (SPDEs), the latter area as its own field of development (e.g. see Hoo, Wong, Grecksch, Gyöengy, Davie and Gaines, Allen, Novosel and Zhang, Matthies and Bucher, etc.) to name a few of those "hot topics." Most of these contributions try to exploit purely deterministic ideas in this rapidly growing field of research (such as Galerkin approximation, the method of lines, finite elements techniques, discrete Sobolev space techniques and/or spectral methods for PDEs).

Fairly new fields of research are given by the numerical treatment of stochastic functionaldifferential equations, stochastic singularly perturbed systems, stochastic differential-algebraic equations, stochastic integro-differential equations or stochastic difference-differential equations and their combinations. Promising results in those fields require an immense preknowledge of several mathematical disciplines, and hence they represent a real mathematical challenge for the 21 st century. For example, the field of systems of nonautonomous stochastic difference equations should be studied to understand the adequate construction of numerical methods with variable step sizes and error control better, or, last but not least, the convergence rates of approximations for stopping times rather than deterministic, fixed terminal times.

### 5.10.2 General comments

The attached reference list is comprehensive, but not complete. We have only concentrated on citing the key references, and we are sure that more ideas can be read from the physics literature (e.g. from Gardiner (1997) or Öttinger (1996)).

All in all, it only remains to warn everybody not to go deeper into new fields of numerics without studying the analytical theory before hand. Otherwise, they will one day have to recognize that their numerical algorithms do not replicate the behavior of natural phenomena. We also recommend understanding the so called "simpler case" of numerical analysis of systems of (O)SDE at first. Explosions or "strange numerical behavior" are mostly due
to ill-posedness, a lack of understanding, or too fast approaches to generalizing or putting the learned things into practice. One should return to the theoretical studies and check the presuming conditions of mathematical statements very carefully. In this respect the study of qualitative behavior of related stochastic dynamical systems will gain more and more importance in the challenging interface of deterministic and stochastic analysis.
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### 5.10.4 New trends - 10 challenging problem areas

- Randomized fractal calculus, stochastic-fractal Taylor and integral expansions
- Stochastic weak derivatives, numerics for stochastic distributions (on stochastic Schwarzspaces, stochastic Sobolev spaces)
- Numerics for $p$-variation stochastic integration calculus
- SPDEs, Stochastic Functional-Difference-Differential-Equations (SFDDEs)
- Stochastic Lyapunov-type numerical techniques, Numerical orbital stability
- Efficient statistical methods for all of that areas, Numerical computational complexity
- Numerics for optimal random stopping time problems, stochastic control, stochastic resonance, stochastically coherent (adequate) methods
- Numerics for interacting particle systems in Mathematical Biology
- Efficient generation of random variables and (fractal) multiple integrals
- Numerics for the Schrödinger equation and serious real-world applications
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A. Einstein said: Only a few are capable of free own thinking! let us go to C.F. Gauss ...
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## Large Deviations and Applications
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### 6.1 Introduction

This chapter of the handbook is intended to give a review of the theory of large deviations and its applications. Here, "large deviations" are understood as the evaluation, for a family of probability measures parameterized by a real valued variable, of the probabilities of events which decay exponentially in the parameter. Except when stated otherwise, the proof of statements in the text can be found in the book [DeZ98], and we will not repeat this fact throughout the chapter.

We followed here largely the logical structure of [DeZ98]. That is, Section 6.2 describes the definition of the large deviation principle (LDP) and some of its equivalent formulations and basic properties. Section 6.3 provides an overview of large deviation theorems in $\mathbb{R}^{d}$. Moving to a more abstract setup where the underlying variables take values in a topological space, Section 6.4 presents, after a short discussion on properties of the LDP, a collection of methods aimed at establishing the LDP. These methods include transformations of the LDP (i.e., how the LDP behaves under maps between spaces), relations between the LDP and Laplace's method for the evaluation for exponential integrals, properties of the LDP in topological vector spaces, and the behavior of the LDP under projective limits. Section 6.5 deals with LDPs for the sample paths of certain stochastic processes and the application of such LDPto the problem of the exit of randomly perturbed solutions of differential equations from the domain of attraction of stable equilibria. Section 6.6 deals with LDPs for the empirical measure of (discrete time) random processes: Sanov's theorem for the empirical measure of an i.i.d. sample and its extensions to Markov processes and mixing sequences are discussed. The section ends with two particular applications of the LDP: one to hypothesis testing problems in statistics, the other to the Gibbs conditioning principle in statistical mechanics.

We have not made an attempt here to give proper credit to all theorems and statements in the text. The historical notes in the book [DeZ98] should be consulted for the history of the subject and of particular theorems. In what follows, we describe only the major steps in the development of the theory up to the mid 80 s , referring the reader again to [DeZ98] for details and extensive references. We conclude by mentioning topics which are not covered in this chapter and references to them.

While much of the credit for the modern theory of large deviations and its various applications goes to Donsker and Varadhan (in the West) and to Freidlin and Wentzell (in the East), the topic is much older and may be traced back to the early 1900 s and in particular to the work of statisticians like Cramér, Chernoff, and Khinchine, culminating in the work of Bahadur [Bah71] on the power of statistical tests. In a slightly different direction, Sanov [San57] obtained his theorem in the mid-fifties, for real valued random variables.

The abstract framework for the LDP was proposed by Varadhan [Var66]. At that time, the only "modern" large deviation principles available were the theorems of Schilder and Sanov. At the same time sample path results began to be available in Russia through the work of Borovkov [Bor67], and a few years later, through the seminal work of Freidlin and Wentzell [VF70], [VF72], who introduced also an abstract foundation to the LDP.

The next crucial step forward was achieved through a series of papers of Donsker and Varadhan [DV75a], [DV75b], [DV76], [DV83], starting in the mid-seventies, where they developed systematically the large deviations theory for empirical measures in the i.i.d. and Markov cases, and later showed its relevance to problems arising in statistical mechanics. Related ideas were also introduced by Gärtner.

Essential tools in the theory of large deviations also emerged around that time: subadditivity, which was used by Ruelle [Rue67] and Lanford [Lan73] in the context of thermodynamics, was introduced into large deviations theory proper by Bahadur and Zabell [BaZ79]. Contraction principles which were introduced by Varadhan in his seminal paper [Var66], were greatly expanded by Azencott [Aze80], who systematized the use of exponential approximations. The use of convexity considerations was greatly advanced through the work of Gärtner [Gär77] and later refined by Ellis [Ell84]. The systematic use of projective limits was introduced by Dawson and Gärtner in [DaG87].

Since the mid-eighties, there has been an exponential explosion in the quantity of work devoted to large deviations theory and its applications. We refer the reader to [DeZ98] for an overview of this work. Other treatments in book form, of Large Deviations Theory may be found in [Var84], [FW84] (with emphasis on sample path results and the problem of exit from a domain), [Ell85] (with special emphasis on statistical mechanics), [DeuS89], [Buc90] (with special emphasis on engineering applications), [SW95] (with special emphasis on queuing problems), and [DuE97].

We conclude this introduction by noting topics which were completely left out from this chapter: we barely discuss refinements of large deviation principles (in the form of precise asymptotics occurring mainly in statistics and statistical mechanics), or subexponential probabilities of large deviations (see [Nag79] for an account of the latter). In our discussion of concentration inequalities via martingale differences, we do not discuss the beautiful recent work of Talagrand [Tal95], [Tal96]. We have not discussed the intimate relation between large deviations and equilibrium statistical mechanics, referring instead the reader to [Ell85]. Similarly, we have omitted a discussion of the relation between large deviations estimates for Markov chains and analytic properties of their generators, referring the reader to [DeuS89], [Sa197] and [Mar98]. We have completely omitted the discussion of hydrodynamic limits, an updated account of which can be found in [KL99]. When dealing with empirical measures, we do not consider at all continuous time processes, referring instead the reader to [DeuS89] for the required modifications. We do not cover at all the important topics of large deviations in Banach spaces (see [DeuS89] for an account), large deviations
for abstract gaussian processes (see [BeLd93] for a particularly transparent derivation of sample path results and [DV87] for the empirical process results), the relations between large deviations and information theory and engineering (see [CsK81]), or the application of large deviations and refinements to the study of heat-kernels (see [As81] for early results and [BeLa91], [KuS91], [KuS94] for more recent work). Our treatment of large deviations for the empirical measure of Markov chains does not cover the beautiful approach via regenerations, developed by Ney and Nummelin [INN85], [NN87a], [NN87b]. Finally, we have not discussed large deviations in the context of dynamical systems, and refer instead the reader to [Kif90], [Kif92].

### 6.2 The Large Deviation Principle

The large deviation principle (LDP) characterizes the limiting behavior, as $\epsilon \rightarrow 0$, of a family of probability measures $\left\{\mu_{\epsilon}\right\}$ on $(\mathcal{X}, \mathcal{B})$ in terms of a rate function. This characterization is via asymptotic upper and lower exponential bounds on the values that $\mu_{\epsilon}$ assigns to measurable subsets of $\mathcal{X}$. Throughout, $\mathcal{X}$ is a topological space so that open and closed subsets of $\mathcal{X}$ are well-defined, and the simplest situation is when elements of $\mathcal{B}_{\mathcal{X}}$, the Borel $\sigma$-field on $\mathcal{X}$, are of interest. To reduce possible measurability questions, all probability spaces are assumed to have been completed, and, with some abuse of notations, $\mathcal{B}_{\mathcal{X}}$ always denotes the thus completed Borel $\sigma$-field.
Definitions $A$ rate function $I$ is a lower semicontinuous mapping $I: \mathcal{X} \rightarrow[0, \infty]$ (such that for all $\alpha \in[0, \infty)$, the level set $\Psi_{I}(\alpha) \triangleq\{x: I(x) \leq \alpha\}$ is a closed subset of $\left.\mathcal{X}\right)$. A good rate function is a rate function for which all the level sets $\Psi_{I}(\alpha)$ are compact subsets of $\mathcal{X}$. The effective domain of $I$, denoted $\mathcal{D}_{I}$, is the set of points in $\mathcal{X}$ of finite rate, namely, $\mathcal{D}_{I} \triangleq\{x: I(x)<\infty\}$. When no confusion occurs, we refer to $\mathcal{D}_{I}$ as the domain of $I$.
Note that if $\mathcal{X}$ is a metric space, the lower semicontinuity property may be checked on sequences, i.e., $I$ is lower semicontinuous if and only if $\liminf _{x_{n} \rightarrow x} I\left(x_{n}\right) \geq I(x)$ for all $x \in \mathcal{X}$. A consequence of a rate function being good is that its infimum is achieved over closed sets.

The following standard notation is used throughout. For any set $\Gamma, \bar{\Gamma}$ denotes the closure of $\Gamma, \Gamma^{o}$ the interior of $\Gamma$, and $\Gamma^{c}$ the complement of $\Gamma$. The infimum of a function over an empty set is interpreted as $\infty$.
Definition $\left\{\mu_{\epsilon}\right\}$ satisfies the large deviation principle with a rate function $I$ if, for all $\Gamma \in \mathcal{B}$,

$$
\begin{equation*}
-\inf _{x \in \Gamma^{\circ}} I(x) \leq \liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \leq \limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \leq-\inf _{x \in \bar{\Gamma}} I(x) \tag{6.2.1}
\end{equation*}
$$

The right- and left-hand sides of (6.2.1) are referred to as the upper and lower bounds, respectively.
Remark: Note that in (6.2.1), $\mathcal{B}$ need not necessarily be the Borel $\sigma$-field. Thus, there can be a separation between the sets on which probability may be assigned and the values of the bounds. In particular, (6.2.1) makes sense even if some open sets are not measurable. Except for this section, we always assume that $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$ unless explicitly stated otherwise. The sentence " $\mu_{\epsilon}$ satisfies the LDP" is used as shorthand for " $\left\{\mu_{\epsilon}\right\}$ satisfies the large deviation principle with rate function $I$." It is obvious that if $\mu_{\epsilon}$ satisfies the LDP and $\Gamma \in \mathcal{B}$ is such that

$$
\begin{equation*}
\inf _{x \in \Gamma^{\circ}} I(x)=\inf _{x \in \bar{\Gamma}} I(x) \triangleq I_{\Gamma} \tag{6.2.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma)=-I_{\Gamma} \tag{6.2.3}
\end{equation*}
$$

A set $\Gamma$ that satisfies (6.2.2) is called an $I$ continuity set. In general, the LDP implies a precise limit in (6.2.3) only for $I$ continuity sets. Finer results may well be derived on a case-by-case basis for specific families of measures $\left\{\mu_{\epsilon}\right\}$ and particular sets. While such results do not fall within our definition of the LDP, a few illustrative examples are included. (See Sections 6.3.1 and 6.3.5.)

Some remarks on the definition now seem in order. Note first that in any situation involving nonatomic measures, $\mu_{\epsilon}(\{x\})=0$ for every $x$ in $\mathcal{X}$. Thus, if the lower bound of (6.2.1) was to hold with the infimum over $\Gamma$ instead of $\Gamma^{\circ}$, it would have to be concluded that $I(x) \equiv \infty$, contradicting the upper bound of (6.2.1) because $\mu_{\epsilon}(\mathcal{X})=1$ for all $\epsilon$. Therefore, some topological restrictions are necessary, and the definition of the LDP codifies a particularly convenient way of stating asymptotic results that, on the one hand, are accurate enough to be useful and, on the other hand, are loose enough to be correct.

Since $\mu_{\epsilon}(\mathcal{X})=1$ for all $\epsilon$, it is necessary that $\inf _{x \in \mathcal{X}} I(x)=0$ for the upper bound to hold. When $I$ is a good rate function, this means that there exists at least one point $x$ for which $I(x)=0$. Next, the upper bound trivially holds whenever $\inf _{x \in \bar{\Gamma}} I(x)=0$, while the lower bound trivially holds whenever $\inf _{x \in \Gamma^{\circ}} I(x)=\infty$. This leads to an alternative formulation of the LDP which is actually more useful when proving it. Suppose $I$ is a rate function and $\Psi_{I}(\alpha)$ its level set. Then (6.2.1) is equivalent to the following bounds.
(a) (Upper bound) For every $\alpha<\infty$ and every measurable set $\Gamma$ with $\bar{\Gamma} \subset \Psi_{I}(\alpha)^{c}$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \leq-\alpha \tag{6.2.4}
\end{equation*}
$$

(b) (Lower bound) For any $x \in \mathcal{D}_{I}$ and any measurable $\Gamma$ with $x \in \Gamma^{\circ}$,

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \geq-I(x) \tag{6.2.5}
\end{equation*}
$$

Inequality (6.2.5) emphasizes the local nature of the lower bound.
When $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$, the LDP is also equivalent to the following bounds:
(a) (Upper bound) For any closed set $F \subseteq \mathcal{X}$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(F) \leq-\inf _{x \in F} I(x) \tag{6.2.6}
\end{equation*}
$$

(b) (Lower bound) For any open set $G \subseteq \mathcal{X}$,

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(G) \geq-\inf _{x \in G} I(x) \tag{6.2.7}
\end{equation*}
$$

In many cases, a countable family of measures $\mu_{n}$ is considered (for example, when $\mu_{n}$ is the law governing the empirical mean of $n$ random variables). Then the LDP corresponds to the statement

$$
\begin{gather*}
-\inf _{x \in \Gamma^{o}} I(x) \leq \liminf _{n \rightarrow \infty} a_{n} \log \mu_{n}(\Gamma) \leq \limsup _{n \rightarrow \infty} a_{n} \log \mu_{n}(\Gamma) \\
\leq-\inf _{x \in \bar{\Gamma}} I(x) \tag{6.2.8}
\end{gather*}
$$

for some sequence $a_{n} \rightarrow 0$. Note that here $a_{n}$ replaces $\epsilon$ of (6.2.1) and similarly, the statements (6.2.4)-(6.2.7) are appropriately modified. For consistency, the convention $a_{n}=$ $1 / n$ is used throughout and $\mu_{n}$ is renamed accordingly to mean $\mu_{a^{-1}(1 / n)}$, where $a^{-1}$ denotes the inverse of $n \mapsto a_{n}$.

Often, a natural approach to proving the large deviations upper bound is to prove it first for compact sets. This motivates the following, where in the sequel all topological spaces are assumed to be Hausdorff.
Definition Suppose that all the compact subsets of $\mathcal{X}$ belong to $\mathcal{B}$. A family of probability measures $\left\{\mu_{\epsilon}\right\}$ is said to satisfy the weak $L D P$ with the rate function $I$ if the upper bound (6.2.4) holds for every $\alpha<\infty$ and all compact subsets of $\Psi_{I}(\alpha)^{c}$, and the lower bound (6.2.5) holds for all measurable sets.

It is important to realize that there are families of probability measures that satisfy the weak LDP with a good rate function but do not satisfy the full LDP. For example, let $\mu_{\epsilon}$ be the probability measures degenerate at $1 / \epsilon$. This family satisfies the weak LDP in $\mathbb{R}$ with the good rate function $I(x)=\infty$. On the other hand, $\mu_{\epsilon}$ can not satisfy the LDP with this or any other rate function.

In view of the preceding example, strengthening the weak LDP to a full LDP requires a way of showing that most of the probability mass (at least on an exponential scale) is concentrated on compact sets. The tool for doing that is the following:
Definition Suppose that all the compact subsets of $\mathcal{X}$ belong to $\mathcal{B}$. A family of probability measures $\left\{\mu_{\epsilon}\right\}$ on $\mathcal{X}$ is exponentially tight if for every $\alpha<\infty$, there exists a compact set $K_{\alpha} \subset \mathcal{X}$ such that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}\left(K_{\alpha}^{c}\right)<-\alpha \tag{6.2.9}
\end{equation*}
$$

## Remarks:

(a) Beware of the logical mistake that consists of identifying exponential tightness and the goodness of the rate function: The measures $\left\{\mu_{\epsilon}\right\}$ need not be exponentially tight in order to satisfy a LDP with a good rate function. In some situations, however, and in particular whenever $\mathcal{X}$ is locally compact or, alternatively, Polish, exponential tightness is implied by the goodness of the rate function. For details, c.f. Lemma 6.4.5.
(b) Whenever it is stated that $\mu_{\epsilon}$ satisfies the weak LDP or $\mu_{\epsilon}$ is exponentially tight, it will be implicitly assumed that all the compact subsets of $\mathcal{X}$ belong to $\mathcal{B}$.
(c) Obviously, for $\left\{\mu_{\epsilon}\right\}$ to be exponentially tight, it suffices to have pre-compact $K_{\alpha}$ for which (6.2.9) holds.

In the following lemma, exponential tightness is applied to strengthen a weak LDP.
Lemma 6.2.1 Let $\left\{\mu_{\epsilon}\right\}$ be an exponentially tight family.
(a) If the upper bound (6.2.4) holds for some $\alpha<\infty$ and all compact subsets of $\Psi_{I}(\alpha)^{c}$, then it also holds for all measurable sets $\Gamma$ with $\bar{\Gamma} \subset \Psi_{I}(\alpha)^{c}$. In particular, if $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$ and the upper bound (6.2.6) holds for all compact sets, then it also holds for all closed sets.
(b) If the lower bound (6.2.5) (the lower bound (6.2.7) in case $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$ ) holds for all measurable sets (all open sets), then $I(\cdot)$ is a good rate function.
Thus, when an exponentially tight family of probability measures satisfies the weak LDP with a rate function $I(\cdot)$, then $I$ is a good rate function and the LDP holds.

### 6.3 Large Deviation Principles for Finite Dimensional Spaces

This section is devoted to the study of the LDP in finite dimensional spaces. We start with the empirical measure of i.i.d. random variables taking values in a finite set, moving on to the empirical mean of i.i.d. $\mathbb{R}^{d}$-valued variables, then relaxing the independence assumption. We conclude with a brief introduction to concentration inequalities and various refinements of the LDP. The material in this section is taken from Sections 2.1.1, 2.2, 2.3, 2.4.1 and 3.7 of [DeZ98], and the reader is referred there for more details, historical notes, and proofs.

### 6.3.1 The Method of Types

Throughout Section 6.3.1, all random variables assume values in a finite set $\Sigma=\left\{a_{1}, a_{2}, \ldots, a_{N}\right\} ; \Sigma$, which is also called the underlying alphabet, satisfies $|\Sigma|=N$, where for any set $A,|A|$ denotes its cardinality, or size. Combinatorial methods are then applicable for deriving LDPs for the empirical measures of $\Sigma$-valued processes and for the corresponding empirical means. While the scope of these methods is limited to finite alphabets, they illustrate the results one can hope to obtain for more abstract alphabets. Unlike other approaches, this method for deriving the LDP is based on point estimates and thus yields more information than the LDP statement. Throughout, $M_{1}(\Sigma)$ denotes the space of all probability measures on the alphabet $\Sigma$. Here $M_{1}(\Sigma)$ is identified with the standard probability simplex in $\mathbb{R}^{|\Sigma|}$, i.e., the set of all $|\Sigma|$-dimensional real vectors with nonnegative components that sum to 1 . Open sets in $M_{1}(\Sigma)$ are obviously induced by the open sets in $\mathbb{R}^{|\Sigma|}$.

Let $Y_{1}, Y_{2}, \ldots, Y_{n}$ be a sequence of random variables that are independent and identically distributed according to the law $\mu \in M_{1}(\Sigma)$. Let $\Sigma_{\mu}$ denote the support of the law $\mu$, i.e., $\Sigma_{\mu}=\left\{a_{i}: \mu\left(a_{i}\right)>0\right\}$. In general, $\Sigma_{\mu}$ could be a strict subset of $\Sigma$; When considering a single measure $\mu$, it may be assumed, without loss of generality, that $\Sigma_{\mu}=\Sigma$ by ignoring those symbols that appear with zero probability.

Definition 6.3.1 The type $L_{n}^{\mathbf{y}}$ of a finite sequence $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right) \in \Sigma^{n}$ is the empirical measure (law) induced by this sequence. Explicitly, $L_{n}^{\mathbf{y}}=\left(L_{n}^{\mathbf{y}}\left(a_{1}\right), \ldots, L_{n}^{\mathbf{y}}\left(a_{|\Sigma|}\right)\right)$ is the element of $M_{1}(\Sigma)$ where

$$
L_{n}^{\mathbf{y}}\left(a_{i}\right)=\frac{1}{n} \sum_{j=1}^{n} 1_{a_{i}}\left(y_{j}\right), \quad i=1, \ldots,|\Sigma|
$$

i.e., $L_{n}^{\mathbf{y}}\left(a_{i}\right)$ is the fraction of occurrences of $a_{i}$ in the sequence $y_{1}, \ldots, y_{n}$.

Let $\mathcal{L}_{n}$ denote the set of all possible types of sequences of length $n$. Thus, $\mathcal{L}_{n} \triangleq\{\nu: \nu=$ $L_{n}^{\mathbf{y}}$ for some $\left.\mathbf{y}\right\} \subset \mathbb{R}^{|\Sigma|}$, and the empirical measure $L_{n}^{\mathbf{Y}}$ associated with the sequence $\mathbf{Y} \triangleq\left(Y_{1}, \ldots, Y_{n}\right)$ is a random element of the set $\mathcal{L}_{n}$. These concepts are useful for finite alphabets because of the following volume and approximation distance estimates.

Lemma 6.3.2 (a) $\left|\mathcal{L}_{n}\right| \leq(n+1)^{|\Sigma|}$.
(b) For any probability vector $\nu \in M_{1}(\Sigma)$,

$$
\begin{equation*}
d_{V}\left(\nu, \mathcal{L}_{n}\right) \triangleq \inf _{\nu, \mathcal{L}_{n}} d_{V}\left(\nu, \nu^{\prime}\right) \leq \frac{|\Sigma|}{2 n} \tag{6.3.10}
\end{equation*}
$$

where $d_{V}\left(\nu, \nu^{\prime}\right) \triangleq \sup _{A \subset \Sigma}\left[\nu(A)-\nu^{\prime}(A)\right]$ is the variational distance between the measures $\nu$ and $\nu^{\prime}$.

Proof. Note that every component of the vector $L_{n}^{y}$ belongs to the set $\left\{\frac{0}{n}, \frac{1}{n}, \ldots, \frac{n}{n}\right\}$, whose cardinality is $(n+1)$. Part (a) of the lemma follows, since the vector $L_{n}^{y}$ is specified by at most $|\Sigma|$ such quantities.

To prove part (b), observe that $\mathcal{L}_{n}$ contains all probability vectors composed of $|\Sigma|$ coordinates from the set $\left\{\frac{0}{n}, \frac{1}{n}, \ldots, \frac{n}{n}\right\}$. Thus, for any $\nu \in M_{1}(\Sigma)$, there exists a $\nu^{\prime} \in \mathcal{L}_{n}$ with $\left|\nu\left(a_{i}\right)-\nu^{\prime}\left(a_{i}\right)\right| \leq 1 / n$ for $i=1, \ldots,|\Sigma|$. The bound of (6.3.10) now follows, since for finite $\Sigma$,

$$
d_{V}\left(\nu, \nu^{\prime}\right)=\frac{1}{2} \sum_{i=1}^{|\Sigma|}\left|\nu\left(a_{i}\right)-\nu^{\prime}\left(a_{i}\right)\right|
$$

Definition 6.3.3 The type class $T_{n}(\nu)$ of a probability law $\nu \in \mathcal{L}_{n}$ is the set $T_{n}(\nu)=\{\mathbf{y} \in$ $\left.\Sigma^{n}: L_{n}^{\mathbf{y}}=\nu\right\}$.
Note that a type class consists of all permutations of a given vector in this set. In the definitions to follow, $0 \log 0 \triangleq 0$ and $0 \log (0 / 0) \triangleq 0$.

Definition 6.3.4 (a) The entropy of a probability vector $\nu$ is

$$
H(\nu) \triangleq-\sum_{i=1}^{|\Sigma|} \nu\left(a_{i}\right) \log \nu\left(a_{i}\right)
$$

(b) The relative entropy of a probability vector $\nu$ with respect to another probability vector $\mu$ is

$$
H(\nu \mid \mu) \triangleq \sum_{i=1}^{|\Sigma|} \nu\left(a_{i}\right) \log \frac{\nu\left(a_{i}\right)}{\mu\left(a_{i}\right)}
$$

Remark: By applying Jensen's inequality to the convex function $x \log x$, it follows that the function $H(\cdot \mid \mu)$ is nonnegative. Note that $H(\cdot \mid \mu)$ is finite and continuous on the compact set $\left\{\nu \in M_{1}(\Sigma): \Sigma_{\nu} \subseteq \Sigma_{\mu}\right\}$, because $x \log x$ is continuous for $0 \leq x \leq 1$. Moreover, $H(\cdot \mid \mu)=\infty$ outside this set, and hence $H(\cdot \mid \mu)$ is a good rate function.

The probabilities of the events $\left\{L_{n}^{\mathbf{Y}}=\nu\right\}, \nu \in \mathcal{L}_{n}$, are estimated in the following two lemmas. First, it is shown that outcomes belonging to the same type class are equally likely, and then the exponential growth rate of each type class is estimated.

Let $\operatorname{Prob}_{\mu}$ denote the probability law $\mu^{Z_{+}}$associated with an infinite sequence of i.i.d. random variables $\left\{Y_{j}\right\}$ distributed following $\mu \in M_{1}(\Sigma)$.
Lemma 6.3.5 If $\mathrm{y} \in T_{n}(\nu)$ for $\nu \in \mathcal{L}_{n}$, then

$$
\operatorname{Prob}_{\mu}\left(\left(Y_{1}, \ldots, Y_{n}\right)=\mathbf{y}\right)=e^{-n[H(\nu)+H(\nu \mid \mu)]}
$$

Proof. The random empirical measure $L_{n}^{Y}$ concentrates on types $\nu \in \mathcal{L}_{n}$ for which $\Sigma_{\nu} \subseteq \Sigma_{\mu}$ i.e., $H(\nu \mid \mu)<\infty$. Therefore, assume without loss of generality that $L_{n}^{\mathbf{y}}=\nu$ and $\Sigma_{\nu} \subseteq \Sigma_{\mu}$. Then

$$
\operatorname{Prob}_{\mu}\left(\left(Y_{1}, \ldots, Y_{n}\right)=\mathbf{y}\right)=\prod_{i=1}^{|\Sigma|} \mu\left(a_{i}\right)^{n \nu\left(a_{i}\right)}=e^{-n[H(\nu)+H(\nu \mid \mu)]}
$$

where the last equality follows by the identity

$$
H(\nu)+H(\nu \mid \mu)=-\sum_{i=1}^{|\Sigma|} \nu\left(a_{i}\right) \log \mu\left(a_{i}\right)
$$

In particular, since $H(\mu \mid \mu)=0$, it follows that for all $\mu \in \mathcal{L}_{n}$ and $\mathbf{y} \in T_{n}(\mu)$,

$$
\begin{equation*}
\operatorname{Prob}_{\mu}\left(\left(Y_{1}, \ldots, Y_{n}\right)=\mathbf{y}\right)=e^{-n H(\mu)} \tag{6.3.11}
\end{equation*}
$$

Elementary combinatorics also yield that for every $\nu \in \mathcal{L}_{n}$,

$$
\begin{equation*}
(n+1)^{-|\Sigma|} e^{n H(\nu)} \leq\left|T_{n}(\nu)\right| \leq e^{n H(\nu)} \tag{6.3.12}
\end{equation*}
$$

By Lemma 6.3.5,

$$
\begin{aligned}
\operatorname{Prob}_{\mu}\left(L_{n}^{\mathbf{Y}}=\nu\right) & =\left|T_{n}(\nu)\right| \operatorname{Prob}_{\mu}\left(\left(Y_{1}, \ldots, Y_{n}\right)=\mathbf{y}, L_{n}^{\mathbf{y}}=\nu\right) \\
& =\left|T_{n}(\nu)\right| e^{-n[H(\nu)+H(\nu \mid \mu)]}
\end{aligned}
$$

Hence, by (6.3.12), we have that

Lemma 6.3.6 (Large deviations probabilities) For any $\nu \in \mathcal{L}_{n}$,

$$
(n+1)^{-|\Sigma|} e^{-n H(\nu \mid \mu)} \leq \operatorname{Prob}_{\mu}\left(L_{n}^{\mathbf{Y}}=\nu\right) \leq e^{-n H(\nu \mid \mu)} .
$$

Combining Lemmas 6.3.2 and 6.3.6, one obtains Sanov's theorem in the finite alphabet context. See Section 6.6.2 for the general case.

Theorem 6.3.7 (Sanov) For every set $\Gamma$ of probability vectors in $M_{1}(\Sigma)$,

$$
\begin{align*}
-\inf _{\nu \in \Gamma^{o}} H(\nu \mid \mu) & \leq \liminf _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{Prob}_{\mu}\left(L_{n}^{\mathbf{Y}} \in \Gamma\right)  \tag{6.3.13}\\
& \leq \limsup _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{Prob}_{\mu}\left(L_{n}^{\mathbf{Y}} \in \Gamma\right) \leq-\inf _{\nu \in \Gamma} H(\nu \mid \mu)
\end{align*}
$$

where $\Gamma^{o}$ is the interior of $\Gamma$ considered as a subset of $\mathbb{R}^{|\Sigma|}$.

### 6.3.2 Cramér's Theorem in $\mathbb{R}^{d}$

Consider the empirical means $\hat{S}_{n} \triangleq \frac{1}{n} \sum_{j=1}^{n} X_{j}$, for i.i.d., $d$-dimensional random vectors $X_{1}, \ldots, X_{n}, \ldots$, with $X_{1}$ distributed according to the probability law $\mu \in M_{1}\left(\mathbb{R}^{d}\right)$. The logarithmic moment generating function associated with the law $\mu$ is defined as

$$
\begin{equation*}
\Lambda(\lambda) \triangleq \log M(\lambda) \triangleq \log E\left[e^{\left(\lambda, X_{1}\right\rangle}\right] \tag{6.3.14}
\end{equation*}
$$

where $\langle\lambda, x\rangle \triangleq \sum_{j=1}^{d} \lambda^{j} x^{j}$ is the usual scalar product in $\mathbb{R}^{d}$, and $x^{j}$ the $j$ th coordinate of $x$. Another common name for $\Lambda(\cdot)$ is the cumulant generating function. In what follows, $|x| \triangleq \sqrt{\langle x, x\rangle}$, is the usual Euclidean norm. Note that $\Lambda(0)=0$, and while $\Lambda(\lambda)>-\infty$ for all $\lambda$, it is possible to have $\Lambda(\lambda)=\infty$. Let $\mu_{n}$ denote the law of $\hat{S}_{n}$ and $\bar{x} \triangleq E\left[X_{1}\right]$. When $\bar{x}$ exists and is finite, and $E\left[\left|X_{1}-\bar{x}\right|^{2}\right]<\infty$, then $\hat{S}_{n} \underset{n \rightarrow \infty}{\text { Prob }} \bar{x}$, by an application of Markov's inequality. Hence, in this situation, $\mu_{n}(F) \underset{n \rightarrow \infty}{\longrightarrow} 0$ for any closed set $F$ such that $\bar{x} \notin F$. Cramér's theorem characterizes the logarithmic rate of this convergence by the following (rate) function.

Definition 6.3.8 The Fenchel-Legendre transform of $\Lambda(\lambda)$ is

$$
\Lambda^{*}(x) \triangleq \sup _{\lambda \in \mathbb{R}^{d}}\{\langle\lambda, x\rangle-\Lambda(\lambda)\}
$$

Theorem 6.3.9 (Cramér) The sequence of measures $\left\{\mu_{n}\right\}$ satisfies the weak LDP on $\mathbb{R}^{d}$ with the convex rate function $\Lambda^{*}(\cdot)$; Moreover, for every open convex $A \subset \mathbb{R}^{d}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A)=-\inf _{x \in A} \Lambda^{*}(x)
$$

If $d=1$ the full LDP holds, and for any $d<\infty$ the assumption that $\Lambda(\lambda)<\infty$ for all $|\lambda|$ small enough implies the full LDP and that $\Lambda^{*}(\cdot)$ is a good rate function.

## Remarks:

(a) The definition of the Fenchel-Legendre transform for (topological) vector spaces and some of its properties are presented in Section 6.4.4. It is also shown there that the FenchelLegendre transform is a natural candidate for the rate function, since the LDP upper bound holds for compact sets in a general setup.
(b) When $d=1$, for all $n$, and any closed set $F \subset \mathbb{R}$, one has the nonasymptotic upper bound

$$
\mu_{n}(F) \leq 2 e^{-n \inf _{x \in F} \Lambda^{*}(x)} .
$$

We close this section by indicating the basic steps in the proof of Cramér's theorem. The upper bound is deduced from the case of a half-space, that is, an interval $[x, \infty)$ for $d=1$. The latter is a rewrite of Chebycheff's inequality: for $\lambda \geq 0$, and $x \geq \bar{x}$,

$$
\mu_{n}([x, \infty)) \leq E\left(e^{n \lambda\left(\hat{S}_{n}-x\right)}\right)=e^{-n[\lambda x-\Lambda(\lambda)]}
$$

where optimizing $\lambda x-\Lambda(\lambda)$ over $\lambda>0$ yields for $x \geq \bar{x}$ the value of $\Lambda^{*}(x)$, hence the stated upper bound.

The lower bound requires a more sophisticated idea, based on an "exponential change of measure." We present the sketch for the case $d=1$ :

Define the measure

$$
\frac{d \tilde{\mu}}{d \mu}(x)=e^{\eta x-\Lambda(\eta)}
$$

where $\eta$ is such that $E_{\tilde{\mu}}\left(X_{1}\right)=x$ (we assume that such an $\eta$ exists, otherwise one needs to approximate). Then, $\eta x-\Lambda(\eta)=\Lambda^{*}(x)$, and by the law of large numbers, $\hat{S}_{n} \rightarrow x$ in probability under the law $\tilde{\mu}^{n}$. Now,

$$
\mu_{n}([x-\delta, x+\delta]) \geq \tilde{\mu}_{n}([x-\delta, x+\delta]) e^{n[\Lambda(\eta)-\eta x-\delta|\eta|]}
$$

and the lower bound follows by considering first $n \rightarrow \infty$ and then $\delta \rightarrow 0$.

### 6.3.3 The Gärtner-Ellis Theorem

Consider a sequence of random vectors $Z_{n} \in \mathbb{R}^{d}$, where $Z_{n}$ possesses the law $\mu_{n}$ and logarithmic moment generating function

$$
\begin{equation*}
\Lambda_{n}(\lambda) \triangleq \log E\left[e^{\left\langle\lambda, Z_{n}\right\rangle}\right] \tag{6.3.15}
\end{equation*}
$$

The existence of a limit of properly scaled logarithmic moment generating functions indicates that $\mu_{n}$ may satisfy the LDP. Specifically, the following assumption is imposed throughout Section 6.3.3.
Assumption 6.3.16 For each $\lambda \in \mathbb{R}^{d}$, the logarithmic moment generating function, defined as the limit

$$
>\Lambda(\lambda) \triangleq \lim _{n \rightarrow \infty} \frac{1}{n} \Lambda_{n}(n \lambda)
$$

exists as an extended real number. Further, the origin belongs to the interior of $\mathcal{D}_{\Lambda} \triangleq\{\lambda \in$ $\left.\mathbb{R}^{d}: \Lambda(\lambda)<\infty\right\}$.
In particular, if $\mu_{n}$ is the law governing the empirical mean $\hat{S}_{n}$ of i.i.d. random vectors $X_{i} \in \mathbb{R}^{d}$, then for every $n \in \mathbb{Z}_{+}$,

$$
\frac{1}{n} \Lambda_{n}(n \lambda)=\Lambda(\lambda) \triangleq \log E\left[e^{\left(\lambda, X_{1}\right\rangle}\right]
$$

and Assumption 6.3.16 holds whenever $0 \in \mathcal{D}_{\Lambda}^{o}$.
Let $\Lambda^{*}(\cdot)$ be the Fenchel-Legendre transform of $\Lambda(\cdot)$, with $\mathcal{D}_{\Lambda^{*}}=\left\{x \in \mathbb{R}^{d}: \Lambda^{*}(x)<\right.$ $\infty\}$. Motivated by Theorem 6.3.9, it is our goal to state conditions under which the sequence $\mu_{n}$ satisfies the LDP with the rate function $\Lambda^{*}$.

Definition 6.3.10 $y \in \mathbb{R}^{d}$ is an exposed point of $\Lambda^{*}$ if for some $\lambda \in \mathbb{R}^{d}$ and all $x \neq y$,

$$
\begin{equation*}
\langle\lambda, y\rangle-\Lambda^{*}(y)>\langle\lambda, x\rangle-\Lambda^{*}(x) . \tag{6.3.17}
\end{equation*}
$$

$\lambda$ in (6.3.17) is called an exposing hyperplane.
Definition 6.3.11 $A$ convex function $\Lambda: \mathbb{R}^{d} \rightarrow(-\infty, \infty]$ is essentially smooth if:
(a) $\mathcal{D}_{\Lambda}^{o}$ is non-empty.
(b) $\Lambda(\cdot)$ is differentiable throughout $\mathcal{D}_{\Lambda}^{o}$.
(c) $\Lambda(\cdot)$ is steep, namely, $\lim _{n \rightarrow \infty}\left|\nabla \Lambda\left(\lambda_{n}\right)\right|=\infty$ whenever $\left\{\lambda_{n}\right\}$ is a sequence in $\mathcal{D}_{\Lambda}^{o}$ converging to a boundary point of $\mathcal{D}_{\Lambda}^{o}$.

The following theorem is the main result of Section 6.3.3.
Theorem 6.3.12 (Gärtner-Ellis) Let Assumption 6.3.16 hold.
(a) For any closed set $F$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(F) \leq-\inf _{x \in F} \Lambda^{*}(x) \tag{6.3.18}
\end{equation*}
$$

(b) For any open set $G$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(G) \geq-\inf _{x \in G \cap \mathcal{F}} \Lambda^{*}(x) \tag{6.3.19}
\end{equation*}
$$

where $\mathcal{F}$ is the set of exposed points of $\Lambda^{*}$ whose exposing hyperplane belongs to $\mathcal{D}_{\Lambda}^{o}$.
(c) If $\Lambda$ is an essentially smooth, lower semicontinuous function, then the LDP holds with the good rate function $\Lambda^{*}(\cdot)$.

## Remarks:

(a) Theorem 6.3.12 is valid, as in the statement (6.2.8) of the LDP, when $1 / n$ is replaced by a sequence of constants $a_{n} \rightarrow 0$, or even when a continuous parameter family $\left\{\mu_{\epsilon}\right\}$ is considered, with Assumption 6.3.16 properly modified.
(b) Although the Gärtner-Ellis theorem is quite general in its scope, it does not cover all $\mathbb{R}^{d}$ cases in which an LDP exists. As an illustrative example, consider $Z_{n} \sim \operatorname{Exponential}(n)$. Assumption 6.3.16 then holds with $\Lambda(\lambda)=0$ for $\lambda<1$ and $\Lambda(\lambda)=\infty$ otherwise. Moreover, the law of $Z_{n}$ possesses the density $n e^{-n z} 1_{[0, \infty)}(z)$, and consequently the LDP holds with the good rate function $I(x)=x$ for $x \geq 0$ and $I(x)=\infty$ otherwise. A direct computation reveals that $I(\cdot)=\Lambda^{*}(\cdot)$. Hence, $\mathcal{F}=\{0\}$ while $\mathcal{D}_{\Lambda^{*}}=[0, \infty)$, and therefore the GärtnerEllis theorem yields a trivial lower bound for sets that do not contain the origin.
(c) Assumption 6.3.16 implies that $\Lambda^{*}(x) \leq \liminf _{n \rightarrow \infty} \Lambda_{n}^{*}(x)$ for $\Lambda_{n}^{*}(x)=\sup _{\lambda}\{\langle\lambda, x\rangle-$ $\left.n^{-1} \Lambda_{n}(n \lambda)\right\}$. However, pointwise convergence of $\Lambda_{n}^{*}(x)$ to $\Lambda^{*}(x)$ is not guaranteed. For example, when $P\left(Z_{n}=n^{-1}\right)=1$, we have $\Lambda_{n}(\lambda)=\lambda / n \rightarrow 0=\Lambda(\lambda)$, while $\Lambda_{n}^{*}(0)=\infty$ and $\Lambda^{*}(0)=0$. This phenomenon is relevant when trying to go beyond the Gärtner-Ellis theorem, as for example in [Zab92, DeZ95].

Two auxiliary lemmas which play a crucial role in the proof are next stated. Lemma 6.3.13 presents the elementary properties of $\Lambda$ and $\Lambda^{*}$, which are needed for proving parts (a) and (b) of the theorem, and moreover highlights the relation between exposed points and differentiability properties.
Lemma 6.3.13 Let Assumption 6.3.16 hold.
(a) $\Lambda(\lambda)$ is a convex function, $\Lambda(\lambda)>-\infty$ everywhere, and $\Lambda^{*}(x)$ is a convex good rate function.
(b) Suppose that $y=\nabla \Lambda(\eta)$ for some $\eta \in \mathcal{D}_{\Lambda}^{o}$. Then

$$
\begin{equation*}
\Lambda^{*}(y)=\langle\eta, y\rangle-\Lambda(\eta) \tag{6.3.20}
\end{equation*}
$$

Moreover $y \in \mathcal{F}$, with $\eta$ being the exposing hyperplane for $y$.

The essential ingredients for the proof of parts (a) and (b) of the Gärtner-Ellis theorem are those presented in the course of proving Cramér's theorem in $\mathbb{R}^{d}$; namely, Chebycheff's inequality is applied for deriving the upper bound and an exponential change of measure is used for deriving the lower bound. However, since the law of large numbers is no longer available a priori, the large deviations upper bound for exponentially tilted measures is used in order to prove the lower bound.

The proof of part (c) of the Gärtner-Ellis theorem depends on rather intricate convex analysis considerations that are summarized in the following lemma. Here, ri $\mathcal{D}_{\Lambda^{*}}$ is the relative interior of the set $\left\{x: \Lambda^{*}(x)<\infty\right\}$. For the case of $\mathcal{D}_{\Lambda}=\mathbb{R}^{d}$, one may instead use a regularization of the random variables $Z_{n}$ by adding asymptotically negligible Normal random variables.

Lemma 6.3.14 (Rockafellar) If $\Lambda: \mathbb{R}^{d} \rightarrow(-\infty, \infty]$ is an essentially smooth, lower semicontinuous, convex function, then $r i \mathcal{D}_{\Lambda^{*}} \subseteq \mathcal{F}$.

### 6.3.4 Inequalities for Bounded Martingale Differences

The precise large deviations estimates presented so far are all related to rather simple functionals of an independent sequence of random variables, namely to empirical means of such a sequence. We digress here from this theme by, while still keeping the independence structure, allowing for more complicated functionals. In such a situation, it is often hopeless to have a LDP, and one is content with the rough concentration properties of the random variables under investigation.

We next present concentration inequalities for discrete time martingales of bounded differences and show how these may apply for certain functionals of independent variables.

Our starting point is a bound on the moment generating function of a random variable in terms of its maximal possible value and first two moments.

Lemma 6.3.15 (Bennett) Suppose $X \leq b$ is a real-valued random variable with $\bar{x}=E(X)$ and $E\left[(X-\bar{x})^{2}\right] \leq \sigma^{2}$ for some $\sigma>0$. Then, for any $\lambda \geq 0$,

$$
\begin{equation*}
E\left(e^{\lambda X}\right) \leq e^{\lambda \bar{x}}\left\{\frac{(b-\bar{x})^{2}}{(b-\bar{x})^{2}+\sigma^{2}} e^{-\frac{\lambda \sigma^{2}}{b-\bar{x}}}+\frac{\sigma^{2}}{(b-\bar{x})^{2}+\sigma^{2}} e^{\lambda(b-\bar{x})}\right\} \tag{6.3.21}
\end{equation*}
$$

Corollary 6.3.16 Fix $a<b$. Suppose that $a \leq X \leq b$ is a real-valued random variable with $\bar{x}=E(X)$. Then, for any $\lambda \in \mathbb{R}$,

$$
\begin{equation*}
E\left(e^{\lambda X}\right) \leq \frac{\bar{x}-a}{b-a} e^{\lambda b}+\frac{b-\bar{x}}{b-a} e^{\lambda a} \tag{6.3.22}
\end{equation*}
$$

Once uniform bounds on the log moment generating function are available, one may apply Chebycheff's upper bound to deduce concentration inequalities. One uses successive conditioning and the martingale property to control the mean of the random variables involved, with boundedness of the increments allowing to use Lemma 6.3 .15 or Corollary 6.3.16.

Corollary 6.3.17 Suppose $v>0$ and the real valued random variables $\left\{Y_{n}: n=1,2, \ldots\right\}$ are such that both $Y_{n} \leq 1$ almost surely, and $E\left[Y_{n} \mid S_{n-1}\right]=0, E\left[Y_{n}^{2} \mid S_{n-1}\right] \leq v$ for $S_{n} \triangleq \sum_{j=1}^{n} Y_{j}, S_{0}=0$. Then, for any $\lambda \geq 0$,

$$
\begin{equation*}
E\left[e^{\lambda S_{n}}\right] \leq\left(\frac{e^{-v \lambda}+v e^{\lambda}}{1+v}\right)^{n} \tag{6.3.23}
\end{equation*}
$$

Moreover, for all $x \geq 0$,

$$
\begin{equation*}
\operatorname{Prob}\left(n^{-1} S_{n} \geq x\right) \leq \exp \left(-n H\left(\left.\frac{x+v}{1+v} \right\rvert\, \frac{v}{1+v}\right)\right) \tag{6.3.24}
\end{equation*}
$$

where $H\left(p \mid p_{0}\right) \triangleq p \log \left(p / p_{0}\right)+(1-p) \log \left((1-p) /\left(1-p_{0}\right)\right)$ for $p \in[0,1]$ and $H\left(p \mid p_{0}\right)=\infty$ otherwise. Finally, for all $y \geq 0$,

$$
\begin{equation*}
\operatorname{Prob}\left(n^{-1 / 2} S_{n} \geq y\right) \leq e^{-2 y^{2} /(1+v)^{2}} \tag{6.3.25}
\end{equation*}
$$

A typical application of Corollary 6.3.17 is as follows, where in order not to be distracted by measurability concerns, assume that $\Sigma$ is a Polish space, that is, a complete separable metric space. In applications, $\Sigma$ is often either a finite set or a subset of $\mathbb{R}$.

Corollary 6.3.18 Let $Z_{n}=g_{n}\left(X_{1}, \ldots, X_{n}\right)$ for independent $\Sigma$-valued random variables $\left\{X_{i}\right\}$ and real-valued, measurable $g_{n}(\cdot)$. Let $\left\{\hat{X}_{i}\right\}$ be an independent copy of $\left\{X_{i}\right\}$. Suppose that for $k=1, \ldots, n$,

$$
\begin{equation*}
\left|g_{n}\left(X_{1}, \ldots, X_{n}\right)-g_{n}\left(X_{1}, \ldots, X_{k-1}, \hat{X}_{k}, X_{k+1}, \ldots, X_{n}\right)\right| \leq 1 \tag{6.3.26}
\end{equation*}
$$

almost surely. Then, for all $x \geq 0$,

$$
\begin{equation*}
\operatorname{Prob}\left(n^{-1}\left(Z_{n}-E Z_{n}\right) \geq x\right) \leq \exp \left(-n H\left(\left.\frac{x+1}{2} \right\rvert\, \frac{1}{2}\right)\right), \tag{6.3.27}
\end{equation*}
$$

and for all $y \geq 0$,

$$
\begin{equation*}
\operatorname{Prob}\left(n^{-1 / 2}\left(Z_{n}-E Z_{n}\right) \geq y\right) \leq e^{-y^{2} / 2} \tag{6.3.28}
\end{equation*}
$$

### 6.3.5 Moderate Deviations and Exact Asymptotics

Cramér's theorem deals with the tails of the empirical mean $\hat{S}_{n}$ of i.i.d. random variables. On a finer scale, the random variables $\sqrt{n} \hat{S}_{n}$ possess a limiting Normal distribution by the central limit theorem. In this situation, for $\beta \in(0,1 / 2)$, the renormalized empirical mean $n^{\beta} \hat{S}_{n}$ satisfies an LDP but always with a quadratic (Normal-like) rate function. This statement is made precise in the following theorem. (Choose $a_{n}=n^{(2 \beta-1)}$ in the theorem to obtain $Z_{n}=n^{\beta} \hat{S}_{n}$.)

Theorem 6.3.19 (Moderate Deviations) Let $X_{1}, \ldots, X_{n}$ be a sequence of $\mathbb{R}^{d}$-valued i.i.d. random vectors such that $\Lambda_{X}(\lambda) \triangleq \log E\left[e^{\left(\lambda, X_{i}\right)}\right]<\infty$ in some ball around the origin, $E\left(X_{i}\right)=0$, and $\mathbf{C}$, the covariance matrix of $X_{1}$, is invertible. Fix $a_{n} \rightarrow 0$ such that $n a_{n} \rightarrow \infty$ as $n \rightarrow \infty$, and let $Z_{n} \triangleq \sqrt{a_{n} / n} \sum_{i=1}^{n} X_{i}=\sqrt{n a_{n}} \hat{S}_{n}$. Then, for every measurable set $\Gamma$,

$$
\begin{align*}
-\frac{1}{2} \inf _{x \in \Gamma^{o}}\left\langle x, \mathbf{C}^{-1} x\right\rangle & \leq \liminf _{n \rightarrow \infty} a_{n} \log P\left(Z_{n} \in \Gamma\right) \\
& \leq \limsup _{n \rightarrow \infty} a_{n} \log P\left(Z_{n} \in \Gamma\right) \\
& \leq-\frac{1}{2} \inf _{x \in \bar{\Gamma}}\left\langle x, \mathbf{C}^{-1} x\right\rangle \tag{6.3.29}
\end{align*}
$$

The proof combines an application of the Gärtner-Ellis theorem with a Taylor expansion of logarithmic moment generation functions around $\lambda=0$.

## Remarks:

(a) A similar result may be obtained in the context of Markov additive processes.
(b) Theorem 6.3.19 is representative of the so-called Moderate Deviation Principle (MDP), in which for some $\gamma(\cdot)$ and a whole range of $a_{n} \rightarrow 0$, the sequences $\left\{\gamma\left(a_{n}\right) Y_{n}\right\}$ satisfy the LDP with the same rate function. Here, $Y_{n}=\sqrt{n} \hat{S}_{n}$ and $\gamma(a)=a^{1 / 2}$ (as in other situations in which $Y_{n}$ obeys the central limit theorem).

Another refinement of Cramér's theorem involves a more accurate estimate of the law $\mu_{n}$ of $\hat{S}_{n}$. Specifically, for a "nice" set $A$, one seeks an estimate $J_{n}^{-1}$ of $\mu_{n}(A)$ in the sense that $\lim _{n \rightarrow \infty} J_{n} \mu_{n}(A)=1$. Such an estimate is an improvement over the normalized logarithmic limit implied by the LDP. The following theorem, a representative of the so-called exact asymptotics, deals with the estimate $J_{n}$ for certain half intervals $A=[q, \infty) \subset \mathbb{R}$.
Theorem 6.3.20 (Bahadur and Rao) Let $\mu_{n}$ denote the law of $\hat{S}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$, where $X_{i}$ are i.i.d. real valued random variables with logarithmic moment generating function $\Lambda(\lambda)=\log E\left[e^{\lambda X_{1}}\right]$. Consider the set $A=[q, \infty)$, where $q=\Lambda^{\prime}(\eta)$ for some positive $\eta \in \mathcal{D}_{\Lambda}^{o}$.
(a) If the law of $X_{1}$ is nonlattice, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} J_{n} \mu_{n}(A)=1 \tag{6.3.30}
\end{equation*}
$$

where $J_{n}=\eta \sqrt{\Lambda^{\prime \prime}(\eta) 2 \pi n} \mathrm{e}^{n \Lambda^{*}(q)}$.
(b) Suppose $X_{1}$ has a lattice law, i.e., for some $x_{0}$, d, the random variable $d^{-1}\left(X_{1}-x_{0}\right)$ is (a.s.) an integer number, and $d$ is the largest number with this property. Assume further that $1>\operatorname{Prob}\left(X_{1}=q\right)>0$. (In particular, this implies that $d^{-1}\left(q-x_{0}\right)$ is an integer and that $\Lambda^{\prime \prime}(\eta)>0$.) Then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} J_{n} \mu_{n}(A)=\frac{\eta d}{1-e^{-\eta d}} \tag{6.3.31}
\end{equation*}
$$

## Remarks:

(a) It can be shown that $\Lambda^{*}(q)=\eta q-\Lambda(\eta), \Lambda(\cdot)$ is $C^{\infty}$ in some open neighborhood of $\eta$, $\eta=\Lambda^{* \prime}(q)$ and $\Lambda^{* \prime \prime}(q)=1 / \Lambda^{\prime \prime}(\eta)$. Hence, $J_{n}=\Lambda^{* \prime}(q) \sqrt{2 \pi n / \Lambda^{* \prime \prime}(q)} e^{n \Lambda^{*}(q)}$.
(b) Theorem 6.3.20 holds even when $A$ is a small interval of size of order $\mathbf{O}(\log n / n)$.

The proof of Theorem 6.3 .20 is based on an exponential translation of a local CLT. This approach is applicable for the dependent case of Section 6.3.3 and to a certain extent applies also in $\mathbb{R}^{d}, d>1$.

### 6.4 General Properties

We focus our attention now on the abstract statement of the LDP as presented in Section 6.2 and give conditions for the existence of such a principle and various approaches for the identification of the resulting rate function. Section 6.4.1 explores the relations between the topological structure of the space, the existence of certain limits, and the existence and uniqueness of the LDP. Section 6.4.2 describes how to move around the LDP from one space to another. Thus, under appropriate conditions, the LDP can be proved in a simple situation and then effortlessly transferred to a more complex one. Section 6.4.3 is about the relation between the LDP and the computation of exponential integrals. Although in some applications the computation of the exponential integrals is a goal in itself, it is more often the case that such computations are an intermediate step in deriving the LDP. Section 6.4.4 exploits convexity, in the case of topological vector spaces, either to derive the LDP or to identify its rate function. Section 6.4 .5 shows that the LDP is preserved under projective limits. This approach is quite general and may lead from finite dimensional computations to the LDP in abstract spaces.

The material for this section is taken from Chapter 4 of [DeZ98] to which the reader is referred for additional details, bibliography, and proofs.

### 6.4.1 Existence of an LDP and Related Properties

If a set $\mathcal{X}$ is given the coarse topology $\{\emptyset, \mathcal{X}\}$, the only information implied by the LDP is that $\inf _{x \in \mathcal{X}} I(x)=0$, and many rate functions satisfy this requirement. To avoid such trivialities, we must put some constraint on the topology of the set $\mathcal{X}$. Recall that a topological space is Hausdorff if, for every pair of distinct points $x$ and $y$, there exist disjoint neighborhoods of $x$ and $y$. The natural condition that prevails throughout this chapter is that, in addition to being Hausdorff, $\mathcal{X}$ is a regular space as defined next.

Definition 6.4.1 A Hausdorff topological space $\mathcal{X}$ is regular if, for any closed set $F \subset \mathcal{X}$ and any point $x \notin F$, there exist disjoint open subsets $G_{1}$ and $G_{2}$ such that $F \subset G_{1}$ and $x \in G_{2}$.

In the rest of the chapter, the term regular will mean Hausdorff and regular. We recall that every metric space is regular. Moreover, if a real topological vector space is Hausdorff, then it is regular. All examples of an LDP considered in this chapter are either for metric spaces, or for Hausdorff real topological vector spaces.

We collect below some simple consequences of the definition of the LDP and our topological assumptions. The first desirable consequence of the assumption that $\mathcal{X}$ is a regular topological space is the uniqueness of the rate function associated with the LDP.

Lemma 6.4.2 A family of probability measures $\left\{\mu_{\epsilon}\right\}$ on a regular topological space can have at most one rate function associated with its LDP.

## Remarks:

(a) If $\mathcal{X}$ is a locally compact space, or a Polish space, the rate function is unique as soon as a weak LDP holds.
(b) The uniqueness of the rate function does not depend on the Hausdorff part of the definition of regular spaces. However, the rate function assigns the same value to any two points of $\mathcal{X}$ that are not separated. Thus, in terms of the LDP, such points are indistinguishable.

As shown in the next lemma, the LDP is preserved under suitable inclusions. Hence, in applications, one may first prove an LDP in a space that possesses additional structure (for example, a topological vector space), and then use this lemma to deduce the LDP in the subspace of interest. It is then often convenient that Lemma 6.4.3 holds even when $\mathcal{B}_{\mathcal{X}} \subsetneq \mathcal{B}$.

Lemma 6.4.3 Let $\mathcal{E}$ be a measurable subset of $\mathcal{X}$ such that $\mu_{\epsilon}(\mathcal{E})=1$ for all $\epsilon>0$. Suppose that $\mathcal{E}$ is equipped with the topology induced by $\mathcal{X}$.
(a) If $\mathcal{E}$ is a closed subset of $\mathcal{X}$ and $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP in $\mathcal{E}$ with rate function $I$, then $\left\{\mu_{\epsilon}\right\}$ satisfies the $L D P$ in $\mathcal{X}$ with rate function $I^{\prime}$ such that $I^{\prime}=I$ on $\mathcal{E}$ and $I^{\prime}=\infty$ on $\mathcal{E}^{c}$.
(b) If $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP in $\mathcal{X}$ with rate function $I$ and $\mathcal{D}_{I} \subset \mathcal{E}$, then the same LDP holds in $\mathcal{E}$. In particular, if $\mathcal{E}$ is a closed subset of $\mathcal{X}$, then $\mathcal{D}_{I} \subset \mathcal{E}$ and hence the LDP holds in $\mathcal{E}$.

Lemma 6.4.3 also holds for the weak LDP, since compact subsets of $\mathcal{E}$ are just the compact subsets of $\mathcal{X}$ contained in $\mathcal{E}$. Similarly, under the assumptions of the lemma, $I$ is a good rate function on $\mathcal{X}$ iff it is a good rate function when restricted to $\mathcal{E}$.

The following is an important property of good rate functions.
Lemma 6.4.4 Let I be a good rate function.
(a) Let $\left\{F_{\delta}\right\}_{\delta>0}$ be a nested family of closed sets, i.e., $F_{\delta} \subseteq F_{\delta^{\prime}}$ if $\delta<\delta^{\prime}$. Define $F_{0}=$ $\cap_{\delta>0} F_{\delta}$. Then

$$
\inf _{y \in F_{0}} I(y)=\lim _{\delta \rightarrow 0} \inf _{y \in F_{\delta}} I(y)
$$

(b) Suppose $(\mathcal{X}, d)$ is a metric space. Then, for any set $A$,

$$
\begin{equation*}
\inf _{y \in \bar{A}} I(y)=\lim _{\delta \rightarrow 0} \inf _{y \in A^{\delta}} I(y) \tag{6.4.32}
\end{equation*}
$$

where

$$
\begin{equation*}
A^{\delta} \triangleq\left\{y: d(y, A)=\inf _{z \in A} d(y, z) \leq \delta\right\} \tag{6.4.33}
\end{equation*}
$$

denotes the closed blowup of $A$.
The next lemma is a partial converse of Lemma 6.2.1.
Lemma 6.4.5 Let $\left\{\mu_{n}\right\}$ be a sequence of probability measures on a Polish space $\mathcal{X}$ that satisfies the large deviations upper bound with a good rate function. Then $\left\{\mu_{n}\right\}$ is exponentially tight.

When a non-countable family of measures $\left\{\mu_{\epsilon}, \epsilon>0\right\}$ satisfies the large deviations upper bound in a Polish space with a good rate function, Lemma 6.4.5 yields the exponential tightness of every sequence $\left\{\mu_{\epsilon_{n}}\right\}$, where $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. As far as large deviations results are concerned, this is indistinguishable from exponential tightness of the whole family.

The following theorem introduces a general, indirect approach for establishing the existence of a weak LDP.

Theorem 6.4.6 Let $\mathcal{A}$ be a base of the topology of $\mathcal{X}$. For every $A \in \mathcal{A}$, define

$$
\begin{equation*}
\mathcal{L}_{A} \triangleq-\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A) \tag{6.4.34}
\end{equation*}
$$

and

$$
\begin{equation*}
I(x) \triangleq \sup _{\{A \in \mathcal{A}: x \in A\}} \mathcal{L}_{A} \tag{6.4.35}
\end{equation*}
$$

Suppose that for all $x \in \mathcal{X}$,

$$
\begin{equation*}
I(x)=\sup _{\{\mathcal{A} \in \mathcal{A}: x \in A\}}\left[-\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A)\right] . \tag{6.4.36}
\end{equation*}
$$

Then $\mu_{\epsilon}$ satisfies the weak LDP with the rate function $I(x)$.

## Remarks:

(a) Observe that condition (6.4.36) holds when the limits $\lim _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A)$ exist for all $A \in \mathcal{A}$ (with $-\infty$ as a possible value).
(b) When $\mathcal{X}$ is a locally convex, Hausdorff topological vector space, the base $\mathcal{A}$ is often chosen to be the collection of open, convex sets. This is done for example when proving Cramér's Theorem 6.6.1.
(c) It is easy to extend Theorem 6.4.6 to the context of a family of probability measures $\left\{\mu_{\epsilon, \sigma}\right\}$ that is indexed by an additional parameter $\sigma$. For example, $\sigma$ may be the initial state of a Markov chain.

It is aesthetically pleasing to know that the following partial converse of Theorem 6.4.6 holds.

Theorem 6.4.7 Suppose that $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP in a regular topological space $\mathcal{X}$ with rate function $I$. Then, for any base $\mathcal{A}$ of the topology of $\mathcal{X}$, and for any $x \in \mathcal{X}$,

$$
\begin{align*}
I(x) & =\sup _{\{A \in \mathcal{A}: x \in A\}}\left\{-\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A)\right\} \\
& =\sup _{\{A \in \mathcal{A}: x \in A\}}\left\{-\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A)\right\} . \tag{6.4.37}
\end{align*}
$$

Remark: For a Polish space $\mathcal{X}$ suffices to assume in Theorem 6.4.7 that $\left\{\mu_{\epsilon}\right\}$ satisfies the weak LDP. Consequently, by Theorem 6.4.6, in this context (6.4.37) is equivalent to the weak LDP.

The characterization of the rate function in Theorem 6.4.6 involves the supremum over a large collection of sets. Hence, it does not yield a convenient explicit formula. As shown in Section 6.4.4, if $\mathcal{X}$ is a Hausdorff topological vector space, this rate function can sometimes be identified with the Fenchel-Legendre transform of a limiting logarithmic moment generating function. This approach requires an a priori proof that the rate function is convex. The following lemma improves on Theorem 6.4.6 by giving a sufficient condition for the convexity of the rate function. Throughout, for any sets $A_{1}, A_{2} \in \mathcal{X}$,

$$
\frac{A_{1}+A_{2}}{2} \triangleq\left\{x: x=\left(x_{1}+x_{2}\right) / 2, x_{1} \in A_{1}, x_{2} \in A_{2}\right\}
$$

Lemma 6.4.8 Let $\mathcal{A}$ be a base for a Hausdorff topological vector space $\mathcal{X}$, such that in addition to condition (6.4.36), for every $A_{1}, A_{2} \in \mathcal{A}$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}\left(\frac{A_{1}+A_{2}}{2}\right) \geq-\frac{1}{2}\left(\mathcal{L}_{A_{1}}+\mathcal{L}_{A_{2}}\right) \tag{6.4.38}
\end{equation*}
$$

Then the rate function I of (6.4.35), which governs the weak $L D P$. associated with $\left\{\mu_{\epsilon}\right\}$, is convex.

When combined with exponential tightness, Theorem 6.4.6 implies the following large deviations analog of Prohorov's theorem.

Lemma 6.4.9 Suppose the topological space $\mathcal{X}$ has a countable base. For any family of probability measures $\left\{\mu_{\epsilon}\right\}$, there exists a sequence $\epsilon_{k} \rightarrow 0$ such that $\left\{\mu_{\epsilon_{k}}\right\}$ satisfies the weak $L D P$ in $\mathcal{X}$. If $\left\{\mu_{\epsilon}\right\}$ is an exponentially tight family of probability measures, then $\left\{\mu_{\epsilon_{k}}\right\}$ also satisfies the LDP with a good rate function.

The next lemma applies for tight Borel probability measures $\mu_{\epsilon}$ on metric spaces. In this context, it allows replacement of the assumed LDP in either Lemma 6.4.2 or Theorem 6.4.7 by a weak LDP.

Lemma 6.4.10 Suppose $\left\{\mu_{\epsilon}\right\}$ is a family of tight (Borel) probability measures on a metric space ( $\mathcal{X}, d$ ), such that the upper bound (6.2.6) holds for all compact sets and some rate function $I(\cdot)$. Then, for any base $\mathcal{A}$ of the topology of $\mathcal{X}$, and for any $x \in \mathcal{X}$,

$$
\begin{equation*}
I(x) \leq \sup _{\{A \in \mathcal{A}: x \in A\}}\left\{-\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(A)\right\} \tag{6.4.39}
\end{equation*}
$$

### 6.4.2 Contraction Principles and Exponential Approximation

Section 6.4.2 is devoted to transformations that preserve the LDP, although, possibly, changing the rate function. Once the LDP with a good rate function is established for $\mu_{\epsilon}$, the basic contraction principle yields the LDP for $\mu_{\epsilon} \circ f^{-1}$, where $f$ is any continuous map. The inverse contraction principle deals with $f$ which is the inverse of a continuous bijection, and this is a useful tool for strengthening the topology under which the LDP holds. The remainder of the section is devoted to exponentially good approximations and their implications; for example, it is shown that when two families of measures defined on the same probability space are exponentially equivalent, then one can infer the LDP for one family from the other. A direct consequence is Theorem 6.4.19, which extends the contraction principle to "approximately continuous" maps.

The LDP is preserved under continuous mappings, as the following elementary theorem shows.

Theorem 6.4.11 (Contraction principle) Let $\mathcal{X}$ and $\mathcal{Y}$ be Hausdorff topological spaces and $f: \mathcal{X} \rightarrow \mathcal{Y}$ a continuous function. Consider a good rate function $I: \mathcal{X} \rightarrow[0, \infty]$.
(a) For each $y \in \mathcal{Y}$, define

$$
\begin{equation*}
I^{\prime}(y) \triangleq \inf \{I(x): x \in \mathcal{X}, \quad y=f(x)\} \tag{6.4.40}
\end{equation*}
$$

Then $I^{\prime}$ is a good rate function on $\mathcal{Y}$, where as usual the infimum over the empty set is taken as $\infty$.
(b) If I controls the LDP associated with a family of probability measures $\left\{\mu_{\epsilon}\right\}$ on $\mathcal{X}$, then $I^{\prime}$ controls the LDP associated with the family of probability measures $\left\{\mu_{\epsilon} \circ f^{-1}\right\}$ on $\mathcal{Y}$.

Proof. (a) Clearly, $I^{\prime}$ is nonnegative. Since $I$ is a good rate function, for all $y \in f(\mathcal{X})$ the infimum in the definition of $I^{\prime}$ is obtained at some point of $\mathcal{X}$. Thus, the level sets of $I^{\prime}$, $\Psi_{I^{\prime}}(\alpha) \triangleq\left\{y: I^{\prime}(y) \leq \alpha\right\}$, are

$$
\Psi_{I^{\prime}}(\alpha)=\{f(x): I(x) \leq \alpha\}=f\left(\Psi_{I}(\alpha)\right)
$$

where $\Psi_{I}(\alpha)$ are the corresponding level sets of $I$. As $\Psi_{I}(\alpha) \subset \mathcal{X}$ are compact, so are the sets $\Psi_{I^{\prime}}(\alpha) \subset \mathcal{Y}$.
(b) The definition of $I^{\prime}$ implies that for any $A \subset \mathcal{Y}$,

$$
\begin{equation*}
\inf _{y \in A} I^{\prime}(y)=\inf _{x \in f^{-1}(A)} I(x) \tag{6.4.41}
\end{equation*}
$$

Since $f$ is continuous, the set $f^{-1}(A)$ is an open (closed) subset of $\mathcal{X}$ for any open (closed) $A \subset \mathcal{Y}$. Therefore, the LDP for $\mu_{\epsilon} \circ f^{-1}$ follows as a consequence of the LDP for $\mu_{\epsilon}$ and (6.4.41).

## Remarks:

(a) This theorem holds even when $\mathcal{B}_{\mathcal{X}} \subsetneq \mathcal{B}$, since for any (measurable) set $A \subset \mathcal{Y}$, both $\overline{f^{-1}(A)} \subset f^{-1}(\bar{A})$ and $f^{-1}\left(A^{o}\right) \subset\left(f^{-1}(A)\right)^{o}$.
(b) Note that the upper and lower bounds implied by part (b) of Theorem 6.4.11 hold even when $I$ is not a good rate function. However, if $I$ is not a good rate function, it may happen that $I^{\prime}$ is not a rate function, as the example $\mathcal{X}=\mathcal{Y}=\mathbb{R}, I(x)=0$, and $f(x)=e^{x}$ demonstrates.
(c) Theorem 6.4.11 holds as long as $f$ is continuous at every $x \in \mathcal{D}_{I}$; namely, for every $x \in \mathcal{D}_{I}$ and every neighborhood $G$ of $f(x) \in \mathcal{Y}$, there exists a neighborhood $A$ of $x$ such that $A \subseteq f^{-1}(G)$. This suggests that the contraction principle may be further extended to cover a certain class of "approximately continuous" maps. Such an extension is pursued in Theorem 6.4.19.

We remind the reader that in what follows, it is always assumed that $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$, and therefore open sets are always measurable. The following theorem shows that in the presence of exponential tightness, the contraction principle can be made to work in the reverse direction. This property is extremely useful for strengthening large deviations results from a coarse topology to a finer one, as in Corollary 6.4.13.

Theorem 6.4.12 (Inverse contraction principle) Let $\mathcal{X}$ and $\mathcal{Y}$ be Hausdorff topological spaces. Suppose that $g: \mathcal{Y} \rightarrow \mathcal{X}$ is a continuous injection, and that $\left\{\nu_{\epsilon}\right\}$ is an exponentially tight family of probability measures on $\mathcal{Y}$. If $\left\{\nu_{\epsilon} \circ \mathrm{g}^{-1}\right\}$ satisfies the LDP with the rate function $I: \mathcal{X} \rightarrow[0, \infty]$, then $\left\{\nu_{\epsilon}\right\}$ satisfies the LDP with the good rate function $I^{\prime}(\cdot) \triangleq I(g(\cdot))$.

Corollary 6.4.13 Let $\left\{\mu_{\epsilon}\right\}$ be an exponentially tight family of probability measures on $\mathcal{X}$ equipped with the topology $\tau_{1}$. If $\left\{\mu_{\epsilon}\right\}$ satisfies an LDP with respect to a Hausdorff topology $\tau_{2}$ on $\mathcal{X}$ that is coarser than $\tau_{1}$, then the same LDP holds with respect to the topology $\tau_{1}$.

In order to extend the contraction principle beyond the continuous case, it is obvious that one should consider approximations by continuous functions. It is beneficial to consider a somewhat wider question, namely, when the LDP for a family of laws $\left\{\tilde{\mu}_{\epsilon}\right\}$ can be deduced from the LDP for a family $\left\{\mu_{\epsilon}\right\}$. The application to approximate contractions follows from these general results.

Definition 6.4.14 Let $(\mathcal{Y}, d)$ be a metric space. The probability measures $\left\{\mu_{\epsilon}\right\}$ and $\left\{\tilde{\mu}_{\epsilon}\right\}$ on $\mathcal{Y}$ are called exponentially equivalent if there exist probability spaces $\left\{\left(\Omega, \mathcal{B}_{\epsilon}, P_{\epsilon}\right)\right\}$ and two families of $\mathcal{Y}$-valued random variables $\left\{Z_{\epsilon}\right\}$ and $\left\{\tilde{Z}_{\epsilon}\right\}$ with joint laws $\left\{P_{\epsilon}\right\}$ and marginals $\left\{\mu_{\epsilon}\right\}$ and $\left\{\tilde{\mu}_{\epsilon}\right\}$, respectively, such that the following condition is satisfied:
For each $\delta>0$, the set $\left\{\omega:\left(\tilde{Z}_{\epsilon}, Z_{\epsilon}\right) \in \Gamma_{\delta}\right\}$ is $\mathcal{B}_{\epsilon}$ measurable, and

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log P_{\epsilon}\left(\Gamma_{\delta}\right)=-\infty \tag{6.4.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{\delta} \triangleq\{(\tilde{y}, y): d(\tilde{y}, y)>\delta\} \subset \mathcal{Y} \times \mathcal{Y} \tag{6.4.43}
\end{equation*}
$$

## Remarks:

(a) The random variables $\left\{Z_{\epsilon}\right\}$ and $\left\{\tilde{Z}_{\epsilon}\right\}$ in Definition 6.4.14 are called exponentially equivalent.
(b) The measurability requirement is satisfied whenever $\mathcal{Y}$ is a separable space, or whenever the laws $\left\{P_{\epsilon}\right\}$ are induced by separable real-valued stochastic processes and $d$ is the supremum norm.

As far as the LDP is concerned, exponentially equivalent measures are indistinguishable, as the following theorem attests.

Theorem 6.4.15 If an LDP with a good rate function $I(\cdot)$ holds for the probability measures $\left\{\mu_{\epsilon}\right\}$, which are exponentially equivalent to $\left\{\tilde{\mu}_{\epsilon}\right\}$, then the same LDP holds for $\left\{\tilde{\mu}_{\epsilon}\right\}$.

As pointed out in the beginning of this section, an important goal in considering exponential equivalence is the treatment of approximations. To this end, the notion of exponential equivalence is replaced by the notion of exponential approximation, as follows.

Definition 6.4.16 Let $\mathcal{Y}$ and $\Gamma_{\delta}$ be as in Definition 6.4.14. For each $\epsilon>0$ and all $m \in \mathbb{Z}_{+}$, let $\left(\Omega, \mathcal{B}_{\epsilon}, P_{\epsilon, m}\right)$ be a probability space, and let the $\mathcal{Y}$-valued random variables $\tilde{Z}_{\epsilon}$ and $Z_{\epsilon, m}$ be distributed according to the joint law $P_{\epsilon, m}$, with marginals $\tilde{\mu}_{\epsilon}$ and $\mu_{\epsilon, m}$, respectively. $\left\{Z_{\epsilon, m}\right\}$ are called exponentially good approximations of $\left\{\tilde{Z}_{\epsilon}\right\}$ if, for every $\delta>0$, the set $\left\{\omega:\left(\tilde{Z}_{\epsilon}, Z_{\epsilon, m}\right) \in \Gamma_{\delta}\right\}$ is $\mathcal{B}_{\epsilon}$ measurable and

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} \epsilon \log P_{\epsilon, m}\left(\Gamma_{\delta}\right)=-\infty \tag{6.4.44}
\end{equation*}
$$

Similarly, the measures $\left\{\mu_{\epsilon, m}\right\}$ are exponentially good approximations of $\left\{\tilde{\mu}_{\epsilon}\right\}$ if one can construct probability spaces $\left\{\left(\Omega, \mathcal{B}_{\epsilon}, P_{\epsilon, m}\right)\right\}$ as above.

It should be obvious that Definition 6.4.16 reduces to Definition 6.4.14 if the laws $P_{\epsilon, m}$ do not depend on $m$. It can be shown that when $(\mathcal{Y}, d)$ is a Polish space, $\left\{\mu_{\epsilon, m}\right\}$ are exponentially good approximations of $\left\{\tilde{\mu}_{\epsilon}\right\}$ if and only if for any $\delta>0$

$$
\lim _{m \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} \epsilon \log \sup \left\{\mu_{\epsilon, m}(A)-\tilde{\mu}_{\epsilon}\left(A^{\delta}\right): A \in \mathcal{B}_{\mathcal{Y}}\right\}=-\infty
$$

The main but somewhat technical consequence of Definition 6.4.16 is the following relation between the LDPs of exponentially good approximations.

Theorem 6.4.17 Suppose that for every $m$, the family of measures $\left\{\mu_{\epsilon, m}\right\}$ satisfies the LDP with rate function $I_{m}(\cdot)$ and that $\left\{\mu_{\epsilon, m}\right\}$ are exponentially good approximations of $\left\{\tilde{\mu}_{\epsilon}\right\}$. Then
(a) $\left\{\tilde{\mu}_{\epsilon}\right\}$ satisfies a weak LDP with the rate function

$$
\begin{equation*}
I(y) \triangleq \sup _{\delta>0} \liminf _{m \rightarrow \infty} \inf _{z \in B_{y, \delta}} I_{m}(z) \tag{6.4.45}
\end{equation*}
$$

where $B_{y, \delta}$ denotes the ball $\{z: d(y, z)<\delta\}$.
(b) If $I(\cdot)$ is a good rate function and for every closed set $F$,

$$
\begin{equation*}
\inf _{y \in F} I(y) \leq \limsup _{m \rightarrow \infty} \inf _{y \in F} I_{m}(y) \tag{6.4.46}
\end{equation*}
$$

then the full LDP holds for $\left\{\tilde{\mu}_{\epsilon}\right\}$ with rate function $I$.

## Remarks:

(a) The sets $\Gamma_{\delta}$ may be replaced by sets $\tilde{\Gamma}_{\delta, m}$ such that the sets $\left\{\omega:\left(\tilde{Z}_{\epsilon}, Z_{\epsilon, m}\right) \in \tilde{\Gamma}_{\delta, m}\right\}$ differ from $\mathcal{B}_{\epsilon}$ measurable sets by $P_{\epsilon, m}$ null sets, and $\tilde{\Gamma}_{\delta, m}$ satisfy both (6.4.44) and $\Gamma_{\delta} \subset \tilde{\Gamma}_{\delta, m}$. (b) If the rate functions $I_{m}(\cdot)$ are independent of $m$, and are good rate functions, then by Theorem 6.4.17, $\left\{\tilde{\mu}_{\epsilon}\right\}$ satisfies the LDP with $I(\cdot)=I_{m}(\cdot)$. In particular, Theorem 6.4.15 is a direct consequence of Theorem 6.4.17.
(c) In the context of part (a) of Theorem 6.4.17, if $(\mathcal{Y}, d)$ is a Polish space and $I_{m}(\cdot)$ are good rate functions, then $\left\{\tilde{\mu}_{\epsilon}\right\}$ satisfies the full LDP with the good rate function $I(\cdot)$ of (6.4.45). However, for general ( $\mathcal{Y}, d$ ) one cannot dispense with condition (6.4.46) in Theorem 6.4.17.

It should be obvious that the results on exponential approximations imply results on approximate contractions. We now present two such results. The first is related to Theorem 6.4.15 and considers approximations that are $\epsilon$ dependent. The second allows one to consider approximations that depend on an auxiliary parameter.
Corollary 6.4.18 Suppose $f: \mathcal{X} \rightarrow \mathcal{Y}$ is a continuous map from a Hausdorff topological space $\mathcal{X}$ to the metric space $(\mathcal{Y}, d)$ and that $\left\{\mu_{\epsilon}\right\}$ satisfy the LDP with the good rate function $I: \mathcal{X} \rightarrow[0, \infty]$. Suppose further that for all $\epsilon>0, f_{\epsilon}: \mathcal{X} \rightarrow \mathcal{Y}$ are measurable maps such that for all $\delta>0$, the set $\Gamma_{\epsilon, \delta} \triangleq\left\{x \in \mathcal{X}: d\left(f(x), f_{\epsilon}(x)\right)>\delta\right\}$ is measurable, and

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}\left(\Gamma_{\epsilon, \delta}\right)=-\infty \tag{6.4.47}
\end{equation*}
$$

Then the LDP with the good rate function $I^{\prime}(\cdot)$ of (6.4.40) holds for the measures $\mu_{\epsilon} \circ f_{\epsilon}^{-1}$ on $\mathcal{Y}$.
Proof. The contraction principle (Theorem 6.4.11) yields the desired LDP for $\left\{\mu_{\epsilon} \circ f^{-1}\right\}$. By (6.4.47), these measures are exponentially equivalent to $\left\{\mu_{\epsilon} \cdot \circ f_{\epsilon}^{-1}\right\}$, and the corollary follows from Theorem 6.4.15.

A special case of Theorem 6.4.17 is the following extension of the contraction principle to maps that are not continuous, but that can be approximated well by continuous maps.
Theorem 6.4.19 Let $\left\{\mu_{\epsilon}\right\}$ be a family of probability measures that satisfies the LDP with a good rate function I on a Hausdorff topological space $\mathcal{X}$, and for $m=1,2, \ldots$, let $f_{m}: \mathcal{X} \rightarrow$ $\mathcal{Y}$ be continuous functions, with $(\mathcal{Y}, d)$ a metric space. Assume there exists a measurable map $f: \mathcal{X} \rightarrow \mathcal{Y}$ such that for every $\alpha<\infty$,

$$
\begin{equation*}
\limsup _{m \rightarrow \infty} \sup _{\{x: I(x) \leq \alpha\}} d\left(f_{m}(x), f(x)\right)=0 \tag{6.4.48}
\end{equation*}
$$

Then any family of probability measures $\left\{\tilde{\mu}_{\epsilon}\right\}$ for which $\left\{\mu_{\epsilon} \circ f_{m}^{-1}\right\}$ are exponentially good approximations satisfies the LDP in $\mathcal{Y}$ with the good rate function $I^{\prime}(y)=\inf \{I(x): y=$ $f(x)\}$.

The condition (6.4.48) implies that for every $\alpha<\infty$, the function $f$ is continuous on the level set $\Psi_{I}(\alpha)=\{x: I(x) \leq \alpha\}$. Suppose that in addition,

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \inf _{x \in \Psi_{I}(m)^{c}} I(x)=\infty . \tag{6.4.49}
\end{equation*}
$$

Then the LDP for $\mu_{\epsilon} \circ f^{-1}$ follows as a direct consequence of Theorem 6.4.19 by considering a sequence $f_{m}$ of continuous extensions of $f$ from $\Psi_{I}(m)$ to $\mathcal{X}$. (Such a sequence exists whenever $\mathcal{X}$ is a completely regular space.) That (6.4.49) need not hold true, even when $\mathcal{X}=\mathbb{R}$, may be seen by considering the following example. It is easy to check that $\mu_{\epsilon}=$ $\left(\delta_{\{0\}}+\delta_{\{\epsilon\}}\right) / 2$ satisfies the LDP on $\mathbb{R}$ with the good rate function $I(0)=0$ and $I(x)=$ $\infty, x \neq 0$. On the other hand, the closure of the complement of any level set is the whole real line. If one now considers the function $f: \mathbb{R} \rightarrow \mathbb{R}$ such that $f(0)=0$ and $f(x)=1, x \neq 0$, then $\mu_{\epsilon} \circ f^{-1}$ does not satisfy the LDP with the rate function $I^{\prime}(y)=\inf \{I(x): x \in \mathbb{R}, y=$ $f(x)\}$, i.e., $I^{\prime}(0)=0$ and $I^{\prime}(y)=\infty, y \neq 0$.

### 6.4.3 Varadhan's Lemma and its Converse

Throughout Section 6.4.3, $\left\{Z_{\epsilon}\right\}$ is a family of random variables taking values in the regular topological space $\mathcal{X}$, and $\left\{\mu_{\epsilon}\right\}$ denotes the probability measures associated with $\left\{Z_{\epsilon}\right\}$. The next theorem could actually be used as a starting point for developing the large deviations paradigm. It is a very useful tool in many applications of large deviations. For example, the asymptotics of the partition function in statistical mechanics can be derived using this theorem.

Theorem 6.4.20 (Varadhan) Suppose that $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP with a good rate function $I: \mathcal{X} \rightarrow[0, \infty]$; and let $\phi: \mathcal{X} \rightarrow \mathbb{R}$ be any continuous function. Assume further either the tail condition

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} \epsilon \log E\left[e^{\phi\left(Z_{\epsilon}\right) / \epsilon} 1_{\left\{\phi\left(Z_{\epsilon}\right) \geq M\right\}}\right]=-\infty \tag{6.4.50}
\end{equation*}
$$

or the following moment condition for some $\gamma>1$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log E\left[e^{\gamma \phi\left(Z_{e}\right) / \epsilon}\right]<\infty . \tag{6.4.51}
\end{equation*}
$$

Then

$$
\lim _{\epsilon \rightarrow 0} \epsilon \log E\left[e^{\phi\left(Z_{\epsilon}\right) / \epsilon}\right]=\sup _{x \in \mathcal{X}}\{\phi(x)-I(x)\} .
$$

Theorem 6.4.20, often referred to as "Varadhan's lemma" in the literature, is a direct consequence of the following three lemmas. For bounded $\phi(\cdot)$ the main Lemma 6.4.22 is proved by covering the compact level sets of $I(\cdot)$ by small neighborhoods using the lower semicontinuity of $I(\cdot)$ and the upper semicontinuity of $\phi(\cdot)$.

Lemma 6.4.21 If $\phi: \mathcal{X} \rightarrow \mathbb{R}$ is lower semicontinuous and the large deviations lower bound holds with $I: \mathcal{X} \rightarrow[0, \infty]$, then

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log E\left[e^{\phi\left(Z_{\epsilon}\right) / \epsilon}\right] \geq \sup _{x \in \mathcal{X}}\{\phi(x)-I(x)\} \tag{6.4.52}
\end{equation*}
$$

Lemma 6.4.22 If $\phi: \mathcal{X} \rightarrow \mathbb{R}$ is an upper semicontinuous function for which the tail condition (6.4.50) holds, and the large deviations upper bound holds with the good rate function $I: \mathcal{X} \rightarrow[0, \infty]$, then

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log E\left[e^{\phi\left(Z_{\epsilon}\right) / \epsilon}\right] \leq \sup _{x \in \mathcal{X}}\{\phi(x)-I(x)\} \tag{6.4.53}
\end{equation*}
$$

Lemma 6.4.23 Condition (6.4.51) implies the tail condition (6.4.50).
We next state a partial converse to Varadhan's lemma, due to Bryc [Bry90]. For each Borel measurable function $f: \mathcal{X} \rightarrow \mathbb{R}$, define

$$
\begin{equation*}
\Lambda_{f} \triangleq \lim _{\epsilon \rightarrow 0} \epsilon \log \int_{\mathcal{X}} e^{f(x) / \epsilon} \mu_{\epsilon}(d x) \tag{6.4.54}
\end{equation*}
$$

provided the limit exists. The main result of this section is that the LDP is a consequence of exponential tightness and the existence of the limits (6.4.54) for every $f \in \mathcal{G}$, for appropriate families of functions $\mathcal{G}$.

To this end it is assumed in the rest of the section that $\mathcal{X}$ is a completely regular topological space, i.e., $\mathcal{X}$ is Hausdorff, and for any closed set $F \subset \mathcal{X}$ and any point $x \notin F$, there exists a continuous function $f: \mathcal{X} \rightarrow[0,1]$ such that $f(x)=1$ and $f(y)=0$ for all $y \in F$. Recall that Hausdorff topological vector spaces are completely regular.

The class of all bounded, real valued continuous functions on $\mathcal{X}$ is denoted throughout by $C_{b}(\mathcal{X})$.

Theorem 6.4.24 (Bryc) Suppose that the family $\left\{\mu_{\epsilon}\right\}$ is exponentially tight and that the limit $\Lambda_{f}$ in (6.4.54) exists for every $f \in C_{b}(\mathcal{X})$. Then $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP with the good rate function

$$
\begin{equation*}
I(x)=\sup _{f \in C_{b}(\mathcal{X})}\left\{f(x)-\Lambda_{f}\right\} \tag{6.4.55}
\end{equation*}
$$

Furthermore, for every $f \in C_{b}(\mathcal{X})$,

$$
\begin{equation*}
\Lambda_{f}=\sup _{x \in \mathcal{X}}\{f(x)-I(x)\} \tag{6.4.56}
\end{equation*}
$$

Remark: In the case where $\mathcal{X}$ is a topological vector space, it is tempting to compare (6.4.55) and (6.4.56) with the Fenchel-Legendre transform pair $\Lambda(\cdot)$ and $\Lambda^{*}(\cdot)$ of Section 6.4.4. Note, however, that here the rate function $I(x)$ need not be convex.

Sketch of Proof: Since $\Lambda_{0}=0$, it follows that $I(\cdot) \geq 0$. Moreover, $I(x)$ is lower semicontinuous, since it is the supremum of continuous functions. Due to the exponential tightness of $\left\{\mu_{\epsilon}\right\}$, the LDP asserted follows once the weak LDP (with rate function $I(\cdot)$ ) is proved. Moreover, by an application of Varadhan's lemma (Theorem 6.4.20), the identity (6.4.56) then holds. It remains, therefore, only to prove the weak LDP, which is a consequence of the following two lemmas.

Lemma 6.4.25 (Upper bound) If $\Lambda_{f}$ exists for each $f \in C_{b}(\mathcal{X})$, then, for every compact $\Gamma \subset \mathcal{X}$,

$$
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \leq-\inf _{x \in \Gamma} I(x)
$$

Lemma 6.4.26 (Lower bound) If $\Lambda_{f}$ exists for each $f \in C_{b}(\mathcal{X})$, then, for every open $G \subset \mathcal{X}$ and each $x \in G$,

$$
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(G) \geq-I(x)
$$

This proof works because indicators on open sets are approximated well enough by bounded continuous functions. It is clear, however, that not all of $C_{b}(\mathcal{X})$ is needed for that purpose. The following definition is the tool for relaxing the assumptions of Theorem 6.4.24.

Definition 6.4.27 A class $\mathcal{G}$ of continuous, real valued functions on a topological space $\mathcal{X}$ is said to be well-separating if:
(1) $\mathcal{G}$ contains the constant functions.
(2) $\mathcal{G}$ is closed under finite pointwise minima, i.e., $g_{1}, g_{2} \in \mathcal{G} \Rightarrow g_{1} \wedge g_{2} \in \mathcal{G}$.
(3) $\mathcal{G}$ separates points of $\mathcal{X}$, i.e., given two points $x, y \in \mathcal{X}$ with $x \neq y$, and $a, b \in \mathbb{R}$, there exists a function $g \in \mathcal{G}$ such that $g(x)=a$ and $g(y)=b$.

Remark: It is easy to check that if $\mathcal{G}$ is well-separating, so is $\mathcal{G}^{+}$, the class of all bounded above functions in $\mathcal{G}$.

When $\mathcal{X}$ is a vector space, a particularly useful class of well-separating functions exists.
Lemma 6.4.28 Let $\mathcal{X}$ be a locally convex, Hausdorff topological vector space. Then the class $\mathcal{G}$ of all continuous, bounded above, concave functions on $\mathcal{X}$ is well-separating.

The following lemma, states the specific approximation property of well-separating classes of functions that allows their use instead of $C_{b}(\mathcal{X})$. It is the key to the proof of Theorem 6.4.30.

Lemma 6.4.29 Let $\mathcal{G}$ be a well-separating class of functions on $\mathcal{X}$. Then for any compact set $\Gamma \subset \mathcal{X}$, any $f \in C_{b}(\Gamma)$, and any $\delta>0$, there exists an integer $d<\infty$ and functions $g_{1}, \ldots, g_{d} \in \mathcal{G}$ such that

$$
\sup _{x \in \Gamma}\left|f(x)-\max _{i=1}^{d} g_{i}(x)\right| \leq \delta
$$

and

$$
\sup _{x \in \mathcal{X}} g_{i}(x) \leq \sup _{x \in \Gamma} f(x)<\infty
$$

Theorem 6.4.30 (Bryc) Let $\left\{\mu_{\epsilon}\right\}$ be an exponentially tight family of probability measures on a completely regular topological space $\mathcal{X}$, and suppose $\mathcal{G}$ is a well-separating class of functions on $\mathcal{X}$. If $\Lambda_{g}$ exists for each $g \in \mathcal{G}$, then $\Lambda_{f}$ exists for each $f \in C_{b}(\mathcal{X})$. Consequently, all the conclusions of Theorem 6.4.24 hold.

The following variant of Theorem 6.4.24 dispenses with the exponential tightness of $\left\{\mu_{\epsilon}\right\}$, assuming instead that (6.4.56) holds for some good rate function $I(\cdot)$.

Theorem 6.4.31 Let $I(\cdot)$ be a good rate function. A family of probability measures $\left\{\mu_{\epsilon}\right\}$ satisfies the $L D P$ in $\mathcal{X}$ with the rate function $I(\cdot)$ if and only if the limit $\Lambda_{f}$ in (6.4.54) exists for every $f \in C_{b}(\mathcal{X})$ and satisfies (6.4.56).

### 6.4.4 Convexity Considerations

In Section 6.3.3, it was shown that when a limiting logarithmic moment generating function exists for a family of $\mathbb{R}^{d}$-valued random variables, then its Fenchel-Legendre transform is the natural candidate rate function for the LDP associated with these variables. The goal of Section 6.4.4 is to extend this result to topological vector spaces. As will be seen, convexity plays a major role as soon as the linear structure is introduced. For this reason, after the upper bound is established for all compact sets, some generalities involving the convex duality of $\Lambda$ and $\Lambda^{*}$ are presented. These convexity considerations play an essential role in applications. Finally, Theorem 6.4.36 is a (weak) version of the Gärtner-Ellis theorem in an abstract setup.

Throughout Section 6.4.4 $\mathcal{X}$ is a Hausdorff (real) topological vector space. Recall that such spaces are completely regular, so the results of Sections 6.4.1 and 6.4.3 apply. The
dual space of $\mathcal{X}$, namely, the space of all continuous linear functionals on $\mathcal{X}$, is denoted throughout by $\mathcal{X}^{*}$. Let $Z_{\epsilon}$ be a family of random variables taking values in $\mathcal{X}$, and let $\mu_{\epsilon} \in M_{1}(\mathcal{X})$ denote the probability measure associated with $Z_{\epsilon}$. By analogy with the $\mathbb{R}^{d}$ case presented in Section 6.3.3, the logarithmic moment generating function $\Lambda_{\mu_{\epsilon}}: \mathcal{X}^{*} \rightarrow$ $(-\infty, \infty]$ is defined to be

$$
\Lambda_{\mu_{\epsilon}}(\lambda)=\log E\left[e^{\left(\lambda, Z_{\epsilon}\right\rangle}\right]=\log \int_{\mathcal{X}} e^{\lambda(x)} \mu_{\epsilon}(d x), \quad \lambda \in \mathcal{X}^{*},
$$

where for $x \in \mathcal{X}$ and $\lambda \in \mathcal{X}^{*},\langle\lambda, x\rangle$ denotes the value of $\lambda(x) \in \mathbb{R}$.
Let

$$
\begin{equation*}
\bar{\Lambda}(\lambda) \triangleq \limsup _{\epsilon \rightarrow 0} \epsilon \Lambda_{\mu_{\epsilon}}\left(\frac{\lambda}{\epsilon}\right) \tag{6.4.57}
\end{equation*}
$$

using the notation $\Lambda(\lambda)$ whenever the limit exists. In many cases, when $\epsilon \Lambda_{\mu_{\epsilon}}(\cdot / \epsilon)$ converges pointwise to $\Lambda(\cdot)$ for $\mathcal{X}=\mathbb{R}^{d}$ and an LDP holds for $\left\{\mu_{\epsilon}\right\}$, the rate function associated with this LDP is the Fenchel-Legendre transform of $\Lambda(\cdot)$. In the current setup, the FenchelLegendre transform of a function $f: \mathcal{X}^{*} \rightarrow[-\infty, \infty]$ is defined as

$$
\begin{equation*}
f^{*}(x) \triangleq \sup _{\lambda \in \mathcal{X}^{*}}\{\langle\lambda, x\rangle-f(\lambda)\}, \quad x \in \mathcal{X} . \tag{6.4.58}
\end{equation*}
$$

Thus, $\bar{\Lambda}^{*}$ denotes the Fenchel-Legendre transform of $\bar{\Lambda}$, and $\Lambda^{*}$ denotes that of $\Lambda$ when the latter exists for all $\lambda \in \mathcal{X}^{*}$.

The following upper bound is a consequence of Chebycheff's inequality and the covering of the compact set $\Gamma$ by an appropriate half-space.

## Theorem 6.4.32

(a) $\bar{\Lambda}(\cdot)$ of (6.4.57) is convex on $\mathcal{X}^{*}$ and $\bar{\Lambda}^{*}(\cdot)$ is a convex rate function.
(b) For any compact set $\Gamma \subset \mathcal{X}$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(\Gamma) \leq-\inf _{x \in \Gamma} \bar{\Lambda}^{*}(x) \tag{6.4.59}
\end{equation*}
$$

## Remarks:

(a) In Theorem 6.3.12, which corresponds to $\mathcal{X}=\mathbb{R}^{d}$, it was assumed, for the purpose of establishing exponential tightness, that $0 \in \mathcal{D}_{\Lambda}^{o}$. In the abstract setup considered here, the exponential tightness does not follow from this assumption, and therefore must be handled on a case-by-case basis.
(b) Note that any bound of the form $\bar{\Lambda}(\lambda) \leq K(\lambda)$ for all $\lambda \in \mathcal{X}^{*}$ implies that the FenchelLegendre transform $K^{*}(\cdot)$ may be substituted for $\bar{\Lambda}^{*}(\cdot)$ in (6.4.59). This is useful in situations in which $\bar{\Lambda}(\lambda)$ is easy to bound but hard to compute.
(c) The inequality (6.4.59) may serve as the upper bound related to a weak LDP. Thus, when $\left\{\mu_{\epsilon}\right\}$ is an exponentially tight family of measures, (6.4.59) extends to all closed sets. If in addition, the large deviations lower bound is also satisfied with $\bar{\Lambda}^{*}(\cdot)$, then this is a good rate function that controls the large deviations of the family $\left\{\mu_{\epsilon}\right\}$.

The implications of the existence of an LDP with a convex rate function to the structure of $\Lambda$ and $\Lambda^{*}$ are next explored. Building on Varadhan's lemma and Theorem 6.4.32, it follows that when the quantities $\epsilon \Lambda_{\mu_{\epsilon}}(\lambda / \epsilon)$ are uniformly bounded (in $\epsilon$ ) and an LDP holds with a good convex rate function, then $\epsilon \Lambda_{\mu_{c}}(\cdot / \epsilon)$ converges pointwise to $\Lambda(\cdot)$ and the rate function equals $\Lambda^{*}(\cdot)$. Consequently, the assumptions of Lemma 6.4 .8 together with the exponential tightness of $\left\{\mu_{\epsilon}\right\}$ and the uniform boundedness mentioned earlier, suffice to establish the LDP with rate function $\Lambda^{*}(\cdot)$.

Before proceeding with the identification of the rate function of the LDP as $\Lambda^{*}(\cdot)$, note that while $\Lambda^{*}(\cdot)$ is always convex by Theorem 6.4 .32 , the rate function may well be nonconvex. For example, such a situation may occur when contractions using nonconvex functions are considered. However, it may be expected that $I(\cdot)$ is identical to $\Lambda^{*}(\cdot)$ when $I(\cdot)$ is convex.

An instrumental tool in the identification of $I$ as $\Lambda^{*}$ is the following duality property of the Fenchel-Legendre transform, which is a consequence of the Hahn-Banach theorem.

Lemma 6.4.33 (Duality lemma) Let $\mathcal{X}$ be a locally convex Hausdorff topological vector space. Let $f: \mathcal{X} \rightarrow(-\infty, \infty]$ be a lower semicontinuous, convex function, and define

$$
g(\lambda)=\sup _{x \in \mathcal{X}}\{\langle\lambda, x\rangle-f(x)\} .
$$

Then $f(\cdot)$ is the Fenchel-Legendre transform of $g(\cdot)$, i.e.,

$$
\begin{equation*}
f(x)=\sup _{\lambda \in \mathcal{X}^{*}}\{\langle\lambda, x\rangle-g(\lambda)\} . \tag{6.4.60}
\end{equation*}
$$

This lemma has the following geometric interpretation. For every hyperplane defined by $\lambda$, $g(\lambda)$ is the largest amount one may push up the tangent before it hits $f(\cdot)$ and becomes a tangent hyperplane. The duality lemma states the "obvious result" that to reconstruct $f(\cdot)$, one only needs to find the tangent at $x$ and "push it down" by $g(\lambda)$.

The first application of the duality lemma is in the following theorem, where convex rate functions are identified as $\Lambda^{*}(\cdot)$.

Theorem 6.4.34 Let $\mathcal{X}$ be a locally convex Hausdorff topological vector space. Assume that $\mu_{\epsilon}$ satisfies the LDP with a good rate function $I$. Suppose in addition that

$$
\begin{equation*}
\bar{\Lambda}(\lambda) \triangleq \limsup _{\epsilon \rightarrow 0} \epsilon \Lambda_{\mu_{\epsilon}}(\lambda / \epsilon)<\infty, \quad \forall \lambda \in \mathcal{X}^{*} \tag{6.4.61}
\end{equation*}
$$

(a) For each $\lambda \in \mathcal{X}^{*}$, the limit $\Lambda(\lambda)=\lim _{\epsilon \rightarrow 0} \epsilon \Lambda_{\mu_{c}}(\lambda / \epsilon)$ exists, is finite, and satisfies

$$
\begin{equation*}
\Lambda(\lambda)=\sup _{x \in \mathcal{X}}\{\langle\lambda, x\rangle-I(x)\} \tag{6.4.62}
\end{equation*}
$$

(b) If I is convex, then it is the Fenchel-Legendre transform of $\Lambda$, namely,

$$
I(x)=\Lambda^{*}(x) \triangleq \sup _{\lambda \in \mathcal{X}^{*}}\{(\lambda, x\rangle-\Lambda(\lambda)\}
$$

(c) If $I$ is not convex, then $\Lambda^{*}$ is the affine regularization of $I$, i.e., $\Lambda^{*}(\cdot) \leq I(\cdot)$, and for any convex rate function $f, f(\cdot) \leq I(\cdot)$ implies $f(\cdot) \leq \Lambda^{*}(\cdot)$.

Remark: The weak* topology on $\mathcal{X}^{*}$ makes the functions $\langle\lambda, x\rangle-I(x)$ continuous in $\lambda$ for all $x \in \mathcal{X}$. By part (a),$\Lambda(\cdot)$ is lower semicontinuous with respect to this topology, which explains why lower semicontinuity of $\Lambda(\cdot)$ is necessary in Rockafellar's lemma (Lemma 6.3.14).

Corollary 6.4.35 Suppose that both condition (6.4.61) and the assumptions of Lemma 6.4 .8 hold for the family $\left\{\mu_{\epsilon}\right\}$, which is exponentially tight. Then $\left\{\mu_{\epsilon}\right\}$ satisfies in $\mathcal{X}$ the $L D P$ with the convex, good rate function $\Lambda^{*}$.

Theorem 6.4.34 is not applicable when $\Lambda(\cdot)$ exists but is infinite at some $\lambda \in \mathcal{X}^{*}$, and moreover, it requires the full LDP with a convex, good rate function. As seen in the case of Cramer's theorem in $\mathbb{R}$, these conditions are not necessary. Of course, there is a price to pay: The resulting $\Lambda^{*}$ may not be a good rate function and only the weak LDP is proved.

Having seen a general upper bound in Theorem 6.4 .32 we turn next to sufficient conditions for the existence of a complementary lower bound. To this end, recall that a point $x \in \mathcal{X}$ is called an exposed point of $\bar{\Lambda}^{*}$ if there exists an exposing hyperplane $\lambda \in \mathcal{X}^{*}$ such that

$$
\langle\lambda, x\rangle-\bar{\Lambda}^{*}(x)>\langle\lambda, z\rangle-\bar{\Lambda}^{*}(z), \quad \forall z \neq x
$$

An exposed point of $\bar{\Lambda}^{*}$ is, in convex analysis parlance, an exposed point of the epigraph of $\bar{\Lambda}^{*}$. The following is an infinite-dimensional extension of the Gärtner-Ellis theorem. Note however that its assumption (6.4.63) is stronger, while part (c) is weaker than the finite dimensional counterpart because there is no explicit criterion for checking (6.4.64).

Theorem 6.4.36 (Baldi) Suppose that $\left\{\mu_{\epsilon}\right\}$ are exponentially tight probability measures on $\mathcal{X}$.
(a) For every closed set $F \subset \mathcal{X}$,

$$
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(F) \leq-\inf _{x \in F} \bar{\Lambda}^{*}(x)
$$

(b) Let $\mathcal{F}$ be the set of exposed points of $\bar{\Lambda}^{*}$ with an exposing hyperplane $\lambda$ for which

$$
\begin{equation*}
\Lambda(\lambda)=\lim _{\epsilon \rightarrow 0} \epsilon \Lambda_{\mu_{\epsilon}}\left(\frac{\lambda}{\epsilon}\right) \text { exists and } \bar{\Lambda}(\gamma \lambda)<\infty \quad \text { for some } \quad \gamma>1 \tag{6.4.63}
\end{equation*}
$$

Then, for every open set $G \subset \mathcal{X}$,

$$
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mu_{\epsilon}(G) \geq-\inf _{x \in G \cap \mathcal{F}} \bar{\Lambda}^{*}(x)
$$

(c) If for every open set $G$,

$$
\begin{equation*}
\inf _{x \in G \cap \mathcal{F}} \bar{\Lambda}^{*}(x)=\inf _{x \in G} \bar{\Lambda}^{*}(x) \tag{6.4.64}
\end{equation*}
$$

then $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP with the good rate function $\bar{\Lambda}^{*}$.

### 6.4.5 Large Deviations for Projective Limits

In Section 6.4.5, we develop a method of lifting a collection of LDPs in "small" spaces into the LDP in the "large" space $\mathcal{X}$, which is their projective limit. (See definition below.) The motivation for such an approach is as follows. Suppose we are interested in proving the LDP associated with a sequence of random variables $X_{1}, X_{2}, \ldots$ in some abstract space $\mathcal{X}$. The identification of $\mathcal{X}^{*}$ (if $\mathcal{X}$ is a topological vector space) and the computation of the Fenchel-Legendre transform of the moment generating function may involve the solution of variational problems in an infinite dimensional setting. Moreover, proving exponential tightness in $\mathcal{X}$, the main tool of getting at the upper bound, may be a difficult task. On the other hand, the evaluation of the limiting logarithmic moment generating function involves probabilistic computations at the level of real-valued random variables, albeit an infinite number of such computations. It is often relatively easy to derive the LDP for every finite collection of these real-valued random variables. Hence, it is reasonable to inquire if this implies that the laws of the original, $\mathcal{X}$-valued random variables satisfy the LDP.

An affirmative result is presented shortly in a somewhat abstract setting. The idea is to identify $\mathcal{X}$ with the projective limit of a family of spaces $\left\{\mathcal{Y}_{j}\right\}_{j \in J}$ with the hope that the LDP for any given family $\left\{\mu_{\epsilon}\right\}$ of probability measures on $\mathcal{X}$ follows as the consequence of the fact that the LDP holds for any of the projections of $\mu_{\epsilon}$ to $\left\{\mathcal{Y}_{j}\right\}_{j \in J}$.

To make the program described precise, we first review a few standard topological definitions. Let $(J, \leq)$ be a partially ordered, right-filtering set. (The latter notion means that for any $i, j$ in $J$, there exists $k \in J$ such that both $i \leq k$ and $j \leq k$.) Note that $J$ need not be countable. A projective system $\left(\mathcal{Y}_{j}, p_{i j}\right)_{i \leq j \in J}$ consists of Hausdorff topological spaces $\left\{\mathcal{Y}_{j}\right\}_{j \in J}$ and continuous maps $p_{i j}: \mathcal{Y}_{j} \rightarrow \mathcal{Y}_{i}$ such that $p_{i k}=p_{i j} \circ p_{j k}$ whenever $i \leq j \leq k$ ( $\left\{p_{j j}\right\}_{j \in J}$ are the appropriate identity maps). The projective limit of this system, denoted by $\mathcal{X}=\varliminf \varliminf_{j}$, is the subset of the topological product space $\mathcal{Y}=\prod_{j \in J} \mathcal{Y}_{j}$, consisting of all the elements $\mathbf{x}=\left(y_{j}\right)_{j \in J}$ for which $y_{i}=p_{i j}\left(y_{j}\right)$ whenever $i \leq j$, equipped with the topology induced by $\mathcal{Y}$. Projective limits of closed subsets $F_{j} \subseteq \mathcal{Y}_{j}$ are defined analogously and denoted $F=\varliminf$ im $F_{j}$. The canonical projections of $\mathcal{X}$, which are the restrictions $p_{j}: \mathcal{X} \rightarrow \mathcal{Y}_{j}$ of the coordinate maps from $\mathcal{Y}$ to $\mathcal{Y}_{j}$, are continuous.

The following theorem yields the LDP in $\mathcal{X}$ as a consequence of the LDPs associated with $\left\{\mu_{\epsilon} \circ p_{j}^{-1}, \epsilon>0\right\}$. In order to have a specific example in mind, think of $\mathcal{X}$ as the space of all maps $f:[0,1] \rightarrow \mathbb{R}$ such that $f(0)=0$, equipped with the topology of pointwise convergence. Then $p_{j}: \mathcal{X} \rightarrow \mathbb{R}^{d}$ is the projection of functions onto their values at the time instances $0 \leq t_{1}<t_{2}<\cdots<t_{d} \leq 1$, with the partial ordering induced on the set $J=\cup_{d=1}^{\infty}\left\{\left(t_{1}, \ldots, t_{d}\right): 0 \leq t_{1}<t_{2}<\cdots<t_{d} \leq 1\right\}$ by inclusions. For details of this construction, see Section 6.5.1.

Theorem 6.4.37 (Dawson-Gärtner) Let $\left\{\mu_{\epsilon}\right\}$ be a family of probability measures on $\mathcal{X}$, such that for any $j \in J$ the Borel probability measures $\mu_{\epsilon} \circ p_{j}^{-1}$ on $\mathcal{Y}_{j}$ satisfy the LDP with the good rate function $I_{j}(\cdot)$. Then $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP with the good rate function

$$
\begin{equation*}
I(\mathbf{x})=\sup _{j \in J}\left\{I_{j}\left(p_{j}(\mathbf{x})\right)\right\}, \quad \mathbf{x} \in \mathcal{X} \tag{6.4.65}
\end{equation*}
$$

Remark: Throughout Section 6.4.5, we drop the blanket assumption that $\mathcal{B}_{\mathcal{X}} \subseteq \mathcal{B}$. This is natural in view of the fact that the set $J$ need not be countable. It is worthwhile to note that $\mathcal{B}$ is required to contain all sets $p_{j}^{-1}\left(B_{j}\right)$, where $B_{j} \in \mathcal{B}_{\mathcal{Y}_{j}}$.

The following lemma is often useful for simplifying the formula (6.4.65) of the DawsonGärtner rate function.

Lemma 6.4.38 If $I(\cdot)$ is a good rate function on $\mathcal{X}$ such that

$$
\begin{equation*}
I_{j}(y)=\inf \left\{I(\mathbf{x}): \mathbf{x} \in \mathcal{X}, \quad y=p_{j}(\mathbf{x})\right\} \tag{6.4.66}
\end{equation*}
$$

for any $y \in \mathcal{Y}_{j}, j \in J$, then the identity (6.4.65) holds.
The preceding theorem is particularly suitable for situations involving topological vector spaces that satisfy the following assumptions.

Assumption 6.4.67 Let $\mathcal{W}$ be an infinite dimensional real vector space, and $\mathcal{W}^{\prime}$ its algebraic dual, i.e., the space of all linear functionals $\lambda \mapsto\langle\lambda, x\rangle: \mathcal{W} \rightarrow \mathbb{R}$. The topological (vector) space $\mathcal{X}$ consists of $\mathcal{W}^{\prime}$ equipped with the $\mathcal{W}$-topology, i.e., the weakest topology such that for each $\lambda \in \mathcal{W}$, the linear functional $x \mapsto\langle\lambda, x\rangle: \mathcal{X} \rightarrow \mathbb{R}$ is continuous.

Remark: The $\mathcal{W}$-topology of $\mathcal{W}^{\prime}$ makes $\mathcal{W}$ into the topological dual of $\mathcal{X}$, i.e., $\mathcal{W}=\mathcal{X}^{*}$.
For any $d \in \mathbb{Z}_{+}$and $\lambda_{1}, \ldots, \lambda_{d} \in \mathcal{W}$, define the projection $p_{\lambda_{1}, \ldots, \lambda_{d}}: \mathcal{X} \rightarrow \mathbb{R}^{d}$ by $p_{\lambda_{1}, \ldots, \lambda_{d}}(x)=\left(\left\langle\lambda_{\mathrm{I}}, x\right\rangle,\left\langle\lambda_{2}, x\right\rangle, \ldots,\left\langle\lambda_{d}, x\right\rangle\right)$.

Assumption 6.4.68 Let $\left(\mathcal{X}, \mathcal{B}, \mu_{\epsilon}\right)$ be probability spaces such that:
(a) $\mathcal{X}$ satisfies Assumption 6.4.67.
(b) For any $\lambda \in \mathcal{W}$ and any Borel set $B$ in $\mathbb{R}, p_{\lambda}^{-1}(B) \in \mathcal{B}$.

Remark: Note that if $\left\{\mu_{\epsilon}\right\}$ are Borel measures, then Assumption 6.4.68 reduces to Assumption 6.4.67.
Theorem 6.4.39 Let Assumption 6.4.68 hold. Further assume that for every $d \in \mathbb{Z}_{+}$and every $\lambda_{1}, \ldots, \lambda_{d} \in \mathcal{W}$, the measures $\left\{\mu_{\epsilon} \circ p_{\lambda_{1}, \ldots, \lambda_{d}}^{-1}, \epsilon>0\right\}$ satisfy the LDP with the good rate function $I_{\lambda_{1}, \ldots, \lambda_{d}}(\cdot)$. Then $\left\{\mu_{\epsilon}\right\}$ satisfies the $L D P$ in $\mathcal{X}$, with the good rate function

$$
\begin{equation*}
I(x)=\sup _{d \in \mathbb{Z}_{+}} \sup _{\lambda_{1}, \ldots, \lambda_{d} \in \mathcal{W}} I_{\lambda_{1}, \ldots, \lambda_{d}}\left(\left(\left\langle\lambda_{1}, x\right\rangle,\left\langle\lambda_{2}, x\right\rangle, \ldots,\left\langle\lambda_{d}, x\right\rangle\right)\right) . \tag{6.4.69}
\end{equation*}
$$

Remark: In most applications, one is interested in obtaining an LDP on $\mathcal{E}$ that is a nonclosed subset of $\mathcal{X}$. Hence, the relatively effortless projective limit approach is then followed by an application specific check that $\mathcal{D}_{I} \subset \mathcal{E}$, as needed for Lemma 6.4.3. For example, in the study of empirical measures on a Polish space $\Sigma$, it is known a priori that $\mu_{\epsilon}\left(M_{1}(\Sigma)\right)=1$ for all $\epsilon>0$, where $M_{1}(\Sigma)$ is the space of Borel probability measures on $\Sigma$, equipped with the $B(\Sigma)$-topology, and $B(\Sigma)=\{f: \Sigma \rightarrow \mathbb{R}, f$ bounded, Borel measurable $\}$. Identifying each $\nu \in M_{1}(\Sigma)$ with the linear functional $f \mapsto \int_{\Sigma} f d \nu, \forall f \in B(\Sigma)$, it follows that $M_{1}(\Sigma)$ is homeomorphic to $\mathcal{E} \subset \mathcal{X}$, where here $\mathcal{X}$ denotes the algebraic dual of $B(\Sigma)$ equipped with the $B(\Sigma)$-topology. Thus, $\mathcal{X}$ satisfies Assumption 6.4.67, and $\mathcal{E}$ is not a closed subset of $\mathcal{X}$. It is worthwhile to note that in this setup, $\mu_{\epsilon}$ is not necessarily a Borel probability measure.

When using Theorem 6.4.39, either the convexity of $I_{\lambda_{1}, \ldots, \lambda_{d}}(\cdot)$ or the existence and smoothness of the limiting logarithmic moment generating function $\Lambda(\cdot)$ are relied upon in order to identify the good rate function of (6.4.69) with $\Lambda^{*}(\cdot)$, in a manner similar to that encountered in Theorem 6.4.34. This is spelled out in the following corollary.

Corollary 6.4.40 Let Assumption 6.4.68 hold.
(a) Suppose that for each $\lambda \in \mathcal{W}$, the limit

$$
\begin{equation*}
\Lambda(\lambda)=\lim _{\epsilon \rightarrow 0} \epsilon \log \int_{\mathcal{X}} e^{\epsilon^{-1}(\lambda, x)} \mu_{\epsilon}(d x) \tag{6.4.70}
\end{equation*}
$$

exists as an extended real number, and moreover that for any $d \in \mathscr{Z}_{+}$and any $\lambda_{1}, \ldots, \lambda_{d} \in$ $\mathcal{W}$, the function

$$
g\left(\left(t_{1}, \ldots, t_{d}\right)\right) \triangleq \Lambda\left(\sum_{i=1}^{d} t_{i} \lambda_{i}\right): \mathbb{R}^{d} \rightarrow(-\infty, \infty]
$$

is essentially smooth, lower semicontinuous, and finite in some neighborhood of 0 . Then $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP in $(\mathcal{X}, \mathcal{B})$ with the convex, good rate function

$$
\begin{equation*}
\Lambda^{*}(x)=\sup _{\lambda \in \mathcal{W}}\{\langle\lambda, x\rangle-\Lambda(\lambda)\} \tag{6.4.71}
\end{equation*}
$$

(b) Alternatively, if for any $\lambda_{1}, \ldots, \lambda_{d} \in \mathcal{W}$, there exists a compact set $K \subset \mathbb{R}^{d}$ such that $\mu_{\epsilon} \circ p_{\lambda_{1}, \ldots, \lambda_{d}}^{-1}(K)=1$, and moreover $\left\{\mu_{\epsilon} \circ p_{\lambda_{1}, \ldots, \lambda_{d}}^{-1}, \epsilon>0\right\}$ satisfies the LDP with a convex rate function, then $\Lambda: \mathcal{W} \rightarrow \mathbb{R}$ exists, is finite everywhere, and $\left\{\mu_{\epsilon}\right\}$ satisfies the $L D P$ in $(\mathcal{X}, \mathcal{B})$ with the convex, good rate function $\Lambda^{*}(\cdot)$ as defined in (6.4.71).

Remark: Since $\mathcal{X}$ satisfies Assumption 6.4.67, the only continuous linear functionals on $\mathcal{X}$ are of the form $x \mapsto\langle\lambda, x\rangle$, where $\lambda \in \mathcal{W}$. Consequently, $\mathcal{X}^{*}$ may be identified with $\mathcal{W}$, and $\Lambda^{*}(\cdot)$ is the Fenchel-Legendre transform of $\Lambda(\cdot)$ as defined in Section 6.4.4.

Recall that a function $f: \mathcal{X}^{*} \rightarrow \mathbb{R}$ is Gateaux differentiable if, for every $\lambda, \theta \in \mathcal{X}^{*}$, the function $f(\lambda+t \theta)$ is differentiable with respect to $t$ at $t=0$. In the next corollary, Gateaux differentiability of $\Lambda(\cdot)$ results with the LDP, dispensing with Assumption 6.4.68.

Corollary 6.4.41 Let $\left\{\mu_{\epsilon}\right\}$ be an exponentially tight family of Borel probability measures on the locally convex Hausdorff topological vector space $\mathcal{E}$. Suppose $\Lambda(\cdot)=\lim _{\epsilon \rightarrow 0} \epsilon \Lambda_{\mu_{\epsilon}}(\cdot / \epsilon)$ is finite valued and Gateaux differentiable. Then $\left\{\mu_{\epsilon}\right\}$ satisfies the LDP in $\mathcal{E}$ with the convex, good rate function $\Lambda^{*}$.

### 6.5 Sample Path LDPs

The finite dimensional LDPs considered in Section 6.3 allow computations of the tail behavior of rare events associated with various sorts of empirical means. In many problems, the interest is actually in rare events that depend on a collection of random variables, or, more generally, on a random process. Whereas some of these questions may be cast in terms of empirical measures, this is not always the most fruitful approach. Interest often lies in the probability that a path of a random process hits a particular set. Questions of this nature are addressed here. We start with the case of a random walk, the simplest example of all. The Brownian motion counterpart is then an easy application of exponential equivalence, and the diffusion case follows by suitable approximate contractions.

The material for this section is taken from Sections $5.1 / 5.2,5.6$ and 5.7 of [DeZ98] to which the reader is referred for additional details, bibliography, and proofs.

### 6.5.1 Sample Path Large Deviations for Random Walk and for Brownian Motion

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random vectors taking values in $\mathbb{R}^{d}$, with $\Lambda(\lambda) \triangleq \log E\left(e^{\left\langle\lambda, X_{1}\right\rangle}\right)<\infty$ for all $\lambda \in \mathbb{R}^{d}$. Cramér's theorem (Theorem 6.3.9) allows the analysis of the large deviations of $\frac{1}{n} \sum_{i=1}^{n} X_{i}$. Similarly, the large deviations behavior of the pair of random variables $\frac{1}{n} \sum_{i=1}^{n} X_{i}$ and $\frac{1}{n} \sum_{i=1}^{[n / 2]} X_{i}$ can be obtained, where $[c]$ as usual denotes the integer part of $c$. In Section 6.5.1, the large deviations joint behavior of a family of random variables indexed by $t$ is considered.

Define

$$
\begin{equation*}
Z_{n}(t)=\frac{1}{n} \sum_{i=1}^{[n t]} X_{i}, \quad 0 \leq t \leq 1 \tag{6.5.72}
\end{equation*}
$$

and let $\mu_{n}$ be the law of $Z_{n}(\cdot)$ in $L_{\infty}([0,1])$. Throughout, $|x| \triangleq \sqrt{\langle x, x\rangle}$ denotes the Euclidean norm on $\mathbb{R}^{d},\|f\|$ denotes the supremum norm on $L_{\infty}([0,1])$, and $\Lambda^{*}(x) \triangleq \sup _{\lambda \in \mathbb{R}^{d}}[\langle\lambda, x\rangle-$ $\Lambda(\lambda)$ ] denotes the Fenchel-Legendre transform of $\Lambda(\cdot)$.

The following theorem is the first result of this section.
Theorem 6.5.1 (Mogulskii) The measures $\mu_{n}$ satisfy in $L_{\infty}([0,1])$ the LDP with the good rate function

$$
I(\phi)=\left\{\begin{array}{cl}
\int_{0}^{1} \Lambda^{*}(\dot{\phi}(t)) d t, & \text { if } \phi \in \mathcal{A C}, \phi(0)=0  \tag{6.5.73}\\
\infty & \text { otherwise }
\end{array}\right.
$$

where $\mathcal{A C}$ denotes the space of absolutely continuous functions, i.e.,

$$
\begin{aligned}
\mathcal{A C} \triangleq & \triangleq\{\phi \in C([0,1]): \\
& \left.\sum_{\ell=1}^{k}\left|t_{\ell}-s_{\ell}\right| \rightarrow 0, s_{\ell}<t_{\ell} \leq s_{\ell+1}<t_{\ell+1} \Longrightarrow \sum_{\ell=1}^{k}\left|\phi\left(t_{\ell}\right)-\phi\left(s_{\ell}\right)\right| \rightarrow 0\right\}
\end{aligned}
$$

## Remarks:

(a) Recall that $\phi:[0,1] \rightarrow \mathbb{R}^{d}$ absolutely continuous implies that $\phi$ is differentiable almost everywhere; in particular, that it is the integral of an $L_{1}([0,1])$ function.
(b) Since $\left\{\mu_{n}\right\}$ are supported on the space of functions continuous from the right and having left limits, of which $\mathcal{D}_{I}$ is a subset, the preceding LDP holds in this space when equipped with the supremum norm topology. In fact, all steps of the proof would have been the same had we been working in that space, instead of $L_{\infty}([0,1])$, throughout.
(c) Theorem 6.5 .1 possesses extensions to stochastic processes with jumps at random times; To avoid measurability problems, one usually works in the space of functions continuous from the right and having left limits, equipped with a topology which renders the latter Polish (the Skorohod topology). Results may then be strengthened to the supremum norm topology by using exponential tightness.

The proof of Theorem 6.5.1 is based on the following three lemmas.
Lemma 6.5.2 Let $\tilde{\mu}_{n}$ denote the law of $\tilde{Z}_{n}(\cdot)$ in $L_{\infty}([0,1])$, where

$$
\begin{equation*}
\tilde{Z}_{n}(t) \triangleq Z_{n}(t)+\left(t-\frac{[n t]}{n}\right) X_{[n t]+1} \tag{6.5.74}
\end{equation*}
$$

is the polygonal approximation of $Z_{n}(t)$. Then the probability measures $\mu_{n}$ and $\tilde{\mu}_{n}$ are exponentially equivalent in $L_{\infty}([0,1])$.

Lemma 6.5.3 Let $\mathcal{X}$ consist of all the maps from $[0,1]$ to $\mathbb{R}^{d}$ such that $t=0$ is mapped to the origin, and equip $\mathcal{X}$ with the topology of pointwise convergence on $[0,1]$. Then the probability measures $\tilde{\mu}_{n}$ of Lemma 6.5.2 (defined on $\mathcal{X}$ by the natural embedding) satisfy the LDP in this Hausdorff topological space with the good rate function $I(\cdot)$ of (6.5.73).

Lemma 6.5.4 The probability measures $\tilde{\mu}_{n}$ are exponentially tight in the space $C_{0}([0,1])$ of all continuous functions $f:[0,1] \rightarrow \mathbb{R}^{d}$ such that $f(0)=0$, equipped with the supremum norm topology.

Proof of Theorem 6.5.1: By Lemma 6.5.3, $\left\{\tilde{\mu}_{n}\right\}$ satisfies the LDP in $\mathcal{X}$. Note that $\mathcal{D}_{I} \subset C_{0}([0,1])$, and by (6.5.72) and (6.5.74), $\tilde{\mu}_{n}\left(C_{0}([0,1])\right)=1$ for all $n$. Thus, by Lemma 6.4.3, the LDP for $\left\{\tilde{\mu}_{n}\right\}$ also holds in the space $C_{0}([0,1])$ when equipped with the relative (Hausdorff) topology induced by $\mathcal{X}$. The latter is the pointwise convergence topology, which is generated by the sets $V_{t, x, \delta} \triangleq\left\{g \in C_{0}([0,1]):|g(t)-x|<\delta\right\}$ with $t \in(0,1], x \in \mathbb{R}^{d}$ and $\delta>0$. Since each $V_{t, x, \delta}$ is an open set under the supremum norm, the latter topology is finer (stronger) than the pointwise convergence topology. Hence, the exponential tightness of $\left\{\tilde{\mu}_{n}\right\}$ as established in Lemma 6.5.4 allows, by Corollary 6.4.13, for the strengthening of the LDP to the supremum norm topology on $C_{0}([0,1])$. Since $C_{0}([0,1])$ is a closed subset of $L_{\infty}([0,1])$, the same LDP holds in $L_{\infty}([0,1])$ by again using Lemma 6.4.3, now in the opposite direction. Finally, in view of Lemma 6.5.2, the LDP of $\left\{\mu_{n}\right\}$ in the metric space $L_{\infty}([0,1])$ follows from that of $\left\{\tilde{\mu}_{n}\right\}$ by an application of Theorem 6.4.15.

The projective limit approach, which is the key to Lemma 6.5.3 hinges upon the following finite dimensional result. This in turn is a consequence of Cramér's Theorem 6.3.9.
Lemma 6.5.5 Let $J$ denote the collection of all ordered finite subsets of $(0,1]$. For any $j=\left\{0<t_{1}<t_{2}<\cdots<t_{|j|} \leq 1\right\} \in J$ and any $f:[0,1] \rightarrow \mathbb{R}^{d}$, let $p_{j}(f)$ denote the vector $\left(f\left(t_{1}\right), f\left(t_{2}\right), \ldots, f\left(t_{|j|}\right)\right) \in\left(\mathbb{R}^{d}\right)^{|j|}$. Then the sequence of laws $\left\{\mu_{n} \circ p_{j}^{-1}\right\}$ satisfies the LDP in $\left(\mathbb{R}^{d}\right)^{|j|}$ with the good rate function

$$
\begin{equation*}
I_{j}(\mathbf{z})=\sum_{\ell=1}^{|j|}\left(t_{\ell}-t_{\ell-1}\right) \Lambda^{*}\left(\frac{z_{\ell}-z_{\ell-1}}{t_{\ell}-t_{\ell-1}}\right) \tag{6.5.75}
\end{equation*}
$$

where $\mathbf{z}=\left(z_{1}, \ldots, z_{|j|}\right)$ and $t_{0}=0, z_{0}=0$.
We next turn to the diffusion counterpart of Theorem 6.5.1. Let $w_{t}, t \in[0,1]$ denote a standard Brownian motion in $\mathbb{R}^{d}$. Consider the process

$$
w_{\epsilon}(t)=\sqrt{\epsilon} w_{t}
$$

and let $\nu_{\epsilon}$ be the probability measure induced by $w_{\epsilon}(\cdot)$ on $C_{0}([0,1])$, the space of all continuous functions $\phi:[0,1] \rightarrow \mathbb{R}^{d}$ such that $\phi(0)=0$, equipped with the supremum norm topology. Note that $\left\|w_{\epsilon}\right\| \underset{\epsilon \rightarrow 0}{\longrightarrow} 0$ in probability (actually, almost surely) and exponentially fast in $1 / \epsilon$ as implied by the following useful (though elementary) consequence of the reflection principle.

Lemma 6.5.6 For any integer $d$ and any $\tau, \epsilon, \delta>0$,

$$
\begin{equation*}
\operatorname{Prob}\left(\sup _{0 \leq t \leq \tau}\left|w_{\epsilon}(t)\right| \geq \delta\right) \leq 4 d e^{-\delta^{2} / 2 d \tau \epsilon} \tag{6.5.76}
\end{equation*}
$$

The LDP for $w_{\epsilon}(\cdot)$ is stated in the following theorem. Let $H_{1} \triangleq\left\{\int_{0}^{t} f(s) d s: f \in L_{2}([0,1])\right\}$ denote the space of all absolutely continuous functions with square integrable derivative equipped with the norm $\|g\|_{H_{1}}=\left[\int_{0}^{1}|\dot{g}(t)|^{2} d t\right]^{\frac{1}{2}}$.

Theorem 6.5.7 (Schilder) $\left\{\nu_{\epsilon}\right\}$ satisfies, in $C_{0}([0,1])$, an LDP with good rate function

$$
I_{w}(\phi)=\left\{\begin{array}{cl}
\frac{1}{2} \int_{0}^{1}|\dot{\phi}(t)|^{2} d t, & \phi \in H_{1} \\
\infty & \text { otherwise }
\end{array}\right.
$$

Proof. Observe that the process

$$
\hat{w}_{\epsilon}(t) \triangleq w_{\epsilon}\left(\epsilon\left[\frac{t}{\epsilon}\right]\right)
$$

is for $\epsilon_{n}=\frac{1}{n}$ merely the process $Z_{n}(\cdot)$ of (6.5.72), for the particular choice of $X_{i}$, which are standard Normal random variables in $\mathbb{R}^{d}$ (namely, of zero mean and of the identity covariance matrix). Combining Theorem 6.5.1 with exponential equivalence leads first to the LDP for $\hat{w}_{\epsilon}(\cdot)$, and then using Lemma 6.5.6 to the LDP for $w_{\epsilon}(\cdot)$.

### 6.5.2 The Freidlin-Wentzell Theory

The results of Section 6.5.1 are extended here to the case of strong solutions of stochastic differential equations. Note that these, in general, do not possess independent increments. However, some underlying independence exists in the process via the Brownian motion, which generates the diffusion. This is exploited in Section 6.5.2, where large deviations principles are derived by applying various contraction principles.

First consider the following relatively simple situation. Let $\left\{x_{t}^{\epsilon}\right\}$ be the diffusion process that is the unique solution of the stochastic differential equation

$$
\begin{equation*}
d x_{t}^{\epsilon}=b\left(x_{t}^{\epsilon}\right) d t+\sqrt{\epsilon} d w_{t} \quad 0 \leq t \leq 1, \quad x_{0}^{\epsilon}=0 \tag{6.5.77}
\end{equation*}
$$

where $b: \mathbb{R} \rightarrow \mathbb{R}$ is a uniformly Lipschitz continuous function (namely, $|b(x)-b(y)| \leq B \mid x-$ $y \mid)$. The existence and uniqueness of the strong solution $\left\{x_{t}^{\epsilon}\right\}$ of (6.5.77) is standard. Let $\tilde{\mu}_{\epsilon}$ denote the probability measure induced by $\left\{x_{t}^{\epsilon}\right\}$ on $C_{0}([0,1])$. Then $\tilde{\mu}_{\epsilon}=\mu_{\epsilon} \circ F^{-1}$, where
$\mu_{\epsilon}$ is the measure induced by $\left\{\sqrt{\epsilon} w_{t}\right\}$, and the deterministic map $F: C_{0}([0,1]) \rightarrow C_{0}([0,1])$ is defined by $f=F(g)$, where $f$ is the unique continuous solution of

$$
\begin{equation*}
f(t)=\int_{0}^{t} b(f(s)) d s+g(t), \quad t \in[0,1] \tag{6.5.78}
\end{equation*}
$$

The LDP associated with $x_{t}^{\epsilon}$ is therefore a direct application of the contraction principle with respect to the map $F$.
Theorem 6.5.8 $\left\{x_{t}^{\epsilon}\right\}$ satisfies the LDP in $C_{0}([0,1])$ with the good rate function

$$
I(f) \triangleq\left\{\begin{array}{cc}
\frac{1}{2} \int_{0}^{1}|\dot{f}(t)-b(f(t))|^{2} d t & , \quad f \in H_{1}  \tag{6.5.79}\\
\infty & , f \notin H_{1}
\end{array}\right.
$$

Now, let $\left\{x_{t}^{\epsilon}\right\}$ be the diffusion process that is the unique solution of the stochastic differential equation

$$
\begin{equation*}
d x_{t}^{\epsilon}=b\left(x_{t}^{\epsilon}\right) d t+\sqrt{\epsilon} \sigma\left(x_{t}^{\epsilon}\right) d w_{t}, \quad 0 \leq t \leq T, \quad x_{0}^{\epsilon}=x \tag{6.5.80}
\end{equation*}
$$

where $x \in \mathbb{R}^{d}$ is deterministic, $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a uniformly Lipschitz continuous function, all the elements of the diffusion matrix $\sigma$ are bounded, uniformly Lipschitz continuous functions, and $w$. is a standard Brownian motion in $\mathbb{R}^{d}$. The existence and uniqueness of the strong solution $\left\{x_{t}^{\epsilon}\right\}$ of (6.5.80) is standard.

The map defined by the process $x^{\epsilon}$. on $C([0, T])$ is measurable but need not be continuous, and thus the proof of Theorem 6.5.8 does not apply directly. Indeed, this noncontinuity is strikingly demonstrated by the fact that the solution to (6.5.80), when $w_{t}$ is replaced by its polygonal approximation, differs in the limit from $x^{\epsilon}$ by a nonzero (Wong-Zakai) correction term. On the other hand, this correction term is of the order of $\epsilon$, so it is not expected to influence the large deviations results. Such an argument leads to the guess that the appropriate rate function for (6.5.80) is

$$
\begin{equation*}
I_{x, T}(f)=\inf _{\left.\left\{g \in H_{1}(0, T]\right): f(t)=x+\int_{0}^{t} b(f(s)) d s+\int_{0}^{t} \sigma(f(s)) \dot{g}(s) d s\right\}} \frac{1}{2} \int_{0}^{T}|\dot{g}(t)|^{2} d t \tag{6.5.81}
\end{equation*}
$$

where the infimum over an empty set is taken as $+\infty$, and $|\cdot|$ denotes both the usual Euclidean norm on $\mathbb{R}^{d}$ and the corresponding operator norm of matrices. The spaces $H_{1}$, and $L_{2}([0, T])$ for $\mathbb{R}^{d}$-valued functions are defined using this norm.
Theorem 6.5.9 If all the entries of $b$ and $\sigma$ are bounded, uniformly Lipschitz continuous functions, then $\left\{x_{t}^{\epsilon}\right\}$, the solution of (6.5.80), satisfies the LDP in $C([0, T])$ with the good rate function $I_{x, T}(\cdot)$ of (6.5.81).
Remark: For $\sigma(\cdot)$, a square matrix, and nonsingular diffusions, namely, solutions of (6.5.80) with $a(\cdot) \triangleq \sigma(\cdot) \sigma^{\prime}(\cdot)$ which is uniformly positive definite, the preceding formula for the rate function simplifies considerably to

$$
I_{x, T}(f)=\left\{\begin{array}{cl}
\frac{1}{2} \int_{0}^{T}\left(\dot{f}(t)-b(f(t))^{\prime} a^{-1}(f(t))(\dot{f}(t)-b(f(t))) d t\right. & , \quad f \in H_{1}^{x} \\
\infty & \\
\infty \notin H_{1}^{x}
\end{array}\right.
$$

where $H_{1}^{x} \triangleq\left\{f: f(t)=x+\int_{0}^{t} \phi(s) d s, \phi \in L_{2}([0, T])\right\}$.
The proof is based on approximating the process $x^{\epsilon}$ in the sense of Theorem 6.4.19 by the solution of the stochastic differential equations

$$
\begin{equation*}
d x_{t}^{\epsilon, m}=b\left(x_{\frac{[m+1}{m}}^{\epsilon, m}\right) d t+\sqrt{\epsilon} \sigma\left(x_{\frac{[m+1]}{\epsilon}}^{\epsilon, m}\right) d w_{t}, \quad 0 \leq t \leq T, \quad x_{0}^{\epsilon, m}=0 \tag{6.5.82}
\end{equation*}
$$

Indeed, $\left\{x^{\epsilon, m}\right\}, m=1,2, \ldots$, are shown, by martingale inequalities, to be exponentially good approximations of $\left\{x^{\epsilon}\right\}$. This is achieved by means of the following lemma:

Lemma 6.5.10 Let $b_{t}$, $\sigma_{t}$ be progressively measurable processes, and let

$$
\begin{equation*}
d z_{t}=b_{t} d t+\sqrt{\epsilon} \sigma_{t} d w_{t} \tag{6.5.83}
\end{equation*}
$$

where $z_{0}$ is deterministic. Let $\tau_{1} \in[0, T]$ be a stopping time with respect to the filtration of $\left\{w_{t}, t \in[0, T]\right\}$. Suppose that the coefficients of the diffusion matrix $\sigma$ are uniformly bounded, and for some constants $M, B, \rho$ and any $t \in\left[0, \tau_{1}\right]$,

$$
\begin{align*}
\left|\sigma_{t}\right| & \leq M\left(\rho^{2}+\left|z_{t}\right|^{2}\right)^{1 / 2} \\
\left|b_{t}\right| & \leq B\left(\rho^{2}+\left|z_{t}\right|^{2}\right)^{1 / 2} \tag{6.5.84}
\end{align*}
$$

Then for any $\delta>0$ and any $\epsilon \leq 1$,

$$
\epsilon \log \operatorname{Prob}\left(\sup _{t \in\left[0, \tau_{1}\right]}\left|z_{t}\right| \geq \delta\right) \leq K+\log \left(\frac{\rho^{2}+\left|z_{0}\right|^{2}}{\rho^{2}+\delta^{2}}\right)
$$

where $K=2 B+M^{2}(2+d)$.
The following theorem strengthens Theorem 6.5 .9 by allowing for $\epsilon$ dependent initial conditions.

Theorem 6.5.11 Assume the conditions of Theorem 6.5.9. Let $\left\{X_{t}^{\epsilon, y}\right\}$ denote the solution of (6.5.80) for the initial condition $X_{0}=y$. Then:
(a) For any closed $F \subset C([0, T])$,

$$
\begin{equation*}
\limsup _{\substack{\epsilon \rightarrow 0 \\ y \rightarrow x}} \epsilon \log \operatorname{Prob}\left(X^{\epsilon, y} \in F\right) \leq-\inf _{\phi \in F} I_{x, T}(\phi) \tag{6.5.85}
\end{equation*}
$$

(b) For any open $G \subset C([0, T])$,

$$
\begin{equation*}
\underset{\substack{\epsilon \rightarrow 0 \\ y \rightarrow x}}{\liminf } \epsilon \log \operatorname{Prob}\left(X^{\epsilon, y} \in G\right) \geq-\inf _{\phi \in G} I_{x, T}(\phi) \tag{6.5.86}
\end{equation*}
$$

The following immediate corollary of Theorem 6.5.11 is used in Section 6.5.3.
Corollary 6.5.12 Assume the conditions of Theorem 6.5.9. Then for any compact $K \subset \mathbb{R}^{d}$ and any closed $F \subset C([0, T])$,

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \epsilon \log \sup _{y \in K} \operatorname{Prob}\left(X^{\epsilon, y} \in F\right) \leq-\inf _{\substack{\phi \in F \\ y \in K}} I_{y, T}(\phi) \tag{6.5.87}
\end{equation*}
$$

Similarly, for any open $G \subset C([0, T])$,

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log \inf _{y \in K} \operatorname{Prob}\left(X^{\epsilon, y} \in G\right) \geq-\sup _{y \in K} \inf _{\phi \in G} I_{y, T}(\phi) \tag{6.5.88}
\end{equation*}
$$

### 6.5.3 Application: The Problem of Diffusion Exit from a Domain

Consider the system

$$
\begin{equation*}
d x_{t}^{\epsilon}=b\left(x_{t}^{\epsilon}\right) d t+\sqrt{\epsilon} \sigma\left(x_{t}^{\epsilon}\right) d w_{t}, \quad x_{t}^{\epsilon} \in \mathbb{R}^{d}, \quad x_{0}^{\epsilon}=x \tag{6.5.89}
\end{equation*}
$$

in the open, bounded domain $G$, where $b(\cdot)$ and $\sigma(\cdot)$ are uniformly Lipschitz continuous functions of appropriate dimensions and $w$. is a standard Brownian motion. The following assumption prevails throughout Section 6.5.3.

Assumption (A-1) The unique stable equilibrium point in $G$ of the d-dimensional ordinary differential equation

$$
\begin{equation*}
\dot{\phi}_{t}=b\left(\phi_{t}\right) \tag{6.5.90}
\end{equation*}
$$

is at $0 \in G$, and

$$
\phi_{0} \in G \Rightarrow \forall t>0, \phi_{t} \in G \text { and } \lim _{t \rightarrow \infty} \phi_{t}=0
$$

When $\epsilon$ is small, it is reasonable to guess that the system (6.5.89) tends to stay inside $G$. Indeed, suppose that the boundary of $G$ is smooth enough for

$$
\tau^{\epsilon} \triangleq \inf \left\{t>0: x_{t}^{\epsilon} \in \partial G\right\}
$$

to be a well-defined stopping time. Under mild conditions, $P\left(\tau^{\epsilon}<T\right) \underset{\epsilon \rightarrow 0}{\longrightarrow} 0$ for any $T<\infty$. (This fact follows for example from Theorem 6.5.13.) From an engineering point of view, (6.5.89) models a tracking loop in which some parasitic noise exists. The parasitic noise may exist because of atmospheric noise (e.g., in radar and astronomy), or because of a stochastic element in the signal model (e.g., in a phase lock loop). From that point of view, exiting the domain at $\partial G$ is an undesirable event, for it means the loss of lock. An important question (both in the analysis of a given system and in the design of new systems) would be how probable is the loss of lock.

In many interesting systems, the time to lose lock is measured in terms of a large multiple of the natural time constant of the system. For example, in modern communication systems, where the natural time constant is a bit duration, the error probabilities are in the order of $10^{-7}$ or $10^{-9}$. In such situations, asymptotic computations of the exit time become meaningful.

Another important consideration in designing such systems is the question of where the exit occurs on $\partial G$, for it may allow design of modified loops, error detectors, etc.

Throughout, $E_{x}$ denotes expectations with respect to the diffusion process (6.5.89), where $x_{0}^{\epsilon}=x$. The following classical theorem characterizes such expectations, for any $\epsilon$, in terms of the solutions of appropriate partial differential equations.
Theorem 6.5.13 Assume that for any $y \in \partial G$, there exists a ball $B(y)$ such that $\bar{G} \cap \overline{B(y)}=$ $\{y\}$, and for some $\eta>0$ and all $x \in G$, the matrices $\sigma(x) \sigma^{\prime}(x)-\eta I$ are positive definite. Then for any Hölder continuous function $g(o n G$ ) and any continuous function $f$ (on $\partial G$ ), the function

$$
u(x) \triangleq E_{x}\left[f\left(x_{\tau^{\epsilon}}^{\epsilon}\right)+\int_{0}^{\tau^{\epsilon}} g\left(x_{t}^{\epsilon}\right) d t\right]
$$

has continuous second derivatives on $G$, is continuous on $\bar{G}$, and is the unique solution of the partial differential equation

$$
\begin{aligned}
L^{\epsilon} u & =-g \text { in } G \\
u & =f \text { on } \partial G
\end{aligned}
$$

where the differential operator $L^{\epsilon}$ is defined via

$$
L^{\epsilon} v \triangleq \frac{\epsilon}{2} \sum_{i, j}\left(\sigma \sigma^{\prime}\right)_{i j}(x) \frac{\partial^{2} v}{\partial x_{i} \partial x_{j}}+b(x)^{\prime} \nabla v
$$

The following corollary, obtained by substituting $f \equiv 0$ and $g \equiv 1$ or $g \equiv 0$, is of particular interest.

Corollary 6.5.14 Assume the conditions of Theorem 6.5.13. Let $u_{1}(x)=E_{x}\left(\tau^{\epsilon}\right)$. Then $u_{1}$ is the unique solution of

$$
\begin{equation*}
L^{\epsilon} u_{1}=-1, \quad \text { in } \quad G \quad ; \quad u_{1}=0, \quad \text { on } \quad \partial G \tag{6.5.91}
\end{equation*}
$$

Further, let $u_{2}(x)=E_{x}\left(f\left(x_{\tau^{\epsilon}}^{\epsilon}\right)\right)$. Then for any $f$ continuous, $u_{2}$ is the unique solution of

$$
\begin{equation*}
L^{\epsilon} u_{2}=0, \quad \text { in } \quad G \quad ; \quad u_{2}=f, \quad \text { on } \quad \partial G . \tag{6.5.92}
\end{equation*}
$$

In principle, Corollary 6.5.14 enables the computation of the quantities of interest for any $\epsilon$. However, in general for $d \geq 2$, neither (6.5.91) nor (6.5.92) can be solved explicitly. Moreover, the numerical effort required in solving these equations is considerable, in particular when the solution over a range of values of $\epsilon$ is of interest. In view of that, the exit behavior analysis from an asymptotic standpoint is crucial.

Since large deviations estimates are for neighborhoods rather than for points, it is convenient to extend the definition of (6.5.89) to $\mathbb{R}^{d}$. From here on, it is assumed that the original domain $G$ is smooth enough to allow for such an extension preserving the uniform Lipschitz continuity of $b(\cdot), \sigma(\cdot)$.

Motivated by Theorem 6.5.9, define the cost function

$$
\begin{align*}
V(y, z, t) & \triangleq \inf _{\left\{\phi \in C([0, t]): \phi_{t}=z\right\}} I_{y, t}(\phi)  \tag{6.5.93}\\
& =\inf _{\left\{u, \in L_{2}([0, t]): \phi_{t}=z \text { where } \phi_{s}=y+\int_{0}^{s} b\left(\phi_{\theta}\right) d \theta+\int_{0}^{s} \sigma\left(\phi_{\theta}\right) u_{\theta} d \theta\right\}} \frac{1}{2} \int_{0}^{t}\left|u_{s}\right|^{2} d s,
\end{align*}
$$

where $I_{y, t}(\cdot)$ is the good rate function of (6.5.81), which controls the LDP associated with (6.5.89). This function is also denoted as $I_{y}(\cdot), I_{t}(\cdot)$ or $I(\cdot)$ if no confusion may arise. Heuristically, $V(y, z, t)$ is the cost of forcing the system (6.5.89) to be at the point $z$ at time $t$ when starting at $y$. Define

$$
V(y, z) \triangleq \inf _{t>0} V(y, z, t)
$$

The function $V(0, z)$ is called the quasi-potential. The treatment to follow is guided by the heuristics that as $\epsilon \rightarrow 0$, the system (6.5.89) wanders around the stable point $x=0$ for an exponentially long time, during which its chances of hitting any closed set $N \subset \partial G$ are determined by $\inf _{z \in N} V(0, z)$. The rationale here is that any excursion off the stable point $x=0$ has an overwhelmingly high probability of being pulled back there, and it is not the time spent near any part of $\partial G$ that matters but the a priori chance for a direct, fast exit due to a rare segment in the Brownian motion's path. Caution, however, should be exercised, as there are examples where this rationale fails.

For use below, we introduce the following basic assumptions.
Assumption (A-2) All the trajectories of the deterministic system (6.5.90) starting at $\phi_{0} \in \partial G$ converge to 0 as $t \rightarrow \infty$.
Assumption (A-3) $\bar{V} \triangleq \inf _{z \in \partial G} V(0, z)<\infty$.
Assumption (A-4) There exists an $M<\infty$ such that, for all $\rho>0$ small enough and all $x, y$ with $|x-z|+|y-z| \leq \rho$ for some $z \in \partial G \cup\{0\}$, there is a function $u$ satisfying that $\|u\|<M$ and $\phi_{T(\rho)}=y$, where

$$
\phi_{t}=x+\int_{0}^{t} b\left(\phi_{s}\right) d s+\int_{0}^{t} \sigma\left(\phi_{s}\right) u_{s} d s
$$

and $T(\rho) \rightarrow 0$ as $\rho \rightarrow 0$.
Assumption (A-2) prevents consideration of situations in which $\partial G$ is the characteristic boundary of the domain of attraction of 0 . Such boundaries arise as the separating curves of several isolated minima, and are of meaningful engineering and physical relevance. Some of the results that follow hold for characteristic boundaries. However, caution is needed in that case. Assumption (A-3) is natural, for otherwise all points on $\partial G$ are equally unlikely on the large deviations scale. Assumption (A-4) is related to the controllability of the system (6.5.89) (where a smooth control replaces the Brownian motion). Note, however, that this is a relatively mild assumption. In particular, if the matrices $\sigma(x) \sigma^{\prime}(x)$ are positive definite for $x=0$, and uniformly positive definite on $\partial G$, then Assumption (A-4) is satisfied.

The following theorem, provides the precise exponential growth rate of $\tau^{\epsilon}$, as well as valuable estimates on the exit measure.

## Theorem 6.5.15

(a) Assume (A-1), (A.3), (A-4). For all $x \in G$ and all $\delta>0$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} P_{x}\left(e^{(\bar{V}+\delta) / \epsilon}>\tau^{\epsilon}>e^{(\bar{V}-\delta) / \epsilon}\right)=1 \tag{6.5.94}
\end{equation*}
$$

Moreover, for all $x \in G$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log E_{x}\left(\tau^{\epsilon}\right)=\bar{V} \tag{6.5.95}
\end{equation*}
$$

(b) Assume (A-1)-(A-4). If $N \subset \partial G$ is a closed set and $\inf _{z \in N} V(0, z)>\bar{V}$, then for any $x \in G$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} P_{x}\left(x_{\tau^{\epsilon}}^{\epsilon} \in N\right)=0 \tag{6.5.96}
\end{equation*}
$$

In particular, if there exists $z^{*} \in \partial G$ such that $V\left(0, z^{*}\right)<V(0, z)$ for all $z \neq z^{*}, z \in \partial G$, then

$$
\begin{equation*}
\forall \delta>0, \forall x \in G, \quad \lim _{\epsilon \rightarrow 0} P_{x}\left(\left|x_{\tau^{\epsilon}}^{\epsilon}-z^{*}\right|<\delta\right)=1 \tag{6.5.97}
\end{equation*}
$$

## Remarks:

(a) When the quasi-potential $V(0, \cdot)$ has multiple minima on $\partial G$, then the question arises as to where the exit occurs. In symmetrical cases, it is easy to see that each minimum point of $V(0, \cdot)$ is equally likely. In general, by part (b) of Theorem 6.5.15, the exit occurs from a neighborhood of the set of minima of the quasi-potential. However, refinements of the underlying large deviations estimates are needed for determining the exact weight among the minima.
(b) The results of Section 6.5 .3 can be, and were indeed, extended in various ways to cover general Lévy processes, dynamical systems perturbed by wide-band noise, queuing systems, partial differential equations, etc.
(c) Often, there is interest in the characteristic boundaries for which Assumption (A-2) is violated. This is the case when there are multiple stable points of the dynamical system. (6.5.90), and $G$ is just the attraction region of one of them. The exit measure analysis used for proving part (b) of the preceding theorem could in principle be incorrect. That is because the sample path that spends increasingly large times inside $G$, while avoiding the neighborhood of the stable point $x=0$, could contribute a nonnegligible probability.
(d) The heuristics behind the proof of Theorem 6.5.15 are as follows: on a fixed time interval $T$, with $T$ large enough, the exit from the domain is extremely unlikely (of probability roughly $p_{\epsilon}:=e^{-\bar{V} / \epsilon}$ ), and if exit occurs it must follow, with overwhelming probability, the minimizing paths in (6.5.93) which end on the boundary of $G$ at time $T$. If exit did
not occur, again with overwhelming probability, the path returns to a neighborhood of the origin. Since the large deviation estimates are uniform in the initial condition, and since $V(y, z)$ is continuous in both variables, the situation is well approximated by independent Bernoulli trials with probability of success $p_{\epsilon}$. Thus, the number of trials before success occurs is of the order of $p_{\epsilon}^{-1}$, and the time before first success is of the same (exponential) order.

### 6.6 LDPs for Empirical Measures

We start this section by providing the general statement of Cramér's and Sanov's theorems, as well as the outline of proof. A new ingredient makes its appearance in this outline; namely, subadditivity is exploited. We then turn to the LDP for the empirical measures of Markov processes and of mixing sequences, concluding with applications to the Gibbs conditioning principle in statistical mechanics and to hypothesis testing in statistics.

The material for this section is mostly taken from Chapter 6 and Sections 3.4 and 7.3 of [DeZ98] to which the reader is refered for details, proofs, and bibliography.

### 6.6.1 Cramér's Theorem in Polish Spaces

A general version of Cramér's theorem for i.i.d. random variables is presented here. Sanov's theorem is derived in Section 6.6.2 as a consequence of this general formulation. The core new idea in the derivation presented here, namely, the use of subadditivity as a tool for proving the LDP, is applicable beyond the i.i.d. case.

Let $\mu$ be a Borel probability measure on a locally convex, Hausdorff, topological real vector space $\mathcal{X}$. On the space $\mathcal{X}^{*}$ of continuous linear functionals on $\mathcal{X}$, define the logarithmic moment generating function

$$
\begin{equation*}
\Lambda(\lambda) \triangleq \log \int_{\mathcal{X}} e^{\langle\lambda, x\rangle} d \mu \tag{6.6.98}
\end{equation*}
$$

and let $\Lambda^{*}(\cdot)$ denote the Fenchel-Legendre transform of $\Lambda$.
For every integer $n$, suppose that $X_{1}, \ldots, X_{n}$ are i.i.d. random variables on $\mathcal{X}$, each distributed according to the law $\mu$; namely, their joint distribution $\mu^{n}$ is the product measure on the space $\left(\mathcal{X}^{n},\left(\mathcal{B}_{\mathcal{X}}\right)^{n}\right)$. We would like to consider the partial averages

$$
\hat{S}_{n}^{m} \triangleq \frac{1}{n-m} \sum_{\ell=m+1}^{n} X_{\ell}
$$

with $\hat{S}_{n} \triangleq \hat{S}_{n}^{0}$ being the empirical mean. Note that $\hat{S}_{n}^{m}$ are always measurable with respect to the $\sigma$-field $\mathcal{B}_{\mathcal{X}^{n}}$, because the addition and scalar multiplication are continuous operations on $\mathcal{X}^{n}$. In general, however, $\left(\mathcal{B}_{\mathcal{X}}\right)^{n} \subset \mathcal{B}_{\mathcal{X}^{n}}$ and $\hat{S}_{n}^{m}$ may be nonmeasurable with respect to the product $\sigma$-field $\left(\mathcal{B}_{\mathcal{X}}\right)^{n}$. When $\mathcal{X}$ is separable, $\mathcal{B}_{\mathcal{X}^{n}}=\left(\mathcal{B}_{\mathcal{X}}\right)^{n}$, and there is no need to further address this measurability issue. In most of the applications we have in mind, the measure $\mu$ is supported on a convex subset of $\mathcal{X}$ that is made into a Polish (and hence, separable) space in the topology induced by $\mathcal{X}$. Consequently, in this setup, for every $m, n \in \mathbb{Z}_{+}, \hat{S}_{n}^{m}$ is measurable with respect to $\left(\mathcal{B}_{\mathcal{X}}\right)^{n}$.

Let $\mu_{n}$ denote the law induced by $\hat{S}_{n}$ on $\mathcal{X}$. In view of the preceding discussion, $\mu_{n}$ is a Borel measure as soon as the convex hull of the support of $\mu$ is separable. The following (technical) assumption formalizes the conditions required for our approach to Cramér's theorem.

Assumption 6.6.99 (a) $\mathcal{X}$ is a locally convex, Hausdorff, topological real vector space. $\mathcal{E}$ is a closed, convex subset of $\mathcal{X}$ such that $\mu(\mathcal{E})=1$ and $\mathcal{E}$ can be made into a Polish space with respect to the topology induced by $\mathcal{X}$.
(b) The closed convex hull of each compact $K \subset \mathcal{E}$ is compact.

The following is the extension of Cramér's theorem (Theorem 6.3.9).
Theorem 6.6.1 Let Assumption 6.6.99 hold. Then $\left\{\mu_{n}\right\}$ satisfies in $\mathcal{X}$ (and $\mathcal{E}$ ) a weak $L D P$ with rate function $\Lambda^{*}$. Moreover, for every open, convex subset $A \subset \mathcal{X}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A)=-\inf _{x \in A} \Lambda^{*}(x) \tag{6.6.100}
\end{equation*}
$$

## Remarks:

(a) If, instead of part (b) of Assumption 6.6.99, both the exponential tightness of $\left\{\mu_{n}\right\}$ and the finiteness of $\Lambda(\cdot)$ are assumed, then the LDP for $\left\{\mu_{n}\right\}$ is a direct consequence of Corollary 6.4.41.
(b) By Mazur's theorem, part (b) of Assumption 6.6.99 follows from part (a) as soon as the metric $d(\cdot, \cdot)$ of $\mathcal{E}$ satisfies, for all $\alpha \in[0,1], x_{1}, x_{2}, y_{1}, y_{2} \in \mathcal{E}$, the convexity condition

$$
\begin{equation*}
d\left(\alpha x_{1}+(1-\alpha) x_{2}, \alpha y_{1}+(1-\alpha) y_{2}\right) \leq \max \left\{d\left(x_{1}, y_{1}\right), d\left(x_{2}, y_{2}\right)\right\} \tag{6.6.101}
\end{equation*}
$$

This condition is motivated by the two applications we have in mind, namely, either $\mathcal{X}=\mathcal{E}$ is a separable Banach space, or $\mathcal{X}=M(\Sigma), \mathcal{E}=M_{1}(\Sigma)$ as in Section 6.6.2. It is straight forward to verify that (6.6.101) holds true in both cases.
(c) Observe that $\hat{S}_{n}^{m}$ are convex combinations of $\left\{X_{\ell}\right\}_{\ell=m}^{n}$, and hence with probability one belong to $\mathcal{E}$. Consider the sample space $\Omega=\mathcal{E}^{\mathbb{Z}_{+}}$of semi-infinite sequences of points in $\mathcal{E}$ with the product topology inherited from the topology of $\mathcal{E}$. Since $\mathcal{E}$ is separable, the Borel $\sigma$-field on $\Omega$ is $\mathcal{B}_{\Omega}=\left(\mathcal{B}_{\mathcal{E}}\right)^{\mathbb{Z}_{+}}$, allowing the semi-infinite sequence $X_{1}, \ldots, X_{\ell}, \ldots$ to be viewed as a random point in $\Omega$, where the latter is equipped with the Borel product measure $\mu^{Z_{+}}$, and with $\hat{S}_{n}$ being measurable maps from $\left(\Omega, \mathcal{B}_{\Omega}\right)$ to $\left(\mathcal{E}, \mathcal{B}_{\mathcal{E}}\right)$. This viewpoint turns out to be particularly useful when dealing with Markov extensions of Theorem 6.6.1.
(d) Cramér's Theorem in $\mathbb{R}^{d}$ is a direct corollary of Theorem 6.6.1 for $\mathcal{X}=\mathcal{E}=\mathbb{R}^{d}$.

The proof of Theorem 6.6 .1 combines the following key lemmas with a variant of Theorem 6.4.34

Lemma 6.6.2 Let part (a) of Assumption 6.6.99 hold true. Then, the sequence $\left\{\mu_{n}\right\}$ satisfies the weak LDP in $\mathcal{X}$ with a convex rate function $I(\cdot)$.

Lemma 6.6.3 Let Assumption 6.6.99 hold true. Then, for every open, convex subset $A \subset$ $\mathcal{X}$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A)=-\inf _{x \in A} I(x)
$$

where $I(\cdot)$ is the convex rate function of Lemma 6.6.2.
We bring below the proof of Lemma 6.6.2, as it exhibits the use of subadditivity in large deviation proofs.

Definition 6.6.4 A function $f: \mathbb{Z}_{+} \rightarrow[0, \infty]$ is called subadditive if $f(n+m) \leq f(n)+$ $f(m)$ for all $n, m \in \mathbb{Z}_{+}$.
Lemma 6.6.5 (Subadditivity) If $f: \mathbb{Z}_{+} \rightarrow[0, \infty]$ is a subadditive function such that $f(n)<\infty$ for all $n \geq N$ and some $N<\infty$, then

$$
\lim _{n \rightarrow \infty} \frac{f(n)}{n}=\inf _{n \geq N} \frac{f(n)}{n}<\infty
$$

The following observation is key to our application of subadditivity.
Lemma 6.6.6 Let part (a) of Assumption 6.6 .99 hold true. Then, for every convex $A \in \mathcal{B}_{\mathcal{X}}$, the function $f(n) \triangleq-\log \mu_{n}(A)$ is subadditive.

Proof. Without loss of generality, it may be assumed that $A \subset \mathcal{E}$. Now,

$$
\hat{S}_{m+n}=\frac{m}{m+n} \hat{S}_{m}+\frac{n}{m+n} \hat{S}_{m+n}^{m}
$$

Therefore, $\hat{S}_{m+n}$ is a convex combination (with deterministic coefficients) of the independent random variables $\hat{S}_{m}$ and $\hat{S}_{m+n}^{m}$. Thus, by the convexity of $A$,

$$
\left\{\omega: \hat{S}_{m+n}^{m}(\omega) \in A\right\} \cap\left\{\omega: \hat{S}_{m}(\omega) \in A\right\} \subset\left\{\omega: \hat{S}_{m+n}(\omega) \in A\right\}
$$

Since, evidently,

$$
\mu^{n+m}\left(\left\{\omega: \hat{S}_{m+n}^{m}(\omega) \in A\right\}\right)=\mu^{n}\left(\left\{\omega: \hat{S}_{n}(\omega) \in A\right\}\right)
$$

it follows that

$$
\begin{equation*}
\mu_{n}(A) \mu_{m}(A) \leq \mu_{n+m}(A) \tag{6.6.102}
\end{equation*}
$$

or alternatively, $f(n)=-\log \mu_{n}(A)$ is subadditive.
The last tool needed for the proof of Lemma 6.6.2 is the following lemma.
Lemma 6.6.7 Let part (a) of Assumption 6.6.99 hold true. If $A \subset \mathcal{E}$ is (relatively) open and $\mu_{m}(A)>0$ for some $m$, then there exists an $N<\infty$ such that $\mu_{n}(A)>0$ for all $n \geq N$.

Proof of Lemma 6.6.2: Fix an open, convex subset $A \subset \mathcal{X}$. Since $\mu_{n}(A)=\mu_{n}(A \cap \mathcal{E})$ for all $n$, either $\mu_{n}(A)=0$ for all $n$, in which case $\mathcal{L}_{A}=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A)=\infty$, or else the limit.

$$
\mathcal{L}_{A}=-\lim _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A)
$$

exists by Lemmas 6.6.5, 6.6.6, and 6.6.7.
Let $\mathcal{C}^{o}$ denote the collection of all open, convex subsets of $\mathcal{X}$. Define

$$
I(x) \triangleq \sup \left\{\mathcal{L}_{A}: x \in A, A \in \mathcal{C}^{\circ}\right\}
$$

Applying Theorem 6.4.6 for the base $\mathcal{C}^{\alpha}$ of the topology of $\mathcal{X}$, it follows that $\mu_{n}$ satisfies the weak LDP with this rate function. To prove that $I(\cdot)$ is convex, we shall apply Lemma 6.4.8. To this end, fix $A_{1}, A_{2} \in \mathcal{C}^{\circ}$ and let $A \triangleq\left(A_{1}+A_{2}\right) / 2$. Then since $\left(\hat{S}_{n}+\hat{S}_{2 n}^{n}\right) / 2=\hat{S}_{2 n}$, it follows that

$$
\mu_{n}\left(A_{1}\right) \mu_{n}\left(A_{2}\right)=\mu^{2 n}\left(\left\{\omega: \hat{S}_{n} \in A_{1}\right\} \cap\left\{\omega: \hat{S}_{2 n}^{n} \in A_{2}\right\}\right) \leq \mu_{2 n}(A)
$$

Thus, by taking $n$-limits, the convexity condition (6.4.38) is verified, namely,

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \mu_{n}(A) \geq \limsup _{n \rightarrow \infty} \frac{1}{2 n} \log \mu_{2 n}(A) \geq-\frac{1}{2}\left(\mathcal{L}_{A_{1}}+\mathcal{L}_{A_{2}}\right)
$$

With (6.4.38) established, Lemma 6.4 .8 yields the convexity of $I$ and the proof is complete.

### 6.6.2 Sanov's Theorem

This section is about the large deviations of the empirical law of a sequence of i.i.d. random variables; namely, let $\Sigma$ be a Polish space and let $Y_{1}, \ldots, Y_{n}$ be a sequence of independent, $\Sigma$-valued random variables, identically distributed according to $\mu \in M_{1}(\Sigma)$, where $M_{1}(\Sigma)$ denotes the space of (Borel) probability measures on $\Sigma$. With $\delta_{y}$ denoting the probability measure degenerate at $y \in \Sigma$, the empirical law of $Y_{1}, \ldots, Y_{n}$ is

$$
\begin{equation*}
L_{n}^{\mathbf{Y}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{Y_{i}} \in M_{1}(\Sigma) \tag{6.6.103}
\end{equation*}
$$

Sanov's theorem about the large deviations of $L_{n}^{\mathbf{Y}}$ is proved in Theorem 6.3.7 for a finite set $\Sigma$. Here, the general case is considered. First, the LDP with respect to the weak topology is deduced, based on Cramér's theorem (Theorem 6.6.1). The LDP with respect to a somewhat stronger topology (the $\tau$-topology) is then presented. The latter result may be derived by the projective limit approach of Section 6.4.5.

To set up the framework for applying the results of Section 6.6.1, let $X_{i}=\delta_{Y_{i}}$ and observe that $X_{1}, \ldots, X_{n}$ are i.i.d. random variables taking values in the real vector space $M(\Sigma)$ of finite (signed) measures on $\Sigma$. Moreover, the empirical mean of $X_{1}, \ldots, X_{n}$ is $L_{n}^{\mathbf{Y}}$ and belongs to $M_{1}(\Sigma)$, which is a convex subset of $M(\Sigma)$. Hence, our program is to equip $\mathcal{X}=M(\Sigma)$ with an appropriate topology and $M_{1}(\Sigma)=\mathcal{E}$ with the relative topology induced by $\mathcal{X}$, so that all the assumptions of Cramér's theorem (Theorem 6.6.1) hold and a weak LDP for $L_{n}^{\mathbf{Y}}$ (in $\mathcal{E}$ ) follows. A full LDP is then deduced by proving that the laws of $L_{n}^{\mathbf{Y}}$ are exponentially tight in $\mathcal{E}$, and an explicit formula for the rate function in terms of relative entropy is derived by an auxiliary argument.

To this end, let $C_{b}(\Sigma)$ denote the collection of bounded continuous functions $\phi: \Sigma \rightarrow \mathbb{R}$, equipped with the supremum norm, i.e., $\|\phi\|=\sup _{x \in \Sigma}|\phi(x)|$. Equip $M(\Sigma)$ with the weak topology generated by the sets $\left\{U_{\phi, x, \delta}, \phi \in C_{b}(\Sigma), x \in \mathbb{R}, \delta>0\right\}$, where

$$
\begin{equation*}
U_{\phi, x, \delta} \triangleq\{\nu \in M(\Sigma):|\langle\phi, \nu\rangle-x|<\delta\}, \tag{6.6.104}
\end{equation*}
$$

and throughout, $\langle\phi, \nu\rangle \triangleq \int_{\Sigma} \phi d \nu$ for any $\phi \in C_{b}(\Sigma)$ and any $\nu \in M(\Sigma)$. The Borel $\sigma$-field generated by the weak topology is denoted $\mathcal{B}^{w}$.

Define the relative entropy of the probability measure $\nu$ with respect to $\mu \in M_{1}(\Sigma)$ as

$$
H(\nu \mid \mu) \triangleq\left\{\begin{array}{cl}
\int_{\Sigma} f \log f d \mu & \text { if } f \triangleq \frac{d \nu}{d \mu} \text { exists } \\
\infty & \text { otherwise }
\end{array}\right.
$$

where $d \nu / d \mu$ stands for the Radon-Nikodym derivative of $\nu$ with respect to $\mu$ when it exists. Remark: The function $H(\nu \mid \mu)$ is also referred to as Kullback-Leibler distance or divergence in the literature. It is worth noting that although $H(\nu \mid \mu)$ is called a distance, it is not a metric, for $H(\nu \mid \mu) \neq H(\mu \mid \nu)$. Moreover, even the symmetric sum $(H(\nu \mid \mu)+H(\mu \mid \nu)) / 2$ does not satisfy the triangle inequality.

We have the following alternative formula for $H(\cdot \mid \mu)$.
Lemma 6.6.8 Let $\Lambda(\phi)=\log \int_{\Sigma} e^{\phi} d \mu$. Then, for any $\nu \in M_{1}(\Sigma)$

$$
H(\nu \mid \mu)=\sup _{\phi \in C_{b}(\Sigma)}\{\langle\phi, \nu\rangle-\Lambda(\phi)\}
$$

Theorem 6.6.9 (Sanov) The empirical measures $L_{n}^{\mathbf{Y}}$ satisfy the $L D P$ in $M_{1}(\Sigma)$ equipped with the weak topology, with the convex, good rate function $H(\cdot \mid \mu)$.

We present below a sketch of the proof of Sanov's theorem:
Since the collection of linear functionals $\left\{\nu \mapsto\langle\phi, \nu\rangle: \phi \in C_{b}(\Sigma)\right\}$ is separating in $M(\Sigma)$, this topology makes $M(\Sigma)$ into a locally convex, Hausdorff topological vector space, whose topological dual is the preceding collection, hereafter identified with $C_{b}(\Sigma)$. Moreover, $M_{1}(\Sigma)$ is a closed subset of $M(\Sigma)$, and $M_{1}(\Sigma)$ is a Polish space when endowed with the relative topology and the Lévy metric. Note that the topology thus induced on $M_{1}(\Sigma)$ corresponds to the weak convergence of probability measures, and that the Lévy metric satisfies the convexity condition (6.6.101).

The preceding discussion leads to the following immediate corollary of Theorem 6.6.1.
Corollary 6.6.10 The empirical measures $L_{n}^{\mathbf{Y}}$ satisfy a weak $L D P$ in $M_{1}(\Sigma)$ (equipped with the weak topology and $\mathcal{B}=\mathcal{B}^{w}$ ) with the convex rate function

$$
\begin{equation*}
\Lambda^{*}(\nu)=\sup _{\phi \in C_{b}(\Sigma)}\{\langle\phi, \nu\rangle-\Lambda(\phi)\}, \quad \nu \in M_{1}(\Sigma) \tag{6.6.105}
\end{equation*}
$$

The strengthening of this corollary to a full LDP with a good rate function $H(\cdot \mid \mu)$ is accomplished by combining Lemma 6.6.8 and

Lemma 6.6.11 The laws of $L_{n}^{\mathbf{Y}}$ of (6.6.103) are exponentially tight.
Proof. There exist compact sets $\Gamma_{\ell} \subset \Sigma, \ell=1,2, \ldots$ such that

$$
\begin{equation*}
\mu\left(\Gamma_{\ell}^{c}\right) \leq e^{-2 \ell^{2}}\left(e^{\ell}-1\right) \tag{6.6.106}
\end{equation*}
$$

Then, for any $\ell$, the set of measures

$$
K^{\ell}=\left\{\nu: \nu\left(\Gamma_{\ell}\right) \geq 1-\frac{1}{\ell}\right\}
$$

is closed. For $L=1,2, \ldots$ define the compact set

$$
K_{L} \triangleq \bigcap_{\ell=L}^{\infty} K^{\ell} \subset M_{1}(\Sigma)
$$

Chebycheff's bound implies then that

$$
\operatorname{Prob}\left(L_{n}^{\mathbf{Y}} \notin K^{\ell}\right) \leq e^{-n \ell} .
$$

Hence, using the union of events bound,

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \log \operatorname{Prob}\left(L_{n}^{\mathbf{Y}} \in K_{L}^{c}\right) \leq-L
$$

Thus, the laws of $L_{n}^{\mathbf{Y}}$ are exponentially tight.
Next, we present a generalized version of Sanov's theorem, due to de Acosta [deA94], with minimal topological assumptions.

Let $(\Sigma, \mathcal{S})$ be a measurable space and let $B(\Sigma)$ be the space of bounded real-valued $\mathcal{S}$-measurable functions defined on $\Sigma$. The $\tau$-topology on the space $M_{1}(\Sigma)$ of probability measures on $(\Sigma, \mathcal{S})$ is the smallest topology such that for each $f \in B(\Sigma)$, the map $f \mapsto$ $\int f d \nu: M_{1}(\Sigma) \rightarrow \mathbb{R}$ is continuous. For $A \subset M_{1}(\Sigma)$, we denote by $\mathrm{cl}_{\tau}(A)$ (resp., $\operatorname{int}_{\tau}(A)$ ) the closure (resp., interior) of $A$ in the $\tau$-topology. The $\sigma$-algebra $\mathcal{B}$ on $M_{1}(\Sigma)$ is defined to be the smallest $\sigma$-algebra such that for each $f \in B(\Sigma)$, the map $f \mapsto \int f d \nu: M_{1}(\Sigma) \rightarrow \mathbb{R}$ is measurable. Let $Y_{1}, \ldots, Y_{n}$ denote i.i.d., $\Sigma$-valued random variables of law $\mu$. Note that $\Sigma$ is not required to be a topological space.

Theorem 6.6.12 For every set $A \in \mathcal{B}$

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \frac{1}{n} \log P\left(L_{n}^{\mathbf{Y}} \in A\right) \leq-\inf _{\nu \in \operatorname{cl}_{\tau}(A)} H(\nu \mid \mu), \\
& \liminf _{n \rightarrow \infty} \frac{1}{n} \log P\left(L_{n}^{\mathbf{Y}} \in A\right) \geq-\inf _{\nu \in \operatorname{int}_{\tau}(A)} H(\nu \mid \mu) .
\end{aligned}
$$

Proof. See [deA94].

### 6.6.3 LDP for Empirical Measures of Markov Chains

Let $\Sigma$ be a Polish space, and let $M_{1}(\Sigma)$ denote the space of Borel probability measures on $\Sigma$ equipped with the Lévy metric, making it into a Polish space with convergence compatible with the weak convergence. Let $\pi(\sigma, \cdot)$ be a transition probability measure (also called Markov or transition kernel), i.e., for all $\sigma \in \Sigma, \pi(\sigma, \cdot) \in M_{1}(\Sigma)$ and $\sigma \mapsto \pi(\sigma, A)$ is measurable for each $A \in \mathcal{B}_{\Sigma}$.

Let $\Omega=\Sigma^{\mathbb{Z}_{+}}$be the space of semi-infinite sequences with values in $\Sigma$, equipped with the product topology, and denote by $Y_{n}$ the coordinates in the sequence, i.e., $Y_{n}\left(\omega_{1}, \ldots, \omega_{n}, \ldots\right)$ $=\omega_{n} . \Omega$ is a Polish space and its Borel $\sigma$-field is precisely $\left(\mathcal{B}_{\Sigma}\right)^{Z_{+}}$. Let $\mathcal{F}_{n}$ denote the $\sigma$-field generated by $\left\{Y_{m}, 1 \leq m \leq n\right\}$. Fixing the initial measure $P_{1} \in M_{1}(\Sigma)$, a measure $P$ on $\Omega$ can be uniquely constructed by the relations $P\left(Y_{n+1} \in \Gamma \mid \mathcal{F}_{n}\right)=\pi\left(Y_{n}, \Gamma\right)$, a.s. $P$ for every $\Gamma \in \mathcal{B}_{\Sigma}$ and every $n \in \mathbb{Z}_{+}$. That is, let the marginals $P_{n} \in M_{1}\left(\Sigma^{n}\right)$ be such that for any $n \geq 1$ and any $\Gamma \in \mathcal{B}_{\Sigma^{n}}$,

$$
\begin{aligned}
P\left(\left\{\sigma \in \Sigma^{\mathbb{Z}_{+}}:\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in \Gamma\right\}\right) & =\int_{\Gamma} P_{1}\left(d x_{1}\right) \prod_{i=1}^{n-1} \pi\left(x_{i}, d x_{i+1}\right) \\
& =\int_{\Gamma} P_{n}\left(d x_{1}, \ldots, d x_{n}\right)
\end{aligned}
$$

Define the (random) probability measure

$$
L_{n}^{\mathbf{Y}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{Y_{i}} \in M_{1}(\Sigma)
$$

and denote by $\mu_{n}$ the probability distribution of the $M_{1}(\Sigma)$-valued random variable $L_{n}^{\mathbf{Y}}$. We derive the LDP for $\mu_{n}$, which, obviously, may also lead by contraction to the LDP for the empirical mean.

The following uniformity assumption, due to de Acosta [deA90] is sufficient for the LDP to hold (for any fixed initial measure $P_{1}$ ).
Assumption (DU) $\pi(\cdot, \cdot)$ is an irreducible Feller kernel, such that for some $\ell \geq 1$ the collection $\left\{\pi^{\ell}(\sigma, \cdot): \sigma \in \Sigma\right\}$ is tight and there exists an irreducibility measure $\phi$ (that is, $\phi \in M_{1}(\Sigma)$ such that $\phi(A)>0$ implies $\sum_{n=1}^{\infty} \pi^{n}(\sigma, A)>0$ for all $\left.\sigma \in \Sigma\right)$, such that $\phi(\Gamma)=0$ implies that for all $\sigma \in \Sigma, \pi^{m}(\sigma, \Gamma)=0$ for some $m=m(\sigma) \geq 1$.

Theorem 6.6.13 Assume (DU). Then $\left\{\mu_{n}\right\}$ satisfies a full $L D P$ in $M_{1}(\Sigma)$ with the convex, good rate function

$$
\begin{equation*}
I_{1}(\nu)=\sup _{u \in B(\Sigma), u \geq 1}\left\{-\int_{\Sigma} \log \left(\frac{\pi u}{u}\right) d \nu\right\} \tag{6.6.107}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
I_{1}(\nu)=\sup _{f \in C_{b}(\Sigma)}\{\langle f, \nu\rangle-\Lambda(f)\} \tag{6.6.108}
\end{equation*}
$$

where for any $f \in C_{b}(\Sigma)$,

$$
\begin{equation*}
\Lambda(f)=\limsup _{n \rightarrow \infty} \frac{1}{n} \log \sup _{P_{1} \in M_{1}(\Sigma)} E\left(\exp \left(\sum_{i=1}^{n} f\left(Y_{i}\right)\right)\right) . \tag{6.6.109}
\end{equation*}
$$

Proof. See [deA90].
The LDP of Theorem 6.6.13 may easily be extended to the empirical measure of $k$-tuples, i.e.,

$$
L_{n, k}^{\mathbf{Y}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{\left(Y_{i}, Y_{i+1}, \ldots, Y_{i+k-1}\right)} \in M_{1}\left(\Sigma^{k}\right)
$$

where hereafter $k \geq 2$. The starting point for the derivation of the $\operatorname{LDP}$ for $L_{n, k}^{\mathbf{Y}}$ lies in the observation that if the sequence $\left\{Y_{n}\right\}$ is a Markov chain with state space $\Sigma$ and transition kernel $\pi(x, d y)$, then the sequence $\left\{\left(Y_{n}, \ldots, Y_{n+k-1}\right)\right\}$ is a Markov chain with state space $\Sigma^{k}$ and transition kernel

$$
\pi_{k}(x, d y)=\pi\left(x_{k}, d y_{k}\right) \prod_{i=1}^{k-1} \delta_{x_{i+1}}\left(y_{i}\right)
$$

where $y=\left(y_{1}, \ldots, y_{k}\right), x=\left(x_{1}, \ldots, x_{k}\right) \in \Sigma^{k}$. Moreover, if $\pi$ satisfies Assumption (DU), then so does $\pi_{k}$ (see [deA90] for details). The following corollary is thus obtained by applying Theorem 6.6.13 to $L_{n, k}^{\mathbf{Y}}$.

Corollary 6.6.14 Assume $\pi$ satisfies Assumption (DU). Then $L_{n, k}^{\mathbf{Y}}$ satisfies (in the weak topology of $M_{1}\left(\Sigma^{k}\right)$ ) the LDP with the good rate function

$$
I_{k}(\nu) \triangleq \sup _{u \in B\left(\Sigma^{k}\right), u \geq 1}\left\{-\int_{\Sigma^{k}} \log \left(\frac{\pi_{k} u}{u}\right) d \nu\right\}
$$

To further identify $I_{k}(\cdot)$, the following definitions and notations are introduced.
Definition 6.6.15 A measure $\nu \in M_{1}\left(\Sigma^{k}\right)$ is called shift invariant if, for any $\Gamma \in \mathcal{B}_{\Sigma^{k-1}}$,

$$
\nu\left(\left\{\sigma \in \Sigma^{k}:\left(\sigma_{1}, \ldots, \sigma_{k-1}\right) \in \Gamma\right\}\right)=\nu\left(\left\{\sigma \in \Sigma^{k}:\left(\sigma_{2}, \ldots, \sigma_{k}\right) \in \Gamma\right\}\right)
$$

Next, for any $\mu \in M_{1}\left(\Sigma^{k-1}\right)$, define the probability measure $\mu \otimes_{k} \pi \in M_{1}\left(\Sigma^{k}\right)$ by

$$
\mu \otimes_{k} \pi(\Gamma)=\int_{\Sigma^{k-1}} \mu(d x) \int_{\Sigma} \pi\left(x_{k-1}, d y\right) 1_{\{(x, y) \in \Gamma\}}, \quad \forall \Gamma \in \mathcal{B}_{\Sigma^{k}}
$$

Theorem 6.6.16 For any transition kernel $\pi$, and any $k \geq 2$,

$$
I_{k}(\nu)= \begin{cases}H\left(\nu \mid \nu_{k-1} \otimes_{k} \pi\right) & , \quad \nu \text { shift invariant } \\ \infty & \text { otherwise }\end{cases}
$$

where $\nu_{k-1}$ denotes the marginal of $\nu$ on the first $(k-1)$ coordinates.

The LDP of Corollary 6.6.14 and Theorem 6.6.16 enables the deviant behavior of empirical means of fixed length sequences to be dealt with as the number of terms $n$ in the empirical sum grows. Often, however, some information is needed on the behavior of sequences whose length is not bounded with $n$. It then becomes useful to consider sequences of infinite length. Formally, one could form the empirical measure

$$
L_{n, \infty}^{\mathbf{Y}} \triangleq \frac{1}{n} \sum_{i=1}^{n} \delta_{T^{i} \mathbf{Y}}
$$

where $\mathbf{Y}=\left(Y_{1}, Y_{2}, \ldots\right)$ and $T^{i} \mathbf{Y}=\left(Y_{i+1}, Y_{i+2}, \ldots\right)$, and inquire about the LDP of the random variable $L_{n, \infty}^{\mathbf{Y}}$ in the space of probability measures on $\Sigma^{\mathbb{Z}_{+}}$. Since such measures may be identified with probability measures on processes, this LDP is referred to as process level LDP.

A natural point of view is to consider the infinite sequences $\mathbf{Y}$ as limits of finite sequences, and to use a projective limit approach. Therefore, the discussion on the process level LDP begins with some topological preliminaries and an exact definition of the probability spaces involved. Since the projective limit approach necessarily involves weak topology, only the weak topologies of $M_{1}(\Sigma)$ and $M_{1}\left(\Sigma^{\mathbb{Z}_{+}}\right)$will be considered.

As in the beginning of this section, let $\Sigma$ be a Polish space, equipped with the metric $d$ and the Borel $\sigma$-field $\mathcal{B}_{\Sigma}$ associated with it, and let $\Sigma^{k}$ denote its $k$ th-fold product, whose topology is compatible with the metric $d_{k}\left(\sigma, \sigma^{\prime}\right)=\sum_{i=1}^{k} d\left(\sigma_{i}, \sigma_{i}^{\prime}\right)$. The sequence of spaces $\Sigma^{k}$ with the obvious projections $p_{m, k}: \Sigma^{m} \rightarrow \Sigma^{k}$, defined by $p_{m, k}\left(\sigma_{1}, \ldots, \sigma_{m}\right)=$ $\left(\sigma_{1}, \ldots, \sigma_{k}\right)$ for $k \leq m$, form a projective system with projective limit that is denoted $\Sigma^{\mathbb{Z}_{+}}$, and canonical projections $p_{k}: \Sigma^{\mathbb{Z}_{+}} \rightarrow \Sigma^{k}$. Since $\Sigma^{k}$ are separable spaces and $\Sigma^{\mathbb{Z}_{+}}$ is countably generated, it follows that $\Sigma^{\mathbb{Z}_{+}}$is separable, and the Borel $\sigma$-field on $\Sigma^{\mathbb{Z}_{+}}$is the product of the appropriate Borel $\sigma$-fields. Finally, the projective topology on $\Sigma^{Z_{+}}$is compatible with the metric

$$
d_{\infty}\left(\sigma, \sigma^{\prime}\right)=\sum_{k=1}^{\infty} \frac{1}{2^{k}}\left[\frac{d_{k}\left(p_{k} \sigma, p_{k} \sigma^{\prime}\right)}{1+d_{k}\left(p_{k} \sigma, p_{k} \sigma^{\prime}\right)}\right]
$$

which makes $\Sigma^{Z_{+}}$into a Polish space. Consider now the spaces $M_{1}\left(\Sigma^{k}\right)$, equipped with the weak topology and the projections $p_{m, k}: M_{1}\left(\Sigma^{m}\right) \rightarrow M_{1}\left(\Sigma^{k}\right), k \leq m$, such that $p_{m, k} \nu$ is the marginal of $\nu \in M_{1}\left(\Sigma^{m}\right)$ with respect to its first $k$ coordinates. The projective limit of this projective system is merely $M_{1}\left(\Sigma^{\mathbb{Z}_{+}}\right)$as stated in the following lemma.

Lemma 6.6.17 The projective limit of $\left(M_{1}\left(\Sigma^{k}\right), p_{m, k}\right)$ is homeomorphic to the space $M_{1}\left(\Sigma^{Z_{+}}\right)$ when the latter is equipped with the weak topology.

Returning to the empirical process, observe that for each $k, p_{k}\left(L_{n, \infty}^{\mathbf{Y}}\right)=L_{n, k}^{\mathbf{Y}}$. The following is therefore an immediate consequence of Lemma 6.6.17, the Dawson-Gärtner theorem (Theorem 6.4.37), and the LDP of Corollary 6.6.14 and Theorem 6.6.16.

Corollary 6.6.18 Assume that (DU) holds. Then the sequence $\left\{L_{n, \infty}^{\mathbf{Y}}\right\}$ satisfies the LDP in $M_{1}\left(\Sigma^{Z_{+}}\right)$(equipped with the weak topology) with the good rate function

$$
I_{\infty}(\nu)= \begin{cases}\sup _{k \geq 2} H\left(p_{k} \nu \mid p_{k-1} \nu \otimes_{k} \pi\right) & , \quad \nu \text { shift invariant } \\ \infty & , \text { otherwise }\end{cases}
$$

where $\nu \in M_{1}\left(\Sigma^{\mathbb{Z}_{+}}\right)$is called shift invariant if, for all $k \in \mathbb{Z}_{+}, p_{k} \nu$ is shift invariant in $M_{1}\left(\Sigma^{k}\right)$.

Our goal now is to derive an explicit expression for $I_{\infty}(\cdot)$. For $i=0,1$, let $\mathbb{Z}_{i}=\mathbb{Z} \cap(-\infty, i]$ and let $\Sigma^{\boldsymbol{Z}_{i}}$ be constructed similarly to $\Sigma^{\mathbb{Z}_{+}}$via projective limits. For any $\mu \in M_{1}\left(\Sigma^{\mathbb{Z}_{+}}\right)$ shift invariant, consider the measures $\mu_{i}^{*} \in M_{1}\left(\Sigma^{Z_{i}}\right)$ such that for every $k \geq 1$ and every $\mathcal{B}_{\Sigma^{k}}$ measurable set $\Gamma$,

$$
\mu_{i}^{*}\left(\left\{\left(\ldots, \sigma_{i+1-k}, \ldots, \sigma_{i}\right):\left(\sigma_{i+1-k}, \ldots, \sigma_{i}\right) \in \Gamma\right\}\right)=p_{k} \mu(\Gamma)
$$

Such a measure exists and is unique by the consistency condition satisfied by $\mu$ and Kolmogorov's extension theorem. Next, for any $\mu_{0}^{*} \in M_{1}\left(\Sigma^{Z_{0}}\right)$, define the Markov extension of it, denoted $\mu_{0}^{*} \otimes \pi \in M_{1}\left(\Sigma^{\mathbb{Z}_{1}}\right)$, such that for any $\phi \in B\left(\Sigma^{k+1}\right), k \geq 1$,

$$
\begin{aligned}
\int_{\Sigma \mathbb{Z}_{1}} \phi\left(\sigma_{-(k-1}\right) & \left., \ldots, \sigma_{0}, \sigma_{1}\right) d \mu_{0}^{*} \otimes \pi \\
& =\int_{\Sigma^{Z_{0}}} \int_{\Sigma} \phi\left(\sigma_{-(k-1)}, \ldots, \sigma_{0}, \tau\right) \pi\left(\sigma_{0}, d \tau\right) d \mu_{0}^{*}
\end{aligned}
$$

In these notations, for any shift invariant $\nu \in M_{1}\left(\Sigma^{\boldsymbol{Z}_{+}}\right)$,

$$
H\left(p_{k} \nu \mid p_{k-1} \nu \otimes_{k} \pi\right)=H\left(\bar{p}_{k} \nu_{1}^{*} \mid \bar{p}_{k}\left(\nu_{0}^{*} \otimes \pi\right)\right)
$$

where for any $\mu \in M_{1}\left(\Sigma^{Z_{1}}\right)$, and any $\Gamma \in \mathcal{B}_{\Sigma^{k}}$,

$$
\bar{p}_{k} \mu(\Gamma)=\mu\left(\left\{\left(\sigma_{k-2}, \ldots, \sigma_{0}, \sigma_{1}\right) \in \Gamma\right\}\right)
$$

The characterization of $I_{\infty}(\cdot)$ is a direct consequence of the following classical lemma.
Lemma 6.6.19 (Pinsker) Let $\Sigma$ be Polish and $\nu, \mu \in M_{1}\left(\Sigma^{\boldsymbol{Z}_{1}}\right)$. Then

$$
H\left(\bar{p}_{k} \nu \mid \bar{p}_{k} \mu\right) \nearrow H(\nu \mid \mu) \text { as } k \rightarrow \infty
$$

Combining Corollary 6.6.18, Lemma 6.6.19 and the preceding discussion, the following identification of $I_{\infty}(\cdot)$ is obtained.

## Corollary 6.6.20

$$
I_{\infty}(\nu)= \begin{cases}H\left(\nu_{\mathbf{1}}^{*} \mid \nu_{0}^{*} \otimes \pi\right) & , \quad \nu \text { shift invariant } \\ \infty & , \text { otherwise }\end{cases}
$$

### 6.6.4 Mixing Conditions and LDP

The goal of Section 6.6.4 is to establish the LDP for stationary processes satisfying a certain mixing condition. Bryc's theorem (Theorem 6.4.30) is first applied to establish the LDP of the empirical mean for a class of stationary processes taking values in a convex compact subset of $\mathbb{R}^{d}$. This result is then combined with the projective limit approach to yield the LDP for the empirical measures of a class of stationary processes taking values in Polish spaces.

Let $X_{1}, \ldots, X_{n}, \ldots$ be a stationary process taking values in a convex, compact set $K \subset \mathbb{R}^{d}$. Let

$$
\hat{S}_{n}^{m}=\frac{1}{n-m} \sum_{i=m+1}^{n} X_{i}
$$

with $\hat{S}_{n}=\hat{S}_{n}^{0}$ and $\mu_{n}$ denoting the law of $\hat{S}_{n}$. The following mixing assumption implies the LDP for $\mu_{n}$.

Assumption 6.6.110 For any continuous $f: K \rightarrow[0,1]$, there exist $\beta(\ell) \geq 1, \gamma(\ell) \geq 0$ and $\delta>0$ such that

$$
\begin{equation*}
\lim _{\ell \rightarrow \infty} \gamma(\ell)=0, \limsup _{\ell \rightarrow \infty}(\beta(\ell)-1) \ell(\log \ell)^{1+\delta}<\infty \tag{6.6.111}
\end{equation*}
$$

and when $\ell$ and $n+m$ are large enough,

$$
\begin{align*}
E\left[f\left(\hat{S}_{n}\right)^{n} f\left(\hat{S}_{n+m+\ell}^{n+\ell}\right)^{m}\right] \geq & E\left[f\left(\hat{S}_{n}\right)^{n}\right] E\left[f\left(\hat{S}_{m}\right)^{m}\right] \\
& -\gamma(\ell)\left\{E\left[f\left(\hat{S}_{n}\right)^{n}\right] E\left[f\left(\hat{S}_{m}\right)^{m}\right]\right\}^{1 / \beta(\ell)} \tag{6.6.112}
\end{align*}
$$

Indeed, an application of subadditivity and Theorem 6.4.30 yields
Theorem 6.6.21 Let Assumption 6.6.110 hold. Then $\left\{\mu_{n}\right\}$ satisfies the LDP in $\mathbb{R}^{d}$ with the good convex rate function $\Lambda^{*}(\cdot)$, which is the Fenchel-Legendre transform of

$$
\begin{equation*}
\Lambda(\lambda)=\lim _{n \rightarrow \infty} \frac{1}{n} \log E\left[e^{n\left\langle\lambda, \hat{S}_{n}\right\rangle}\right] \tag{6.6.113}
\end{equation*}
$$

In particular, the limit (6.6.113) exists.
Remark: Assumption 6.6.110, and hence Theorem 6.6.21, hold when $X_{1}, \ldots, X_{n}, \ldots$ is a bounded, $\psi$-mixing process. Other strong mixing conditions that suffice for Theorems 6.6.21 and 6.6.23 to hold are provided in [BryD96].

The main ingredient needed for the application of (approximate) subadditivity is
Lemma 6.6.22 (Hammersley) Assume $f: \mathbb{Z}_{+} \rightarrow \mathbb{R}$ is such that for all $n, m \geq 1$,

$$
\begin{equation*}
f(n+m) \leq f(n)+f(m)+\epsilon(n+m) \tag{6.6.114}
\end{equation*}
$$

where $\epsilon(n)$ is non-decreasing such that

$$
\begin{equation*}
\sum_{r=1}^{\infty} \frac{\epsilon(r)}{r(r+1)}<\infty \tag{6.6.115}
\end{equation*}
$$

Then $\bar{f}=\lim _{n \rightarrow \infty}[f(n) / n]$ exists.
Remark: Hammersley in [Ham62] shows that (6.6.115) is necessary for the existence of $\bar{f}<\infty$, and provides explicit upper bounds on $\bar{f}-f(m) / m$ for every $m \geq 1$.

The previous theorem coupled with Corollary 6.4.40 allow one to deduce the LDP for quite a general class of processes. Let $\Sigma$ be a Polish space, and $B(\Sigma)$ the space of all bounded, measurable real-valued functions on $\Sigma$, equipped with the supremum norm.

Let $\Omega=\Sigma^{\mathbb{Z}_{+}}$, let $P$ be a stationary and ergodic measure on $\Omega$, and let $Y_{1}, \ldots, Y_{n}, \ldots$ denote its realization. Throughout, $P_{n}$ denotes the $n$th marginal of $P$, i.e., the measure on $\Sigma^{n}$ whose realization is $Y_{1}, \ldots, Y_{n}$. As in Section 6.6.2, $L_{n}^{\mathbf{Y}}=\frac{1}{n} \sum_{i=1}^{n} \delta_{Y_{i}} \in M_{1}(\Sigma)$, and $\mu_{n}$ denotes the probability measure induced on $M_{1}(\Sigma)$ by $L_{n}^{\mathbf{Y}}$.

For any given integers $r \geq k \geq 2, \ell \geq 1$, a family of functions $\left\{f_{i}\right\}_{i=1}^{k} \in B\left(\Sigma^{r}\right)$ is called $\ell$-separated if there exist $k$ disjoint intervals $\left\{a_{i}, a_{i}+1, \ldots, b_{i}\right\}$ with $a_{i} \leq b_{i} \in\{1, \ldots, r\}$ such that $f_{i}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ is actually a bounded measurable function of $\left\{\sigma_{a_{i}}, \ldots, \sigma_{b_{i}}\right\}$ and for all $i \neq j$ either $a_{i}-b_{j} \geq \ell$ or $a_{j}-b_{i} \geq \ell$.
Assumption (H-1) There exist $\ell, \alpha<\infty$ such that, for all $k, r<\infty$, and any $\ell$-separated functions $f_{i} \in B\left(\Sigma^{r}\right)$,

$$
\begin{equation*}
E_{P}\left(\left|f_{1}\left(Y_{1}, \ldots, Y_{r}\right) \cdots f_{k}\left(Y_{1}, \ldots, Y_{r}\right)\right|\right) \leq \prod_{i=1}^{k} E_{P}\left(\left|f_{i}\left(Y_{1}, \ldots, Y_{r}\right)\right|^{\alpha}\right)^{1 / \alpha} \tag{6.6.116}
\end{equation*}
$$

Assumption (H-2) $\quad$ There exist a constant $\ell_{0}$ and functions $\beta(\ell) \geq 1, \gamma(\ell) \geq 0$ such that, for all $\ell>\ell_{0}$, all $r<\infty$, and any two $\ell$-separated functions $f, g \in B\left(\Sigma^{r}\right)$,

$$
\begin{aligned}
& \left|E_{P}\left(f\left(Y_{1}, \ldots, Y_{r}\right)\right) E_{P}\left(g\left(Y_{1}, \ldots, Y_{r}\right)\right)-E_{P}\left(f\left(Y_{1}, \ldots, Y_{r}\right) g\left(Y_{1}, \ldots, Y_{r}\right)\right)\right| \\
& \quad \leq \gamma(\ell) E_{P}\left(\left|f\left(Y_{1}, \ldots, Y_{r}\right)\right|^{\beta(\ell)}\right)^{1 / \beta(\ell)} E_{P}\left(\left|g\left(Y_{1}, \ldots, Y_{r}\right)\right|^{\beta(\ell)}\right)^{1 / \beta(\ell)}
\end{aligned}
$$

and $\operatorname{limem}_{\ell \rightarrow \infty}(\ell)=0, \limsup _{\ell \rightarrow \infty}(\beta(\ell)=1) \ell(\log \ell)^{1+\delta}<\infty$ for some $\delta>0$.

## RRemarks:

(a) Conditions of the type ( $\mathrm{H}-1$ ) and ( $\mathrm{H}-2 \boldsymbol{2}$ ) are referred to as hypermixing conditions. Hypermixing is tièd to analytical properties öf the semigroup in Markov processes: For details, consiult the excellent exposition in [DeuS89]. Note, however, that in (H-2) of the latter, a lessstringent condition is put on $\beta(\ell)$, whereas in (H-1) there, $\alpha(\ell)$ converges to one: $\because$
(b) The particular case of $\beta(\ell)=1$ in Assumption (H2) corresponds to $\psi$-mixing [Bra86], with $\gamma(\ell)=\psi(\ell)$.

Assumptions (H-1) and ( $\mathrm{H}-2$ ) lead to the following LDP for $L_{n}^{\dot{\mathbf{Y}}}$,
Theorem 6.6.23 Let $Y_{1}, \ldots, Y_{n}, \ldots$ beithe stationary process defined before Assume ( $H$ 1), (H-2) Then $L_{n}$ satisfies in $M_{1}(\Sigma)$ the LDP' with the convex good rate function

$$
\Lambda^{*}(\nu)=\sup _{f \in \mathcal{B}(\Sigma)}(\langle f, \nu\rangle-\Lambda(f))
$$

where for any $f \in B(\Sigma)$,

$$
\Lambda(f)=\lim _{n \rightarrow \infty} \frac{1}{n} \log E\left(\exp \left(\sum_{i=1}^{n} f\left(Y_{i}\right)\right)\right)
$$

In particular, the preceding limit exists.

### 6.6.5 Application: The Gibbs Conditioning Principle

Let $\Sigma$ be a Polish space and $Y_{1}, Y_{2}, \ldots, Y_{n}$ a sequence of $\Sigma$-valued i.i.d. random variables, each distributed according to the law $\mu \in M_{1}(\Sigma)$. Let $L_{n}^{\mathbf{Y}} \in M_{1}(\Sigma)$ denote the empirical measure associated with these variables. Given a functional $\Phi: M_{1}(\Sigma) \rightarrow \mathbb{R}$ (the energy functional), we are interested in computing the law of $Y_{1}$ under the constraint $\Phi\left(L_{n}^{\mathbf{Y}}\right) \in$ $D$, where $D$ is some measurable set in $\mathbb{R}$ and $\left\{\Phi\left(L_{n}^{\mathbf{Y}}\right) \in D\right\}$ is of positive probability. This situation occurs naturally in statistical mechanics, where $Y_{i}$ denote some attribute of independent particles (e.g., their velocity), $\Phi$ is some constraint on the ensemble of particles (e.g., an average energy per particle constraint), and one is interested in making predictions on individual particles based on the existence of the constraint. The distribution of $Y_{1}$ under the energy conditioning alluded to before is then called the micro-canonical distribution of the system.

For every measurable set $A \subset M_{1}(\Sigma)$ such that $\left\{L_{n}^{\mathbf{Y}} \in A\right\}$ is of positive probability, and every bounded measurable function $f: \Sigma \rightarrow \mathbb{R}$, due to the exchangeability of the $Y_{i}$-s,

$$
\begin{equation*}
E\left(f\left(Y_{1}\right) \mid L_{n}^{\mathbf{Y}} \in A\right)=E\left(\left\langle f, L_{n}^{\mathbf{Y}}\right\rangle \mid L_{n}^{\mathbf{Y}} \in A\right) \tag{6.6.117}
\end{equation*}
$$

Thus, for $A \triangleq\{\nu: \Phi(\nu) \in D\}$, computing the conditional law of $Y_{1}$ under the conditioning $\left\{\Phi\left(L_{n}^{\mathbf{Y}}\right) \in D\right\}=\left\{L_{n}^{\mathbf{Y}} \in A\right\}$ is equivalent to the computation of the conditional expectation
of $L_{n}^{\mathbf{Y}}$ under the same constraint. It is this last problem that is treated in the rest of this section, in a slightly more general framework.

Throughout this section, $M_{1}(\Sigma)$ is equipped with the $\tau$-topology and the corresponding $\sigma$-field $\mathcal{B}$. (For the definitions see end of Section 6.6.2.)

For any $\mu \in M_{1}(\Sigma)$, let $\mu^{n} \in M_{1}\left(\Sigma^{n}\right)$ denote the induced product measure on $\Sigma^{n}$ and let $Q_{n}$ be the measure induced by $\mu^{n}$ in $M_{1}(\Sigma)$ through $L_{n}^{\mathbf{Y}}$. Let $A_{\delta}, \delta>0$ be nested measurable sets, i.e., $A_{\delta} \subseteq A_{\delta^{\prime}}$ if $\delta<\delta^{\prime}$. Let $F_{\delta}$ be nested closed sets such that $A_{\delta} \subseteq F_{\delta}$. Define $F_{0}=\cap_{\delta>0} F_{\delta}$ and $A_{0}=\cap_{\delta>0} A_{\delta}$ (so that $A_{0} \subseteq F_{0}$ ). The following assumption prevails in this section.
Assumption (A-1) There exists a $\nu_{*} \in A_{0}$ (not necessarily unique) satisfying

$$
H\left(\nu_{*} \mid \mu\right)=\inf _{\nu \in F_{0}} H(\nu \mid \mu) \triangleq I_{F}<\infty
$$

and for all $\delta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \nu_{*}^{n}\left(\left\{L_{n}^{\mathbf{Y}} \in A_{\delta}\right\}\right)=1 \tag{6.6.118}
\end{equation*}
$$

Think of the following situation as representative: $A_{\delta}=\{\nu:|\Phi(\nu)| \leq \delta\}$, where $\Phi: M_{1}(\Sigma) \rightarrow[-\infty, \infty]$ is only lower semicontinuous, and thus $A_{\delta}$ is neither open nor closed. (For example, the energy functional $\Phi(\nu)=\int_{\Sigma}\left(\|x\|^{2}-1\right) \nu(d x)$ when $\Sigma$ is a separable Banach space.) The nested, closed sets $F_{\delta}$ are then chosen as $F_{\delta}=\{\nu: \Phi(\nu) \leq \delta\}$ with $F_{0}=\{\nu: \Phi(\nu) \leq 0\}$, while $A_{0}=\{\nu: \Phi(\nu)=0\}$. We are then interested in the conditional distribution of $Y_{1}$ under a constraint of the form $\Phi\left(L_{n}^{\mathbf{Y}}\right)=0$ (for example, a specified average energy). The following is a direct consequence of Theorem 6.6.12.

Theorem 6.6.24 Assume (A-1). Then $\mathcal{M} \triangleq\left\{\nu \in F_{0}: H(\nu \mid \mu)=I_{F}\right\}$ is a nonempty, compact set. Further, for any measurable $\Gamma$ with $\mathcal{M} \subset \Gamma^{\circ}$,

$$
\limsup _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \frac{1}{n} \log \mu^{n}\left(L_{n}^{\mathbf{Y}} \notin \Gamma \mid L_{n}^{\mathbf{Y}} \in A_{\delta}\right)<0 .
$$

The following corollary shows that if $\nu_{*}$ of (A-1) is unique, then $\mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}$, the law of $\mathbf{Y}^{k}=\left(Y_{1}, \ldots, Y_{k}\right)$ conditional upon the event $\left\{L_{n}^{\mathbf{Y}} \in A_{\delta}\right\}$, is approximately a product measure.

Corollary 6.6.25 If $\mathcal{M}=\left\{\nu_{*}\right\}$ then $\mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n} \rightarrow\left(\nu_{*}\right)^{k}$ weakly in $M_{1}\left(\Sigma^{k}\right)$ for $n \rightarrow \infty$ followed by $\delta \rightarrow 0$.

Proof. Assume $\mathcal{M}=\left\{\nu_{*}\right\}$ and fix $\phi_{j} \in C_{b}(\Sigma), j=1, \ldots, k$. By the invariance of $\mu_{\mathbf{Y}^{n} \mid A_{\delta}}^{n}$ with respect to permutations of $\left\{Y_{1}, \ldots, Y_{n}\right\}$,

$$
\left\langle\prod_{j=1}^{k} \phi_{j}, \mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}\right\rangle=\frac{(n-k)!}{n!} \sum_{i_{1} \neq \cdots \neq i_{k}} \int_{\Sigma^{n}} \prod_{j=1}^{k} \phi_{j}\left(y_{i_{j}}\right) \mu_{\mathbf{Y}^{n} \mid A_{\delta}}^{n}(d \mathbf{y}) .
$$

Since,

$$
E\left(\prod_{j=1}^{k}\left\langle\phi_{j}, L_{n}^{\mathbf{Y}}\right\rangle \mid L_{n}^{\mathbf{Y}} \in A_{\delta}\right)=\frac{1}{n^{k}} \sum_{i_{1}, \ldots, i_{k}} \int_{\Sigma^{n}} \prod_{j=1}^{k} \phi_{j}\left(y_{i_{j}}\right) \mu_{\mathbf{Y}^{n} \mid A_{\delta}}^{n}(d \mathbf{y})
$$

and $\phi_{j}$ are bounded functions, it follows that

$$
\left|\left\langle\prod_{j=1}^{k} \phi_{j}, \mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}\right\rangle-E\left(\prod_{j=1}^{k}\left\langle\phi_{j}, L_{n}^{\mathbf{Y}}\right\rangle \mid L_{n}^{\mathbf{Y}} \in A_{\delta}\right)\right| \leq C\left(1-\frac{n!}{n^{k}(n-k)!}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

For $\mathcal{M}=\left\{\nu_{*}\right\}$, Theorem 6.6.24 implies that for any $\eta>0$,

$$
\mu^{n}\left(\left|\left\langle\phi_{j}, L_{n}^{\mathbf{Y}}\right\rangle-\left\langle\phi_{j}, \nu_{*}\right\rangle\right|>\eta \mid L_{n}^{\mathbf{Y}} \in A_{\delta}\right) \rightarrow 0
$$

as $n \rightarrow \infty$ followed by $\delta \rightarrow 0$. Since $\left\langle\phi_{j}, L_{n}^{\mathbf{Y}}\right\rangle$ are bounded,

$$
E\left(\prod_{j=1}^{k}\left\langle\phi_{j}, L_{n}^{\mathbf{Y}}\right\rangle \mid L_{n}^{\mathbf{Y}} \in A_{\delta}\right) \rightarrow\left\langle\prod_{j=1}^{k} \phi_{j},\left(\nu_{*}\right)^{k}\right\rangle
$$

so that

$$
\limsup _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty}\left\langle\prod_{j=1}^{k} \phi_{j}, \mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}-\left(\nu_{*}\right)^{k}\right\rangle=0
$$

Recall that $C_{b}(\Sigma)^{k}$ is convergence determining for $M_{1}\left(\Sigma^{k}\right)$, hence it follows that $\mu_{\mathbf{Y}^{k} \mid A_{\bar{\delta}}}^{n} \rightarrow$ $\left(\nu_{*}\right)^{k}$ weakly in $M_{1}\left(\Sigma^{k}\right)$.

Having stated a general conditioning result, it is worthwhile checking Assumption (A1) and the resulting set of measures $\mathcal{M}$ for some particular choices of the functional $\Phi$. Two options are considered in detail in the sequel. Noninteracting particles, in which case $n^{-1} \sum_{i=1}^{n} U\left(Y_{i}\right)$ is specified, and interacting particles, in which case $n^{-2} \sum_{i, j=1}^{n} U\left(Y_{i}, Y_{j}\right)$ is specified.

Let $U: \Sigma \rightarrow[0, \infty)$ be a Borel measurable function. Define the functional $\Phi: M_{1}(\Sigma) \rightarrow$ $[-1, \infty]$ by

$$
\Phi(\nu)=\langle U, \nu\rangle-1
$$

and consider the constraint

$$
\left\{L_{n}^{\mathbf{Y}} \in A_{\delta}\right\} \triangleq\left\{\left|\Phi\left(L_{n}^{\mathbf{Y}}\right)\right| \leq \delta\right\}=\left\{\left|\frac{1}{n} \sum_{i=1}^{n} U\left(Y_{i}\right)-1\right| \leq \delta\right\}
$$

Let $Z_{\beta}=\int_{\Sigma} e^{-\beta U(x)} \mu(d x), \beta_{\infty} \triangleq \inf \left\{\beta: Z_{\beta}<\infty\right\}$, and define the Gibbs measures $\gamma_{\beta}$, $\beta>\beta_{\infty}$ where

$$
\frac{d \gamma_{\beta}}{d \mu}=\frac{e^{-\beta U(x)}}{Z_{\beta}}
$$

The following lemma is obtained by elementary analysis.
Lemma 6.6.26 Assume that $\mu(\{x: U(x)>1\})>0, \mu(\{x: U(x)<1\})>0$, and either $\beta_{\infty}=-\infty$ or

$$
\begin{equation*}
\lim _{\beta \backslash \beta_{\infty}}\left\langle U, \gamma_{\beta}\right\rangle>1 \tag{6.6.119}
\end{equation*}
$$

Then there exists a unique $\beta^{*} \in\left(\beta_{\infty}, \infty\right)$ such that $\left\langle U, \gamma_{\beta^{*}}\right\rangle=1$.
One now checks the following:
Theorem 6.6.27 Let $U, \mu$ and $\beta^{*}$ be as in the preceding lemma. If either $U$ is bounded or $\beta^{*} \geq 0$, then Theorem 6.6.24 applies, with $\mathcal{M}$ consisting of a unique Gibbs measure $\gamma_{\mathcal{B}^{*}}$.

In particular, Theorem 6.6.27 states that the conditional law of $Y_{1}$ converges, as $n \rightarrow \infty$, to the Gibbs measure $\gamma_{\beta^{*}}$.

We next move to the case where interaction is present, which is even more interesting from a physical point of view. To build a model of such a situation, let $M>1$ be given, let $U: \Sigma^{2} \rightarrow[0, M]$ be a continuous, symmetric, bounded function, and define $\Phi(\nu)=$ $\langle U \nu, \nu\rangle-1$ and $A_{\delta}=\{\nu:|\Phi(\nu)| \leq \delta\}$ for $\delta \geq 0$. Throughout, $U \nu$ denotes the bounded, continuous function

$$
U \nu(x)=\int_{\Sigma} U(x, y) \nu(d y)
$$

The reason for choosing $U$ continuous is that then, the functional $\nu \mapsto\langle U \nu, \nu\rangle$ is continuous with respect to the $\tau$-topology on $M_{1}(\Sigma)$.

With $Z_{\beta}=\int_{\Sigma} e^{-\beta U \gamma_{\beta}(x)} \mu(d x)$, let $\frac{d \gamma_{\beta}}{d \mu}=\frac{e^{-\beta U \gamma_{\beta}(x)}}{Z_{\beta}}$ and make the following additional assumptions.
Assumption (A-2) For any $\nu_{i}$ such that $H\left(\nu_{i} \mid \mu\right)<\infty, i=1,2$,

$$
\left\langle U \nu_{1}, \nu_{2}\right\rangle \leq \frac{1}{2}\left(\left\langle U \nu_{1}, \nu_{1}\right\rangle+\left\langle U \nu_{2}, \nu_{2}\right\rangle\right) .
$$

Assumption (A-3) $\quad \int_{\Sigma^{2}} U(x, y) \mu(d x) \mu(d y) \geq 1$.
Assumption (A-4) There exists a probability measure $\nu$ with $H(\nu \mid \mu)<\infty$ and $\langle U \nu, \nu\rangle<$ 1.

Note that, unlike the noninteracting case, here even the existence of Gibbs measures needs to be proved.

Theorem 6.6.28 Assume (A-2)-(A-4). Then Theorem 6.6.24 applies, with $\mathcal{M}$ consisting of a unique Gibbs measure $\gamma_{\beta^{*}}$, where

$$
\beta^{*}=\triangleq \inf \left\{\beta \geq 0:\left\langle U \gamma_{\beta}, \gamma_{\beta}\right\rangle \leq 1\right\}
$$

We now return to the general setup of Theorem 6.6.24. Our goal is to explore the structure of the conditional law $\mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}$ (the law of $Y_{1}, \cdots, Y_{k}$ conditional on $L_{n}^{\mathbf{Y}} \in A_{\delta}$ ) when $k=k(n) \rightarrow_{n \rightarrow \infty} \infty$. The motivation is clear: we wish to consider the effect of Gibbs conditioning on subsets of the system whose size increases with the size of the system.

To this end we make the following simplifying assumption.
Assumption (A-5) $F_{\delta}=A_{\delta} \equiv A$ is a closed, measurable convex set of probability measures on a compact metric space $(\Sigma, d)$ such that

$$
I_{F} \triangleq \inf _{\nu \in A} H(\nu \mid \mu)=\inf _{\nu \in A^{\circ}} H(\nu \mid \mu)<\infty
$$

With $H(\cdot \mid \mu)$ strictly convex on the compact convex sets $\{\nu: H(\nu \mid \mu) \leq \alpha\}$, there exists a unique $\nu_{*} \in A$ such that $H\left(\nu_{*} \mid \mu\right)=I_{F}$. Relying upon the convexity of $A$ and using various properties of $H(\cdot \mid \cdot)$ leads to the following refinement of Corollary 6.6.25.

Theorem 6.6.29 Assume (A-5), and further that

$$
\begin{equation*}
\mu^{n}\left(L_{n}^{\mathbf{Y}} \in A\right) e^{n I_{F}} \geq g_{n}>0 . \tag{6.6.120}
\end{equation*}
$$

Then, for any $k=k(n)$,

$$
\begin{equation*}
H\left(\mu_{\mathbf{Y}^{k} \mid A}^{n} \mid\left(\nu_{*}\right)^{k}\right) \leq \frac{1}{\left\lfloor\frac{n}{k(n)}\right\rfloor} \log \left(1 / g_{n}\right) . \tag{6.6.121}
\end{equation*}
$$

Thus, refinements of Sanov's theorem as in (6.6.120) allow for the extension of the Gibbs conditioning principle to blocks of size $k(n)$. A particular concrete application is the following:

Corollary 6.6.30 Let $A=\left\{\nu \in M_{1}[0,1]:\langle U, \nu\rangle \leq 1\right\}$ for a bounded nonnegative Borel function $U(\cdot)$, such that $\mu \circ U^{-1}$ is a non-lattice law, $\int_{0}^{1} U(x) d \mu(x)>1$ and $\mu(\{x: U(x)<$ $1\})>0$. Then $(A-5)$ holds with $\nu_{*}=\gamma_{\beta^{*}}$ of Theorem 6.6.27 and for $n^{-1} k(n) \log n \rightarrow_{n \rightarrow \infty} 0$,

$$
\begin{equation*}
H\left(\mu_{\mathbf{Y}^{k(n)} \mid A}^{n} \mid\left(\nu_{*}\right)^{k(n)}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0 \tag{6.6.122}
\end{equation*}
$$

In particular,

$$
\left\|\mu_{\mathbf{Y}^{k(n)} \mid A}^{n}-\left(\nu_{*}\right)^{k(n)}\right\|_{\text {var }} \underset{n \rightarrow \infty}{\longrightarrow} 0
$$

### 6.6.6 Application: The Hypothesis Testing Problem

For $\Sigma$ a Polish space, let $Y_{1}, \ldots, Y_{n}$ be distributed either according to the law $\mu_{0}^{n}$ (hypothesis $H_{0}$ ) or according to $\mu_{1}^{n}$ (hypothesis $H_{1}$ ), where $\mu_{i}^{n}$ denotes the product measure of $\mu_{i} \in$ $M_{1}(\Sigma)$.

Definition 6.6.31 A decision test $\mathcal{S}$ is a sequence of measurable (with respect to the product $\sigma$-field) maps $\mathcal{S}^{n}: \Sigma^{n} \rightarrow\{0,1\}$, with the interpretation that when $Y_{1}=y_{1}, \ldots, Y_{n}=y_{n}$ is observed, then $H_{0}$ is accepted ( $H_{1}$ rejected) if $\mathcal{S}^{n}\left(y_{1}, \ldots, y_{n}\right)=0$, while $H_{1}$ is accepted ( $H_{0}$ rejected) if $\mathcal{S}^{n}\left(y_{1}, \ldots, y_{n}\right)=1$.

The performance of a decision test $\mathcal{S}$ is determined by the error probabilities

$$
\alpha_{n} \triangleq \operatorname{Prob}_{\mu_{0}}\left(\mathcal{S}^{n} \text { rejects } H_{0}\right), \quad \beta_{n} \triangleq \operatorname{Prob}_{\mu_{1}}\left(\mathcal{S}^{n} \text { rejects } H_{1}\right)
$$

The aim is to minimize $\beta_{n}$. If no constraint is put on $\alpha_{n}$, one may obtain $\beta_{n}=0$ using the test $\mathcal{S}^{n}\left(y_{1}, \ldots, y_{n}\right) \equiv 1$ at the cost of $\alpha_{n}=1$. Thus, a sensible criterion for optimality, originally suggested by Neyman and Pearson, is to seek a test that minimizes $\beta_{n}$ subject to a constraint on $\alpha_{n}$. Suppose now that the probability measures $\mu_{0}, \mu_{1}$ are known a priori and that they are equivalent measures, so the likelihood ratios $L_{0| | 1}(y)=d \mu_{0} / d \mu_{1}(y)$ and $L_{1| | 0}(y)=d \mu_{1} / d \mu_{0}(y)$ exist. In order to avoid trivialities, it is further assumed that $\mu_{0}$ and $\mu_{1}$ are distinguishable, i.e., they differ on a set whose probability is positive.

Let $X_{j} \triangleq \log L_{1| | 0}\left(Y_{j}\right)=-\log L_{0| | 1}\left(Y_{j}\right)$ be the observed log-likelihood ratios. These are i.i.d. real valued random variables that are nonzero with positive probability. Moreover, let

$$
\bar{x}_{1} \triangleq E_{\mu_{1}}\left[X_{1}\right]=E_{\mu_{0}}\left[X_{1} e^{X_{1}}\right]>E_{\mu_{0}}\left[X_{1}\right]=E_{\mu_{1}}\left[X_{1} e^{-X_{1}}\right] \triangleq \bar{x}_{0}
$$

Definition 6.6.32 A Neyman-Pearson test is a test in which for any $n \in \mathbb{Z}_{+}$, the normalized observed log-likelihood ratio

$$
\hat{S}_{n} \triangleq \frac{1}{n} \sum_{j=1}^{n} X_{j}
$$

is compared to a threshold $\gamma_{n}$ and $H_{1}$ is accepted (rejected) when $\hat{S}_{n}>\gamma_{n}$ (respectively, $\hat{S}_{n} \leq \gamma_{n}$ ).

Neyman-Pearson tests are optimal in the sense that there are neither tests with the same value of $\alpha_{n}$ and a smaller value of $\beta_{n}$ nor tests with the same value of $\beta_{n}$ and a smaller value of $\alpha_{n}$.

The exponential rates of $\alpha_{n}$ and $\beta_{n}$ for Neyman-Pearson tests with constant thresholds $\gamma \in\left(\bar{x}_{0}, \bar{x}_{1}\right)$ are thus of particular interest. These may be cast in terms of the large deviations of $\hat{S}_{n}$. In particular, since $X_{j}$ are i.i.d. real valued random variables, the following theorem is a direct application of Theorem 6.3.9.

Theorem 6.6.33 The Neyman-Pearson test with the constant threshold $\gamma \in\left(\bar{x}_{0}, \bar{x}_{1}\right)$ satisfies

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \alpha_{n}=-\Lambda_{0}^{*}(\gamma)<0 \tag{6.6.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \beta_{n}=\gamma-\Lambda_{0}^{*}(\gamma)<0 \tag{6.6.124}
\end{equation*}
$$

where $\Lambda_{0}^{*}(\cdot)$ is the Fenchel-Legendre transform of $\Lambda_{0}(\lambda) \triangleq \log E_{\mu_{0}}\left[e^{\lambda X_{1}}\right]$.
A corollary of the preceding theorem is Chernoff's asymptotic bound on the best achievable Bayes probability of error,

$$
P_{n}^{(e)} \triangleq \alpha_{n} \operatorname{Prob}\left(H_{0}\right)+\beta_{n} \operatorname{Prob}\left(H_{1}\right)
$$

Corollary 6.6.34 (Chernoff's bound) If $0<\operatorname{Prob}\left(H_{0}\right)<1$, then

$$
\inf _{\mathcal{S}} \liminf _{n \rightarrow \infty}\left\{\frac{1}{n} \log P_{n}^{(e)}\right\}=-\Lambda_{0}^{*}(0),
$$

where the infimum is over all decision tests.

## Remarks:

(a) Note that by Jensen's inequality, $\bar{x}_{0}<\log E_{\mu_{0}}\left[e^{X_{1}}\right]=0$ and $\bar{x}_{1}>-\log E_{\mu_{1}}\left[e^{-X_{1}}\right]=0$, and these inequalities are strict, since $X_{1}$ is nonzero with positive probability. Theorem 6.6.33 and Corollary 6.6.34 thus imply that the best Bayes exponential error rate is achieved by a Neyman-Pearson test with zero threshold.
(b) $\Lambda_{0}^{*}(0)$ is called Chernoff's information of the measures $\mu_{0}$ and $\mu_{1}$. Proof. It suffices to consider only Neyman-Pearson tests. Let $\alpha_{n}^{*}$ and $\beta_{n}^{*}$ be the error probabilities for the zero threshold Neyman-Pearson test. For any other Neyman-Pearson test, either $\alpha_{n} \geq \alpha_{n}^{*}$ (when $\gamma_{n} \leq 0$ ) or $\beta_{n} \geq \beta_{n}^{*}$ (when $\gamma_{n} \geq 0$ ). Thus, for any test,

$$
\frac{1}{n} \log P_{n}^{(e)} \geq \frac{1}{n} \log \left[\min \left\{\operatorname{Prob}\left(H_{0}\right), \operatorname{Prob}\left(H_{1}\right)\right\}\right]+\min \left\{\frac{1}{n} \log \alpha_{n}^{*}, \frac{1}{n} \log \beta_{n}^{*}\right\}
$$

Hence, as $0<\operatorname{Prob}\left(H_{0}\right)<1$,

$$
\inf _{\mathcal{S}} \liminf _{n \rightarrow \infty} \frac{1}{n} \log P_{n}^{(e)} \geq \liminf _{n \rightarrow \infty} \min \left\{\frac{1}{n} \log \alpha_{n}^{*}, \frac{1}{n} \log \beta_{n}^{*}\right\}
$$

By (6.6.123) and (6.6.124),

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \alpha_{n}^{*}=\lim _{n \rightarrow \infty} \frac{1}{n} \log \beta_{n}^{*}=-\Lambda_{0}^{*}(0)
$$

Consequently,

$$
\liminf _{n \rightarrow \infty} \frac{1}{n} \log P_{n}^{(e)} \geq-\Lambda_{0}^{*}(0)
$$

with equality for the zero threshold Neyman-Pearson test.
Another related result is the following lemma, which determines the best exponential rate for $\beta_{n}$ when $\alpha_{n}$ are bounded away from 1 .
Lemma 6.6.35 (Stein's lemma) Let $\beta_{n}^{\epsilon}$ be the infimum of $\beta_{n}$ among all tests with $\alpha_{n}<$ $\epsilon$. Then, for any $\epsilon<1$,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \beta_{n}^{\epsilon}=\bar{x}_{0}
$$
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## Chapter 7

## Stability and Stabilizing Control of Stochastic Systems

P. V. Pakshin<br>Department of Applied Mathematics<br>Nizhny Novgorod State Technical University at Arzamas<br>19, Kalinina Str., Arzamas, 607220, Russia

List of frequently used symbols and notations
$X$ the system state
$U$ the system input(control)
$A$ the state matrix
$B$ the input (control) matrix
$K$ the linear feedback control matrix
$W$ the Wiener process
$Y$ the homogeneous Markov chain with discrete set of states
$H$ positive definite or at least positive semidefinite solution of Lyapunov matrix equation or Riccati matrix equation
$\widehat{X}$ the expected value of the current system state
$x^{\prime}\left(A^{\prime}\right)$ transpose of the vector $x$ (of the matrix $A$ )
$I_{n}$ the $n \times n$ identity (unit) matrix
$I$ identity (unit) matrix
$|x|(|A|)$ the Euclidean norm of the vector $x$ (of the matrix $A$ )
$P$ the probability
$\mathcal{E}$ the expectation operator
$\mathcal{A}$ the differential generator of a Markov process
$\mathcal{L}$ the weak infinitesimal operator of a homogeneous

## Markov process

$V$ the Lyapunov or Lyapunov-Bellman function
$R^{n} n$-dimensional Euclidean space
$\mathcal{I}$ time interval: $\mathcal{I}=\left[t_{0}, T\right], T<\infty$, or $\mathcal{I}=\left[t_{0}, \infty\right)$
$\mathcal{Y}$ the set of states of the Markov chain $Y$
$\mathcal{N}$ the finite set of states of the Markov chain $Y: \mathcal{N}=\{1, \ldots, \nu\}$
$\mathcal{U}$ the set of admissible controls
$\mathcal{B}^{n}$ the Borel set in $R^{n}$
$\mathcal{C}$ the class of functions $f(t)$, continuous on $[0, T]$ with values in $R^{n}$
a.a.,a.s., w.p.1. almost all, almost surely, with probability one
u.h.c., ( $\alpha$ ), u.l.c. uniformly Hölder continuous (exponent $\alpha$ ), uniformly Lipschitz continuous

## Introduction

Stochastic control theory is a very important direction in modern stochastic analysis and applications. For the solution of stochastic control problems one needs to obtain systems state information. From this point of view the stochastic control systems are separated into the two classes: systems with complete state information and systems with partial state information (partially observed systems), i.e. only a function of the state, possibly corrupted by noise, is observable. Usually the control synthesis problem is formulated as an optimal control problem: obtaining such a control that minimizes an integral cost functional over the set of admissible controls. For a system with complete state information two approaches for the optimal control problem are used: dynamic programming leading to the Hamilton-Jacobi-Bellman (HJB) equation and the maximum principle. For systems with incomplete state information one needs to estimate the state first, but in the general nonlinear case the estimation and control problems are not separated. One a way to solve these problems jointly is based on the use of the Dunkan-Mortensen-Zakai (DMZ) equation, often called shortly the Zakai equation [21, 17, 70, 103]. The DMZ equation of nonlinear filtering of stochastic processes is a linear, stochastic, partial differential equation which describes in a recursive manner the evolution of the unnormalized conditional distribution of the state process, $\{x(t), t \geq 0\}$, given the observation $\{y(t), t \geq 0\}$. To solve the stochastic control problem of partially observed systems it is possible to reformulate this problem as one of complete information in which the control is a functional of an information state. It turns out that the information state satisfies a controlled version of the DMZ equation [17, 70]. For a stochastic linear dynamic system observed via a linear channel corrupted by noise the joint problem of optimal control and estimation (filtering) can be reduced to two independent problems of control and filtering. This structural property of the optimal system depends on whether or not the cost functional is quadratic, and whether or not the optimal feedback control happens to be linear in the system state or its expectation. A special result of this type for the standard linear-guadratic Gaussian (LQG) control problem is called the "separation theorem" or the "separation principle." The separation principle allows using well-known Kalman-Bucy filtering results for estimation of the systems state. As a rule the
control law must guarantee stability of the stochastic system in the suitable sense. In most cases the systems with random inputs but with nonrandom operator are considered. Here it is possible to use the results of the deterministic stability theory. In the meantime often we also have a random disturbance of parameters and in general the operator of the system will be random too. To study dynamic properties of this class of systems the stochastic stability concept is used. The concept of stochastic stability and stabilization was introduced in pioneering works by Kats and Krasovskii [42], Bertram and Sarachik [7], Krasovskii and Lidskii [51]. The stochastic stability and stabilization theory has been well-established mainly for the Ito stochastic differential equations. A systematic exposition of this theory is presented in the well known monographs by Khasminskii [45] and by Kushner [54]. These fundamental books, addressed first and foremost to pure matematicians, contain, basically, results of a general nature and hardly reflect the applied side of the problem. This is one of the reasons why the ideas and methods of stochastic stability and stabilization theory have not been wide spread in practice. In applications the task of stochastic stability and stabilization theory is to obtain criteria and algorithms suitable for the direct implementation in the design of stochastic dynamic systems (the system with random operator). It so happens that the publications of applied nature in the area of stochastic stability and stabilization are highly scattered in periodicals. This is the second cause which impedes the development of the applied theory. In this connection the purpose of this survey paper is to present stochastic stabilizing control results for both categories of readers: theoreticiarys and practicians. This style was stimulated to a large degree by the Wonham's paper [96] and, especially, by the book by Kats [41]. We consider only the systems described by ordinary stochastic differential equations. The reader is referred to monographs by Meyn and Tweedie [65], and Pakshin [72] to study stochastic stability and stabilization problems for discrete systems; see also the papers $[34,35]$ and references therein. The stochastic systems with time delay are studied in books by Kolmanovskii and Myshkis [46], Kolmanovskii and Shaikhet [47], by Korenevskii [48]; see also the references therein.

### 7.1 Stochastic mathematical models of systems

### 7.1.1 Models of differential systems corrupted by noise

A wide variety of problems in the study of dynamic systems leads to stochastic differential equations of Ito type

$$
\begin{equation*}
d X_{t}=a(t, X(t)) d t+b(t, X(t)) d W(t), t \in \mathcal{I} \tag{7.1.1}
\end{equation*}
$$

where $X(t)$ is the $n$-dimensional state vector, $W(t)$ is the $m$-dimensional standard Wiener process, $a(t, x)$ is $n$-dimensional vector function and $b(t, x)$ is $n \times m$ matrix function, $\mathcal{I}=$ $\left[t_{0}, T\right], T<\infty$, or $\mathcal{I}=\left[t_{0}, \infty\right)$. The equation (7.1.1) means that $X(t)$ is the stochastic process, satisfying the following stochastic integral equation

$$
\begin{equation*}
X(t)=X\left(t_{0}\right)+\int_{t_{0}}^{t} a((s), X(s)) d s+\int_{t_{0}}^{t} b(s, X(s)) d W(s) . \tag{7.1.2}
\end{equation*}
$$

The third term in the right hand side of (7.1.2) is so called Ito stochastic integral, see [19, 20, 38, 71]. It is supposed that both $a(t, x)$ and $b(t, x)$ are measurable functions for all $t \in \mathcal{I}, x \in R^{n}$ and satisfy the growth condition

$$
\begin{equation*}
|a(t, x)|+|b(t, x)| \leq K(1+|x|), t \in \mathcal{I}, x \in R^{n} \tag{7.1.3}
\end{equation*}
$$

for some constant $K$, and the uniform Lipschitz condition

$$
\begin{equation*}
|a(t, x)-a(t, y)|+|b(t, x)-b(t, y)| \leq k|x-y|, t \in \mathcal{I}, x, y \in R^{n} \tag{7.1.4}
\end{equation*}
$$

for some constant $k$. If these conditions are valid and $X\left(t_{0}\right)$ is an arbitrary finite random variable, which is independent on the increments of the Wiener process, then the equation (7.1.2) uniquelly defines the stochastic process $X(t), t \in \mathcal{I}$ with the following properties:

1) The process $X(t)$ has continuous paths with probability one (w.p.1.).
2) If $\mathcal{E}\left[\mid X\left(\left.t_{0}\right|^{2}\right]<\infty\right.$, then

$$
\begin{equation*}
\mathcal{E}\left[\max _{t_{0} \leq t \leq t_{1}}|X(t)|^{2}\right]<\infty, t_{1} \in \mathcal{I} \tag{7.1.5}
\end{equation*}
$$

where $\mathcal{E}$ denotes the expectation operator.
3) For every $t$ the random variable $X(t)$ is independent on the increments of the Wiener process $\left(W\left(t_{1}\right)-W(s)\right), t \leq s<t_{1}$.
4) The stochastic process $X(t), t \in \mathcal{I}$ is the Markov process.

The model (7.1.1) can be motivated in the following way. Consider the ordinary differential equation

$$
\begin{equation*}
\frac{d X(t)}{d t}=a\left(t, X_{t}\right) \tag{7.1.6}
\end{equation*}
$$

In many practical situations, for example in engineering, the right hand side of (7.1.6) may be corrupted by a noise process, such that

$$
\begin{equation*}
\frac{d X(t)}{d t}=a(t, X(t))+b(t, X(t)) V(t) \tag{7.1.7}
\end{equation*}
$$

where $V(t)$ is $m$-dimensional Gaussian "physical" white noise, i.e., the $m$-dimensional vector whose components are scalar Gaussian processes with a correlation time much smaller than the time response of the considered system. Such a nonrigorous mode is often refered to as the Langevin equation, see $[2,56,95,100]$. It is natural that under the noise action the distribution of $\frac{d X(t)}{d t}$ will only depend on $t$ and $X(t)$, and the question is to construct a reasonable mathematical model of noise term $b\left(t, X_{t}\right) V(t)$ in this equation. It is clear that the process $V(t)$ will have (at least approximately) these properties:
(i) if $t_{1} \neq t_{2}$ then $V\left(t_{1}\right)$ and $V\left(t_{2}\right)$ are independent;
(ii) the process $V(t)$ is stationary, i.e. the joint distribution of $\left\{V\left(t_{1}+t\right), \ldots, V\left(t_{k}+t\right)\right\}$ does not depend on $t$;
(iii) $\mathcal{E}\left[V_{t}\right]=0$ for all $t$.

However, it turns out, there does not exist any reasonable stochastic process, satisfying (i) and (ii). Such a $V(t)$ cannot have continuous paths. Nevertheless it is possible to use the theory of generalized stochastic processes, see [33]. In this case the process $V_{t}$ is represented as a generalized stochastic process called the white noise process. The other way is to avoid the construction of the generalized stochastic process and rather try to rewrite equation (7.1.7) in a form that suggests a replacement of $V_{t}$ by a proper stochastic process. Let $t_{0}<t_{1}<\ldots<t_{s}=t$ and consider a discrete version of (7.1.7):

$$
\begin{equation*}
X\left(t_{k+1}\right)-X\left(t_{k}\right)=a\left(t_{k}, X\left(t_{k}\right)\right) \Delta t_{k}+b\left(t_{k}, X\left(t_{k}\right)\right) V\left(t_{k}\right) \Delta t_{k} \tag{7.1.8}
\end{equation*}
$$

Now, we replace $V\left(t_{k}\right) \Delta t_{k}$ by $\Delta W\left(t_{k}\right)=W\left(t_{k+1}\right)-W\left(t_{k}\right)$, where $W(t)$ is some suitable stochastic process. The assumptions (i), (ii) and (iii) on $V_{t}$ suggest that $W_{t}$ should have stationary independent increments with zero mean. It turns out, that the only such process with continuous paths is the Wiener process, or in other terms the Brownian motion process, see [52]. Thus we obtain from (7.1.7):

$$
\begin{equation*}
X\left(t_{k}\right)=X\left(t_{0}\right)+\sum_{i=0}^{k-1} a\left(t_{i}, X\left(t_{i}\right)\right) \Delta t_{i}+\sum_{i=0}^{k-1} b\left(t_{i}, X\left(t_{i}\right)\right) \Delta W\left(t_{i}\right) \tag{7.1.9}
\end{equation*}
$$

where $\Delta t_{i}=t_{i+1}-t_{i}$ Under the regularity properties (7.1.3),(7.1.4) there exists the limit of the right hand side of (7.1.9) in the mean square sense and by applying the usual integration notation we obtain (7.1.2). The stochastic process $X(t)$ defined by (7.1.2) has continuous paths. It is adopted as a convention that (7.1.7) really means that $X(t)$ is a stochastic process satisfying (7.1.2). The reader is refered to $[1,19,20,29,71]$ for more exact formulations and detailed proofs. It is very important that there exist other interpretations of (7.1.7). Let us consider the following discrete version of (7.1.7)

$$
\begin{equation*}
X\left(t_{k}\right)=X\left(t_{0}\right)+\sum_{i=0}^{k-1} a\left(t_{i}, X_{i}^{*}\right) \Delta t_{i}+\sum_{i=0}^{k-1} b\left(t_{i}, X_{i}^{*}\right) \Delta W\left(t_{i}\right) \tag{7.1.10}
\end{equation*}
$$

where $X_{i}^{*}=\left(X\left(t_{i+1)}+X\left(t_{i}\right)\right) / 2\right.$. When $\Delta t_{i} \rightarrow 0$ this equation converges (by the regularity properties above) to the stochastic integral equation

$$
\begin{equation*}
X(t)=X\left(t_{0}\right)+\int_{t_{0}}^{t} a((s), X(s)) d s+\int_{t_{0}}^{t} b(s, X(s)) \circ d W(s) \tag{7.1.11}
\end{equation*}
$$

The last term in the right hand side of (7.1.11) is known as the Stratonovich stochastic integral [81]. In general this integral is different from the Ito integral and this implies that the stochastic processes defined by (7.1.2) and (7.1.11) are different too. The Stratonovich interpretation in some situations may be most appropriate. The argument that indicates it is in following [94, 95]. Choose $t$-continuously differentiable processes $W^{(k)}(t, \omega)$ such that for almost all (a.a.) $\omega W^{(k)}(t) \rightarrow W(t, \omega)$ as $k \rightarrow \infty$ uniformly in $t$ in bounded intervals. For each $\omega$ let $X^{(k)}(t, \omega)$ be the solution of the corresponding deterministic differential equation

$$
\frac{d X(t)}{d t}=a(t, X(t))+b(t, X(t)) \frac{d W^{(k)}(t)}{d t}
$$

Then $X^{(k)}(t, \omega)$ converges to some function $X(t, \omega)$ in the same sence: for a.a. $\omega$ we have that $X^{(k)}(t, \omega) \rightarrow X(t, \omega)$ as $k \rightarrow \infty$ uniformly in $t$ in bounded intervals. It turns out, see [94, 82, 95] that this solution $X(t)$ coincides with the solution of (7.1.11) obtained by using the Stratonovich integral. Therefore, from this point of view it seems reasonable to use (7.1.11) and not the Ito interpretation (7.1.2) as the model for the original noise corrupted system (7.1.7). It is shown that the solution $X(t)$ of the Stratonovich equation (7.1.11) satisfies the following modified Ito equation

$$
\begin{equation*}
X(t)=X\left(t_{0}\right)+\int_{t_{0}}^{t} \hat{a}((s), X(s)) d s+\int_{t_{0}}^{t} b(s, X(s)) d W(s) \tag{7.1.12}
\end{equation*}
$$

where

$$
\begin{array}{r}
\hat{a}(t, x)=a(t, x)+\frac{1}{2} d(t, x) \\
d_{i}(t, x)=\sum_{j=1}^{m} \sum_{k=1}^{n} \frac{\partial b_{i j}}{\partial x_{k}} b_{k j}, i=1, \ldots, n
\end{array}
$$

For a more detailed study of the general theory of stochastic differential equations and their applications the reader is referred to $[1,2,27,28,29,71,77]$

### 7.1.2 Models of differential systems with random jumps

Many dynamical systems, especially the systems with a certain switching mechanism or (and) jumping disturbances, cannot be adequately represented by (7.1.1) This class of systems is described by the differential equation [41, 64, 96]

$$
\begin{equation*}
d X_{t}=a(t, X(t), Y(t)) d t+b(t, X(t), Y(t)) d W(t), t \in \mathcal{I} \tag{7.1.13}
\end{equation*}
$$

In general $Y(t)$ in (7.1.13) is the $r$-dimensional random vector, such that $Y(t) \in \mathcal{Y} \subset R^{r}$ for all $t \in \mathcal{I}$. The components of $Y(t)$ are independent Markov processes whose transition probabilities $P_{l}\left(\tau, \eta ; t, \mathcal{B}^{1}\right)(l=1, \ldots, r), \mathcal{B}^{1}$ is a Borel set in $R^{1}$, having these properties:

$$
\begin{gather*}
P\left[Y_{l}(t+\Delta t)<\beta \mid Y_{l}(t+\Delta t) \neq \eta, Y_{l}(t)=\eta\right]=q_{l}(t, \eta, \beta) \Delta t+o(\Delta t) \\
P\left[Y_{l}(\tau)=\eta, t<\tau \leq t+\Delta t \mid Y_{l}(t)=\eta\right]=1-q_{l}(t, \eta) \Delta t+o(\Delta t) \tag{7.1.14}
\end{gather*}
$$

where $q_{l}(t, \eta, \beta), q_{l}(t, \eta)$ are given functions, so that $q_{l}(t, \eta, \beta) \rightarrow q_{l}(t, \eta)$, as $\beta \rightarrow+\infty$. By the corresponding regularity properties almost all the paths of $Y_{l}(t)$ are piecewise constant and right continuous functions [29]. In many cases it is supposed that $Y(t)$ is homogenious scalar Markov chain with finite set of states $\mathcal{Y}=\mathcal{N}=\{1,2, \ldots, \nu\}$ and with transition probabilities

$$
\begin{array}{r}
P[Y(t+\Delta t)=j \mid Y(t)=i \neq j]=q_{i j} \Delta t+o(\Delta t) \\
P[Y(\tau)=i, t<\tau \leq t+\Delta t \mid Y(t)=i]=1-q_{i} \Delta t+o(\Delta t)  \tag{7.1.15}\\
q_{i}=\sum_{j \neq i}^{\nu} q_{i j}
\end{array}
$$

Let $[\tau-h, \tau)$ be a random interval such that $Y(t)=i \in \mathcal{N}$ for all $t \in[\tau-h, \tau)$. Then the system (7.1.13) will be described by

$$
\begin{array}{r}
d X_{t}=a(t, X(t), i) d t+b(t, X(t), i) d W(t), t \in[\tau-h, \tau) \\
X(t-h)=X_{h}, Y(t-h)=i \tag{7.1.17}
\end{array}
$$

for every such interval. If $\tau>t_{0}$ is the transition (jump) time from $Y(\tau-0)=i$ to $Y(\tau)=j \neq i$ then in the next interval $[\tau, \tau+\theta)$, where $Y(t)=j$ the system will be described by (7.1.16) with the replacement $i$ to $j$, but we cannot correct to define the initial condition $X_{\tau}$ without additional assumptions regarding the considered system. As a rule the following types of systems are considered, see [41]:

1) The state vector $X(t)$ is changed continuously for all jump moments of $Y(t)$. This means that if $\tau$ is a transition time of $Y(t)$, then

$$
\begin{equation*}
X(\tau-0)=X(\tau) \tag{7.1.18}
\end{equation*}
$$

2) The value of the state vector $X(t)$ after the jump moment of $Y(t)$ uniquelly depends on the value of this vector before the jump moment, so that if $Y(\tau-0)=i$ and $Y(\tau)=j \neq i$ then

$$
\begin{equation*}
X(\tau)=\phi_{i j}(X(\tau-0)), i \neq j \tag{7.1.19}
\end{equation*}
$$

where $\phi_{i j}(x)$ is the continuous $n$-dimensional vector function, satisfying the condition $\phi_{i j}(0)=0$. In the particular case $\phi_{i j}(x)$ is a linear function, then there exists an $n \times n$ matrix $\Phi_{i j}$ such that

$$
\begin{equation*}
X(\tau)=\Phi_{i j} X(\tau-0) \tag{7.1.20}
\end{equation*}
$$

3) The conditional distribution of the state vector $X(\tau)$ after the jump moment is given:

$$
\begin{equation*}
P\{X(\tau) \in[z, z+d z) \mid X(\tau-0)=x\}=p_{i j}(\tau, z \mid x) d z+o(d z) \tag{7.1.21}
\end{equation*}
$$

where $p_{i j}(\tau, z \mid x)$ is the conditional density of the distribution.
So, for correct mathematical description of the dynamical system with random jumps the following elements are necessary:

1) The differential equation (7.1.13) with initial conditions

$$
\begin{equation*}
X\left(t_{0}\right)=X_{0}, Y\left(t_{0}\right)=Y_{0} \tag{7.1.22}
\end{equation*}
$$

2) The probabilistic description of the Markov process $Y(t)$ in the form given by (7.1.14) or (7.1.15).
3) The conditional distribution of the state vector after the jump moment (7.1.21) or particular conditions (7.1.18)-(7.1.20).

This description uniquelly defines the Markov process $[X(t), Y(t)]$, Almost all the paths $[X(t, \omega), Y(t, \omega)]$ are continuous on the right functions. Note that the component $X(t)$ is not the Markov one.

### 7.1.3 Differential generator

Consider a scalar function $V(t, x, y)$ defined in the domain

$$
\begin{equation*}
x \in R^{n}, y \in \mathcal{Y}, t \geq t_{0} \tag{7.1.23}
\end{equation*}
$$

and continuously differentiable in all the variables in this domain as often as is required in the process of solution of a stated problem. Roughly speaking the differental generator is average value of the derivative of $V(t, x, y)$ along all the paths of Markov process $[X(t), Y(t)]$ defined by (7.1.13) and by additional conditions below, starting from the point $(x, y)$ at the moment $s$. In this connection, in the classic work by Kats and Krasovskii [42] and also in the book by Kats [41] this operator is called the average derivative.

Definition 7.1.1 The operator

$$
\begin{equation*}
\mathcal{A} V(s, x, y)=\lim _{t \rightarrow s+0} \frac{1}{t-s}\{\mathcal{E}[V(t, X(t), Y(t)) \mid X(s)=x, Y(s)=y]-V(s, x, y)\} \tag{7.1.24}
\end{equation*}
$$

is called the differential generator (the average derivative) by virtue of the system (7.1.13) at the point ( $s, x, y$ ).

The differential generator is defined by the weak infinitesimal operator of the Markov process $[X(t), Y(t)$ ], if this process is homogeneous and function $V$ does not depend on $t$, and by analogous operator in the inhomogeneous case. To explain it in more detail, let $P\left(s, x, y ; t, \mathcal{B}^{n}, \mathcal{B}^{r}\right)\left(s \leq t, x \in R^{n}, y \in \mathcal{Y}, \mathcal{B}^{n}\right.$ and $\mathcal{B}^{r}$ are Borel sets of $R^{n}$ and $\left.R^{r}\right)$ be the
transition probabilty of the Markov process $[X(t), Y(t)]$. This function defines the family of linear operators

$$
\begin{array}{r}
\mathcal{T}^{t} V(s, x, y)=\int P(s, x, y ; t, d u, d z) V(t, u, z)= \\
\mathcal{E}[V(t, X(t), Y(t)) \mid X(s)=x, Y(s)=y]
\end{array}
$$

and the differential generator $\mathcal{L} V$ at the point $(s, x, y)$ is defined by

$$
\begin{equation*}
\mathcal{A} V(s, x, y)=\lim _{t \rightarrow s+0} \frac{\mathcal{T}^{t} V(s, x, y)-V(s, x, y)}{t-s} \tag{7.1.25}
\end{equation*}
$$

In the particular case, if the Markov process $[X(t), Y(t)]$ is homogeneous and $V$ does not depend on $t$, i.e. $V=V(x, y)$ we have

$$
\mathcal{A} V(x, y)=\mathcal{L} V(x, y)=\lim _{t \rightarrow s+0} \frac{\mathcal{T}^{t} V(x, y)-V(x, y)}{t-s}
$$

The operator $\mathcal{L} V(x, y)$ is called the weak infinitesimal operator $[20,54]$ of the homogeneous Markov process.

## Formulae for the differential generator

Consider the system (7.1.13) in domain (7.1.23). Suppose that $Y(t)$ is a scalar Markov chain with finite state space $\mathcal{Y}=\mathcal{N}=\{1,2, \ldots, \nu\}$ and with the transition probabilities given by (7.1.15). At the moment $\tau$ of transition of the Markov chain $Y(t)$ from $Y(\tau-0)=i$ to $Y(\tau)=j$ the state vector $X(t)$ have a jump from $X(\tau-0)=x$ to $X(\tau)=z$ with a conditional density of distribution $\left.p_{i j}(\tau, z) \mid x\right)$ given by (7.1.21). It is supposed that this density is continuous in $\tau$ and has compact support, such that

$$
h_{1}|x| \leq|z| \leq h_{2}|x|, 0<h_{1}<h_{2}, p_{i j}(\tau, z \mid 0)=\delta(z)
$$

These conditions do not allow the process $X(t)$ to be zero as a result of the jump. Under their validity the differential generator by virtue of the system (7.1.13) at the point ( $s, x, i$ ) is given by the following formula

$$
\begin{array}{r}
\mathcal{A} V(s, x, i)=\frac{\partial V}{\partial s}+\left[\frac{\partial V}{\partial x}\right]^{\prime} a(s, x, i)+ \\
\frac{1}{2} \operatorname{tr}\left[\frac{\partial^{2} V}{\partial s^{2}} b(s, x, i) b^{\prime}(s, x, i)\right]+\sum_{j \neq i}^{\nu}\left[\int V(s, x, j) p_{i j}(s, z \mid x) d z-V(s, x, i)\right] q_{i j}, \tag{7.1.26}
\end{array}
$$

where ' denotes the transpose symbol. If at the moment of the jump the vector $X(t)$ is changed by the deterministic law (7.1.19), then from the previous formula it follows that

$$
\begin{array}{r}
\mathcal{A} V(s, x, i)=\frac{\partial V}{\partial s}+\left[\frac{\partial V}{\partial x}\right]^{\prime} a(s, x, i)+ \\
\frac{1}{2} \operatorname{tr}\left[\frac{\partial^{2} V}{\partial s^{2}} b(s, x, i) b^{\prime}(s, x, i)\right]+\sum_{j \neq i}^{\nu}\left[V\left(s, \phi_{i j}(x), j\right)-V(s, x, i)\right] q_{i j} \tag{7.1.27}
\end{array}
$$

In the particular case, when at the moment of the jump the vector $X(t)$ is changed continuously by the formula (7.1.18) we have

$$
\begin{array}{r}
\mathcal{A} V(s, x, i)=\frac{\partial V}{\partial s}+\left[\frac{\partial V}{\partial x}\right]^{\prime} a(s, x, i)+ \\
\frac{1}{2} \operatorname{tr}\left[\frac{\partial^{2} V}{\partial s^{2}} b(s, x, i) b^{\prime}(s, x, i)\right]+\sum_{j \neq i}^{\nu}[V(s, x, j)-V(s, x, i)] q_{i j} \tag{7.1.28}
\end{array}
$$

If the Markov process $[X(t), Y(t)]$ is homogeneous and $V$ does not depend on $t$, i.e. $V=$ $V(x, y)$, these formulae are valid for calculaton of the weak infinitesimal operator $\mathcal{A} V(s, x, i)$. In this case the term $\frac{\partial V(s, x, y)}{\partial s} \equiv 0$. For more details and proofs see for instance [41, 45,54]. A very important role in the proofs of many stability and control results plays the so called Ito-Dynkin formula [20, 45]:

$$
\begin{align*}
& \mathcal{E}[V(t, X(t), Y(t)) \mid X(s)=x, Y(s)=y]=V(s, x, y)+ \\
& \mathcal{E}\left[\int_{s}^{t}[\mathcal{A}[V(u, X(u), Y(u))] d u \mid X(s)=x, Y(s)=y]\right. \tag{7.1.29}
\end{align*}
$$

This formula is a stochastic analogue of the well-known Newton-Leibnitz formula

$$
F(t, X(t))=F(s, X(s))+\int_{s}^{t} d F(u, X(u)) .
$$

### 7.2 Stochastic control problem

### 7.2.1 Preliminaries

Consider a system described by the differential equation

$$
\begin{equation*}
d X(t)=a(t, X(t), U(t), Y(t)) d t+b(t, X(t), Y(t)) d W(t), t \in \mathcal{I} \tag{7.2.1}
\end{equation*}
$$

where all the notations are the same as in (7.1.13), the difference is that now function $a$ depends on $k$-dimensional control vector $U$. Generally speaking the stochastic control problem is to obtain a stochastic process $U(t)$ from the given set $\mathcal{U} \subset R^{k}$ of admissible controls such that the stochastic process $X(t)$ described by (7.2.1) will have some prescribed properties. As a rule the problem is formalized in such a way that the desired properties are achieved, when the control law minimizes a functional (in the other words performance function or objective function) along the paths of the considered system. This functional may be written as follows

$$
\begin{equation*}
J(s, x, y, U)=\mathcal{E}\left[\int_{s}^{T} L(t, X(t), Y(t), U(t) d t+\Psi(X(T), Y(T)) \mid X(s)=x]\right. \tag{7.2.2}
\end{equation*}
$$

such that it should be well defined for all admissible controls $U(t) \in \mathcal{U}$. So, the original problem is reduced to the optimal control problem: to find a function $U=U^{*}(t, \omega)$ from the set of admissible controls such that

$$
V^{0}(s, x, y)=\min _{U \in \mathcal{U}} J(s, x, y, U)
$$

Such a control, if it exists, is called an optimal control and scalar $V^{0}(s, x)$ is called the optimal performance. The types of control functions that may be considered are:

1) Functions of the form $U(t, \omega)=u(t)$, i.e. not depending on $\omega$. These controls are sometimes called deterministic, program or open loop controls.
2) Functions of the form $U(t, \omega)=\mathbf{u}\left(t, X(t, \omega), Y(t, \omega)\right.$ for some function $\mathbf{u}: \mathcal{I} \times R^{n} \times \mathcal{Y} \mapsto$ $\mathcal{U}$. In this case it is assumed that $U$ does not depend on the starting point $\{s, x, y\}$ : the value at the time $t$ is chosen only depends on the state of the system at this time. These are called Markov controls, because with such $U$ the corresponding process $\{X(t, \omega), Y(t . \omega)\}$ becomes a Markov process. Markov control is the particular form of more general case of closed loop or feedback control. In the following we will notconsider this general case and we will not distinguish between Markov and feedback conitrols.
3): Only a partiaily observed state of the system possibly corrupted by noise is available for the control purpose. In this situation the stochastic control problem is linked to the filtering problem. In fact, if the equation (7:2.1) is linear, its right hand side is not dependent on $Y(t)$ and the performance function is integral quadratic (i.e. the functions $L$ and $\Psi$ in (7:2.2) are quadratic in $X$ and $U$ ); then the stochastic control problem splits into a linear filtering problem and a correspoding esimated state feedback control problem. This fact, known as the separation principle, will be considered below in more details.

It is more natural to obtain program control using deterministic models. From this point of view, control law can be conceptually split into two parts: the program part and the feedback (stabilizing) part. The program part is more often obtained in an open-loop fashion for a more general design objective, such as maximum throughput of a manufacturing system or minimal heating along a spacecraft re-entry path. Optimal trajectories are generated assumming that the environment and initial conditions are fixed. This serves as an ideal reference but it cannot be expected that the plant will actually follow the optimized trajectory. For various reasons, including modeling errors, changes in the environment, etc., deviation from the reference can occur and should be compensated. This is achieved in a closed-loop fashion with the stabilization term: by feeding back some measure of the deviation, it is posssible to stabilize the actual trajectory around the reference, so that the desired behavior is obtained.

In this connection the primary focus in stochastic control is more on the closed-loop part of control law, assuming that a certain reference trajectory has been obtained. Here linear stochastic models play a very important role, such as linearized approximations around the desired trajectory of the original nonlinear plant state dynamics.

As a rule the stabilizing control problem means a feedback control with the infinite time horizon. Often this problem approximates the practical case, when the time of control is sufficiently long in comparison with the time response of the controlled system. In this case the stability properties of the system under study play an important role.

So, in this section we consider some approaches to the solution of stochastic optimal feedback control problems for both systems with complete state information and for partially observed systems. In the next sections the stochastic stability concept will be introduced and the stabilizing control problems will be considered.

### 7.2.2 Stochastic dynamic programming

## A heuristic derivation

We consider for simplicity the case of the system (7.2.1) without jumps:

$$
\begin{equation*}
d X(t)=a(t, X(t), U(t)) d t+b(t, X(t)) d W(t), t \in \mathcal{I} \tag{7.2.3}
\end{equation*}
$$

Generally speaking we use only the fact that there exists a Markov process $X(t)$ with differential generator $\mathcal{A}$. The control $U(t)$ is said to be feedback control if it is a function $\mathbf{u}: \mathcal{I} \times R^{n} \mapsto \mathcal{U}$, such that for every $U(t)=\mathbf{u}(t, X(t)) \in \mathcal{U} \subset R^{k}$ and given nonrandom initial condition $X(s)=x$ there exists the unique solution $X_{s, x}^{\mathbf{u}}$ of (7.2.3) in the sense of Ito and functional

$$
\begin{equation*}
J(s, x, \mathbf{u})=\mathcal{E}\left[\int_{s}^{T} L(t, X(t), \mathbf{u}(t, X(t)) d t+\Psi(X(T)) \mid X(s)=x]\right. \tag{7.2.4}
\end{equation*}
$$

is well defined. The optimization problem is to minimize (7.2.4) along the paths of (7.2.3) and over the set $\mathcal{U}$. We denote $\mathcal{A}_{u}$ the differential generator with $a \neq a(t, x, u)$, where $u \in R^{k}$ is arbitrary and $\mathcal{L}_{\mathbf{u}}$ the same differential generator with formal substitution $u=\mathbf{u}(t, x)$. Assuming the existence of an optimal solution, noted $\mathbf{u}^{*}$, we consider the optimal expected performance as a function of the initial data $s$ and $x$ and we introduce the cost function $V^{0}(s, x)$ as the optimal performance for the problem with initial data $s$ and $x$ [24]:

$$
\begin{equation*}
V^{0}(s, x)=\min _{\mathbf{u} \in \mathcal{U}} J(s, x, \mathbf{u}) \tag{7.2,5}
\end{equation*}
$$

For the optimal feedback control $\mathbf{u}^{*}$ we have $V^{0}(s, x)=J\left(s, x, \mathbf{u}^{*}\right)$ for all $s, x$. To write the equation for $V^{0}$ we fix a control $\mathbf{u}$ and use Ito-Dynkin formula (7.1.29):

$$
\begin{array}{r}
V^{0}(s, x)=-\mathcal{E}\left[\int_{s}^{t}\left[\mathcal{A}_{\mathbf{u}} V^{0}(\tau, X(\tau))\right] d \tau \mid X(s)=x\right]+ \\
\mathcal{E}\left[V^{0}(t, X(t)) \mid X(s)=x\right], s<t \leq T \tag{7.2.6}
\end{array}
$$

Now assume that we use the optimal control $\mathbf{u}^{*}$ for $\tau>t$ and $\mathbf{u}$ for $\tau \leq t$. In other words, let

$$
\mathbf{u}_{1}(\tau, x)=\left\{\begin{array}{rll}
\mathbf{u}(\tau, x) & \text { if } & \tau \leq t \\
\mathbf{u}^{*}(\tau, x) & \text { if } & \tau>t
\end{array}\right.
$$

Then using conditional expectation properties from (7.2.4)-(7.2.6) we have

$$
\begin{aligned}
J\left(s, x, \mathbf{u}_{1}\right)= & \mathcal{E}\left[\int_{s}^{t}[L(\tau, X(\tau), U(\tau)] d \tau \mid X(s)=x]+\right. \\
& \mathcal{E}\left[J\left(t, X(t), \mathbf{u}^{*}\right) \mid X(s)=x\right], s<t \leq T
\end{aligned}
$$

and hence

$$
\begin{array}{r}
V^{0}(s, x) \leq J\left(s, x, \mathbf{u}_{1}\right), V^{0}(t, X(t))=J\left(t, X(t), \mathbf{u}^{*}\right) \\
V^{0}(s, x) \leq \mathcal{E}\left[\int_{s}^{t}[L(\tau, X(\tau), U(\tau)] d \tau \mid X(s)=x]+\right. \\
\mathcal{E}\left[V^{0}(t, X(t)) \mid X(s)=x\right] \tag{7.2.7}
\end{array}
$$

We have equality in (7.2.7) if $\mathbf{u}=\mathbf{u}^{*}$ on $[s, t]$ or in other words we can write

$$
\begin{array}{r}
V^{0}(s, x)=\min _{U \in \mathcal{U}} \mathcal{E}\left[\int_{s}^{t}[L(\tau, X(\tau), U(\tau))] d \tau \mid X(s)=x\right]+ \\
\mathcal{E}\left[V^{0}(t, X(t)) \mid X(s)=x\right], s \leq \tau \leq t \tag{7.2.8}
\end{array}
$$

The equation (7.2.8) formally expresses the well known "intuitively obvious" Bellman's optimality principle [5] for the considered class of stochastic systems.

Subtract (7.2.6) from (7.2.7) and divide by $t-s$. Then taking into account that $x=X(s)$ and moving to limit as $t \rightarrow s^{+}$we obtain

$$
\begin{equation*}
\mathcal{A}_{u} V^{0}(s, x)+L(s, x, u) \geq 0 \tag{7.2.9}
\end{equation*}
$$

where $u=\mathbf{u}(s, x)$. We have equality in (7.2.9) if $u=\mathbf{u}^{*}(s, x)$. So, the function $V^{0}$ satisfies the equation

$$
\begin{equation*}
\min _{u \in \mathcal{U}}\left[\mathcal{L}_{u} V^{0}(s, x)+L(s, x, u)\right]=0 \tag{7.2.10}
\end{equation*}
$$

The boundary condition

$$
\begin{equation*}
V^{0}(T, x)=\Psi(x) \tag{7.2.11}
\end{equation*}
$$

immediately follows from the definition of the cost function (7.2.5). In stochastic control theory the equation (7.2.10) is called the dynamic programming equation with continuous time or Hamilton-Jacobi-Bellman equation. It is easy to see from (7.2.7) that

$$
\mathcal{E}\left[V^{0}(t, X(t)) \mid X\left(t_{1}\right)\right] \geq V^{0}\left(t_{1}, X\left(t_{1}\right)\right), s \leq t_{1} \leq t<T
$$

This means that the process $V^{0}(t, X(t))$ is submartingale with respect to the family of $\sigma$ algebras generated by process $X(\tau), \tau<t$. An interesting viewpoint is to observe that for the optimal control $\mathbf{u}^{*}$ and corresponding process. $X^{*}(t)$ the optimal cost function satisfies the martingale property

$$
\mathcal{E}\left[V^{0}\left(t, X^{*}(t)\right) \mid X^{*}\left(t_{1}\right)\right]=V^{0}\left(t_{1}, X^{*}\left(t_{1}\right)\right), s \leq t_{1} \leq t<T
$$

so that the process $V^{0}\left(t, X^{*}(t)\right)$ is the martingale with respect to the same family of $\sigma$ algebras. The reader is refered to [21] for more detail on martingale applications to stochastic control.

## An exact derivation

Here we formulate rigorous conditions for stochastic dynamic programming approach, see $[96,24]$. First we define the class $\mathcal{U}_{0}$ of admissible controls. Let $\Phi$ be the class of functions

$$
\varphi:\left[t_{0}, T\right] \times R^{n} \mapsto R^{k}
$$

with the following properties: $\varphi(t, x)$ is piecewise continuous in $t$ for every fixed $x$, satisfying the growth condition

$$
|\varphi(t, x)| \leq K_{g}(1+|x|),(t, x) \in\left[t_{0}, T\right] \times R^{n}
$$

and the uniform Lipschitz condition

$$
|\varphi(t, x)-\varphi(t, \xi)| \leq K_{L}|x-\xi|, t \in\left[t_{0}, T\right], x, \xi \in R^{n}
$$

where $K_{g}, K_{L}$ are positive constants. We can write $u \in \mathcal{U}_{0}$ if

$$
u=\mathbf{u}(t, x)=\varphi(t, x), t \in\left[t_{0}, T\right]
$$

for a certain function $\varphi \in \Phi$. Under these conditions the equation (7.2.3) with $U(t)=$ $\varphi(t, X(t))$ is well defined as an Ito equation and has a unique solution. We also assume
that the functions $L$ and $\Psi$ in (7.2.4) are continuous and satisfy the polynomial growth conditions:

$$
\begin{array}{r}
|L(t, x, u)| \leq C_{L}(1+|x|+|u|)^{p} \\
|\Psi(t, x)| \leq C_{\Psi}(1+|x|)^{p}
\end{array}
$$

for some positive $C_{L}$ and $C_{\Psi}$ and integer $p$. These conditions guarantee that functional (7.2.4) is finite for any admissible control $\mathbf{u} \in \mathcal{U}_{0}$. We say that the admissible control $\mathbf{u}=\mathbf{u}^{*}$ is optimal if it minimizes functional (7.2.4) with $s=t_{0}$.

Theorem 7.2.1 Let the function $V(s, x)$ be a solution of the dynamic programming equation

$$
\begin{equation*}
\min _{u \in \mathcal{U}}\left[\mathcal{A}_{u} V(s, x)+L(s, x, u)\right]=0, s, x \in\left[t_{0}, T\right) \times R^{n} \tag{7.2.12}
\end{equation*}
$$

with the boundary condition

$$
V(T, x)=\Psi(T, x), x \in R^{n}
$$

and this function has the following properties:
(i) $V(t, x)$ is continuous in $\left[t_{0}, T\right] \times R^{n}$, has continuous first and second partial derivatives in this domain and satisfies the condition of the polynomial growth;
(ii) $V(s, x) \leq J(s, x, \mathbf{u})$ for any admissible state feedback control $\mathbf{u} \in \mathcal{U}_{0}$ and $s, x \in$ $\left[t_{0}, T\right] \times R^{n}$;
(iii) If $\mathbf{u}^{*} \in \mathcal{U}_{0}$ is admissible control, such that

$$
\begin{array}{r}
\mathcal{A}_{\mathbf{u}^{*}} V(s, x)+L\left(s, x, \mathbf{u}^{*}\right)= \\
\min _{u \in \mathcal{U}}\left[\mathcal{A}_{u} V(s, x)+L(s, x, u)\right], s, x \in\left[t_{0}, T\right) \times R^{n}
\end{array}
$$

then

$$
V(s, x)=J\left(s, x, \mathbf{u}^{*}\right)
$$

i.e. control $\mathbf{u}^{*}$ is optimal.

In general, solving the Bellman equation (7.2.12) is very complicated. In the following section we consider a linear case, when it is possible to obtain the solution in analytic form.

## Linear regulator problem

The regulation objective is to stabilize deviations around the nominal level using a feedback control action, so that the plant will stay near a nominal trajectory, determined by optimal program law. As explained above, the linear models play a very important role. Consider the system (7.2.3) in the special linear case [96], when it is described by the following equation

$$
\begin{array}{r}
d X(t)=[A(t) X(t)+B(t) U(t)] d t+\sum_{l=1}^{m_{1}} A_{l}(t) X(t) d W_{1 l}(t)+ \\
 \tag{7.2.13}\\
\sum_{s=1}^{m_{2}} B_{s}(t) U(t) d W_{2 s}(t)+C(t) d W_{3}(t), t_{0} \leq t \leq T
\end{array}
$$

where $W_{1}, W_{2}$ and $W_{3}$ are $m_{1}, m_{2}$ and $m_{3}$-dimensional independent standard Wiener processes. In this case the vector $X(t)$ can be considered as a small deviation from the nominal
value and the regulator task is to stabilize this vector around zero. A possible approach is to compute this regulator so as to minimize the expected value of an integral of a quadratic function of $X(t)$ and $U(t)$.

$$
\begin{array}{r}
J\left(t_{0}, x, \mathbf{u}\right)=\mathcal{E}\left[\int_{t_{0}}^{T}\left(X^{\prime}(t) M(t) X(t)+U^{\prime}(t) R(t) U(t)\right) d t+\right. \\
\left.X^{\prime}(T) D X(T) \mid X\left(t_{0}\right)=x\right] \tag{7.2.14}
\end{array}
$$

where $M(t)=M^{\prime}(t)$ and $R(t)=R^{\prime}(t)$ are piecewise continous in $\left[t_{0}, T\right]$ positive semidefinite and positive definite matrix functions, $D$ is symmetric positive definite constant matrix. It is supposed that the control is unbounded $\left(\mathcal{U}=R^{k}\right)$. To apply Theorem 7.2 .1 we will find a solution of dynamic programming equation (7.2.12) in the form

$$
\begin{equation*}
V(t ; x)=h(t)+x^{\prime} H(t) x, t_{0} \leq t \leq T \tag{7.2.15}
\end{equation*}
$$

where $h(t)$ is a scalar function, $H(t)$ is a symmetric nonnegative definite matrix function. As a result we obtain the following theorem.

Theorem 7.2.2 Let function $V(t, x)$ be given by (7.2.15), the matrix $H(t)$ be the solution of differential equation

$$
\begin{array}{r}
\dot{H}(t)+A^{\prime}(t) H(t)+H(t) A(t)=H(t) B(t)[\Gamma(t, H(t))+R(t)]^{-1} B^{\prime}(t) H(t)+ \\
\Delta(t, H(t))+M(t), t_{0} \leq t \leq T \tag{7.2.16}
\end{array}
$$

with the boundary condition

$$
H(T)=D
$$

where

$$
\Gamma(t, H(t))=\sum_{l=1}^{m_{1}} A_{l}^{\prime}(t) H(t) A_{l}(t), \Delta(t, H(t))=\sum_{s=1}^{m_{2}} B_{s}^{\prime}(t) H(t) B_{s}(t),
$$

and the function $h(t)$ is defined by the formula

$$
h(t)=\int_{t}^{T} \operatorname{tr}\left[C^{\prime}(\tau) H(\tau) C(\tau)\right] d \tau
$$

Then the optimal control is given by

$$
\begin{equation*}
U^{*}(t)=\varphi^{*}(t, X(t)=-K(t) X(t) \tag{7.2.17}
\end{equation*}
$$

where

$$
K(t)=[\Gamma(t, H(t))+R(t)]^{-1},
$$

and $V\left(t_{0}, x\right)$ is the minimal value of functional (7.2.14) (the optimal performance).

### 7.2.3 Stochastic maximum principle

There have been many efforts to extend Pontryagin's maximum principle [76] to the optimization of stochastic systems, see [53, 83, 23, 84, 4, 87, 43, 21] and references therein. Correspondingly there exist different versions of this result. We consider a special linear
case $[83,84]$ to show the idea of approach. Assume that the system to be controlled is described by the differential equation

$$
\begin{array}{r}
\dot{X}(t)=A(Y(t)) X(t)+B(Y(t)) U(t), t \in\left[t_{0}, T\right]  \tag{7.2.18}\\
X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}
\end{array}
$$

where all the notations are the same as earlier. At time $t$ the controller observes both continuous variable $X(t)$ and discrete variable $Y(t)$. Based upon this observation the controller selects a control action $U(t)$, i.e.,

$$
\begin{equation*}
U(t)=\mathbf{u}(t, X(t), Y(t)) \tag{7.2.19}
\end{equation*}
$$

Define the set of admissible controls $\mathcal{U}$ as the set of all functions on $\left[t_{0}, T\right] \times R^{n} \times \mathcal{Y} \mapsto R^{k}$ such that with probability one the equation

$$
\begin{array}{r}
\dot{X}(t)=A(Y(t)) X(t)+B(Y(t)) \mathbf{u}(t, X(t), Y(t)), t \in[0, T]  \tag{7.2.20}\\
X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}
\end{array}
$$

has a unique solution, which is continuous in the pair $\left(t_{0}, x_{0}\right)$, continuable to all of $[0, T]$, and for fixed $\left(t, t_{0}\right)$ satisfies a Lipschitz condition with respect to $x_{0}$ in every bounded region of $R^{n}$. Denote the solution to $(7.2 .20)$ by $X^{\mathbf{u}}\left(t ; t_{0}, x_{0}, y_{0}\right)$. The problem is to find that element $\mathbf{u}=\mathbf{u}^{*}$ of $\mathcal{U}$ which minimizes the functional

$$
\begin{align*}
\left.J\left[\mathbf{u} ; t_{0}, x_{0}, y_{0}\right)\right]=\mathcal{E} \quad & {\left[\int _ { t _ { 0 } } ^ { T } L \left[\tau, X^{\mathbf{u}}\left(\tau ; t_{0}, x_{0}, y_{0}\right)\right.\right.} \\
& \left.\left.\mathbf{u}\left(\tau ; X^{\mathbf{u}}\left(\tau ; t_{0}, x_{0}, y_{0}\right), y(\tau)\right), Y(\tau)\right] d \tau \mid t_{0}, x_{0}, y_{0}\right] \tag{7.2.21}
\end{align*}
$$

where $L(t, x, u, y)$ is nonnegative and continuously differentiable with respect to $x$ and $u$. To formulate necessary conditions we suppose that there exists such an element $\mathbf{u}^{*}$ that for every $t_{0} \in[0, T]$, every $x_{0} \in R^{n}$, and every $y_{0} \in \mathcal{Y}$

$$
\begin{equation*}
J\left(\mathbf{u}^{*} ; t_{0}, x_{0}, y_{0}\right)=\min _{\mathbf{u} \in \mathcal{U}} J\left(\mathbf{u} ; t_{0}, x_{0}, y_{0}\right) \tag{7.2.22}
\end{equation*}
$$

Let $\mathbf{u} \in \mathcal{U}$. Define the stochastic Hamiltonian at the point $(s, \xi)$ as

$$
\begin{array}{r}
\mathcal{H}(s, \xi, \mathbf{u})=\psi^{\prime}(s, \xi)[A(Y(s)) \xi+B(Y(s)) \mathbf{u}(s, \xi, Y(s))]- \\
L[s, \xi, \mathbf{u}(s, \xi, Y(s)), Y(s)] \tag{7.2.23}
\end{array}
$$

where $\psi(s, \xi)$ is the so called co-state or adjoint vector satisfying the following differential equation, integrated backward in time

$$
\begin{equation*}
\dot{\psi}\left(t, X^{\mathbf{u}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right)=-\frac{\partial \mathcal{H}}{\partial x}\left(t, X^{\mathbf{u}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right), \psi(T, x)=0 \text { for all } x \tag{7.2.24}
\end{equation*}
$$

Calculating the right hand side of (7.2.24) with $\mathbf{u}=\mathbf{u}^{*}$ we have

$$
\begin{array}{r}
\dot{\psi}\left(t, X^{\mathbf{u}^{*}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right)=-\left[A \left(Y(t)+B(Y(t)) \mathbf{u}_{x}^{*}\left(t, X^{\mathbf{u}^{*}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right.\right.\right. \\
Y(t))]^{\prime} \psi\left(t, X^{\mathbf{u}^{*}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right)+\left[L_{x}+L_{u} \mathbf{u}_{x}^{*}\left(t, X^{\mathbf{u}^{*}}\left(t ; t_{0}, x_{0}, y_{0}\right)\right.\right. \\
Y(t))]^{\prime}, t \in\left[t_{0}, T\right], \psi(T, x)=0 \text { for all } x . \tag{7.2.25}
\end{array}
$$

Suppose that the partial derivative $\mathbf{u}_{x}^{*}$ exists everywhere except perhaps in some Borel set in $[0, T] \times R^{n}$ of Lebesgue measure zero, and that $\mathbf{u}^{*}$ satisfies a Lipschitz condition with respect to $x$. Then for fixed $t_{0}$ it can be shown that a unique solution to (7.2.25) exists a.s. for almost all $x_{0} \in R^{n}$. Under the assumptions above the following result is established.

Theorem 7.2.3 Let $\mathbf{u} \in \Gamma$ be an admissible control. Then

$$
\mathcal{E}\left[\mathcal{H}\left(t, X(t), \mathbf{u}^{*}\right) \mid t, X(t), Y(t)\right] \geq \mathcal{E}[\mathcal{H}(t, X(t), \mathbf{u}) \mid t, X(t), Y(t)]
$$

a.s.

Let

$$
L(t, x, u, y)=x^{\prime} M(y) x+u^{\prime} R(y) u
$$

where $M(y)$ and $R(y) y \in \mathcal{Y}$ are symmetric nonnegative definite and positive definite matrices, and control is unbounded. In this case the stochastic Hamiltonian (7.2.23) has the form

$$
\begin{array}{r}
\mathcal{H}(t, X(t), U(t))=\psi^{\prime}(t, X(t))[A(Y(t)) X(t)+B(Y(t)) \mathbf{u}(t, X(t), Y(t))]- \\
X^{\prime}(t) M(Y(t)) X(t)-\mathbf{u}^{\prime}(t, X(t), Y(t)) R(Y(t)) \mathbf{u}(t, X(t), Y(t)) \tag{7.2.26}
\end{array}
$$

Applying Theorem 7.2 .3 with Hamiltonian (7.2.26) and taking into account that there are no constraints we obtain directly

$$
\mathbf{u}^{*}=\frac{1}{2} R^{-1}(Y(t)) B^{\prime}(Y(t)) \mathcal{E}[\psi(t, X(t)) \mid X(t), Y(t)]
$$

To determine the solution, assume that the co-state takes the form

$$
\psi(t, X(t))=-2 H(t) X(t), t \in\left[t_{0}, T\right]
$$

where $H(t)$ is a random symmetric matrix conditionally independent on $X$ and differentiable everywhere. Then

$$
\begin{equation*}
\mathbf{u}^{*}=-R^{-1}(Y(t)) B^{\prime}(Y(t)) \mathcal{E}[H(t) \mid Y(t)] X(t) \tag{7.2.27}
\end{equation*}
$$

With the notation $H_{i}(t)=\mathcal{E}[H(t) \mid Y(t)=i]$ yields the optimal control as

$$
\mathbf{u}^{*}=-R^{-1}(i) B^{\prime}(i) H_{i}(t) X(t), \text { when } Y(t)=i
$$

The matrix $H_{i}(t)(i \in \mathcal{N})$ satisfies the set of coupled matrix Riccati differential equations, integrated backward in time

$$
\begin{array}{r}
\dot{H}_{i}(t)+A^{\prime}(i) H_{i}(t)+H_{i}(t) A(i)-H_{i}(t) B(i) R^{-1}(i) B^{\prime}(i) H_{i}(t)+ \\
\sum_{j \neq i}^{\nu} q_{i j}\left(H_{j}(t)-H_{i}(t)\right), t_{0} \leq t \leq T \tag{7.2.28}
\end{array}
$$

with boundary condition

$$
H_{i}(T)=0
$$

for all $i \in \mathcal{N}$. The reader is refered to $[21,23,53,87]$ for more detail regarding to Ito differential equation (7.1.1). The various versions of the stochastic matrix principle for systems with jumps are presented in $[21,43,83,84,150]$ and references therein.

### 7.2.4 Separation principle

## General formulation

As it was formulated at the beginning the separation principle is usually used to convert a partially observed system to a "completely" observed system, so we can use to obtain
optimal control of partially observed systems the same methods used as in case of systems with completely state information. It typically works for linear or almost linear systems. The purpose of this section is to show that the problem of optimal control for a stochastic linear dynamic system, observed via a noise linear channel, can be reduced to two independent problems of the control and filtering respectively. Under suitable conditions, solution of the latter problems are shown to exist $[18,24,101]$ and references therein. Consider the system described by linear stochastic differential equations

$$
\begin{array}{r}
d X(t)=[A(t) X(t)+b(t, U(t))] d t+C(t) d W_{1}(t), 0 \leq t \leq T \\
X(0)=x_{0} \\
d Z(t)=F(t) X(t) d t+G(t) d W_{2}(t), 0 \leq t \leq T  \tag{7.2.30}\\
Z(0)=0
\end{array}
$$

where the control vector $U$ takes values in a convex compact subset $\mathcal{U} \subset R^{k} ; Z(t) \in R^{n}$ is channel output; $W_{1}, W_{2}$ are independent standard Wiener processes in $R^{d_{1}}, R^{d_{2}}$. The problem is to control $X(\cdot)$ in such a way as to minimize functional

$$
\begin{equation*}
J[U]=\mathcal{E}\left[\int_{0}^{T} L(t, X(t), U(t)) d t\right] \tag{7.2.31}
\end{equation*}
$$

The control is based on the a priori distribution of $X_{0}$ and on the information provided by the channel output $Z(\cdot)$. Since the controller is not clairvoyant, $U(t)$ must be assumed to depend only on the $Z(s)$ for $0 \leq s \leq T$. To express this nonanticipative dependence we introduce, following [26,101] a suitable class of control functionals. Let $\mathcal{C}$ denote the class of functions $f(t)$, continuous on $[0, T]$ with values in $R^{n}$ and write for the past of $f$ at time t ,

$$
\left(\pi_{t} f\right)(s)=\left\{\begin{array}{ccc}
f(s) & \text { for } & 0 \leq s \leq t  \tag{7.2.32}\\
f(t) & \text { fo } & t \leq s \leq T
\end{array}\right.
$$

and $U(t)=\mathbf{u}\left(t, \pi_{t} Z\right)$ Clearly $\pi_{t} f \in \mathcal{C}$ if $f \in \mathcal{C}$. Let

$$
\psi:[0, T] \times \mathcal{C} \mapsto \mathcal{U}
$$

be a mapping with the properties: $\psi(t, f)$ is Hölder continuous in $t$ for each $f \in \mathcal{C}$ and satisfies a uniform Lipschitz condition

$$
\begin{equation*}
|\psi(t, f)-\psi(t, g)|<c_{1}\|f-g\| \tag{7.2.33}
\end{equation*}
$$

where $t \in[0, T], f, g \in \mathcal{C}$ and $\|\cdot\|$ denote sup norm in $\mathcal{C}$. Let $\Psi$ denote the class of functionals $\psi$. We call the control $\mathbf{u}(\cdot, \cdot)$ admissible and write $\mathbf{u} \in \mathcal{U}_{a}$ if

$$
U(t)=\mathbf{u}\left(t, \pi_{t} Z\right)=\psi\left(t, \pi_{t} Z\right), 0 \leq t \leq T
$$

for some $\psi \in \Psi$. The problem is to find $\mathbf{u}^{0} \in \mathcal{U}_{a}$ such that

$$
J\left[\mathbf{u}^{0}\right]=\min \left\{J[\mathbf{u}]: \mathbf{u} \in \mathcal{U}_{a}\right\} .
$$

The corresponding functional $\psi^{0}$ is optimal. It is shown [101] that $J[\mathbf{u}]$ is well defined. The separation theorem states that an optimal control exists in a subclass $\widehat{\mathcal{U}}_{a}$ of controls which depend only on the expected value of the current state given the past of $Z$. More precisely, let

$$
\begin{array}{r}
\mathcal{Z}_{t}=\sigma\{Z(s), 0 \leq s \leq t\} \\
\widehat{X}=\mathcal{E}\left[X(t) \mid \mathcal{Z}_{t}\right] .
\end{array}
$$

Write $\widehat{\Psi}$ for the class of functions

$$
\widehat{\psi}:[0, T] \times R^{n} \mapsto \mathcal{U}
$$

such that

$$
\begin{equation*}
|\widehat{\psi}(t, \xi)-\widehat{\psi}(s, \xi)|+|\widehat{\psi}(t, \xi)-\widehat{\psi}(t, \eta)| \leq c_{2}(R)|t-s|^{\alpha}+c_{3}|\xi-\eta| \tag{7.2.34}
\end{equation*}
$$

in every domain $0 \leq s, t \leq T,|\xi|<R,|\eta|<R$, where $c_{3}$ and $\alpha \in\left(0, \frac{1}{2}\right)$ are independent on $R$. We write $\mathbf{u} \in \widehat{\mathcal{U}}_{a}$ if

$$
U(t)=\mathbf{u}\left(t, \pi_{t} Z\right)=\widehat{\psi}[t, \widehat{X}(t)], t \in[0, T]
$$

for some $\widehat{\psi} \in \widehat{\Psi}$. It is shown in [101] that $\widehat{\mathcal{U}}_{a} \subset \mathcal{U}_{a}$. The following additional assumptions will be made. We write u.h.c. ( $\alpha$ ) for "uniformly Hölder continuous (exponent $\alpha$ )," and u.l.c. for "uniformly Lipschitz continuous," where the uniformity is to hold over the whole range of the relevant arguments, unless otherwise stated:
(A.1) The matrices $A, C$ are u.h.c.( $\alpha$ ) in $t$ and $F, G$ are continuously differentiable in $[0, T]$.
(A.2) $G(t) G^{\prime}(t) \geq c I, t \in[0, T]$.
(A.3) $|\operatorname{det}[F(t)]| \geq c, t \in[0, T]$.
(A.4) $b, b_{u}, b_{u u}$ are continuous on $[0, T] \times \mathcal{U}$ (a subscript denotes partial differentiation) and $b, b_{u}$ are u.h.c. $(\alpha)$ in $t$.
(A.5) $L$ and $L_{u}$ are bounded, u.h.c.( $\alpha$ ) in $t$ and u.l.c. in $x . L_{u u}$ is bounded and continuous on $[0, T] \times R^{n} \times \mathcal{U}$.
(A.6) $\left[b^{\prime}(t, u) p+L(t, x, u)\right]_{u u} \geq c_{6} I$ for all $(t, x, u, p) \in[0, T] \times R^{n} \times \mathcal{U} \times\{p:|p| \leq \pi\}$, where $\pi$ is an a priori upper bound of the space derivative $V_{\xi}(t, \xi)$ of the solution $V(t, \xi)$ of Bellman's equation below.
(A.7) $X_{0}$ is a Gaussian random variable independent of the processes $W_{1}(t), W_{2}(t)$ and with positive definite covariance matrix $S_{0}$.

The foregoing restrictions are mainly technical. Assumption (A.3) would rarely be met in practice, where typically $\operatorname{dim} Y<\operatorname{dim} X$; this condition is needed to guarantee that a certain elliptic operator will be nondegenerate. A square nonsingular matrix $F$ could be constructed artificially, if necessary, by adjoining to the channel equation (7.2.30) a suitable term of form

$$
d \tilde{Z}(t)=-\epsilon \tilde{F} X(t) d t+\tilde{G} d \tilde{W}_{2}(t)
$$

If $\epsilon>0$ is sufficiently small, then from a practical viewpoint the components $\tilde{Z}(t)$ of the observation vector contribute negligible information to the controller. However, details of such an approximation have yet to be worked out. The number $\pi$ in (A.6) is an a priori bound on the space derivative of the solution of Bellman's equation. In the special, but very important case, where $b(t, u)$ is linear in $u$, the estimate $\pi$ is not required, and (A.6) can be replaced by

$$
(\mathrm{A} .6)^{\prime} \quad L_{u u}(t, x, u) \geq c I, t, x, u \in[0, T] \times R^{n} \times \mathcal{U}
$$

The crucial assumptions for the separation theorem below are the following: (i) the basic equations have the form (7.2.29), (7.2.30); (ii) the (formal) perturbations $\frac{d W_{i}}{d t}, i=1,2$ are "white Gaussian noise"; (iii) $X_{0}$ is Gaussian and independent on the $W_{i}$; (iv) $J[U]$ is a functional additive in $t$.

Theorem 7.2.4 (Separation theorem). Subject to the assumptions stated, an admissible optimal control exists in the form of

$$
U^{0}(t)=\widehat{\psi}^{0}[t, \widehat{X}(t)], \quad t \in[0, T]
$$

for some $\widehat{\psi}^{0} \in \widehat{\Psi}$.

## Stochastic differential equation for the expected value of the current state

Let $U(\cdot)$ be admissible and write

$$
\begin{equation*}
\beta(t)=b[t, U(t)]=b\left[t, \psi\left(t, \pi_{t} Z\right)\right] . \tag{7.2.35}
\end{equation*}
$$

It is shown in [101] that the random variable $\beta(t)$ is $\mathcal{Z}_{t}$ measurable. Next let

$$
X(t)=\tilde{X}(t)+X^{*}(t)
$$

where $\tilde{X}(t)$ is the process determined by the stochastic differential equation

$$
\begin{equation*}
d \tilde{X}(t)=A(t) \tilde{X}(t)+C(t) d W_{1}(t), \tilde{X}(0)=X_{0}, t \in[0, T] \tag{7.2.36}
\end{equation*}
$$

and $X^{*}$ is defined by

$$
\begin{equation*}
\frac{d X^{*}(t)}{d t}=A(t) X^{*}(t)+\beta(t), X^{*}(0)=0, t \in[0, T] \tag{7.2.37}
\end{equation*}
$$

Since $X^{*}(t)$ is $\mathcal{Z}_{t}$-measurable there follows

$$
\begin{equation*}
\widehat{X}(t)=\left\{\mathcal{E} \tilde{X}(t) \mid \mathcal{Z}_{t}\right\}+X^{*}(t) \tag{7.2.38}
\end{equation*}
$$

Now define a process $\tilde{Z}(t)$ according to

$$
\begin{array}{r}
d \tilde{Z}(t)=d Z(t)-F(t) X^{*}(t) d t= \\
F(t) \tilde{X}(t) d t+G(t) d W_{2}(t), \tilde{Z}(0)=0, t \in[0, T] \tag{7.2.39}
\end{array}
$$

and let

$$
\tilde{\mathcal{Z}}(t)=\sigma\{\tilde{Z}(s), 0 \leq s \leq t\}
$$

By (7.2.37) $X^{*}(\mathrm{t})$ is $\mathcal{Z}_{t}$-measurable, then by (7.2.39), $\tilde{Z}(t)$ is $\mathcal{Z}_{t}$-measurable. It is proved in [101] that $Z(t)$ is $\tilde{Z}_{t}$-measurable and thus that $\mathcal{Z}_{t}=\tilde{\mathcal{Z}}_{t}$. Now we have from (7.2.38)

$$
\begin{equation*}
\widehat{X}(t)=\bar{X}(t)+X^{*}(t) \tag{7.2.40}
\end{equation*}
$$

where

$$
\bar{X}(t)=\mathcal{E}\{\tilde{X}(t) \mid \mathcal{Z}(t)\}=\mathcal{E}\{\tilde{X}(t) \mid \tilde{\mathcal{Z}}(t)\}
$$

To compute $\bar{X}(t)$ we note that the equations (7.2.36), (7.2.39) have the form (7.2.29), (7.2.30) with $b \equiv 0$ and well-known Kalman-Bucy filtering results can be applied [18, 24, 39, 40, 96]. Introduce the conditional covariance matrix

$$
S(t)=\mathcal{E}\left\{[X(t)-\widehat{X}(t)][X(t)-\widehat{X}(t)]^{\prime} \mid \mathcal{Z}_{t}\right\}=\mathcal{E}\left\{[\tilde{X}(t)-\tilde{X}(t)][\tilde{X}(t)-\bar{X}(t)]^{\prime} \mid \tilde{\mathcal{Z}}_{t}\right\}
$$

where the second equality holds because $X(t)=\tilde{X}(t)+X^{*}(t)$ and $\mathcal{Z}_{t}=\tilde{\mathcal{Z}}_{t}$. By the result of Kalman-Bucy filtering, applied to (7.2.36)-(7.2.39), S(t) is the unique solution of the Riccati equation

$$
\begin{equation*}
\frac{d S(t)}{d t}=A S+S A^{\prime}+C C^{\prime}-S F^{\prime}\left(G G^{\prime}\right)^{-1} F S, t \in[0, T], S(0)=S_{0} \tag{7.2.41}
\end{equation*}
$$

Then $\bar{X}$ is determined by

$$
\begin{equation*}
d \bar{X}(t)=A \bar{X}(t) d t+S F^{\prime}\left(G G^{\prime}\right)^{-1}(d \tilde{Z}-F \bar{X} d t), t \in[0, T] \tag{7.2.42}
\end{equation*}
$$

with the initial condition

$$
\bar{X}(0)=\mathcal{E}\left[\tilde{X}(0) \mid \tilde{\mathcal{Z}}_{0}\right]=\mathcal{E}[\tilde{X}(0)]=\mathcal{E}\left[X_{0}\right]
$$

Combining (7.2.36)-(7.2.39) and (7.2.40) and (7.2.42) we obtain

$$
\begin{equation*}
d \widehat{X}(t)=A \widehat{X}(t) d t+\beta(t) d t+S F^{\prime}\left(G G^{\prime}\right)^{-1}(d Z-F \widehat{X} d t), t \in[0, T], \widehat{X}(0)=\mathcal{E}\left[X_{0}\right] \tag{7.2.43}
\end{equation*}
$$

Equation (7.2.43) exhibits the process $\widehat{X}(t)$ as the solution of an equation "forced" by the channel output increments $d Z$ and by the control term $\beta$. It is very important that it is possible to replace the differential $d Z-F \widehat{X} d t$ by the suitable scaled differential of a Wiener process. This can be justified by the observation that linear least square estimation is equivalent to an orthogonal projection of the estimated variable on the data, see [96, 101] for more detail. As a result we have finally

$$
\begin{equation*}
d \widehat{X}(t)=A \widehat{X}(t) d t+b[t, \widehat{\psi}(t, \widehat{X})] d t+S F^{\prime}\left(G G^{\prime}\right)^{-\frac{1}{2}} d \widehat{W}, \widehat{X}(0)=\mathcal{E}\left[X_{0}\right] \tag{7.2.44}
\end{equation*}
$$

Under the regularity conditions (7.2.34) and (A.4) the equation (7.2.44) determines a diffusion process on $[0, T]$. Let $\xi \in R^{n}$ denotes a value of $\widehat{X}$ and let $V:[0, T] \times R^{n} \mapsto R^{1}$ have continuous derivatives up to second order. The differential generator of the process $\widehat{X}$ is the operator $\widehat{\mathcal{A}}(\widehat{\psi})$ given by

$$
\begin{equation*}
\widehat{\mathcal{A}}(\widehat{\psi}) V(t, \xi)=\frac{1}{2} \operatorname{tr}\left[\widehat{C}^{\prime} V_{\xi \xi}(t, \xi) \widehat{C}\right]+[A \xi+b[t, \widehat{\psi}(t, \xi)]]^{\prime} V_{\xi}(t, \xi)+V_{t}(t, \xi) \tag{7.2.45}
\end{equation*}
$$

where $\widehat{C}=S F^{\prime}\left(G G^{\prime}\right)^{-\frac{1}{2}}$ and $V_{t}, V_{\xi}\left(V_{\xi \xi}\right)$ denotes the vector (matrix) of first (second) partial derivatives of $V$. It is also shown [101, 96] that the conditional distribution of $X(t)$ given $\mathcal{Z}_{t}$ is Gaussian one and that, if $0 \leq t_{1} \leq t_{2} \leq t_{3} \leq T$, the increments $\widehat{W}\left(t_{3}\right)-\widehat{W}\left(t_{2}\right)$ are independent on $\mathcal{Z}_{t_{1}}$. The reader is refered to $[21,61,62]$ for more general consideration of the discussed problems.

## Optimality criterion and application to linear regulator problem

Let $\mathcal{G}(x, t, \xi)$ be the Gaussian probability density in $R^{n}$ with mean $\xi$ and covariance matrix $S(t)$ :

$$
\mathcal{G}=(2 \pi)^{-\frac{n}{2}}[\operatorname{det} S(t)]^{-\frac{1}{2}} \exp \left[-\frac{1}{2}(x-\xi)^{\prime} S^{-1}(t)(x-\xi)\right]
$$

By the results of previous section if $u$ is a fixed vector of $\mathcal{U}$, then

$$
\widehat{L}(t, \xi, u)=\mathcal{E}[L(t, X(t), u) \mid \widehat{X}(t)=\xi]=\int_{R^{n}} L(t, x, u) \mathcal{G}(x, t, \xi) d x
$$

It is verified in $[96,101]$ that $\widehat{L}$ satisfies the conditions imposed on $L$ in (A.5). On this assumption the following sufficient optimality conditions are established
Theorem 7.2.5 (Optimality criterion). Suppose that there exist an element $\widehat{\psi}^{0} \in \widehat{\Psi}$ and a function $V:[0, T] \times R^{n} \mapsto R^{1}$ such that
(i) $V, V_{t}, V_{\xi}, V_{\xi \xi}$ are continuous and

$$
|V|+\left|V_{t}\right|+|\xi|\left|V_{\xi}\right|+\left|V_{\xi \xi}\right| \leq c\left(1+|\xi|^{2}\right)
$$

(ii)

$$
\begin{array}{r}
\widehat{\mathcal{A}}\left(\widehat{\psi}^{0}\right) V(t, \xi)+\widehat{L}\left[t, \xi, \widehat{\psi}^{0}(t, \xi)\right]=0, \\
\widehat{\mathcal{A}}(u) V(t, \xi)+\widehat{L}(t, \xi, u) \geq 0 \tag{7.2.47}
\end{array}
$$

for all $(t, \xi, u) \in[0, T] \times R^{n} \times U$, and

$$
\begin{equation*}
V(T, \xi)=0, \xi \in R^{n} \tag{7.2.48}
\end{equation*}
$$

Then the control $U(t)=\widehat{\psi}^{0}(t, \widehat{X}(t))$ is optimal in $\mathcal{U}_{a}$.
Observe that (7.2.46), (7.2.47) are formally equivalent to Bellman's functional equation

$$
\begin{equation*}
\min _{u \in \mathcal{U}}[\widehat{\mathcal{L}}(u) V(t, \xi)+\widehat{L}(t, \xi, u)]=0,(t, \xi) \in[0, T] \times R^{n} \tag{7.2.49}
\end{equation*}
$$

with boundary condition (7.2.48). If Bellman's equation can be solved explicily for functions $V$ and $\widehat{\psi}^{0}$, which satisfies the hypothesis of Theorem 7.2 .5 , then of course, many of the restrictive conditions, imposed in general discussion become irrelevant. A well known result is the mentioned above LQG problem i.e. the linear regulator problem using a linear channel output information corrupted by Gaussian noise $[2,18,36,96]$. Consider this problem in more detail. In (7.2.29) let

$$
b[t, u]=B(t) u
$$

let $u$ range over $R^{k}$ and let

$$
L(t, x, u)=x^{\prime} M(t) x+u^{\prime} R(t) u
$$

where $M(t)$ and $R(t)$ are respectively positive semidefinite and positive definite, with $R^{-1}(t)$ bounded on $[0, T]$. In this case

$$
\widehat{L}(t, \xi, u)=\xi^{\prime} M(t) \xi+u^{\prime} R(t) u+\operatorname{tr}[M(t) S(t)]
$$

and Bellman's equation has the following form

$$
\begin{array}{r}
V_{t}+\frac{1}{2} \operatorname{tr}\left[\widehat{C}^{\prime} V_{\xi \xi} \widehat{C}\right]+\xi^{\prime} A^{\prime} V_{\xi}-\frac{1}{4} V_{\xi}^{\prime} B R^{-1} B^{\prime} V_{\xi}+ \\
\xi^{\prime} M \xi+\operatorname{tr}(M S)=0 . \tag{7.2.50}
\end{array}
$$

The equation (7.2.50) has a quadratic solution

$$
V(t, \xi)=\xi^{\prime} H(t) \xi+h(t)
$$

where $H(t)$ is the unique solution of the matrix differential Riccati equation

$$
\begin{equation*}
\frac{d H}{d t}+A^{\prime} H+H A-H B R^{-1} B^{\prime} H+M=0, t \in[0, T], H(T)=0 \tag{7.2.51}
\end{equation*}
$$

and $h(t)$ is given by

$$
\frac{d p}{d t}+\operatorname{tr}\left(\widehat{C}^{\prime} H \widehat{C}\right)+\operatorname{tr}(M S), t \in[0, T], h(T)=0
$$

The optimal control is then

$$
U(t)=\widehat{\psi}(t, \widehat{X})=-\frac{1}{2} R^{-1}(t) B^{\prime}(t) V_{\xi}(t, \widehat{X})=-R^{-1}(t) B^{\prime}(t) H(t) \widehat{X}
$$

Here $H(t)$ and hence $U(t)$ are actually independent of the channel coefficient matrices $F, G$. Moreover the optimal control is the same function of $\widehat{X}$ as in the case of complete state information. For this solution of (7.2.50) to exist it is sufficient with the stated conditions on $M$ and $R$ that all parameter matrices will be piecewise continuous and that (A.2) holds. The reader is refered to $[2,18,96]$ for more detail of the LQG problem.

### 7.3 Definition of stochastic stability and stochastic Lyapunov function

### 7.3.1 Classic stability concept

The stability theory of stochastic systems follows in general the classic Lyapunov stability concept, see [41, 45, 54]. An important application of this theory is the stochastic stabilizing control problem. The stabilizing control law should guarantee stochatic stability of the system in an appropriate sense. Consder the system (7.1.13). Suppose that the initial conditions (7.1.22) are deterministic and let $\tilde{X}(t)$ be the solution of (7.1.13), satisfying these initial conditions. Roughly speaking the solution $\tilde{X}(t)$ is stable if for bounded changes of initial conditions the solution $\tilde{X}(t)$ has bounded changes too. The process $\tilde{X}(t)$ is called an undisturbed motion with respect to given initial condition and the changes of the initial conditions are called disturbances. For more uniform mathematical definitions note that without a loss of generality we can suppose $\tilde{X}(t) \equiv 0$. In this case it is necessary that

$$
\begin{equation*}
a(t, 0, y) \equiv 0, b(t, 0, y) \equiv 0 \tag{7.3.1}
\end{equation*}
$$

Under the conditions (7.3.1) the equation (7.1.13) has the solution $X(t) \equiv 0$. This solution is called the trivial solution. As a rule it is supposed that the undisturbed motion is the trivial solution of (7.1.13). The set $\mathcal{D}=\{0, \mathcal{Y}\}$ is the invariant set for the Markov process [ $X(t), Y(t)][45]$ in the sense that

$$
P\left\{[X(t), Y(t)] \in \mathcal{D} \mid X\left(t_{0}\right)=x_{0} \in \mathcal{D}, Y\left(t_{0}\right)=y_{0} \in \mathcal{D}\right\}=1
$$

From this point of view the stability of the trivial solution $X(t) \equiv 0$ means the stability of the corresponding invariant set of the Markov process $[X(t), Y(t)]$. We follow [41] and partially [45] in definitions of stability below.

### 7.3.2 Weak Lyapunov stability

Definition 7.3.1 (Weak stability in probability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.13) (the invariant set $\mathcal{D}=\{0, \mathcal{Y}\}$ of the Markov process $[X(t), Y(t)])$ is called weakly stable in probability if for any numbers $\epsilon>0, p>0$ sufficiently small there exists a number $\delta>0$ such that if

$$
\begin{equation*}
\left|x_{0}\right| \leq \delta, y_{0} \in \mathcal{Y}, t_{0} \geq 0 \tag{7.3.2}
\end{equation*}
$$

then for every $t \geq t_{0}$

$$
\begin{equation*}
P\left[|X(t)|<\epsilon \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]>1-p \tag{7.3.3}
\end{equation*}
$$

Definition 7.3.2 (Weak asymptotic stability in probability.) If the trivial solution $X(t) \equiv 0$ is weakly stable in probability and for any number $\gamma>0$ and initial condition from the domain $\left|x_{0}\right| \leq h_{0}$, the following equality holds

$$
\begin{equation*}
\lim _{t \rightarrow \infty} P\left[|X(t)|<\gamma \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]=1 \tag{7.3.4}
\end{equation*}
$$

then this solution is called weakly asymptotically stable in probability. The constant $h_{0}$ defines the domain of attraction of the trivial solution (the undisturbed motion).

### 7.3.3 Strong Lyapunov stability

The definitions of weak stability do not characterize the behavior of the paths of process $X(t)$. The trivial solution (the undisturbed motion) can be weakly stable, but almost all the paths can leave the domain $|X(t)|<\epsilon$ in different moments. In this connection more often the strong stability concept is used.

Definition 7.3.3 (Stability in probability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.13) is called (strongly) stable in probability if for any numbers $\epsilon>0, p>0$ sufficiently small there exists a number $\delta>0$ such that from condition (7.3.2) it follows that

$$
\begin{equation*}
P\left[\sup _{t \geq t_{0}}|X(t)|<\epsilon \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]>1-p \tag{7.3.5}
\end{equation*}
$$

This definition means that the path of $X(t)$ with the initial disturbance sufficiently small does not leave an arbitrary small neighborhood of trivial solution with probability tending to one.

Definition 7.3.4 (Asymptotic stability in probability.) If the trivial solution $X(t) \equiv$ 0 is stable in probability and for any number $\gamma>0$ and the initial conditions from the domain $\left|x_{0}\right| \leq h_{0}$, the following equality holds

$$
\begin{equation*}
\lim _{T \rightarrow \infty} P\left[\sup _{t \geq t_{0}+T}|X(t)|<\gamma \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]=1 \tag{7.3.6}
\end{equation*}
$$

then this solution is called (strongly) asymptotically stable in probability. The constant $h_{0}$ defines the domain of attraction of the trivial solution (the undisturbed motion).

The case is interesting in many applications when the domain of attraction covers the entire state space.

Definition 7.3.5 (Asymptotic stability in probability in large.) The trivial solution $X(t) \equiv 0$ is said to be asymptotically stable in probability in large if for any bounded domain $\left|x_{0}\right| \leq h_{0}$ and for numbers $\gamma>0, p>0, q>0$ there exists a bounded domain $|x| \leq h_{1}$ and a number $T>0$, such that

$$
\begin{array}{r}
P\left[\sup _{t \geq t_{0}}|X(t)|<h_{1} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]>1-p, \\
P\left[\sup _{t \geq t_{0}+T}|X(t)|<\gamma \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]>1-q-p . \tag{7.3.7}
\end{array}
$$

### 7.3.4 Mean square and $p$-stability

Sometimes it is more convenient to restrict attention to the stochastic moments of the solution. In this case we define the stochastic stability as stability in the pth mean, $p$-th mean stability or pstability [45] in particular, when $p=2$, as stability in the mean square or mean square stability

Definition 7.3.6 ( $p$-stability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.13) is called $p$-stable (stable in the pth mean) if for any $\epsilon>0$ there exists $\delta>0$ such that for any solution with the initial conditions satisfying (7.3.2), the following inequality holds

$$
\begin{equation*}
\mathcal{E}\left[|X(t)|^{p} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]<\epsilon, t \geq t_{0} \tag{7.3.8}
\end{equation*}
$$

Definition 7.3.7 (Asymptotic $p$-stability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.13) is called asymptotically $p$-stable (asymptotically stable in the pth mean) if it is $p$-stable and for all the solutions, with $\left|x_{0}\right| \leq h_{0}, y_{0} \in \mathcal{Y}$

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathcal{E}\left[|X(t)|^{p} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]=0 \tag{7.3.9}
\end{equation*}
$$

We say in this case that domain $\left|x_{0}\right| \leq h_{0}$ belongs to the domain of attraction of the solution $X(t) \equiv 0$.

Definition 7.3 .8 (Exponential $p$-stability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.13) is called exponentially $p$-stable (exponentially stable in the $p$ th mean) if for any $x_{0} \in R^{n}, y_{0} \in \mathcal{Y}$ and $t \geq t_{0} \geq 0$ there exists $\alpha>0$ and $\beta>0$ constant such that

$$
\begin{equation*}
\mathcal{E}\left[|X(t)|^{p} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right] \leq \beta\left|X\left(t_{0}\right)\right|^{p} \mathrm{e}^{-\alpha\left(t-t_{0}\right)} \tag{7.3.10}
\end{equation*}
$$

All these definitions do not require $p$ to be an integer. When only the $p$ positive integers are considered the following definition is widely used [10, 89, 45].

Definition 7.3.9 The pth moment of the solution of the system (7.1.13) is called asymptotically stable (with $p$ a positive integer) if for all nonnegative integers $p_{1}, p_{2}, \ldots, p_{n}$ such that $p_{1}+p_{2}+\ldots+p_{n}=p$ we have:
(i) for any positive $\epsilon>0$ there exists $\delta>0$ such that (7.3.2) implies

$$
\left|\mathcal{E}\left[X_{1}^{p_{1}} X_{2}^{p_{2}} \ldots X_{n}^{p_{n}} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]\right|<\epsilon
$$

(ii) for all the solutions with $\left|x_{0}\right| \leq h_{0}, y_{0} \in \mathcal{Y}$

$$
\lim _{t \rightarrow \infty} \mathcal{E}\left[X_{1}^{p_{1}} X_{2}^{p_{2}} \ldots X_{n}^{p_{n}} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right]=0
$$

where $X_{i}$ denotes $i$ th component of $X$.
For even integers $p$ the properties expressed by Definitions 7.3.7 and 7.3.9 are equivalent. For odd integers $p$ the property of Definition 7.3 .7 is equivalent or stronger than the property of Definition 7.3.9.

### 7.3.5 Recurrence and positivity

An alternative "weak" counterpart to classic Lyapunov stability is the property that $X(t)$ will be recurrent or, more strongly, that $X(t)$ will be positive [45, 97, 98]. Roughly speaking, $X(t)$ is recurrent if for every initial state, any ball in the state space is hit eventually w.p.1; $X(t)$ is positive if, in addition, the hitting time has finite expectation. Under additional restrictions, the positivity of $X$ is equivalent to the existence of a unique invariant probability measure $\mu$ : that is if the distribution of $X\left(t_{0}\right)$ is $\mu$ then so is that of $X(t)$ for all $t>0$. So, consider the homogeneous version of the system (7.1.1).

$$
\begin{equation*}
d X(t)=a(X(t)) d t+B(X(t)) d W(t), t \in \mathcal{I} \tag{7.3.11}
\end{equation*}
$$

where $B(x)$ is the $n \times n$ nonsingular matrix and $W(t)$ is the $n$-dimensional Wiener process. The following assumptions are made with respect to (7.3.11):
(i) $X\left(t_{0}\right)$ is a random variable independent on the increment of the Wiener process,
(ii) for some constant $k_{1}$

$$
\begin{equation*}
|a(x)-a(z)|+|B(x)-B(z)| \leq k_{1}|x-z|, x, z \in R^{n} \tag{7.3.12}
\end{equation*}
$$

(iii) for some constant $k_{2}$

$$
\begin{equation*}
z^{\prime} B(x) B^{\prime}(x) z \geq k_{2} z^{\prime} z, x, z \in R^{n} \tag{7.3.13}
\end{equation*}
$$

Definition 7.3.10 The process $X(t)$ defined by (7.3.11) is said to be recurrent if there exists a compact subset $\mathcal{K} \subset R^{n}$ such that for every $x \in R^{n}$

$$
P\left[X(t) \in \mathcal{K} \mid X\left(t_{0}\right)=x\right]=1
$$

Definition 7.3.11 Let $\mathcal{G}$ be a nonempty open set in $R^{n}$ and let $\tau_{G}$ be the first time the boundary of $\mathcal{G}$ is reached. The process $X(t)$ defined by (7.3.11) is said to be positive if it is recurrent and if

$$
\mathcal{E}\left[\tau_{G} \mid X\left(t_{0}\right)=x\right]<\infty
$$

for arbitrary $\mathcal{G} \subset R^{n}$ and $x \in R^{n} \backslash \mathcal{G}$.

### 7.3.6 Stochastic Lyapunov function

The stochastic Lyapunov function plays the same role in the study of stochastic stability as the Lyapunov function does for deterministic stability analysis. It turns out that, roughly speaking, the key step is to prove that a candidate positive function of the system variables possesses the supermartingale property, see [45,54], but it is important that Kats and Krasovskii, Bertram and Sarachik in their pioneering works [42, 7] originally proved stability results by Lyapunov function methods without reference to martingale theory. Consider a scalar function $V(t, x, y)$ defined in the domain (7.1.23) and continuously differentiable in all the variables in this domain as often as required in the process of solution of a stability problem and $V(t, 0, y) \equiv 0$. This leads to original definitions by Kats and Krasovskii [42, 41].

Definition 7.3.12 The function $V(t, x, y)$ is positive definite (negative definite) if

$$
\begin{array}{r}
\inf _{y \in \mathcal{Y}, t \geq t_{0}} V(t, x, y)=W(x) \\
\left(\sup _{y \in \mathcal{Y}, t \geq t_{0}} V(t, x, y)=-W(x),\right)
\end{array}
$$

where $W(x)$ is the positive definite function in Lyapunov's sense, i.e. $W(0)=0$ and $W(x)>$ 0 if $x \neq 0$.

Definition 7.3.13 The function $V(t, x, y)$ admits an infinitesimal lower limit if there exists a continuous function $W(x), W(0)=0$, such that

$$
|V(t, x, y)| \leq W(x)
$$

This means that $V(t, x, y) \rightarrow 0$, as $x \rightarrow 0$ uniformly in $t \geq t_{0}, y \in \mathcal{Y}$.
Definition 7.3.14 The function $V(t, x, y)$ admits an infinite upper limit in the domain given by (7.1.23) if

$$
|V(t, x, y)| \geq W(x)
$$

and $W(x) \rightarrow \infty$ as $x \rightarrow \infty$ (or as $|x| \rightarrow h$ if equation (7.1.13) is defined in bounded domain given by $|x|<h, y \in \mathcal{Y}, t \geq t_{0}$ ).

Definition 7.3.15 The function $V(t, x, y)$ is said to be positive (negative) semidefinite in the domain (7.1.23) if it cannot be negative (positive) in this domain.

Generally speaking the positive definite function $V(t, x, y)$ is called the stochastic Lyapunov function if the value of its differential generator (average derivative) $\mathcal{A} V(t, x, y)$ along the paths of the considered system is at least negative semidefinite. More exact formulation depends on the type (definition) of stochastic stability and will be given in stability theorems below.

### 7.4 General stability and stabilization theorems

### 7.4.1 Stability in probability theorems

As in the deterministic case using the stochastic Lyapunov function we obtain in general only sufficient conditions of stability, and the main difficulty is to find a suitable Lyapunov function. The following theorems were originally presented by Kats and Krasovskii [41, 42].

Theorem 7.4.1 Let for the system described by the equations (7.1.13), (7.1.15) with the jump conditions (7.1.21) there exist a positive definite function $V(t, x, y)$, such that $\mathcal{A} V(t, x, y)$ is a semidefinite function in the domain (7.1.23). Then the trivial solution of this system is stable in probability.

Theorem 7.4.2 Let for the system described by the equations (7.1.13), (7.1.15) with the jump conditions (7.1.21) there exist a positive definite function $V(t, x, y)$, which admits infinitesimal lower limit and such that $\mathcal{A} V(t, x, y)$ is negative definite in the domain (7.1.23). Then the trivial solution of this system is asymptotically stable in probability.

Theorem 7.4.3 If the function $V(t, x, y)$ satisfies all the conditions of Theorem 7.4.2 and has infinite lower limit, then the trivial solution of this system is asymptotically stable in probability in large.

All the proofs of these theorems are based on the supermartingale property of $V(t, x, y)$ $[41,45,54]$ and effectively use the Ito-Dynkin formula (7.1.29).

### 7.4.2 Recurrence and positivity theorems

Consider system (7.3.11) and fomulate theorems like the Lyapunov ones for it, which give a sufficient recurrence and positivity conditions [97, 98], see also [45, 102].

Theorem 7.4.4 If there exists a function $V(x)$ with properties
(i) $V(x)$ is defined for $x \in \bar{D}_{V}$, where $D_{V}=\{x:|x|>R\}(0<R<\infty$ is arbitrary);
(ii) $V(x)$ is continuous in $\bar{D}_{V}$ and is twice continuously differentiable in $D_{V}$;
(iii) $V(x) \geq 0 x \in \bar{D}_{V}$ and $V(x) \rightarrow+\infty$ as $|x| \rightarrow \infty$
and if along the paths of the system (7.3.11)

$$
\mathcal{L} V(x) \leq 0, x \in D_{V}
$$

then the process $X(t)$ defined by (7.3.11) is recurrent.

Theorem 7.4.5 If there exists a function $V(x)$ with the same properties (i)-(iii) as in Theorem 7.4.4 and if along the paths of the system (7.3.11)

$$
\mathcal{L} V(x) \leq-1, x \in D_{V}
$$

then the process $X(t)$ defined by (7.3.11) is positive.
Under the conditions of positivity there exists a unique probability invariant measure $\mu$ defined on the Borel sets $\mathcal{B}^{n} \subset R^{n}$ : that is, if $P$ denotes probability measure on the paths of $X(t)$ and if

$$
P\left[X\left(t_{0}\right) \in \mathcal{B}^{n}\right]=\mu\left(\mathcal{B}^{n}\right)
$$

then

$$
P\left[X(t) \in \mathcal{B}^{n}\right]=\mu\left(\mathcal{B}^{n}\right), t \geq t_{0}
$$

Let $L(x) \geq 0$ be Hölder continuous on the compact subsets of $R^{n}$. The problem is to obtain a condition that

$$
\mathcal{E}_{\mu}[L(x)]=\int_{R^{n}} L(x) \mu(d x)
$$

will be finite. Sufficient conditions in terms of Lyapunov like functions are given by the following theorems.

Theorem 7.4.6 Let the process $X(t)$ defined by (7.3.11) be positive. If there exists a function $V(x)$ with the same properties (i)-(iii) as in Theorem 7.4.4 and if along the paths of the system (7.3.11)

$$
\mathcal{L} V(x) \leq-L(x), x \in D_{V}
$$

then

$$
\mathcal{E}_{\mu}[L(x)]<\infty .
$$

The next theorem allows, in addition, to estimate $\mathcal{E}_{\mu}[L(x)]$.
Theorem 7.4.7 Let process $X(t)$ defined by (7.3.11) be positive. If there exist a function $V(x)$ such that the properties (i)-(iii) of Theorem 7.4.4 are valid with $D_{V}=R^{n}$ and a positive constant $k$ such that along the paths of the system (7.3.11)

$$
\mathcal{L} V(x) \leq k-L(x), x \in R^{n}
$$

then

$$
\mathcal{E}_{\mu}[L(x)] \leq k
$$

### 7.4.3 $p$ th mean stability theorems and their inversion

Stability in the mean square is studied in many works. It is clear that on the one hand the mean square analysis is more simple than direct calculation or estimation of some probabilistic measures. On the other hand it turns out, that exponential stability in the mean square is the sufficient condition of (strong) asymptotic stability in probability in large. Consider the system (7.1.13) with the jump condition (7.1.19) and suppose that there exists a constant $0<h_{1} \leq h_{2}$, such that

$$
\begin{equation*}
h_{1}|x| \leq\left|\phi_{i j}(x)\right| \leq h_{2}|x|, i, j \in \mathcal{N} . \tag{7.4.1}
\end{equation*}
$$

Theorem 7.4.8 Let for the system described by the equations (7.1.13), (7.1.15) with the jump conditions (7.1.19) there exists a positive definite function $V(t, x, y)$ such that in the domain (7.1.23)

$$
V(t, x, y) \geq c_{1}|x|^{2}
$$

and $\mathcal{A} V(t, x, i)$ is negative semidefinite function $(\mathcal{A} V(t, x, i) \leq 0)$, where $c_{1}$ is positive constant. Then the trivial solution of this system is stable in the mean square.

Theorem 7.4.9 Let for the system described by the equations (7.1.13), (7.1.15) with the jump conditions (7.1.19) there exists a positive definite function $V(t, x, y)$ such that in the domain (7.1.23)

$$
\begin{equation*}
c_{1}|x|^{2} \leq V(t, x, y) \leq c_{2}|x|^{2}, \mathcal{A} V(t, x, y) \leq-c_{3}|x|^{2} \tag{7.4.2}
\end{equation*}
$$

where $c_{1}, c_{2}, c_{3}$ are positive constants. Then the trivial solution of this system is exponentially stable in the mean square.

This theorem admits the following important converse.
Theorem 7.4.10 If the trivial solution of the system, described by equations (7.1.13), (7.1.15) with jump conditions (7.1.19) is exponentially stable in the mean square, then in the domain (7.1.23) there exists a function $V(t, x, y)$ satisfying conditions (7.4.2).

It follows that under conditions of this theorem the trivial solution of the system (7.1.13) is asymptotically stable in probability in large. So, exponential stability in the mean square implies asymptotic stability in probability in large. It turns out that in the case of exponential stability in the mean square a more strong property holds: almost all the paths of the process $X(t)$ are exponentially stable according to the following theorem.

Theorem 7.4.11 If the trivial solution of the system (7.1.13) is exponentially stable in the mean square then there exists a constant $\beta>0$ such that for any $x_{0} \in R^{n}, y_{0} \in \mathcal{Y}, t_{0} \geq 0$ almost all the paths $[X(t) Y(t)]$ satisfy conditions

$$
|X(t)| \leq C \exp ^{-\beta t}
$$

where a random quantity $C$ is finite w.p.1.
The stability in the $p$ th mean ( $p$-stability) was studied by Nevelson and Khas'minskii [45]. Let $U$ be some domain with closure $\tilde{U}$ in the space $E=I \times R^{n}$ and $U^{\epsilon}(0)=\{(t, x):|x|<\epsilon\}$. We say that the function $V(t, x)$ belongs to the class $C_{2}^{0}(U)\left(V(t, x) \dot{\in} C_{2}^{0}(U)\right)$ if it is twice continuously differentiable in $x$ and once in $t$ everywhere in $U$ excepting (maybe) the set $x=0$ and is continuous in the closed set $\tilde{U} \backslash U^{\epsilon}(0)$ for any $\epsilon>0$. The main results are contained in the following theorems.

Theorem 7.4.12 Let there exist a function $V(t, x) \in C_{2}^{0}(E)$ ), satisfying for some positive constants $c_{1}, c_{2}, c_{3}$ the inequalities

$$
\begin{equation*}
c_{1}|x|^{p} \leq V(t, x) \leq c_{2}|x|^{p}, \mathcal{A} V(t, x) \leq-c_{3}|x|^{p} \tag{7.4.3}
\end{equation*}
$$

Then the trivial solution of the system (7.1.1) is exponentially p-stable.
Theorem 7.4.13 Let the trivial solution of the system (7.1.1) be exponentially p-stable and $a(t, x)$ and $b(t, x)$ have continuous bounded deruivatives of both first and second orders. Then there exists a function $V(t, x) \in C_{2}^{0}(E)$ ), satisfying the inequalities (7.4.3) and for some $c_{4}>0$ the inequalities

$$
\left|\frac{\partial V}{\partial x_{i}}\right|<c_{4}|x|^{p-1},\left|\frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}\right|<c_{4}|x|^{p-2}, i, j=1, \ldots, n
$$

## Stability theorems for linear systems

In the linear case the system (7.1.1) has the form

$$
\begin{equation*}
d X(t)=A(t) X(t) d t+\sum_{l=1}^{m} A_{l}(t) X(t) d W_{l}(t) \tag{7.4.4}
\end{equation*}
$$

where $A(t)$ and $A_{l}(t)(l=1, \ldots, m)$ are $n \times n$ matrices with bounded Euclidean norms.
Theorem 7.4.14 The trivial solution $X(t) \equiv 0$ of the linear system (7.4.4) is exponentially $p$-stable if and only if there exists homogeneous in $x$ pth order function $V(t, x)$, satisfying conditions

$$
\begin{array}{r}
c_{1}|x|^{p} \leq V(t ; x) \leq c_{2}|x|^{p}, \mathcal{A} V(t, x) \leq-c_{3}|x|^{p} \\
\left|\frac{\partial V}{\partial x_{i}}\right|<c_{4}|x|^{p-1},\left|\frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}\right|<c_{4}|x|^{p-2}, i, j=1, \ldots, n
\end{array}
$$

where $c_{1}, \cdots, c_{4}$ are some positive constants.
If $p$ is an even number $(p=2,4, \ldots)$ then it turns out that $V(t, x)$ is a form of order $p$ and the following theorem is true.

Theorem 7.4.15 For exponential p-stability of the even order of the trivial solution $X(t) \equiv$ 0 of the linear system (7.4.4) it is necessary that for any and sufficient that for some positive definite form $W(t, x)$ of order $p$, whose coefficients are continuous and bounded functions of $t$, a positive definite form $V(t, x)$ of the same order has been found, such that

$$
\mathcal{A} V(t, x)=-W(t, x)
$$

The system with jumping disturbances in the linear case is described by the equation

$$
\begin{equation*}
d X(t)=A(t, Y(t)) X(t) d t+\sum_{l=1}^{m} A_{l}(t, Y(t)) X(t) d W_{l}(t) \tag{7.4.5}
\end{equation*}
$$

Suppose that $Y(t)$ is the homogeneous scalar Markov chain with finite set of states $\mathcal{Y}=$ $\mathcal{N}=\{1, \ldots, \nu\}$ and with transition probabilities satisfying (7.1.15). The jump condition for the vector $X(t)$ is given by (7.1.20).
Theorem 7.4.16 Let the trivial solution $X(t) \equiv 0$ of the linear system (7.4.5), (7.1.15), (7.1.20) be exponentially stable in the mean square. Then for any positive definite quadratic form $W(t, x, y)$ of variables $x_{1}, \ldots, x_{n}$ whose coefficients are continuous and bounded functions of $t, t \geq t_{0}, y \in \mathcal{Y}$, there exists a positive definite quadratic form $W(t, x, y)$, satisfying inequalities (7.4.2), and such that

$$
\mathcal{A} V(t, x, y)=-W(t, x, y)
$$

In the stationary case the equation (7.4.5) has the form

$$
\begin{equation*}
d X(t)=A(Y(t)) X(t) d t+\sum_{l=1}^{m} A_{l}(Y(t)) X(t) d W_{l}(t) \tag{7.4.6}
\end{equation*}
$$

Theorem 7.4.17 Let the trivial solution $X(t) \equiv 0$ of the linear system (7.4.6), (7.1.15), (7.1.20) be exponentially stable in the mean square. Then for any positive definite quadratic form $W(x, y)$ of variables $x_{1}, \ldots, x_{n}$ there exists a unique positive definite quadratic form $V(x, y)$ such that

$$
\begin{equation*}
\mathcal{A} V(x, y)=-W(x, y) \tag{7.4.7}
\end{equation*}
$$

The reader is referred to [41, 45] for the proofs of the formulated theorems.

### 7.4.4 Stability in the first order approximation

Consider the system with random jumps (7.1.13) and rewrite differential equation (7.1.13) in the form

$$
\begin{gather*}
d X(t)=[A(t, Y(t)) X(t)+\alpha(t, X(t), Y(t))] d t+ \\
\sum_{l=1}^{m}\left[A_{l}(t, Y(t)) X(t)+\beta_{l}(t, X(t), Y(t))\right] d W_{l}(t) \tag{7.4.8}
\end{gather*}
$$

The jump condition of the vector $X$ is given by (7.1.19) and one rewrites this condition in analogous form

$$
\begin{equation*}
X(\tau)=\Phi_{i j} X(\tau-0)+\psi_{i j}(X(\tau-0)) \tag{7.4.9}
\end{equation*}
$$

where $\tau$ is the random moment of the jump of $Y(t)$ from $i$ th to $j$ th state. Here $A(t, y), A_{l}(t, y)$ are $n \times n$ matrices, whose components are bounded and continuous functions for all $t \geq t_{0}$ and $y \in \mathcal{Y} ; \alpha(t, x, y)$ and $\beta_{l}(t, x, y)$, are vector functions, satisfying for all $t \geq t_{0}, x \in R^{n}$ and $y \in \mathcal{Y}$ the growth condition (7.1.3), the Lipschitz condition (7.1.4), and such that $\alpha(t, 0, y) \equiv 0, \beta_{l}(t, 0, y) \equiv 0 ; \Phi_{i j}$ are constant $n \times n$ matrices; $\psi_{i j}$ are continuous functions, such that $\psi_{i j}(0) \equiv 0, W_{l}$ are independent components of standard $m$-dimensional Wiener process $W(t)$. We consider together with the system (7.4.8) the linear system

$$
\begin{equation*}
d X(t)=A(t, Y(t)) X(t) d t+\sum_{l=1}^{m} A_{l}(t, Y(t)) X(t) d W_{l}(t) \tag{7.4.10}
\end{equation*}
$$

with linear jump condition of vector $X$

$$
\begin{equation*}
X(\tau)=\Phi_{i j} X(\tau-0) \tag{7.4.11}
\end{equation*}
$$

We say that the system $(7.4 .10),(7.4 .11)$ is the first order approximation system. The problem is to study when from the fact of stochastic stability of the first order approximation linear system (7.4.10), (7.4.11) it follows that the nonlinear system (7.4.8), (7.4.9) is stochastically stable too.

Theorem 7.4.18 If the trivial solution $X(t) \equiv 0$ of the system (7.4.10) (7.4.11) is exponentially stable in the mean square and for all $t \geq t_{0}, x \in R^{n}, y \in \mathcal{Y}$ and $\gamma>0$ sufficiently small

$$
\begin{equation*}
|\alpha(t, x, y)| \leq \gamma|x|,\left|\beta_{l}(t, x, y)\right| \leq \gamma|x|,\left|\psi_{i j}(x)\right| \leq \gamma|x|, \tag{7.4.12}
\end{equation*}
$$

then the solution $X(t) \equiv 0$ of the system (7.4.8), (7.4.9) is asymptotically stable in probability in large and is exponentially stable in the mean square.
When all the functions in the right hand side are slowly changed in time it is possible to use "frozen" coefficients method. For simplicity we consider the linear nonstationary system (7.4.10) with the jump condition (7.4.11) and assume that

$$
\begin{equation*}
\left|\frac{\partial A}{\partial t}\right| \leq \varphi(t),\left|\frac{\partial A_{l}}{\partial t}\right| \leq \varphi(t) \tag{7.4.13}
\end{equation*}
$$

where $\varphi$ is the bounded continuous function for which there exists a number $T>0$, such that for all $t_{0}>0$ and some $\gamma>0$

$$
\begin{equation*}
\frac{1}{T} \int_{t_{0}}^{t_{0}+T} \varphi(t) d t<\gamma \tag{7.4.14}
\end{equation*}
$$

Consider the "frozen" linear stationary system as the first order approximation system. The motivation is that for a stationary system it is possible to obtain more effective testable stability conditions. The "frozen" system is described by

$$
\begin{equation*}
d X_{\mu}(t)=A(\mu, Y(t)) X(t) d t+\sum_{l=1}^{m} A_{l}(\mu, Y(t)) X(t) d W_{l}(t) \tag{7.4.15}
\end{equation*}
$$

with the same jump condition (7.4.11). Assume that the first order approximation system (7.4.15), (7.4.11) is exponentially stable in the mean square uniformly in $\mu>t_{0}, y_{0} \in \mathcal{Y}$. This means that for any solution $X_{\mu}$ of this system for all $t \geq t_{0}$ we have

$$
\begin{equation*}
\mathcal{E}\left[\left|X_{\mu}(t)\right|^{2} \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right] \leq C\left|x_{0}\right|^{2} \mathrm{e}^{-\alpha\left(t-t_{0}\right)} \tag{7.4.16}
\end{equation*}
$$

where $C \geq 1$ and $\alpha>0$ are not dependent on $\mu \leq t_{0}, y_{0} \in \mathcal{Y}$.
Theorem 7.4.19 If the first order approximation system (7.4.15), (7.4.11) satisfies the condition (7.4.16) and the function $\varphi$ from (7.4.13) for some $\gamma$ sufficiently small satisfies condition (7.4.14), then the trivial solution $X(t) \equiv 0$ of the system (7.4.10), (7.4.11) is exponentially stable in the mean square.
The choice of the first order approximation system depends on the properties of the original system. The reader is refered to [41], where either a certain deterministic system or a stochastic system without jumps is used as the first order approximation system. The reader is refered to [45] for a more detailed study of stability in the first order approximation of systems, descriebed by Ito differential equation (7.1.1) without jumps.

### 7.4.5 Stabilization problem and fundamental theorem

Consider a system described by the differential equation (7.2.1) and suppose that $U(t)=$ $\mathbf{u}(t, X(t), Y(t))$; as it is defined above such a particular form of the state feedback control control is called the Markov control. We say that $u=\mathbf{u}(t, x, y)$ is an admissible function if $a(t, x, \mathbf{u}(t, x), y)$ is continuously differentiable in the domain (7.1.23), $a(t, 0,0, y) \equiv 0$ and $u(t, 0, y) \equiv 0$. Let $\mathcal{U}$ be a class of admissible controls. Then every $\mathbf{u} \in \mathcal{U}$ generates the Markov process $\left[X_{\mathbf{u}}(t) Y(t)\right]$ as a solution of (7.2.1) with the given initial conditions. We suppose that

$$
\begin{equation*}
X\left(t_{0}\right)=x_{0} \in R^{n}, Y\left(t_{0}\right)=y_{0} \in \mathcal{Y}, t_{0} \geq 0 \tag{7.4.17}
\end{equation*}
$$

the description of $Y(t)$ is given by (7.1.14) or (7.1.15) and the jump condition of vector $X(t)$ is given by (7.1.21) or by their particular cases (7.1.18)-(7.1.20) The stabilization problem is in the following: to find an admissible control such that the trivial solution $X(t) \equiv 0$ of system (7.2.1) is stochastically stable in some suitable sense e.g. asymptotically stable in probability in large. It is obvious that the solution of this problem is nonunique and as a rule it is supposed that the stabilizing control provides some additional condition. In many cases this condition is to minumize a functional along the motions of the system. It is the optimal stabilization problem $[41,45,51,96,99]$. Let us formulate this problem exactly: to find an admissible control $\mathbf{u}^{0}(t, x, y)$ for the system (7.2.1) such that:

1) The trivial solution $X(t) \equiv 0$ with $U(t)=\mathbf{u}^{0}(t, X(t), Y(t))$ is asymptotically stable in probability in large (or in another suitable sense).
2) The functional

$$
\begin{array}{r}
J_{\mathbf{u}}\left(t_{0}, x^{0}, y^{0}\right)= \\
\int_{t_{0}}^{\infty} \mathcal{E}\left[L(t, X(t), \mathbf{u}(t, X(t), Y(t)) Y(t)) \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right] d t \tag{7.4.18}
\end{array}
$$

where $L(t, x, u, y)$ is a nonnegative function defined in the domain (7.1.23), with $\mathbf{u}=$ $\mathbf{u}^{0}(t, x, y)$ converges and for all initial conditions, satisfying (7.4.17)

$$
\begin{equation*}
J_{\mathbf{u}^{0}}\left(t_{0}, x_{0}, y_{0}\right)=\min _{\mathbf{u} \in \mathcal{U}} J_{u}\left(t_{0}, x_{0}, y_{0}\right) \tag{7.4.19}
\end{equation*}
$$

Theorem 7.4.20 Let for system (7.2.1) there exists a scalar function $V^{0}(t, x, y)$ and a vector function $\mathbf{u}^{0}(t, x, y) \in R^{k}$ defined in the domain (7.1.23) such that:

1) The function $V^{0}(t, x, y)$ is positive definite in $x$ in the domain (7.1.23) and admits both infinitesimal lower limit and infinite upper limit.
2) The function $L\left(t, x, \mathbf{u}^{0}(t, x, y), y\right)$ from the functional (7.4.18) is positive definite in $x$.
3) The differential generator (the average derivative) by virtue of the system (7.2.1) with $u=\mathbf{u}^{0}(t, x, y)$ satisfies the conditions

$$
\begin{equation*}
\mathcal{A}_{\mathbf{u}^{0}} V^{0}(t, x, y)=-L\left(\dot{t}, x, \mathbf{u}^{0}, y\right) \tag{7.4.20}
\end{equation*}
$$

4) The value $\mathcal{A}_{u} V^{0}(t, x, y)+W(t, x, u, y)$ is minimized by $u=\mathbf{u}^{0}$ i.e.

$$
\begin{equation*}
\mathcal{A}_{\mathbf{u}^{0}} V^{0}(t, x, y)+L\left(t, x, \mathbf{u}^{0}, y\right)=\min _{u \in R^{k}}\left[\mathcal{A}_{u} V^{0}(t, x, y)+L(t, x, u, y)\right]=0 \tag{7.4.21}
\end{equation*}
$$

Then the function $\mathbf{u}^{0}(t, x, y)$ is optimal stabilizing control law and the following equality is true

$$
\begin{array}{r}
V^{0}\left(t_{0}, x_{0}, y_{0}\right)= \\
\int_{t_{0}}^{\infty} \mathcal{E}\left[L\left(t, X(t), \mathbf{u}^{0}(t, X(t), Y(t)), Y(t)\right) \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right] d t= \\
\min _{\mathbf{u} \in \mathcal{U}} \int_{t_{0}}^{\infty} \mathcal{E}\left[L(t, X(t), \mathbf{u}(t, X(t), Y(t)), Y(t)) \mid X\left(t_{0}\right)=x_{0}, Y\left(t_{0}\right)=y_{0}\right] d t= \\
J_{\mathbf{u}^{0}}\left(t_{0}, x_{0}, y_{0}\right) \tag{7.4.22}
\end{array}
$$

where $X(t)$ denotes the solution of (7.2.1) with the corresponding state feedback control.
It is clear that it is possible to unite the condition (7.4.20) (7.4.21) in the Bellman's functional equation

$$
\begin{equation*}
\min _{u \in R^{k}}\left[\mathcal{A}_{u} V^{0}(t, x, y)+L(t, x, u, y)\right]=0 \tag{7.4.23}
\end{equation*}
$$

The solution $V^{0}(t, x, y)$ of this equation is called Lyapunov-Bellman function or optimal Lyapunov function.

### 7.5 Instability

### 7.5.1 Classic stochastic instability concept

The classic stochastic instability concept is based on the generalization of the Lyapunov instability concept to the stochastic systems. Unfortunately the study of this type of instability is more complicated than the study of stability. Roughly speaking the paths of the stochastic system can leave the instability region as a result of random actions. The reader is refered to [45] for examples and more details. Consider the system (7.1.1) and denote $U_{r}$
the set $\{|x|<r\}$ in $R^{n}$. To avoid the problems above the following nondegeneracy condition will be used for this system

$$
\begin{equation*}
z^{\prime} b(t, x) b^{\prime}(t, x) z>m(x)|z|^{2}, x, z \in R^{n} \tag{7.5.1}
\end{equation*}
$$

where $m(x)$ is a continuous function such that $m(x)>0$ if $x \neq 0$.
Definition 7.5.1 (Instability in probability.) The trivial solution $X(t) \equiv 0$ of the system (7.1.1) is called instable in probability if for some numbers $\epsilon>0, p>0$ does not exist, a number $\delta>0$ such that from the condition

$$
\left|x_{0}\right| \leq \delta, t_{0} \geq 0
$$

follows that

$$
P\left[\sup _{t \geq t_{0}}|X(t)|<\epsilon \mid X\left(t_{0}\right)=x_{0}\right]>1-p
$$

Theorem 7.5.2 Let there exists a function $V(t, x) \in C_{2}^{0}\left(\{t>0\} \times U_{r}\right)$, satisfying the conditions

$$
\begin{array}{r}
\mathcal{A} V(t, x) \leq 0, x \in U_{r}, x \neq 0 \\
\lim _{x \rightarrow 0} \inf _{t>0} V(t, x)=\infty \tag{7.5.3}
\end{array}
$$

and nondegeneracy condition (7.5.1) holds. Then the trivial solution $X(t) \equiv 0$ of system (7.1.1) is instable in probability.

Definition 7.5.3 ( $p$-instability) The trivial solution $X(t) \equiv 0$ of the system (7.1.1) is called exponentially $p$-unstable $(p>0)$ if for some positive $C$ and $\alpha$

$$
\mathcal{E}\left[|X(t)|^{-p} \mid X\left(t_{0}\right)=x\right]<C|x|^{-p} \mathrm{e}^{-\alpha\left(t-t_{0}\right)}
$$

This definition is more strong because from exponential p-instability for some $p$ it follows that the system (7.1.1) is instable in probability.

Theorem 7.5.4 If there exists a function $V(t, x) \in C_{2}^{0}\left(R^{n}\right)$ satisfying the conditions

$$
\begin{array}{r}
c_{1}|x|^{-p} \leq V(t, x) \leq c_{2}|x|^{-p} \\
\mathcal{A} V(t, x) \leq-c_{3}|x|^{-p} \tag{7.5.5}
\end{array}
$$

then the trivial solution $X(t) \equiv 0$ of the system (7.1.1) is exponentially $p$-unstable for $t \geq 0$. Moreover there exists a constant $\gamma>0$ such that for any $t_{0} \geq 0, X\left(t_{0}\right)=x \neq 0$

$$
|X(t)|>C_{t_{0}, x} \mathrm{e}^{\gamma t}, t \geq t_{0}
$$

w.p.1. and the random variable $C_{t_{0}, x}$ is a.s. positive.

Theorem 7.5.5 Let the trivial solution of the system (7.1.1) exponentially $p$-unstable and $a(t, x)$ and $b(t, x)$ have continuous bounded derivatives of both first and second orders. Then there exists a function $V(t, x) \in C_{2}^{0}\left(R^{n}\right)$, satisfying the inequalities (7.5.4), (7.5.5) and for some $c_{4}>0$ the inequalities

$$
\begin{equation*}
\left|\frac{\partial V}{\partial x_{i}}\right|<c_{4}|x|^{-p-1},\left|\frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}\right|<c_{4}|x|^{-p-2}, i, j=1, \ldots, n . \tag{7.5.6}
\end{equation*}
$$

Now we consider the linear case, when the system is described by the equation

$$
\begin{equation*}
d X(t)=A(t) X(t) d t+\sum_{l=1}^{m} A_{l}(t) X(t) d W_{l}(t) \tag{7.5.7}
\end{equation*}
$$

It is assumed that $|A(t)|$ amd $A_{l}(t)$ are the bounded functions.
Theorem 7.5.6 The trivial solution $X(t) \equiv 0$ is exponentially $p$-unstable if and only if there exists a uniform in $x$ of order $-p$ function $V(t, x)$, satisfying for some positive constants $c_{1}-c_{4}$ the conditions

$$
\begin{aligned}
c_{1}|x|^{-p} \leq V(t, x) \leq c_{2}|x|^{-p}, \mathcal{A} V(t, x) & \leq-c_{3}|x|^{-p} \\
\left|\frac{\partial V}{\partial x_{i}}\right|<c_{4}|x|^{-p-1},\left|\frac{\partial^{2} V}{\partial x_{i} \partial x_{j}}\right|<c_{4}|x|^{-p-2}, i, j & =1, \ldots, n
\end{aligned}
$$

Assume that in the sufficiently small neighborhood of the point $x=0$ the parameters of the system (7.1.1) satisfy the inequality

$$
\begin{equation*}
|a(t, x)-A x|+\left|\sum_{l=1}^{m} b_{l}(t, x)-A_{l} x\right|<\gamma|x| \tag{7.5.8}
\end{equation*}
$$

for some $\gamma>0$ sufficiently small, where $b_{l}(t, x),(l=1, \ldots, m)$ are columns of the matrix $b(t, x)$ in (7.1.1), $A$ and $A_{l}$ are constant matrices. In this case it is possible to use (7.5.7) as the first order approximation system for instability analysis of (7.1.1).

Theorem 7.5.7 Let the coeffecients of linear system (7.5.7) be bounded functions of $t$, the trivial solution $X(t) \equiv 0$ of this system is exponentially $p$-unstable for some $p>0$ and for $\gamma>0$ sufficiently small, depending on $\sup _{t>0}\left|A_{l}(t)\right|$ and on the constants $c_{1}-c_{4}$ from (7.5.4)-(7.5.6) only, the inequality (7.5.8) holds. Then the solution $X(t) \equiv 0$ of the system (7.1.1) is instable in probability.

### 7.5.2 Nonpositivity and nonrecurrence

In this section the sufficient conditions are given for the process $X(t)$ described by (7.3.11) to be nonrecurrent or at least nonpositive [97]. We say that a domain in $R^{n}$ is normal domain if it is nonempty, open and simply connected set in $R^{n}$ with the smooth boundary. We introduce function $V(x)$ with the following properties.
(i) $V(x)$ is defined for $x \in \bar{D}_{V}$, where $D_{V}=\{x:|x|>R\}(0<R<\infty$ is arbitrary $)$.
(ii) $V(x)$ is continuous in $\bar{D}_{V}$ and is twice continuously differentiable in $D_{V}$.
(iii) $V(x)$ is bounded above for $x \in D_{V}$.
(iv) There is a normal domain $\mathcal{G}$ with boundary $\Gamma$ such that $D_{V} \supset R^{n} \backslash \mathcal{G}$ and max $\{V(x)$ : $x \in \Gamma\}<\sup \left\{V(x): x \in R^{n} \backslash \mathcal{G}\right\}$.
(v) $\mathcal{L} V(x) \geq 0, x \in D_{V}$.

Theorem 7.5.8 If there exists a function $V(x)$ with properties (i)-(v) then the process $X(t)$ defined by (7.3.11) is nonrecurrent.

The following theorem is sometimes useful to identify processes which are recurrent, but not positive. Let $V_{1}(x), V_{2}(x)$ be a pair of functions with the properties (i), (ii), and with the additional properties:
(1) There is a sequence $\left\{x_{n}\right\}$ in $D_{V}$ such that $\left|x_{n}\right| \rightarrow \infty$ and $V_{1}\left(x_{n}\right) \rightarrow \infty$.
(2) $V_{2}(x)>0, x \in D_{V}$.
(3) $\limsup _{\rho \rightarrow 0} \frac{\max \left\{V_{1}(x):|x|=\rho\right\}}{\min \left\{V_{2}(x):|x|=\rho\right\}}$.
(4) $\mathcal{L} V_{1}(x) \geq 0, \mathcal{L} V_{2}(x) \leq+1, x \in D_{V}$.

Theorem 7.5.9 If there exists a pair of functions with properties (i), (ii) and (1)-(4) then the process $X(t)$ defined by (7.3.11) is nonpositive.

### 7.6 Stability criteria and testable conditions

### 7.6.1 General stability tests for linear systems

Consider the linear stationary system (7.4.6) with the jump conditions of vector $X(t)$ given by (7.1.20) and with $Y(t)$ described by (7.1.15). Let $W(x, y)=x^{\prime} M(y) x$ be positive definite in the domain (7.1.23). According to Theorem 7.4.17 the system (7.4.6) is exponentially stable in the mean square if and only if there exists a unique positive definite quadratic form $V(x, y)=x^{\prime} H(y) x$, satisfying equation(7.4.7). Calculating the left hand side of (7.4.7) by virtue of the system (7.4.6) we obtain the following system of coupled linear matrix equations of Sylvester type [41]:

$$
\begin{align*}
& A^{\prime}(i) H(i)+H(i) A(i)+\sum_{l=1}^{m} A_{l}^{\prime}(i) H(i) A_{l}(i)+ \\
& \sum_{j \neq i}^{\nu}\left(\Phi_{i j}^{\prime} H(j) \Phi_{i j}-H(i)\right) q_{i j}=-M(i), i \in \mathcal{N} . \tag{7.6.1}
\end{align*}
$$

The solvability conditions of (7.6.1) give the necessary and sufficient conditions of exponential stability in the mean square of the system (7.4.6) in their parameter space. A general way to obtain these conditions is in the following: form the long vector from the rows of the matrices $[H(1), \ldots, H(\nu)]$ and rewrite the system (7.6.1) as a standard vector linear equation using Kronecker products. The solvability conditions of this equation are well known. For more detail consider the system (7.4.6) without jumps of vector $X(t)$, such that the condition (7.1.18) holds. The system of equations (7.6.1) in this case has the form

$$
\begin{array}{r}
A^{\prime}(i) H(i)+H(i) A(i)+\sum_{l=1}^{m} A_{l}^{\prime}(i) H(i) A_{l}(i)+ \\
\sum_{j \neq i}^{\nu}(H(j)-H(i)) q_{i j}=-M(i), i \in \mathcal{N} . \tag{7.6.2}
\end{array}
$$

Determine the $n^{2} \nu \times n^{2} \nu$ matrix $G$ with the block elements

$$
\begin{array}{r}
G_{i i}=\left(A(i)-\frac{1}{2} q_{i} I_{n}\right)^{\prime} \otimes I_{n}+I_{n} \otimes\left(A(i)-\frac{1}{2} q_{i} I_{n}\right)+\sum_{l=1}^{m} A_{l}^{\prime}(i) \otimes A_{l}^{\prime}(i), \\
G_{i j}=q_{i j} I_{n} \otimes I_{n}, i \neq j, i, j \in \mathcal{N} .
\end{array}
$$

Denote by $\mathbf{h}, \mathbf{m}$ vectors of length $n^{2} \nu$, constructed from the consequtively-taken rows of the matrices $H(i)$ and $M(i)(i \in \mathcal{N})$ which satisfy equation (7.6.2). Then the system of matrix equations (7.6.2) can be rewritten as single vector linear algebraic equation:

$$
G \mathbf{h}=-\mathbf{m}
$$

Theorem 7.6.1 The system (7.4.6),(7.1.18) is exponentially stable in the mean square if and only if the matrix $G$ is Hurwitz.
This approach was used for by Kleinman [49] and Willems [88] and other authors.

### 7.6.2 Some particular stability criteria for linear systems

The way above is connected with very complicated calculations. In some particular cases it is possible to find more effective stability conditions. First we consider the system (7.4.6) without jumps of vector $X(t)$, and without the noise term in the right hand side. This system can be described by ordinary linear differential equation with random matrix:

$$
\begin{equation*}
\dot{X}(t)=A(Y(t)) X(t) \tag{7.6.3}
\end{equation*}
$$

The case when

$$
\begin{equation*}
A(i)=A+\mathbf{b} \mathbf{c}^{\prime} h(i), i \in \mathcal{N} \tag{7.6.4}
\end{equation*}
$$

where $\mathbf{b}, \mathbf{c}$ are $n$-dimensional vectors and $h(i)$ is a scalar is considered in [8]. Assume that matrix $Q$ can be reduced to diagonal form. We denote $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{\nu}$ the eigenvalues and $d_{1}, d_{2}, \ldots, d_{\nu}$ the eigenvectors of $Q$ and construct matrix $D=\left[d_{1}, d_{2} \ldots d_{\nu}\right]$. Let $W(p)$ be the matrix transfer function of the linear differential system

$$
\begin{array}{r}
\dot{Z}(t)=A Z(t)+Z(t) A^{\prime}+\mathbf{b v}^{\prime}(t)+\mathbf{v}(t) \mathbf{b}^{\prime} \\
\mathbf{u}(t)=Z(t) \mathbf{c} \tag{7.6.5}
\end{array}
$$

from the vector input $\mathbf{v}$ to the vector output $\mathbf{u}$ and $\Delta(p)$ be characteristic polynomial of the matrix differential equation in (7.6.5) of $n(n+1) / 2$ degree.
Theorem 7.6.2 The trivial solution of the system (7.6.3), (7.6.4) is asymptotically stable in the mean square if and only if the polynomial

$$
\begin{array}{r}
\Delta\left(p-\lambda_{1}\right) \ldots \Delta\left(p-\lambda_{\nu}\right) \operatorname{det}\left[I_{n \nu}-\right. \\
\operatorname{diag}\left[W\left(p-\lambda_{1}\right) \ldots\left[W\left(p-\lambda_{\nu}\right)\right] D^{\prime} \operatorname{diag}[h(1) \ldots h(\nu)]\left[D^{\prime}\right]^{-1} \otimes I_{n}\right]
\end{array}
$$

be Hurwitz
An effective algoritm for obtaining the matrix transfer function $W(p)$ is also presented in [8]. Now, consider the system described by the linear stationary Ito equation

$$
\begin{equation*}
d X(t)=A X(t) d t+\sum_{l=1}^{m} A_{l} X(t) d W_{l}(t) \tag{7.6.6}
\end{equation*}
$$

In this case the equations (7.6.1) are reduced to one matrix equation

$$
\begin{equation*}
A^{\prime} H+H A+\sum_{l=1}^{m} A_{l}^{\prime} H A_{l}=-M \tag{7.6.7}
\end{equation*}
$$

The system (7.6.6) was studied by many authors, see for instance [45, 49, 58, 59, 60, 88]. Suppose that

$$
\begin{equation*}
A_{l}=\mathbf{q}_{l} \mathbf{r}_{l}^{\prime}, l=1, \ldots, m \tag{7.6.8}
\end{equation*}
$$

Define matrix $R$ with elements $\rho_{l j}(l, j=1, \ldots, m)$ given by the formula

$$
\rho_{l j}=\mathbf{q}_{j}^{\prime} H_{l} \mathbf{q}_{j}, l, j=1, \ldots, m
$$

where matrix $H_{l}$ is the solution of the following Lyapunov equation

$$
\begin{equation*}
A^{\prime} H_{l}+H_{l} A=-\mathbf{r}_{l} \mathbf{r}_{l}^{\prime} l=1, \ldots, m \tag{7.6.9}
\end{equation*}
$$

Theorem 7.6.3 The trivial solution $X(t) \equiv 0$ of the system (7.6.6), (7.6.8) is exponentially stable in the mean square if and only if matrix $A$ is Hurwitz and eigenvalues of the matrix $R$ are smaller than one in modulus.
The reader is referred to [60] for the proof of this theorem. It can be shown that $\rho_{l j}$ can be expressed by the formula

$$
\begin{array}{r}
\rho_{l j}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \chi_{l j}(-i \omega) \chi_{l j}(i \omega) d \omega \\
\chi_{l j}(p)=\mathbf{r}_{l}^{\prime}(p I-A)^{-1} \mathbf{q}_{j}, l, j=1, \ldots, m \tag{7.6.11}
\end{array}
$$

The integral (7.6.10) is well known in the complex analysis and control theory [37].
In some cases, in particular, when the system is described by differential equation of $n$th order with the random coefficients

$$
\begin{equation*}
Z^{(n)}(t)+\left[c_{1}+v_{1}(t)\right] Z^{(n-1)}(t)+\ldots+\left[c_{n}+v_{n}(t)\right] Z(t)=0 \tag{7.6.12}
\end{equation*}
$$

where $v_{i}(t)(i=1, \ldots, n)$ are correlated white noise type processes, we have $\mathbf{q}_{j}=\mathbf{q}, j=$ $1, \ldots, n$. It is natural that not all the coefficients can be disturbed by noise and in general

$$
\begin{equation*}
\mathbf{q}_{j}=\mathbf{q}, j=1, \ldots, m \leq n \tag{7.6.13}
\end{equation*}
$$

(see [45, 88] for details of transformation of (7.6.12) into (7.6.6)).
Theorem 7.6.4 The trivial solution $X(t) \equiv 0$ of the system (7.6.6),(7.6.8), (7.6.13) is exponentially stable in the mean square if and only if matrix $A$ is Hurwitz and there exists a solution $H$, of Lyapunov matrix equation

$$
\begin{equation*}
A^{\prime} H+H A+\sum_{l=1}^{m} \mathbf{r}_{l} \mathbf{r}_{l}^{\prime}=0 \tag{7.6.14}
\end{equation*}
$$

satisfying the inequality

$$
\begin{equation*}
\mathbf{q}^{\prime} H \mathbf{q}<1 \tag{7.6.15}
\end{equation*}
$$

Taking into account that matrix $A$ is Hurwitz rewrite (7.6.15) in the form

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{\infty} \chi^{\prime}(-i \omega) \chi(i \omega) d \omega<1 \tag{7.6.16}
\end{equation*}
$$

where

$$
\chi(p)=\left[\chi_{1}(p) \chi_{2}(p) \ldots \chi_{m}(p)\right], \chi_{l}(p)=\mathbf{r}_{l}^{\prime}(p I-A)^{-1} \mathbf{q}, l=1, \ldots, m
$$

The integral in the left hand side of (7.6.16) can be represented as

$$
\begin{equation*}
I_{c}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \chi^{\prime}(-i \omega) \chi(i \omega) d \omega=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[g(i \omega) / h(-i \omega) h(i \omega)] d \omega \tag{7.6.17}
\end{equation*}
$$

where $g(p)=b_{n-1} p^{2(n-1)}+b_{n-2} p^{2(n-2)}+\ldots+b_{0}, h(p)=p^{n}+a_{n-1} p^{n-1}+\ldots+a_{1} p+a_{0}$ is the characteristic polynomial of matrix $A$. According to the classic formula for computing the integral in the right hand side [37] we get

$$
\begin{gathered}
I_{c}=(-1)^{n+1} \Delta_{b} / 2 \Delta_{n} \\
\Delta_{b}=\operatorname{det}\left[g_{i j}\right]_{i, j=1}^{n} \\
g_{i j}=\left\{\begin{array}{rll}
b_{n-i} & \text { if } & j=1, \\
a_{n+j-2 i} & \text { if } & j>1, i, j=1,2, \ldots, n
\end{array}\right.
\end{gathered}
$$

and $\Delta_{n}$ is $n$th Hurwitz determinant for the polynomial $h(p)$.

Theorem 7.6.5 The trivial solution $X(t) \equiv 0$ of the system (7.6.6), (7.6.8), (7.6.13) is exponentially stable in the mean square if and only if matrix $A$ is Hurwitz and the inequality (7.6.16) holds.

Theorem 7.6.6 The trivial solution $X(t) \equiv 0$ of the system (7.6.6), (7.6.8), (7.6.13) is exponentially stable in the mean square if and only if matrix $A$ is Hurwitz and Hurwitz determinant $\Delta_{n}$ satisfies the inequality

$$
\Delta_{n}>2(-1)^{n+1} \Delta_{b}
$$

Simple sufficient stability and instability conditions for the system (7.6.6) are obtained in [79, 80].

### 7.6.3 Stability of the $p$ th moments of linear systems

Consider moment stability problem. For the system (7.6.6) one can obtain, in principle, the $p$ th moment stability conditions for an arbitrary $p$ if one uses the special power transformation technique [10]. For this the purpose the vector $X^{[p]}$ is introduced, whose components are the forms (monomials) of degree $p$ in $X_{1}, \ldots, X_{n}$, the components of $X$ :

$$
X^{[p]}=\operatorname{col}\left[X_{1}^{p}, \alpha_{1} X_{1}^{p-1} X_{2}, \alpha_{2} X_{1}^{p-2} X_{2} X_{3}, \ldots, X_{n}^{p}\right]
$$

The dimension of vector $X^{[p]}$ is the number of linearly independent degree $p$ forms in $n$ variables and is given by

$$
n_{p}=\dot{C}_{n+p-1}^{p}=\frac{(n+p-1)!}{p!(n-1)!}
$$

The scale factors $\alpha_{i}$ are chosen in such a way as to validate the equality

$$
\left|X^{[p]}\right|^{2}=|X|^{2 p}
$$

We define the $n_{p} \times n_{p}$ matrix $A_{[p]}$ in the following way: if $X$ satisfies the ordinary linear differential equations

$$
\dot{X}(t)=A X(t)
$$

then $X^{[p]}$ satisfies the following linear differential equations

$$
\dot{X}^{[p]}=A_{[p]} X^{[p]}(t)
$$

Using the properties of this transformation [10] by virtue of (7.6.6) the differential equation for $X^{[p]}$ is easily expressed in terms of $A_{[p]}$ and $A_{l[p]}$ matrices:

$$
\begin{equation*}
d X^{[p]}(t)=A_{p} X^{[p]}(t) d t+\sum_{l=1}^{m} A_{l[p]} X^{[p]}(t) d w_{l}(t) \tag{7.6.18}
\end{equation*}
$$

where

$$
A_{p}=\left[A-\frac{1}{2} \sum_{l=1}^{m} A_{l}^{2}\right]_{[p]}+\frac{1}{2} \sum_{l=1}^{m}\left(A_{l[p]}\right)^{2}
$$

Evaluating the expectation, we obtain an equation for the $p$ th order moment:

$$
\begin{equation*}
\frac{d}{d t} \mathcal{E}\left[X^{[p]}\right]=A_{p} \mathcal{E}\left[X^{[p]}\right] \tag{7.6.19}
\end{equation*}
$$

Thus the $p$ th moment stability conditions can be obtained by analyzing the stability of the deterministic linear system (7.6.19).

Theorem 7.6.7 The $p$ th moment of the solution of equation (7.6.6) is asymptotically stable for all $X_{0}$ if and only if the matrix $A_{p}$ is Hurwitz.

Note that for even $p$ this theorem simultaneously gives $p$-stability conditions. Simple sufficient $p$-stability conditions for system (7.6.3) are obtained in [75]

The reader is refered to $[3,11,12,32,89,90,91]$ for more details in study of this direction.

### 7.6.4 Absolute stochastic stability

Consider a stochastic system described by the Ito equation

$$
\begin{array}{r}
d X(t)=[A X(t)+\mathbf{b} U(t)] d t+\sum_{l=1}^{m} A_{l} X(t) d W_{l}(t) \\
U(t)=f[Z(t), t], Z(t)=\mathbf{c}^{\prime} X(t) \tag{7.6.20}
\end{array}
$$

where $U(t), Z(t)$ are scalar input and output variables; $\mathbf{b}, \mathbf{c}$ are constant $n$-dimensional vectors; $f(z, t)$ is a nonlinear function which satisfies the conditions

$$
\begin{equation*}
f(0, t) \equiv 0,0 \leq f(z, t) z \leq K z^{2}, K>0 \tag{7.6.21}
\end{equation*}
$$

The remaining notations correspond to those adopted earlier.
Definition 7.6.8 The system (7.6.20) is said to be absolutely stochastically stable if it is stochastically stable in the sense of one of the adopted definitions independently of the specific nonlinearity from the examined class.

We suppose that

$$
\begin{equation*}
A_{l}=\mathbf{b r}_{l} l=1, \ldots m \tag{7.6.22}
\end{equation*}
$$

where $\mathbf{r}_{l}(l=1, \ldots m)$ are constant $n$-dimensional vectors. The absolute exponential stability in the mean square (absolute ESMS) of system (7.6.20), (7.6.21) was investigated by Levit [57] and Pakshin [73]. Applying Theorem 7.4.12 with $p=2$ and with a quadratic form Lyapunov function

$$
V(x)=x^{\prime} H x
$$

where $H=H^{\prime}$ is constant positive definite matrix, and using $S$-procedure (see $[3,9]$ ) one reduces the stability problem to finding the conditions for the solvability of the Lur'ie equations

$$
\begin{array}{r}
A^{\prime} H+H A+\alpha \sum_{l=1}^{m} \mathbf{r}_{l} \mathbf{r}_{l}^{\prime}=-\mathbf{h} \mathbf{h}^{\prime}-\epsilon D \\
H \mathbf{b}+\frac{1}{2} \mathbf{c}=\mathbf{h} \kappa  \tag{7.6.23}\\
\kappa^{2}=K^{-1}
\end{array}
$$

under the supplemental constraint

$$
\begin{equation*}
\mathbf{b}^{\prime} H \mathbf{b}<\alpha \tag{7.6.24}
\end{equation*}
$$

where $\alpha>0$ and $\kappa$ are scalars, $\mathbf{h}$ is $n$-dimensional vector, $D=D^{\prime}$ is a positive definite matrix, and $\epsilon$ is an arbitrary small positive number. It is assumed that the matrix $A$
is Hurwitz, the pair $(A, \mathbf{b})$ is completely controllable and the pair ( $\mathbf{c}^{\prime}, A$ ) is completely observable, see [55] for the definitions. We denote

$$
\begin{array}{r}
W(\lambda)=\mathbf{c}^{\prime}(A-\lambda I)^{-1} \mathbf{b} \\
\delta(\lambda)=\operatorname{det}(\lambda I-A)=\lambda^{n}+\delta_{1} \lambda^{-1}+\delta_{2} \lambda^{n-2}+\ldots+\delta_{n} \\
W_{l}(\lambda)=\mathbf{r}_{l}(A-\lambda I) \mathbf{b} \tag{7.6.27}
\end{array}
$$

Theorem 7.6.9 For the system (7.6.20)-(7.6.22) to be absolutely ESMS it is sufficient that the inequalities

$$
\begin{align*}
& \Pi(i \omega)=K^{-1}+ \operatorname{Re} W(i \omega)-\alpha \sum_{l=1}^{m}\left|W_{l}(i \omega)\right|^{2}>0  \tag{7.6.28}\\
& \alpha-\frac{1}{2} \beta_{1}+K^{-\frac{1}{2}} \kappa_{1}-K^{-1} \delta_{1}>0 \tag{7.6.29}
\end{align*}
$$

be satisfied for all real valued $\omega$, where $\beta_{1}$ is the coefficient of the $(n-1)$ th power term of the numerator of the transfer function (7.6.25), $\kappa_{1}$ is the coefficient of the $(n-1)$ th power term of the Hurwitz polynomial $\Psi(\lambda)$ with the highest power term coefficient $\kappa=K^{-\frac{1}{2}}$, which is determined uniquely from the factorization equation

$$
\Psi(-i \omega) \Psi(i \omega)=\Pi(i \omega) \delta(-i \omega) \delta(i \omega)
$$

Remark The conditions of this theorem are necessary and sufficient for solvability of the system (7.6.23), (7.6.24).

The problem of absolute stochastic stability was also studied in $[3,63,78]$. In all these papers the problem is reduced somehow to finding the conditions for the solvability of the Lur'ie equations under some supplemental constrains. On the other hand this problem can be reduced to finding the conditions for the solvability of matrix equations of a more general form than the standard Lur'ie equations. For the system (7.6.20), (7.6.21) equations of this type are:

$$
\begin{array}{r}
A^{\prime} H+H A+\sum_{l=1}^{m} A_{l}^{\prime} H A_{l}=-\mathbf{h} \mathbf{h}^{\prime}-\epsilon D \\
H \mathbf{b}+\frac{1}{2} \mathbf{c}=\mathbf{h} \kappa  \tag{7.6.30}\\
\kappa^{2}=K^{-1}
\end{array}
$$

This direction was developed and generalized in $[14,15,16,22,86]$. An algebraic approach was developed in [48].

### 7.6.5 Robust stability

It is very interesting to obtain conditions of stochastic stability of system (7.1.13) independently of the jump intensities. We consider here this problem for the particular linear case, when the system is described by (7.4.6). For more easy formulation of the results denote $A_{l}=\sigma_{l} F_{l}$; then the scalar factors $\sigma_{l}(l=1, \ldots, m)$ will indicate the intensities or disturbances. We introduce the following definitions.

Definition 7.6.10 The system (7.4.6) is said to be robustly stable against the jump intensities if it is asymptotically stable in the mean square independently of $q_{i j}(i, j \in \mathcal{N})$ for given noise intensities $\sigma_{l}(l=1, \ldots, m)$.

Definition 7.6.11 The system (7.4.6) is said to be perfectly robustly stable against the jump intensities if it is asymptotically stable in the mean square independently of $q_{i j}(i, j \in$ $\mathcal{N})$ for all noise intensities $\sigma_{l}(l=1, \ldots, m)$.

Note that in both cases the stability region in parameter space of the system will not depend on $q_{i j}(i, j \in \mathcal{N})$. According to the second definition this region is allowed to depend on noise intensities, but it is not empty for all $\sigma_{l}(l=1, \ldots, m)$. Let us consider matrices

$$
\begin{equation*}
G_{i i}=A^{\prime}(i) \otimes I+I \otimes A^{\prime}(i)+\sum_{l=1}^{m} \sigma_{l}^{2} A_{l}^{\prime}(i) \otimes A_{l}^{\prime}(i), i \in \mathcal{N} \tag{7.6.31}
\end{equation*}
$$

Define for some fixed $k \in \mathcal{N}$ matrices $M(i)$ according to the formula

$$
\begin{equation*}
M(i)=-\left(A^{\prime}(i) H(k)+H(k) A(i)+\Delta_{i}(H(k)), i \in \mathcal{N}\right. \tag{7.6.32}
\end{equation*}
$$

where

$$
\Delta_{i}(H(j))=\sum_{l=1}^{m} \sigma_{l}^{2} A_{l}^{\prime}(i) H(j) A_{l}(i)
$$

Theorem 7.6.12 Let all matrices (7.6.31) be Hurwitz and let there exist at least one index $k \in \mathcal{N}$ and a positive definite matrix $M(k)=M^{\prime}(k)$ such that all matrices $M(i)(i \in \mathcal{N})$ of (7.6.32) are positive definite. Then the system (7.4.6) is robustly stable against the jump intensities.

Remark 1 The conditions of Theorem 7.6.12 are equivalent to the existence of constant matrix $H=H^{\prime}$, satisfying the following linear matrix inequalities

$$
\begin{equation*}
A^{\prime}(i) H+H A(i)+\Delta_{i}(H)<0 \quad i \in \mathcal{N} . \tag{7.6.33}
\end{equation*}
$$

LMI theory and the LMI toolbox of MATLAB software [9] can be effectively used to solve (7.6.33).

Now we consider the perfect robust stability problem. Suppose that for all $i \in \mathcal{N}, A_{l}(i)=$ $A_{l}(l=1, \ldots, N)$. Let $H_{0}(k)$ denote the solution of Lyapunov's equation

$$
\begin{equation*}
A^{\prime}(k) H(k)+H(k) A(k)+M(k)=0 \tag{7.6.34}
\end{equation*}
$$

with $M(k)=M_{0}(k)$ where $M_{0}(k) \geq 0$, but $x^{\prime} M_{0}(k) x>0$ for all $x \notin \Omega, \Omega=\{x:$ $\left.A_{l} x=0, l=1, \ldots, m\right\} ; H_{\epsilon}(k)$ denotes the solution of the equation (7.6.34) with $M(k)=$ $M_{\epsilon}(k)=M_{0}(k)+\epsilon M_{1}, \epsilon>0, M_{1}$ a positive definite matrix, and $M_{\epsilon}(i)=-A^{\prime}(i) H_{\epsilon}(k)-$ $H_{\epsilon}(k) A(i)(i \neq k)$.

Theorem 7.6.13 Let the matrices $A(i)(i \in \mathcal{N})$ be Hurwitz and let us assume further that there exists at least one number $k \in \mathcal{N}$ such that $\Delta\left(H_{0}(k)\right)=0$ and that for $\epsilon>0$ sufficiently small we have

$$
x^{\prime} M_{\epsilon}(i) x>0, x \in \Omega, \quad x^{\prime} M_{\epsilon}(i) x \geq x^{\prime} M_{\epsilon}(k) x, x \notin \Omega
$$

Then the system (7.4.6) is perfectly robustly stable against the jump intensities.
Remark 2 Since $A(k)$ matrix is Hurwitz, the solution of Lyapunov's equation (7.6.34) is given by the formula

$$
H_{0}(k)=\int_{0}^{\infty} \exp \left(A^{\prime}(k) t\right) M_{0}(k) \exp (A(k) t) d t
$$

Then, it is easy to see that the condition $\Delta\left(H_{0}(k)\right)=0$ is equivalent to

$$
\left[\begin{array}{c}
M_{0}(k) \\
M_{0}(k) A(k) \\
\cdots \\
M_{0}(k) A^{n-1}(k)
\end{array}\right] A_{l}=0, l=1, \ldots, m
$$

The reader is refered to [74] for the proofs and more detail. Some other approaches to robustness of stochastic systems based on deterministic ideas are presented in [6, 85].

### 7.7 Stabilizing control of linear system

### 7.7.1 General linear systems

Consider the system (7.2.1) in the linear case

$$
\begin{equation*}
d X(t)=[A(Y(t)) X(t)+B(Y(t)) U(t)] d t+\sum_{l=1}^{m} A_{l}(Y(t)) X(t) d W_{l}(t) \tag{7.7.1}
\end{equation*}
$$

with the initial condition (7.4.17) and with the jump condition of vector $X(t)$ given by (7.1.20). Suppose that the Lyapunov-Bellman function has the form

$$
\begin{equation*}
V^{0}(x, y)=x^{\prime} H(y) x, H(y)=H^{\prime}(y)>0 \tag{7.7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
L(x, u, y)=x^{\prime} M(y) x+u^{\prime} R(y) u, M(y)=M^{\prime}(y) \geq 0 . R(y)=R^{\prime}(y)>0 \tag{7.7.3}
\end{equation*}
$$

Applying Theorem 7.4.20 we obtain that matrix $H(y), y \in \mathcal{N}$ satisfies the following system of coupled matrix quadratic equations

$$
\begin{align*}
& A(i)^{\prime} H(i)+H(i) A(i)-H(i) B(i) R^{-1}(i) B^{\prime}(i) H(i)+\sum_{l=1}^{m} A_{l}^{\prime}(i) H(i) A(i)+ \\
& \sum_{j \neq i}^{\nu}\left[\Phi_{i j}^{\prime} H(j) \Phi_{i j}-H(i)\right] q_{i j}+M(i)=0, i \in \mathcal{N} \tag{7.7.4}
\end{align*}
$$

and control law, which stabilizes the system (7.7.1) in the sense that this system is exponentially stable in the mean square is given by

$$
\begin{equation*}
U(t)=-K(i) X(t), \text { if } Y(t)=i \tag{7.7.5}
\end{equation*}
$$

where $K(i)=R^{-1}(i) B^{\prime}(i) H(i)(i \in \mathcal{N})$. Simultaneously this control law minimizes the functional (7.4.18) along the trajectories of the system (7.7.1) with function $L$ given by the formula (7.7.3). It is very important to obtain the conditions of existence of stabilizing control. These conditions for the linear system (7.7.1) can be expressed as solvability conditions of matrix equations (7.7.4). The following theorem gives a sufficient condition of stabilizability in the case when at the moments of jumps of the Markov chain $Y(t)$ the vector $X(t)$ is changed continuously.

Theorem 7.7.1 Consider the system (7.7.1) with the continuous change of vector $X(t)$, satisfying the condition (7.1.18). Assume that the pairs $(A(i), B(i))(i \in \mathcal{N})$ are stabilizable, the pairs $(\sqrt{M(i)}, A(i))(i \in \mathcal{N})$ are observable and the following inequality is true

$$
\begin{equation*}
\max _{i \in \mathcal{N}} \inf _{K} \mid q_{i} \int_{0}^{\infty} \exp \left(-s q_{i}\right) \exp \left[s(A(i)-B(i) K)^{\prime}\right] \exp [s(A(i)-B(i) K] d t \mid<1 \tag{7.7.6}
\end{equation*}
$$

Then:
(i) there exists a unique positive definite solution $H(i)(i \in \mathcal{N})$ of the system of coupled matrix quadratic equations

$$
\begin{array}{r}
A(i)^{\prime} H(i)+H(i) A(i)-H(i) B(i) R^{-1}(i) B^{\prime}(i) H(i)+ \\
\sum_{i=1}^{m} A_{l}^{\prime}(i) H(i) A(i)+\sum_{j \neq i}^{\nu}[H(j)-H(i)] q_{i j}+M(i)=0, i \in \mathcal{N} \tag{7.7.7}
\end{array}
$$

(ii) the control law (7.7.5) stabilizes the system (7.7.1) in the sense that this system is exponentially stable in the mean square;
(iii) matrices

$$
A(i)-B(i) K(i)-\frac{1}{2} q_{i} I, i \in \mathcal{N}
$$

are Hurwitz.
Remark 3 Under the conditions of Theorem 7.7.1 the solution $H_{i}(t)$ of coupled differential equations (7.2.28) has property $H_{i}\left(t_{0}\right) \rightarrow H_{i} i \in \mathcal{N}$, as $t_{0} \rightarrow-\infty$, where $H_{i}$ is the solution of (7.7.4).

The reader is referred to $[100,96]$ for the proofs and more detail.

### 7.7.2 Linear systems with parametric noise

## General stabilizability conditions

Consider the important case, when the system may be described by the Ito differential equation

$$
\begin{equation*}
d X(t)=[A X(t)+B U(t)] d t+\sum_{l=1}^{m_{1}} A_{l} X(t) d W_{1 l}(t)+\sum_{s=1}^{m_{2}} B_{s} U(t) d W_{2 s}(t) \tag{7.7.8}
\end{equation*}
$$

where $W_{1}$ and $W_{2}$ are $m_{1}$-dimensional and $m_{2}$-dimensional independent standard Wiener processes. For easy formulations of theorems take $A_{l}=\sigma_{l} F_{l}, l=1, \ldots m_{1}, B_{l}=\rho_{l} G_{l}, l=$ $1, \ldots m_{2}$; then the scalar factors will indicate the intensities or disturbances.

Definition 7.7.2 System (7.7.8) is said to be stabilizable in the mean square sense if there exists a matrix $K$ such that the system

$$
\begin{equation*}
d X(t)=[A-B K] X(t) d t+\sum_{l=1}^{m_{1}} A_{l} X(t) d W_{1 l}(t)+\sum_{s=1}^{m_{2}} B_{s} U(t) d W_{2 s}(t) \tag{7.7.9}
\end{equation*}
$$

is exponentially stable in the mean square.

The following fundamental theorem gives a necessary and sufficient condition for the mean square stabilizability of (7.7.8). It is stated in terms of the nonlinear (quadratic) matrix equation

$$
\begin{equation*}
A^{\prime} H+H A-H B[R+\Gamma(H)]^{-1} B^{\prime} H+\Delta(H)+M=0 \tag{7.7.10}
\end{equation*}
$$

in the symmetric matrix $H$ for given symmetric $R$ and $M$ of dimension $n \times n, n \times n$ and $k \times k$ respectively, where

$$
\Delta(H)=\sum_{l=1}^{m_{1}} \sigma^{2} F_{l}^{\prime} H F_{l}, \Gamma(H)=\sum_{s=1}^{m_{2}} \rho^{2} G_{s}^{\prime} H G_{s}
$$

Theorem 7.7.3 A sufficient condition for mean square stabilizability of (7.7.8) is that there exists positive definite matrices $M$ and $R$, for which (7.7.10) has a positive definite solution $H$. A necessary condition for mean square stabilizability of (7.7.8) is that (7.7.10) has a positive definite solution $H$ for any given positive definite matrices $M$ and $R$.

## Systems with state dependent noise only

Consider the particular case of the system (7.7.8) in which there is only state dependent noise

$$
\begin{equation*}
d X(t)=[A X(t)+B U(t)] d t+\sum_{l=1}^{m_{1}} \sigma_{l} F_{l} X(t) d W_{1 l}(t) \tag{7.7.11}
\end{equation*}
$$

The matrix Riccati involved in the application of Theorem 7.7.3 correspondingly becomes

$$
\begin{equation*}
A^{\prime} H+H A-H B R^{-1} B^{\prime} H+\Delta(H)+M=0 \tag{7.7.12}
\end{equation*}
$$

Consider also the algebraic matrix Riccati equation

$$
\begin{equation*}
A^{\prime} H+H A-\frac{1}{\beta} H B B^{\prime} H+M=0 \tag{7.7.13}
\end{equation*}
$$

with $\beta>0$ and $M=M^{\prime} \geq 0$. It is well known [55] that if the pair ( $A, B$ ) is stabilizable and the pair $(\sqrt{M}, A)$ is observable then there exists a unique positive definite solution $H^{+}$of (7.7.13) such that $A-\frac{1}{\beta} B B^{\prime} H^{+}$is a Hurwitz matrix. Moreover $H^{+}$is monotone nonincreasing with decreasing $\beta$ and

$$
H_{0}=\lim _{\beta \rightarrow 0} H^{+}
$$

is well-defined for all fixed $M$ and is positive semidefinite.
Let $\Omega$ denote the subspace of $R^{n}$ spanned by the columns of the matrices $F_{l}^{\prime}, l=$ $1, \ldots, m_{1}$, i.e.,

$$
\Omega=\left\{x \in R^{n} \mid x \perp N\left(F_{l}\right) \text { for all } l\right\}
$$

where $N$ denotes the null space. Application of Theorem 7.7.3 to the case under consideration leads to the following criterion for stabilizability.

Theorem 7.7.4 The system (7.7.11) is mean square stabilizable if and only if
(i) the pair $(A, B)$ is stabilizable,
(ii) there exists a matrix $M_{*}=M_{*}^{\prime}$ with $M_{*} \geq 0$, but $M_{*}>0$ on $\Omega$ such that

$$
\Delta\left(H_{0}\right) \leq M_{*}, \text { but } \Delta\left(H_{0}\right)<M_{*} \text { on } \Omega .
$$

Stabilizability for arbitrary state dependent noise intensities It is very interesting to have a condition on the parameter matrices $A, B$ and $F_{l}, l=1, \ldots m_{1}$ of system (7.7.11) such that for all values of the noise intensities $\sigma_{l}$ there exists a stabilizing gain matrix. The following result is an immediate consequense of Theorem 7.7.4.

Theorem 7.7.5 System (7.7.11) is mean square stabilizable for all noise intensities $\sigma_{l}$ if pair $(A, B)$ is stabilizable and if there exists a symmetric matrix $M$ with $M \geq 0$, but $M>0$ on $\Omega$ such that

$$
F_{l}^{\prime} H_{0} F_{l}=0, l=1, \ldots m_{1}
$$

Necessary conditions for (7.7.11) to be mean square stabilizable for all $\sigma_{l}$ are that the pair $(A, B)$ is stabilizable and that $F_{l}^{\prime} H_{0} F_{l}=0, l=1, \ldots m_{1}$ for some semidefinite matrix $M$.

Remark 4 Theorem 7.7 .5 gives a necessary and sufficient condition if $\Omega$ is one-dimensional.
Assume that

$$
\kappa=\operatorname{dim}\left\{\mathcal{R}\left(F_{1}\right) \oplus \ldots \oplus \mathcal{R}\left(F_{m_{1}}\right)\right\}<\operatorname{dim}\{\mathcal{R}(B)\}
$$

and let $C$ be a $\kappa \times n$ matrix such that $\mathcal{R}(C)=\mathcal{R}\left(F_{1}\right) \oplus \ldots \oplus \mathcal{R}\left(F_{m_{1}}\right)$, where $\mathcal{R}$ denotes range space and $\oplus$ is the direct sum symbol.

Corollary 7.7.6 The system (7.7.11) is mean square stabilizable for all noise intensities $\sigma_{l}$ if there exists matrix an $n \times \kappa$ matrix $B_{1}$ such that $\mathcal{R}\left(B_{1}\right) \subset \mathcal{R}(B)$ and such that the polynomial

$$
\frac{\operatorname{det} C(s I-A)^{-1} B_{1}}{\operatorname{det}(s I-A)}
$$

has no zeroes with the positive real part.
Corollary 7.7.7 The system (7.7.11) is mean square stabilizable for all noise intensities $\sigma_{l}$ if pair $(A, B)$ is stabilizable and if $\mathcal{R}\left(F_{l}\right) \subset \mathcal{R}(B)$ for all $l=1, \ldots m_{1}$.

Consider as a special case of (7.7.11) the system with a single input, a single noise term and a matrix $F_{1}$ of rank one:

$$
\begin{equation*}
d X(t)=[A X(t)+\mathbf{b} U(t)] d t+\sigma \mathbf{b}_{1} \mathbf{c}_{1}^{\prime} X(t) d W(t) \tag{7.7.14}
\end{equation*}
$$

where $\mathbf{b}, \mathbf{b}_{1}$ and $\mathbf{c}_{\mathbf{1}}$ are $n$-dimensional vectors, $W(t)$ is a standard scalar Wiener process, $\sigma$ is a scalar which indicates the intensity of the disturbance. Then we have:

Corollary 7.7.8 Let the pair $\left(\mathbf{c}_{1}, A\right)$ be detectable. Then the system (7.7.14) is mean square stabilizable for all noise intensities $\sigma$ if and only if
(i) the pair $(A, \mathbf{b})$ is stabilizable;
(ii) the rational function

$$
\frac{\mathbf{c}_{1}(s I-A)^{-1} \mathbf{b}_{1}}{\left.\mathbf{c}_{1} s I-A\right) \mathbf{b}}
$$

has no poles with the positive real part, after possible cancelation of common factors.
The reader is refered to [92] and [99] for the proofs and more detailed study of the state dependend noise case.

## Systems with control dependent noise only

Consider another important particular case of the system (7.7.8), in which there is only control dependent noise

$$
\begin{equation*}
d X(t)=[A X(t)+B U(t)] d t+\sum_{s=1}^{m_{2}} \rho_{s} G_{s} U(t) d W_{2 s}(t) \tag{7.7.15}
\end{equation*}
$$

The matrix Riccati involved in the application of Theorem 7.7 .3 correspondingly becomes

$$
\begin{equation*}
A^{\prime} H+H A-H B\left[\Gamma(H)+R^{-1}\right] B^{\prime} H+M=0 \tag{7.7.16}
\end{equation*}
$$

Consider also the algebraic matrix Riccati equation

$$
\begin{equation*}
A^{\prime} H+H A-H B S^{-1} B^{\prime} H+\alpha T=0 \tag{7.7.17}
\end{equation*}
$$

with $S=S^{\prime}>0, T=T^{\prime} \geq 0$ and $\alpha>0$. If the pair $(A, B)$ is stabilizable then there exists a unique positive definite solution $H^{+}$of (7.7.17) which is monotone decreasing with $\alpha$ and

$$
H_{*}=\lim _{\alpha \rightarrow 0} H^{+}
$$

is well-defined for all fixed $S, T>0$ and at least positive semidefinite. Application of Theorem 7.7.3 to the case under consideration leads to the following criterion for stabilizability.

Theorem 7.7.9 The system (7.7.15) is mean square stabilizable if and only if
(i) the pair $(A, B)$ is stabilizable,
(ii) there exists a matrix $S=S^{\prime}>0$ such that

$$
\Gamma\left(H_{*}\right)<S
$$

For the special case that there is only a scalar control, i.e. for the system

$$
\begin{equation*}
d X(t)=[A X(t)+\mathbf{b} U(t)] d t+\sum_{s=1}^{m_{2}} \rho_{s} \mathbf{g}_{s} U(t) d W_{s}(t) \tag{7.7.18}
\end{equation*}
$$

with $\mathbf{b}$ and $\mathbf{g}_{s}\left(s=1, \ldots m_{2}\right) n$-dimensional vectors, then one can carry the computation further. Let $H_{1}=\lim _{\alpha \rightarrow 0} H$, where $H$ is the unique positive definite solution of the algebraic Riccati equation

$$
\begin{equation*}
A^{\prime} H+H A-H \mathbf{b b}^{\prime} H+\alpha T=0 \tag{7.7.19}
\end{equation*}
$$

Corollary 7.7.10 The system (7.7.18) is mean square stabilizable if and only if the pair $(A, \mathrm{~b})$ is stabilizable and

$$
\Gamma\left(H_{1}\right)<1
$$

Stabilizability for arbitrary control dependent noise intensities Now we present the conditions on the parameter matrices $A, B$ and $G_{s}\left(s=1, \ldots m_{2}\right)$ of the system (7.7.15) such that for all values of the noise intensities $\rho_{s}$ there exists a stabilizing control.

Corollary 7.7.11 The system (7.7.18) is mean square stabilizable for all noise intensities $\rho_{s}$ if and only if
(i) the pair $(A, \mathbf{b})$ is stabilizable;
(ii) the vectors $\mathbf{g}_{s}\left(s=1, \ldots m_{1}\right)$ belong to the invariant subspace of $A$ spanned by its (generalized) eigenvectors corresponding to eigenvalues with nonpositive real parts.

In the multivariable case this condition is only sufficient, but not necessary:
Corollary 7.7.12 The system (7.7.15) is mean square stabilizable for all noise intensities $\rho_{s}$ if
(i) the pair $(A, B)$ is stabilizable;
(ii) the columns of $G_{s}\left(s=1, \ldots m_{1}\right)$ belong to the invariant subspace of $A$ spanned by its (generalized) eigenvectors corresponding to eigenvalues with nonpositive real parts.

The reader is refered to [92] and [31] for the proofs and more detailed study of the control dependend noise case.

## Systems with state and control dependent noise

For the case in which one wants to obtain stabilizability criteria for system (7.7.8) with both state and control dependent noise present, it is necessary to study the full nonlinear matrix equation (7.7.10).

Theorem 7.7.13 Let the pair $(A, B)$ be stabilizable and

$$
\inf _{K}\left|\int_{0}^{\infty} e^{t(A-B K)^{\prime}}\left[K^{\prime} \Gamma(I) K+\Delta(I)\right] e^{t(A-B K)} d t\right|<1
$$

Then the system (7.7.8) is mean square stabilizable.
Remark 5 Under the conditions of Theorem 7.7.13 the solution $H(t)$ of (7.2.16) with constant matrices $A, B, M, R$ has property $H\left(t_{0}\right) \rightarrow H$ as $t_{0} \rightarrow-\infty$, where $H$ is the solution of (7.7.10).

The reader is referred to [96] and [100] for the proof. This result is very complicated for computations. In particular cases some rather explicit criteria are needed. Consider the system

$$
\begin{equation*}
d X(t)=[A X(t)+\mathbf{b} U(t)] d t+\sigma \mathbf{b}_{1} \mathbf{c}_{1}^{\prime} d W_{1}+\sum_{s=1}^{m_{2}} \rho_{s} \mathbf{g}_{s} U(t) d W_{2 s}(t) \tag{7.7.20}
\end{equation*}
$$

with $\mathbf{b}, \mathbf{b}_{1}, \mathbf{c}$ and $\mathbf{g}_{s}\left(s=1, \ldots m_{2}\right) n$-dimensional vectors. Together with this system consider the associated algebraic Riccati equation

$$
\begin{equation*}
A^{\prime} H+H A-\frac{1}{\alpha} H \mathbf{b b}^{\prime} H+\mathbf{c}_{1} \mathbf{c}_{1}^{\prime}=0 \tag{7.7.21}
\end{equation*}
$$

where $\alpha>0$ is a parameter. If triple $\left(A, \mathbf{b}, \mathbf{c}_{1}\right)$ is completely controllable and observable then as it is well known there exists for each $\alpha>0$ a unique positive definite solution $H(\alpha)$ of (7.7.21).

Theorem 7.7.14 Let triple $\left(A, \mathbf{b}, \mathbf{c}_{1}\right)$ be completely controllable and observable. Then the system (7.7.20) is mean square stabilizable if and only if
(i) there exists a solution $\alpha^{*}>0$ of the equation

$$
\sigma^{2} \mathbf{b}_{1}^{\prime} H\left(\alpha^{*}\right) \mathbf{b}_{1}=1
$$

(ii) the inequality

$$
\sum_{s=1}^{m_{2}} \rho_{s}^{2} \mathbf{g}_{s}^{\prime} H\left(\alpha^{*}\right) \mathbf{g}_{s}<\alpha^{*}
$$

holds for this $\alpha^{*}$.
The proof is presented in [92]. The reader is referred to $[30,44,50,64,67,69]$ and references therein for more detailed study of this direction.

### 7.7.3 Robust stabilizing control

## Robust stabilization of systems with state dependent noise

In this section we present conditions on the parameter matrices $A, B$ and $F_{i}(i=1, \ldots m)$ of the system (7.7.11) for which there exists a feedback gain matrix $K$ such that the closed loop system

$$
\begin{equation*}
d X(t)=[A-B K] X(t) d t+\sum_{l=1}^{m_{1}} \sigma_{l} F_{l} X(t) d W_{1 l}(t) \tag{7.7.22}
\end{equation*}
$$

is asymptotically stable in the mean square for all noise intensities $\sigma_{l}(l=1, \ldots, m)$. These conditions are different from the ones obtained earlier in Section 7.7.2, because in 7.7.2 the feedback gain matrix is allowed to be a function of $\sigma_{l}(l=1, \ldots, m)$. In this section we consider the case in which this feedback gain matrix need not be a function of the noise intensities. So, we consider the stabilizability of (7.7.11) by means of a time invariant state feedback law

$$
\begin{equation*}
U(t)=-K X(t) \tag{7.7.23}
\end{equation*}
$$

Definition 7.7.15 The system (7.7.11) is said to be perfectly robustly stabilizable if there exists a feedback control (7.7.23) such that (7.7.22) is asymptotically stable in the mean square for all noise intensities $\sigma_{l}(l=1, \ldots, m)$.

Definition 7.7.16 The system (7.7.11) is said to be robustly stabilizable for all noise intensities (from the given domain) if there exists a feedback control (7.7.23) such that (7.7.22) is asymptotically stable in the mean square for all noise intensities satisfying

$$
\sigma_{l} \leq s_{l}, l=1, \ldots, m
$$

The property expressed by Definition 7.7.16 is somewhat weaker than the property expressed by Definition 7.7.15 in that the feedback matrix $K$ may depend on the bounds $s_{i}$; some entires of $K$ may increase without bound as some of these bounds $s_{i}$ tend to infinity.

Theorem 7.7.17 The System (7.7.11) is perfectly robustly stabilizable if and only if there exists a matrix $K$, such that matrix $A-B K$ is Hurwitz and in a suitable basis the matrices $\bar{A}=A-B K$ and $F_{l}(l=1, \ldots m)$ take the block triangular form:

$$
\bar{A}=\left[\begin{array}{cccc}
\bar{A}_{11} & \bar{A}_{12} & \ldots & \bar{A}_{1 p} \\
0 & \bar{A}_{22} & \ldots & \bar{A}_{2 p} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \bar{A}_{p p}
\end{array}\right], F_{l}=\left[\begin{array}{cccc}
0 & F_{l 12} & \ldots & F_{l 1 p} \\
0 & 0 & \ldots & F_{l 2 p} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right]
$$

A series of formalized robustness criteria based on the geometric theory of linear multivariable systems was obtained by Willems and Willems [93]; the reader is referred to [93] for more details.

## Robust stabilization of systems with random jumps

Consider the linear system (7.4.6) with the control action

$$
\begin{equation*}
\left.d X(t)=[A(Y(t)) X(t)+B(Y(t)) U(t)] d t+\sum_{l=1}^{m} \sigma_{l} F_{l}\left(Y_{( } t\right)\right) X(t) d W_{l}(t) \tag{7.7.24}
\end{equation*}
$$

where $U(t)$ is a $k$-dimensional control vector, and $B(i)$ is an $n \times k$ matrix. Assume that at the jump moments of $Y(t)$ the vector $X(t)$ is changed continuously, so that (7.1.18) is valid.

We obtain a state feedback control law in the form of (7.7.23), which guarantees robust stability of the closed loop system (7.7.24) (7.7.23) against the jump intensities.

Theorem 7.7.18 If for some positive definite matrices $R(i)$ and $M(i) i \in \mathcal{N}$ there exist the constant matrices $H>0$ and $K$, satisfying the equations

$$
\begin{array}{r}
(A(i)-B(i) K)^{\prime} H+H(A(i)-B(i) K)+\Delta_{i}(H)+ \\
K^{\prime} R(i) K+M(i)=0, i \in \mathcal{N} \\
K=\left[\sum_{i=1}^{\nu} R(i)\right]^{-1} \sum_{i=1}^{\nu} B^{\prime}(i) H \tag{7.7.26}
\end{array}
$$

then the closed loop system (7.7.24), (7.7.23), (7.7.26) is robustly stable against the jump intensities.

Denote $A_{\Sigma}=\sum_{i=1}^{\nu} A(i)$ and analogously $B_{\Sigma} R_{\Sigma}$ and $M_{\Sigma}$. The following assertion is more effective from the point of view of computation.

Corollary 7.7.19 Let for some positive definite matrix $R_{\Sigma}$ and positive semidefinite matrix $M_{\Sigma}$ there exist the constant matrices $H>0$ and $K$, satisfying the relations

$$
\begin{array}{r}
A_{\Sigma}^{\prime} H+H A_{\Sigma}-H B_{\Sigma} R_{\Sigma}^{-1} B_{\Sigma}^{\prime} H+\sum_{i=1}^{\nu} \sum_{l=1}^{m} A_{l}^{\prime}(i) H A_{l}(i)+M_{\Sigma}=0 \\
K=R_{\Sigma}^{-1} B_{\Sigma}^{\prime}(i) H \\
(A(i)-B(i) K)^{\prime} H+H(A(i)-B(i) K)+\Delta_{i}(H)<0, i \in \mathcal{N} \tag{7.7.29}
\end{array}
$$

then the closed loop system (7.7.24), (7.7.23), (7.7.28) is robustly stable against the jump intensities.

The matrix quadratic equation (7.7.27) can be solved by using a consecutive approximation of Riccati equations; the inequalities (7.7.29) are well known linear matrix inequalities [9]. For the systems without the state dependent noise ( $\sigma_{l}=0, l=1, \ldots, m$ ) the equation (7.7.27) is ordinary Riccati equation. The reader is referred to [74] for more details.
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## Chapter 8

# Stochastic Differential Games and Applications 

K.M. Ramachandran<br>Department of Mathematics<br>University of South Florida<br>Tampa, FL 33620-5700

This chapter deals with stochastic differential games in a completely competitive situation. There is considerable research in this area. We have attempted to put together some representative works on this topic. First we consider two person zero-sum stochastic differential games. In here, a solution is obtained using martingale techniques. Also, recent works using the viscosity solution method are briefly explained. Additionally, a stochastic differential game with multiple modes is presented. Next an $N$-person stochastic differential game problem in the relaxed control framework is analyzed using the method of occupation measures. An equilibrium solution (in the sense of Nash) is derived. Later, the powerful methods of weak convergence is adapted to study stochastic differential games where the dynamics is driven by the wideband noise process rather than the ideal white noise process. A game problem with imperfect information is also analyzed. Finally, we have mentioned some applications of stochastic differential games and explained in some detail a stochastic differential game of institutional investor speculation.

### 8.1 Introduction

The origins of game theory and their development could be traced to the pioneering work of Von Neumann and Morgenstern [112]. Due to the introduction of guided interceptor missiles in the 1950s, the questions of pursuit and evasion took center stage. The mathematical formulation and study of differential games was initiated by Rufus Isaacs, who was then with the Mathematics Department of the RAND Corporation, in a series of RAND Corporation memoranda that appeared in 1954, [52, 53, 54, 55]. This work and his further research were incorporated into a book [56] which inspired much further work and interest in this area. The relationship between differential games and optimal control theory and the publication of [56] at a time when interest in optimal control theory was very great served to further stimulate interest in differential games [17]. For good coverage on the connection between control theory and game theory, readers are referred to [67]. Earlier works on differential games and optimal control theory appeared almost simultaneously, independently of each other. At first, it seems natural to view a differential game as a control process where
the controls are divided among various players who are willing to use them for objectives which possibly conflict with each other. However a much deeper study will reveal that the development of the two fields followed different paths. Both have the evolutionary aspect in common, but differential games have in addition a game-theoretic aspect. As a result, the techniques developed for the optimal control theory cannot be simply reused.

In the 1960 s researchers started working on what have been called stochastic differential games. These games are stochastic in the sense that noise is added to the players' observations of the state of the system or to the transition equation itself. A stochastic differential game problem was solved in [50] using variational techniques where one player controlled the state and attempted to minimize the error and confuse the other player who could only make noisy measurements of the state and attempted to minimize his/her error estimate. Later in [9], a problem of pursuit-evasion is considered where the pursuer has perfect knowledge whereas the evader can only make noisy measurements of the state of the game. In [2,94], a definition of a stochastic differential game is given. A connection between stochastic differential games and control theory is discussed in [78]. In the 1970s, rigorous discussion of existence and uniqueness results for stochastic differential games using martingale problem techniques and variational inequality techniques ensued, [15, 16, 14, 27, 24], among many others. There are many aspects of differential games such as pursuit evasion games, zero-sum games, cooperative and noncooparative games and other types of dynamic games. Dealing with all of the aspects is beyond the scope of an article of this size. For some survey papers on such diverse topics as pursuit-evasion games, viscosity solutions, discounted stochastic games, numerical methods, and others, we refer to [3], which serves as a rich source of information on these topics. In this article we will restrict ourselves to mostly strictly noncooparative stochastic differential games.

The early works on differential games are based on the dynamic programming method now known as Hamiltonian-Jacobi-Isaacs (HJI). Many authors worked on making the concept of value of a differential game precise and providing a rigorous derivation of HJI equation, which does not have a classical solution in most cases. For the HJI equations smooth solutions do not exist in general and nonsmooth solutions are highly non-unique. Some of the works in this direction include $[17,26,24,32,36,60,94,108,109,110]$. In the 1980s, a new notion of generalized solutions for Hamilton-Jacobi equations, (namely, viscosity solutions), $[22,33,71,72,73,79,99]$, provided a means of characterizing the value function as the unique solution of the HJI equation satisfying suitable boundary conditions. This method also provided the tools to show the convergence of the algorithms based on Dynamic Programming to the correct solution of the differential game and to establish the rate of convergence. A rigorous analysis of the viscosity solution of the Hamilton-Jacobi-BellmanIsaacs equations in infinite dimensions is given in [105]. In the 1990s, a method based on an occupation measure approach is introduced for stochastic differential games in a relaxed control setting in which the differential game problem reduces to a static game problem on the set of occupation measures, the dynamics of the game being captured in these measures [18]. The major advantage of this method is that it enabled one to consider the dynamic game problems in much more physically appropriate wideband noise settings and use the powerful weak convergence methods, $[84,85,88]$. As a result, discrete games and differential games could be considered in a single setting.

The information structure plays an important role in stochastic differential games. All the above-referenced works assume that all the players of the game have full information of the state. This need not be the case in many applications. The interplay of information structure in the differential games is described in [37, 51, 82, 86, 72]. The stochastic differential game problems with incomplete information are not as much developed as the stochastic control problems with partial observations.

One of the earlier works on obtaining computational method for stochastic differential
games is given in [43]. Following the work on numerical solutions for stochastic control [65] and many references in there, currently there are some efforts in deriving numerical schemes for stochastic differential games. For a numerical scheme for the viscosity solution of the Isaacs' equation, we refer to [10]. Also, as a result of weak convergence analysis [84, 88], it is easier to obtain numerical methods for stochastic differential games similar to that of [65] and to develop new computational methods as in [65].

In this article, first we will deal with two person zero-sum stochastic differential games for which the existence concepts will be derived using martingale methods. In this section, we will also briefly mention the viscosity solution method and a game problem with multiple modes. The $N$-person noncooperative stochastic differential games along with the concept of Nash equilibrium using more recent efforts with occupation measure approach is described in the next section. Recent works using the weak convergence methods for stochastic differential games will be the topic of Section 4. Some applications of stochastic differential games will be mentioned at the end and a stochastic differential game of institutional investor speculation will be explained in some detail. Some concluding remarks will be given in Section 6.

### 8.2 Two person zero-sum differential games

The object of this section is to present the concept of solutions and strategies as well as existence and uniqueness results for the two person zero-sum stochastic differential games. First, we will present the earlier work on stochastic differential games using martingale methods. Almost all of the material on this subsection comes from [24]. In the next subsection, we will briefly mention the recent results obtained on two person zero-sum stochastic differential games using the concept of viscosity solutions, [100]. There are various other methods used in studying stochastic differential games. In [14], two player stochastic differential games with stopping is analyzed using the method of two sided variational inequalities. Also refer to [15] and [16] for more results in this direction. A zero-sum Markov games with stopping and impulsive strategies is discussed in [104].

### 8.2.1 Two person zero-sum games: martingale methods

The evolution of the system is described by the stochastic differential equations

$$
\begin{array}{rc}
d x(t) & =f\left(t, x, u_{1}, u_{2}\right) d t+\sigma(t, x) d B(t) \\
x(0) & =x_{0} \in \mathbf{R}^{n}, t \in[0,1] \tag{8.2.2}
\end{array}
$$

where $B$ is an $n$-dimensional Brownian motion; $u_{i} \in \mathcal{U}_{i}, i=1,2$ are control functions.
There are two controllers, or players, $I$ and $I I$. Game is zero sum, player $I$ is choosing his control to maximize the payoff and player $I I$ is choosing his control to minimize the payoff.
$\mathcal{F}_{t}=\sigma\{x(s): s \leq t\}$ is the $\sigma$-algebra generated on $\mathcal{C}$, the space of continuous functions from $[0,1] \rightarrow \mathbf{R}^{n}$, up to time $t$. Assume that $f:[0,1] \times \mathcal{C} \times \mathcal{U}_{1} \times \mathcal{U}_{2} \rightarrow \mathbf{R}^{n}$ and $\sigma$, a nonsingular $n \times n$ matrix, satisfy the usual measurability and growth conditions. Given an $n$-dimensional Brownian motion $B(t)$ on a probability space $(\Omega, P)$, these conditions on $\sigma$ ensures the stochastic equation

$$
x(t)=x_{0}+\int_{0}^{t} \sigma(s, x) d B(t)
$$

has unique solution with sample path in $\mathcal{C}$. Let $\Im_{t}=\sigma\{B(s): s \leq t\}$.

Assume that the spaces $\mathcal{U}_{1}$ and $\mathcal{U}_{2}$ are compact metric spaces and suppose that $f$ is continuous in variables $u_{1} \in \mathcal{U}_{1}$ and $u_{2} \in \mathcal{U}_{2}$. The admissible feedback controls $\mathcal{A}_{1 s}^{t}$ for the player $I$, over $[s, t] \subset[0,1]$, are measurable functions $u_{1}:[s, t] \times \mathcal{C} \rightarrow \mathcal{U}_{1}$ such that for each $\tau, s \leq \tau \leq t, u_{1}(\tau,$.$) is \mathcal{F}_{t}$ measurable and for each $x \in \mathcal{C}, u_{1}(., x)$ is Lebesgue measurable. The admissible feedback controls $\mathcal{A}_{2 s}^{t}$ for the player $I I$, over $[s, t] \subset[0,1]$, are measurable functions $u_{2}:[s, t] \times \mathcal{C} \rightarrow \mathcal{U}_{2}$ with similar properties. Let $\mathcal{A}_{i}=\mathcal{A}_{i 0}^{1}, i=1,2$. For $u_{i} \in \mathcal{A}_{i s}^{t}, i=1,2$, write

$$
f^{u_{1}, u_{2}}(\tau, x)=f\left(\tau, x, u_{1}(\tau, x), u_{2}(\tau, x)\right)
$$

Then conditions on $f$ ensure that

$$
E\left[\exp \xi_{s}^{t}\left(f^{u_{1}, u_{2}}\right) \mid \mathcal{F}_{s}\right]=1 \text { a.s. } P
$$

where

$$
\begin{aligned}
\xi_{s}^{t}\left(f^{u_{1}, u_{2}}\right) & =\int_{s}^{t}\left\{\sigma^{-1}(\tau, x) f^{u_{1}, u_{2}}(\tau, x)\right\}^{\prime} d B(\tau) \\
& -1 / 2 \int_{s}^{t}\left|\sigma^{-1}(\tau, x) f^{u_{1}, u_{2}}(\tau, x)\right|^{2} d \tau
\end{aligned}
$$

For each $u_{i} \in \mathcal{A}_{i}$ a probability measure $P_{u_{1}, u_{2}}$ is defined through

$$
\frac{d P_{u_{1}, u_{2}}}{d P}=\exp \xi_{0}^{1}\left(f^{u_{1}, u_{2}}\right)
$$

Then by Girsanov's theorem, [74], we have the following result.
Theorem 8.2.1 Under the measure $P_{u_{1}, u_{2}}$ the process $w^{u_{1}, u_{2}}(t)$ is a Brownian motion on $\Omega$, where

$$
d w^{u_{1}, u_{2}}(t)=\sigma^{-1}(t, x)\left(d x(t)-f^{u_{1}, u_{2}}(t, x) d t\right)
$$

Corresponding to controls $u_{i} \in \mathcal{A}_{i}, i=1,2$ the expected total cost is

$$
\begin{equation*}
J\left(u_{1}, u_{2}\right)=E_{u_{1}, u_{2}}\left[g(x(1))+\int_{0}^{1} h^{u_{1}, u_{2}}(t, x) d t\right] \tag{8.2.3}
\end{equation*}
$$

where $h$ and $g$ are real valued and bounded, $g(x(1))$ is $\mathcal{F}_{1}$ measurable and $h$ satisfies the same conditions as the components of $f$. Also $E_{u_{1}, u_{2}}$ denotes the expectation with respect to $P_{u_{1}, u_{2}}$. For a zero sum differential game, player $I$ wishes to choose $u_{1}$ so that $J\left(u_{1}, u_{2}\right)$ is maximized and player $I I$ wishes to choose $u_{2}$ so that $J\left(u_{1}, u_{2}\right)$ is minimized.

Now the principle of optimality will be derived. Suppose that player $I I$ uses the control $u_{2}(t, x) \in \mathcal{A}_{2}$ through out the game. Then if player $I$ uses the control $u_{1}(t, x) \in \mathcal{A}_{1}$, the cost incurred from time $t$ onwards, given $\mathcal{F}_{t}$ is independent of the controls used up to time $t$ and is given by

$$
\psi_{t}^{u_{1}, u_{2}}=E_{u_{1} u_{2}}\left[g(x(1))+\int_{t}^{1} h^{u_{1}, u_{2}}(s, x) d s \mid \mathcal{F}_{t}\right]
$$

Because $L^{1}(\Omega)$ is a complete lattice, the suprenum

$$
\begin{equation*}
W_{t}^{u_{2}}=\bigvee_{u_{1} \in \mathcal{A}_{1}} \psi_{t}^{u_{1}, u_{2}} \tag{8.2.4}
\end{equation*}
$$

exists, and represents the best that player $I$ can attain from $t$ onwards, given that player $I I$ is using control $u_{2}$. Let $u_{1}\left(u_{2}\right)$ represent the response of player $I$ to the control $u_{2}$ used by player $I I$. Then we have

## Theorem 8.2.2

(a) $u_{1}^{*}\left(u_{2}\right)$ is the optimal reply to $u_{2}$ iff

$$
W_{t}^{u_{2}}+\int_{0}^{t} h^{u_{1}^{*}, u_{2}}(s) d s
$$

is a martingale on $\left(\Omega, \Im_{t}, P_{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)$.
(b) In general, for $u_{1} \in \mathcal{A}_{1}$,

$$
W_{t}^{u_{2}}+\int_{0}^{t} h^{u_{1}, u_{2}}(s) d s
$$

is a super martingale on $\left(\Omega, \Im_{t}, P_{u_{1}, u_{2}}\right)$.
From martingale representation results, one can see that $u_{1}^{*}$ is the optimal reply for player $I$ iff there is a predictable process $g_{t}^{u_{2}}$ such that

$$
\int_{0}^{1}\left|g_{s}^{u_{2}}\right|^{2} d s<\infty \text { a.s. }
$$

and

$$
W_{t}^{u_{2}}+\int_{0}^{t} h^{u_{1}^{*}, u_{2}}(s) d s=W_{0}^{u_{2}}+\int_{0}^{t} g_{s}^{u_{2}} d w_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}
$$

For any other $u_{1} \in \mathcal{A}_{1}$ the supermartingale $W_{t}^{u_{2}}+\int_{0}^{t} h^{u_{1}, u_{2}}(s) d s$ has a unique Doob-Meyer decomposition as

$$
\begin{equation*}
W_{0}^{u_{2}}+M_{t}^{u_{1}, u_{2}}+A_{t}^{u_{1}, u_{2}} \tag{8.2.5}
\end{equation*}
$$

where $M_{t}^{u_{1}, u_{2}}$ is a martingale on $\left(\Omega, \Im_{t}, P_{u_{1}, u_{2}}\right)$ and $A_{t}^{u_{1}, u_{2}}$ is a predictable decreasing process. From the representation (8.2.5),

$$
\begin{aligned}
W_{t}^{u_{2}}+\int_{0}^{t} h^{u_{1}^{*}, u_{2}}(s) d s= & W_{0}^{u_{2}}+\int_{0}^{t} g^{u_{2}} \sigma^{-1}\left(d x_{s}-f_{s}^{u_{1}, u_{2}} d s\right) \\
& -\int_{0}^{t}\left[\left(g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)\right. \\
& \left.-\left(g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)\right] d s
\end{aligned}
$$

Again from Theorem 8.2.1, $d w_{s}^{u_{1}, u_{2}}=\sigma^{-1}\left(d x_{s}-f_{s}^{u_{1}, u_{2}} d s\right)$ is a Brownian motion on ( $\Omega, \Im_{t}, P_{u_{1}, u_{2}}$ ) and hence the stochastic integral is a predictable process, so by uniqueness of the DoobMeyer decomposition

$$
\begin{equation*}
M_{t}^{u_{1}, u_{2}}=\int_{0}^{t} g^{u_{2}} d w^{u_{1}, u_{2}} \tag{8.2.6}
\end{equation*}
$$

$$
\begin{equation*}
A_{t}^{u_{1}, u_{2}}=\int_{0}^{t}\left[\left(g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)-\left(g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)\right] d s \tag{8.2.7}
\end{equation*}
$$

Since $A_{t}^{u_{1}, u_{2}}$ is decreasing one can obtain the following principle of optimality:
Theorem 8.2.3 If $u_{1}^{*}\left(u_{2}\right)$ is the best reply for player I then, almost surely,

$$
\begin{equation*}
g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}} \geq g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}} \tag{8.2.8}
\end{equation*}
$$

That is, if the optimal reply for player I exists, it is obtained by maximizing the Hamiltonian

$$
\begin{equation*}
g^{u_{2}} \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}, u_{2}} \tag{8.2.9}
\end{equation*}
$$

We will establish existence of optimal control $u_{1}^{*}\left(u_{2}\right) \in \mathcal{A}_{1}$ for player $I$ in reply to any control $u_{2} \in \mathcal{A}_{2}$ used by player $I I$. Now we will make the payoff (8.2.3) into a completely terminal payoff by introducing a new state variable $x_{n+1}$ and a new Brownian motion $B_{n+1}$ on a probability space $\left(\Omega^{\prime}, P^{\prime}\right)$. Suppose $x_{n+1}$ satisfies the equation

$$
\begin{align*}
d x_{n+1} & =h\left(t, x, u_{1}, u_{2}\right) d t+d B_{n+1}  \tag{8.2.10}\\
x_{n+1}(0) & =0 . \tag{8.2.11}
\end{align*}
$$

The $(n+1)$ dimensional process $\left(x, x_{n+1}\right)$ is defined on the product space $\left(\Omega^{+}, P^{+}\right)=$ $\left(\Omega \times \Omega^{\prime}, P \times P^{\prime}\right)$. If we write $x^{+}=\left(x, x_{n+1}\right), f^{+}=(f, h), \sigma^{+}=\left[\begin{array}{ll}\sigma & 0 \\ 0 & 1\end{array}\right]$, and $w_{n+1}=B_{n+1}$, then $w^{+}=\left(w, w_{n+1}\right)$ is an $n+1$ dimensional Brownian motion on $\Omega^{+}$.

Define a new probability measure $P_{u_{1}, u_{2}}^{+}$on $\Omega^{+}$by putting

$$
\frac{d P_{u_{1}, u_{2}}^{+}}{d P}=\exp \xi_{0}^{1}\left(f_{u_{1}, u_{2}}^{+}\right)
$$

Let $E_{u_{1}, u_{2}}^{+}$denote the expectation with respect to $P_{u_{1}, u_{2}}^{+}$. Since $w_{n+1}$ is a Brownian motion and $h$ and $g$ are independent of $x_{n+1}$, the expected payoff corresponding to the controls $u_{1}$ and $u_{2}$ is

$$
\begin{equation*}
E_{u_{1}, u_{2}}^{+}\left[g(x(1))+x_{n+1}(1)\right]=E_{u_{1}, u_{2}}\left[g(x(1))+\int_{0}^{1} h\left(s, x, u_{1}, u_{2}\right) d s\right] \tag{8.2.12}
\end{equation*}
$$

Define

$$
W_{u_{2}}^{+}(t)=\bigvee_{u_{1} \in \mathcal{U}_{1}} E_{u_{1}, u_{2}}^{+}\left[g(x(1))+x_{n+1}(1) \mid \Im_{t}^{+}\right]
$$

the supremum being in $L^{1}\left(\Omega^{+}\right)$. Let $C^{+}$denote the $\mathbf{R}^{n+1}$ valued continuous function on $[0,1]$ and $\Im_{t}^{+}$the $\sigma$-field on $C^{+}$generated up to time $t$. Let $\Phi^{+}=\left\{\phi:[0,1] \times C^{+} \rightarrow \mathbf{R}^{n+1}\right\}$ which satisfy:
(i) for each $t \in[0,1], \phi(t,$.$) is \Im_{t}^{+}$measurable,
(ii) for each $x \in C^{+}, \phi(., x)$ is Lebesgue measurable, and
(iii) $\left|\left(\sigma^{+}\right)^{-1}(t, x) \phi(t, x)\right| \leq M\left(1+\|x\|_{t}\right)$ where $\|x\|_{t}=\sup _{0 \leq s \leq t}|x(s)|$.

Write $\mathcal{D}=\left\{\exp \xi_{0}^{1}(\phi): \phi \in \Phi^{+}\right\}$. Because $\phi$ has linear growth $E^{+} \exp \xi_{0}^{1}(\phi)=1$ for all $\phi \in \Phi^{+}$, where $E^{+}$denotes the expectation with respect to $P^{+}$. Since $\mathcal{D}$ is weakly compact, we have the following result.

Theorem 8.2.4 There is a function $H \in \Phi^{+}$such that $\left(W_{u_{2}}^{+}(t), \Im_{t}^{+}, P^{*}\right)$ is a martingale. Here $P^{*}$ is defined on $\Omega^{+}$by

$$
\begin{equation*}
\frac{d P^{*}}{d P^{+}}=\exp \xi_{0}^{1}(H) \tag{8.2.13}
\end{equation*}
$$

If there is an optimal reply $u_{1}^{*}\left(u_{2}\right)$ for player $I$, take $H=f_{u_{1}^{*}\left(u_{2}\right), u_{2}}^{+}$.
This result states that, even if there not an optimal control, there is always a 'drift term' $H \in \Phi^{+}$whose corresponding measure gives the maximum value function

$$
\begin{gathered}
W_{u_{2}}^{+}(t)=\bigvee_{u_{1} \in \mathcal{U}_{1}} E_{u_{1}, u_{2}}^{+}\left[g(x(1))+x_{n+1}(1) \mid \Im_{t}^{+}\right] \\
=E^{*}\left[g(x(1))+x_{n+1}(1) \mid \Im_{t}^{+}\right]
\end{gathered}
$$

where $E^{*}$ denotes expectation with respect to $P^{*}$.
Under $P^{*}$, using Girsanov's theorem, we are considering an $n+1$ dimensional Brownian motion $w^{*}$ on ( $\Omega^{+}, P^{*}$ ) defined by

$$
\binom{d w^{*}}{d w_{n+1}^{*}}=\left(\begin{array}{cc}
\sigma^{-1} & 0 \\
0 & 1
\end{array}\right)\binom{d x-\widehat{H} d t}{d x_{n+1}-H_{n+1} d t}
$$

where $\widehat{H}$ denotes the first $n$ coordinates of $H$.
Since $h\left(t, x, u_{1}(t, x), u_{2}(t, x)\right)$ is independent of $x_{n+1}$, for any controls, the weak limit $H_{n+1}$ is independent of $x_{n+1}$, so any control $u_{1} \in U_{1}$ :

$$
\begin{aligned}
& E_{u_{1}, u_{2}}^{+}\left[g(x(1))+\int_{0}^{1} h\left(s, x, u_{1}, u_{2}\right) d s+w_{n+1}(1)-w_{n+1}(t) \mid \Im_{t}^{+}\right]+x_{n+1}(t) \\
& =E_{u_{1}, u_{2}}\left[g(x(1))+\int_{t}^{1} h\left(s, x, u_{1}, u_{2}\right) d s+w_{n+1}(1)-w_{n+1}(t) \mid \Im_{t}\right]+x_{n+1}(t)
\end{aligned}
$$

Taking supremum to obtain $W_{u_{2}}^{+}$we see

$$
W_{u_{2}}^{+}(t)=W_{t}^{u_{2}}+\int_{0}^{t} H_{n+1}(s) d s+w_{n+1}^{*}(t)
$$

Therefore

$$
W_{t}^{u_{2}}+\int_{0}^{t} H_{n+1}(s) d s+w_{n+1}^{*}(t)=E^{*}\left[g(x(1))+x_{n+1}(1) \mid \Im_{t}^{+}\right]
$$

Taking expectation with respect to $\Im_{t} \subset \Im_{t}^{+}$we have

$$
W_{t}^{u_{2}}+\int_{0}^{t} H_{n+1}(s) d s=E^{*}\left[g(x(1))+x_{n+1}(1) \mid \Im_{t}\right]
$$

Hence, $W_{t}^{u_{2}}+\int_{0}^{t} H_{n+1}(s) d s$ is a martingale on $\left(\Omega, \Im_{t}, P^{*}\right)$, and so can be represented as a stochastic integral, $B^{u_{2}}+\int_{0}^{t} g^{*} d w^{*}$, with respect to $n$-dimensional Brownian motion $w^{*}$ defined on $\left(\Omega, \Im_{t}, P^{*}\right)$ by

$$
\begin{equation*}
d w^{*}=\sigma^{-1} d x-\sigma^{-1} H d t \tag{8.2.14}
\end{equation*}
$$

Here $B^{u_{2}}=W_{0}^{u_{2}}$ and $g^{*}$ is a predictable process. Under any other control $u_{1} \in U_{1}$, as in Theorem 2.2, $W_{t}^{u_{2}}+\int_{0}^{t} h_{s}^{u_{1}, u_{2}} d s$ is a supermartingale and hence

$$
\begin{gather*}
W_{t}^{u_{2}}+\int_{0}^{t} h_{s}^{u_{1}, u_{2}} d s \\
=B^{u_{2}}+\int_{0}^{t} g^{*} d w_{s}^{u_{1}, u_{2}}+\int_{0}^{t}\left(g^{*} \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}, u_{2}}\right)-\left(g^{*} \sigma^{-1} \widehat{H}_{s}+H_{n+1}(s)\right) d s \tag{8.2.15}
\end{gather*}
$$

Since $w_{s}^{u_{1}, u_{2}}$ is a Brownian motion on ( $\Omega, P_{u_{1}, u_{2}}$ ) defined by

$$
d w_{s}^{u_{1}, u_{2}}=\sigma^{-1}\left(d x_{s}-f_{s}^{u_{1}, u_{2}} d s\right)
$$

the first integral on the right hand side of (8.2.15) is a stochastic integral and the second a decreasing process. Hence we have almost surely

$$
\begin{equation*}
g^{*} \sigma^{-1} \widehat{H}+H_{n+1} \geq g^{*} \sigma^{-1} f^{u_{1}, u_{2}}+h^{u_{1}, u_{2}} \tag{8.2.16}
\end{equation*}
$$

If there is a process $u_{1}^{*}\left(u_{2}\right)$ such that, almost surely,

$$
g^{*} \sigma^{-1} \widehat{H}+H_{n+1}=g^{*} \sigma^{-1} f^{u_{1}^{*}, u_{2}}+h^{u_{1}^{*}, u_{2}}
$$

then

$$
\begin{equation*}
W_{t}^{u_{2}}+\int_{0}^{t} h_{s}^{u_{1}^{*}, u_{2}} d s=B^{u_{2}}+\int_{0}^{t} g^{*} d w_{u_{1}^{*}\left(u_{2}\right), u_{2}}^{+} \tag{8.2.17}
\end{equation*}
$$

and so is a martingale. Therefore, $u_{1}^{*}\left(u_{2}\right)$ would be an optimal reply to $u_{2}$.
For the above process $g^{*}$, since $f$ and $h$ are continuous in the control variables $u_{1}$ and $u_{2}$ and the control spaces are compact, there is a measurable feedback control $u_{1}^{*}\left(u_{2}\right)$ such that almost surely

$$
\begin{equation*}
g^{*} \cdot \sigma^{-1} f^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h^{u_{1}^{*}\left(u_{2}\right), u_{2}} \geq g^{*} \cdot \sigma^{-1} f^{u_{1}, u_{2}}+h^{u_{1}, u_{2}} \tag{8.2.18}
\end{equation*}
$$

We will now show that such a control $u_{1}^{*}\left(u_{2}\right)$ is an optimal reply for Player $I$.
Let

$$
\Gamma_{s}\left(u_{1}, u_{2}\right)=g^{*} \cdot \sigma^{-1} f_{s}^{u_{1}, u_{2}}+h_{s}^{u_{1}, u_{2}}
$$

and

$$
\widehat{\Gamma}_{s}=g_{.}^{*} \cdot \sigma^{-1} \widehat{H}_{s}+H_{m+1}(s),
$$

and let $u_{1}^{*}\left(u_{2}\right)$ is selected as in (8.2.18) so that $\Gamma_{s}\left(u_{1}^{*}, u_{2}\right) \geq \Gamma_{s}\left(u_{1}, u_{2}\right)$. Then

$$
W_{t}^{u_{2}}+\int_{0}^{t} h_{s}^{u_{1}, u_{2}} d s=B^{u_{2}}+\int_{0}^{t} g^{*} d w_{u_{1}, u_{2}}^{+}+\int_{0}^{t}\left(\Gamma_{s}\left(u_{1}, u_{2}\right)-\widehat{\Gamma}_{s}\right) d s
$$

Taking expectations with respect to $\mu_{u_{1}, u_{2}}^{+}$at $t=1$ :

$$
\begin{align*}
E_{u_{1}, u_{2}}^{+}\left[g(x(1))+\int_{0}^{1} h_{s}^{u_{1}, u_{2}} d s\right] & =B^{u_{2}}+E_{u_{1}, u_{2}}^{+}\left[\int_{0}^{1}\left(\Gamma_{s}\left(u_{1}, u_{2}\right)-\widehat{\Gamma}_{s}\right) d s\right]  \tag{8.2.19}\\
& \leq B^{u_{2}}+E_{u_{1}, u_{2}}^{+}\left[\int_{0}^{1}\left(\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)-\widehat{\Gamma}_{s}\right) d s\right]
\end{align*}
$$

The left hand side of the inequality (8.2.19) is just $\psi_{0}^{u_{1}, u_{2}}$, so for any $n \in Z^{+}$there is a control $u_{1 n} \in U_{1}$ such that

$$
-E_{u_{1 n}, u_{2}}^{+}\left[\int_{0}^{1}\left(\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)-\widehat{\Gamma}_{s}\right) d s\right]<1 / n
$$

Writing

$$
-X=\int_{0}^{1}\left(\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)-\widehat{\Gamma}_{s}\right) d s
$$

The inequality (8.2.16) implies $X$ is positive almost surely, and $E^{+} \phi_{n} X \rightarrow 0$, where $\phi_{n}=$ $\exp \xi_{0}^{1}\left(f_{u_{1 n, u_{2}}}^{+}\right)$. Let $X^{N}=\min (N, X)$ for $N \in Z^{+}$, so $0 \leq X^{N} \leq X$ and $E^{+} \phi_{N} X^{N} \rightarrow 0$. By weak compactness of $\mathcal{D}$ there is a $\phi \in \mathcal{D}$ such that the $\phi_{n}$ converge to $\phi$ weakly, so

$$
\lim _{n \rightarrow \infty} E^{+} \phi_{n} X^{N}=E^{+} \phi X^{N}=0
$$

Since $\phi>0$ a.s., we have $X^{N}=0$ a.s. Therefore $X=0$ a.s., and hence

$$
\begin{equation*}
\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)=\widehat{\Gamma}_{s} \text { a.s. } \tag{8.2.20}
\end{equation*}
$$

Therefore we conclude that an optimal reply $u_{1}^{*}\left(u_{2}\right)$ exists for player $I$ in reply to any control $u_{2} \in U_{2}$ used by player $I I$.

We will now establish the existence, and obtain a characterization, of the optimal feedback control that player $I I$ should use if he chooses his control first. Assume that the player $I$ will always play his best reply $u_{1}^{*}\left(u_{2}\right) \in U_{1}$ in response to any control $u_{2} \in U_{2}$. Now the problem is how player $I I$, who is trying to minimize the payoff (8.2.3), should choose a $u_{2}^{*} \in U_{2}$ such that

$$
\begin{equation*}
\inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}} J\left(u_{1}, u_{2}\right)=\inf _{u_{2} \in U_{2}} J\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right) \tag{8.2.21}
\end{equation*}
$$

For any $u_{2} \in U_{2}$ and $t \in[0,1]$, if player $I$ plays $u_{1}^{*}\left(u_{2}\right)$, the expected terminal payoff is

$$
\psi_{u_{2}}(t)=E_{u_{1}^{*}\left(u_{2}\right), u_{2}}\left[g\left(x(\mathbf{1})+\int_{0}^{1} h^{u_{1}^{*}\left(u_{2}\right), u_{2}} d s \mid \Im_{t}\right]\right.
$$

Since $L^{1}(\Omega)$ is a complete lattice the infimum

$$
\begin{equation*}
V_{t}^{+}=\bigwedge_{u_{2} \in U_{2}} \psi_{u_{2}}(t) \tag{8.2.22}
\end{equation*}
$$

exists in $L^{1}(\Omega) . V_{t}^{+}$in (8.2.22) is called the \{textitupper value function of the differential game, and

$$
\begin{equation*}
V_{0}^{+}=\inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}} J\left(u_{1}, u_{2}\right) \tag{8.2.23}
\end{equation*}
$$

is the upper value of the game. One can obtain the following result [24].

## Theorem 8.2.5

(a) $u_{2}^{*} \in U_{2}$ is optimal for player II if and only if

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}} d s
$$

is a martingale on $\left(\Omega, \mathcal{A}_{t}, P_{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}}\right)$.
(b) In general, for $u_{2} \in U_{2}$,

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}\left(u_{2}\right), u_{2}} d s
$$

is a submartingale on $\left(\Omega, \mathcal{A}_{t}, P_{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)$.
From the above martingale representation, $u_{2}^{*} \in U_{2}$ is optimal for player $I I$ playing first if and only if there is a predictable process $g_{t}^{*}$ such that

$$
\int_{0}^{1}\left|g_{s}^{*}\right|^{2} d s<\infty a . s
$$

and

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}} d s=B^{*}+\int_{0}^{t} g^{*} d w_{s}^{*}
$$

Here the $w^{*}$ is the Brownian motion given by

$$
d w^{*}=\sigma^{-1}\left(d x-f^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}} d s\right)
$$

on $\left(\Omega, P_{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}}\right)$. For a general $u_{2} \in U_{2}$ the submartingale

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}\left(u_{2}\right), u_{2}} d s
$$

has a unique Doob-Mayer decomposition $B^{*}+M_{t}^{u_{2}}+A_{t}^{u_{2}}$, where $M_{t}^{u_{2}}$ is a martingale on $\left(\Omega, P_{u_{1}^{*}\left(u_{2}\right), u_{2}}\right)$ and $A_{t}^{u_{2}}$ is a predictable increasing process. Also, if $u_{2}^{*} \in U_{2}$ is optimal for player $I I$ playing first, then almost surely

$$
\begin{equation*}
g^{*} \cdot \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}}+h_{s}^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}} \leq g^{*} \cdot \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}} \tag{8.2.24}
\end{equation*}
$$

Conversely, without a priori assuming there is an optimal control $u_{2}^{*} \in U_{2}$, one can obtain an integral representation for $V_{t_{*}}^{+}$, and show that the measurable strategy, obtained by minimizing a Hamiltonian $g^{*} \cdot \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}$, exists and is optimal.

Theorem 8.2.6 There is a predictable process $g^{*}$ and $u_{2}^{*} \in U_{2}$ is optimal if and only if $u_{2}^{*}$ minimizes the Hamiltonian

$$
\begin{equation*}
\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)=g^{*} \cdot \sigma^{-1} f_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}+h_{s}^{u_{1}^{*}\left(u_{2}\right), u_{2}}, \text { a.s.in }(s, \omega) \tag{8.2.25}
\end{equation*}
$$

## The Isaacs condition

We have seen that,

$$
V_{0}^{+}=\inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}} J\left(u_{1}, u_{2}\right)
$$

represents the best outcome that players $I$ and $I I$ can ensure if player $I I$ chooses his feedback control first. Now we will define the lower value of the game,

$$
V_{0}^{-}=\sup _{u_{1} \in U_{1}} \inf _{u_{2} \in U_{2}} J\left(u_{1}, u_{2}\right)
$$

For $t \in[0,1], x \in C, u_{1} \in U_{1}, u_{2} \in U_{2}$ and $p \in \mathbf{R}^{n}$ write

$$
\begin{equation*}
L\left(t, x, p ; u_{1}, u_{2}\right)=p \cdot \sigma^{-1}(t, x) f\left(t, x, u_{1}, u_{2}\right)+h\left(t, x, u_{1}, u_{2}\right) \tag{8.2.26}
\end{equation*}
$$

The game is said to satisfy the Isaacs condition if, for all such $t, x, p$,

$$
\begin{equation*}
\min _{u_{2} \in U_{2}} \max _{u_{1} \in U_{1}} L\left(t, x, p ; u_{1}, u_{2}\right)=\max _{u_{1} \in U_{1}} \min _{u_{2} \in U_{2}} L\left(t, x, p ; u_{\mathbf{1}}, u_{2}\right) \tag{8.2.27}
\end{equation*}
$$

We say the game satisfies a saddle-point condition if the upper and lower values of an 'infinitesimal' game are equal, then $V_{0}^{+}=V_{0}^{-}$. Next result states that the game has a value under Isaacs condition.

Theorem 8.2.7 If the game satisfies the Isaacs condition then $V_{0}^{+}=V_{0}^{-}$.
Proof. Note that for $u_{i} \in U_{i}, i=1,2$

$$
\Gamma_{s}\left(u_{1}, u_{2}\right)=L\left(s, x, g^{*} ; u_{1}(t, x), u_{2}(t, x)\right)
$$

where $g^{*}$ is the predictable process introduced earlier. Also, for any $u_{2} \in U_{2}$ we proved that there exists a strategy $u_{1}^{*}\left(u_{2}\right) \in U_{1}$ such that

$$
\Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)=\max _{u_{1} \in U_{1}} \Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right)
$$

and then that there is a $u_{2}^{*} \in U_{2}$ such that

$$
\begin{aligned}
\Gamma_{s}\left(u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}\right) & =\min _{u_{2} \in U_{2}} \Gamma_{s}\left(u_{1}^{*}\left(u_{2}\right), u_{2}\right) \text { a.s. } \\
& =\min _{u_{2} \in U_{2}} \max _{u_{1} \in U_{1}} \Gamma_{s}\left(u_{1}, u_{2}\right) \text { a.s. }
\end{aligned}
$$

We also had a representation

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}} d s=B^{*}+\int_{0}^{t} g^{*} d w_{s}^{*} a . s
$$

Because $f$ and $u_{1}$ are continuous in $u_{1}$ and $u_{2}$ and $U_{1}$ and $U_{2}$ are compact, for any $u_{1} \in U_{1}$ there exists a strategy $u_{2}^{*}\left(u_{1}\right) \in U_{2}$ such that

$$
\Gamma_{s}\left(u_{1}, u_{2}^{*}\left(u_{1}\right)\right)=\min _{u_{2} \in U_{2}} \Gamma_{s}\left(u_{1}, u_{2}\right) \text { a.s. }
$$

Similarly there is a $u_{1}^{*} \in U_{1}$ such that

$$
\begin{aligned}
\Gamma_{s}\left(u_{1}^{*}, u_{2}^{*}\left(u_{1}^{*}\right)\right) & =\max _{u_{1} \in U_{1}} \Gamma_{s}\left(u_{1}, u_{2}^{*}\left(u_{1}\right)\right) \text { a.s. } \\
& =\max _{u_{1} \in U_{1}} \min _{u_{2} \in U_{2}} \Gamma_{s}\left(u_{1}, u_{2}\right) \text { a.s. }
\end{aligned}
$$

Since the Isaacs condition (8.2.27) holds

$$
\Gamma_{s}\left(u_{1}^{*}, u_{2}^{*}\left(u_{1}^{*}\right)\right)=\Gamma_{s}\left(u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}\right) \text { a.s. }
$$

Now for any $u_{2} \in U_{2}$

$$
\Gamma_{s}\left(u_{1}^{*}, u_{2}^{*}\left(u_{1}^{*}\right)\right) \leq \Gamma_{s}\left(u_{1}^{*}, u_{2}\right) \text { a.s. }
$$

and for any $u_{1} \in U_{1}$

$$
\Gamma_{s}\left(u_{1}, u_{2}^{*}\right) \leq \Gamma_{s}\left(u_{1}^{*}\left(u_{2}^{*}\right), u_{2}^{*}\right) \text { a.s. }
$$

hence

$$
\Gamma_{s}\left(u_{1}, u_{2}^{*}\right) \leq \Gamma_{s}\left(u_{1}^{*}, u_{2}^{*}\right) \leq \Gamma_{s}\left(u_{1}^{*}, u_{2}\right) a . s .
$$

Therefore

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}^{*}, u_{2}^{*}} d s=B^{*}+\int_{0}^{t} g^{*} d w_{s}^{u_{1}^{*}, u_{2}^{*}} \text { a.s. }
$$

where

$$
d w_{s}^{u_{1}^{*}, u_{2}^{*}}=\sigma^{-1}\left(d x_{s}-f_{s}^{u_{1}^{*}, u_{2}^{*}} d s\right)
$$

is a Brownian motion under $P_{u_{1}^{*}, u_{2}^{*}}$. For any other $u_{1} \in U_{1}$ :

$$
V_{t}^{+}+\int_{0}^{t} h^{u_{1}, u_{2}^{*}} d s=B^{*}+\int_{0}^{t} g^{*} d w_{s}^{u_{1}, u_{2}^{*}}+\int_{0}^{t}\left(\Gamma_{s}\left(u_{1}, u_{2}^{*}\right)-\Gamma_{s}\left(u_{1}^{*}, u_{2}^{*}\right)\right) d s
$$

Taking expectations at $t=1$ with respect to $P_{u_{1}, u_{2}^{*}}$

$$
E_{u_{1}, u_{2}^{*}}\left[g(x(1))+\int_{0}^{1} h_{s}^{u_{1}, u_{2}^{*}} d s\right]=J\left(u_{1}, u_{2}^{*}\right) \leq J^{*}=J\left(u_{1}^{*}, u_{2}^{*}\right)
$$

Similarly one can show that

$$
J\left(u_{1}^{*}, u_{2}^{*}\right) \leq J\left(u_{1}^{*}, u_{2}\right)
$$

Therefore, if Isaacs condition is satisfied

$$
\sup _{u_{1} \in U_{1}} \inf _{u_{2} \in U_{2}} J\left(u_{1}, u_{2}\right)=\inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}} J\left(u_{1}, u_{2}\right)=J^{*}
$$

hence the upper and lower value of the differential game are equal. One can also show that if the upper and lower values are equal then

$$
\max _{u_{1} \in U_{1}} \min _{u_{2} \in U_{2}} L\left(t, x, g^{*} ; u_{1}, u_{2}\right)=\min _{u_{2} \in U_{2}} \max _{u_{1} \in U_{1}} L\left(t, x, g^{*} ; u_{1}, u_{2}\right) \text { a.s. }
$$

In this subsection, using the martingale methods we have proved the existence of value for the game under the Isaacs condition as well as characterized the optimal strategies.

### 8.2.2 Two person zero-sum games and viscosity solutions

In this subsection, we present briefly some key elements of the viscosity solutions method for the theory of two person zero-sum stochastic differential games. For more details we refer to [35] and [34]. For $s \in[t, T]$, consider the dynamics

$$
\begin{equation*}
d x_{s}=f\left(x_{s}, s, u_{1 s}, u_{2 s}\right) d s+\sigma\left(x_{s}, s, u_{1 s}, u_{2 s}\right) d w_{s} \tag{8.2.28}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
x_{t}=x\left(x \in \mathbf{R}^{n}\right) \tag{8.2.29}
\end{equation*}
$$

where $w$ is a standard $m$-dimensional Brownian motion. The payoff is given by

$$
\begin{equation*}
J_{x, t}\left(u_{1}, u_{2}\right)=E_{x, t}\left\{\int_{t}^{T} h\left(x_{s}, s, u_{1 s}, u_{2 s}\right) d s+g\left(x_{T}\right)\right\} \tag{8.2.30}
\end{equation*}
$$

Here $u_{1}$ and $u_{2}$ are stochastic processes taking values in the given compact sets $U_{1} \subset \mathbf{R}^{k}$ and $U_{2} \subset \mathbf{R}^{l}$. Assume that $f: \mathbf{R}^{n} \times[0, T] \times U_{1} \times U_{2} \rightarrow \mathbf{R}^{n}$ is uniformly continuous and satisfies, for some constant $C_{1}$ and all $t, \widehat{t} \in[0, T], x, \widehat{x} \in \mathbf{R}^{n}, u_{i} \in U_{i}, i=1,2$,

$$
\left\{\begin{array}{c}
\left|f\left(x, t, u_{1}, u_{2}\right)\right| \leq C_{1}  \tag{8.2.31}\\
\left|f\left(x, t, u_{1}, u_{2}\right)-f\left(\widehat{x}, \widehat{t}, u_{1}, u_{2}\right)\right| \leq C_{1}(|x-\widehat{x}|+|t-\widehat{t}|)
\end{array}\right.
$$

$h: \mathbf{R}^{n} \times[0, T] \times U_{1} \times U_{2} \rightarrow \mathbf{R}$ is uniformly continuous and satisfies, for some constant $C_{2}$,

$$
\left\{\begin{array}{c}
\left|h\left(x, t, u_{1}, u_{2}\right)\right| \leq C_{2}  \tag{8.2.32}\\
\left|h\left(x, t, u_{1}, u_{2}\right)-h\left(\widehat{x}, \widehat{t}, u_{1}, u_{2}\right)\right| \leq C_{2}(|x-\widehat{x}|+|t-\widehat{t}|)
\end{array}\right.
$$

and $g: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ satisfies

$$
\left\{\begin{array}{c}
|g(x)| \leq C_{3}  \tag{8.2.33}\\
|g(x)-g(\widehat{x})| \leq C_{3}(|x-\widehat{x}|)
\end{array}\right.
$$

Also the $n \times m$ matrix $\sigma$ is bounded uniformly continuous and Lipschitz continuous with respect to $x$. On a probability space ( $\Omega, \Im, P$ ), set

$$
U_{i}(t) \equiv\left\{u_{i}:[t, T] \rightarrow U_{i} \text { measurable }\right\}, \quad i=1,2
$$

These are the sets of all controls for players $I$ and $I I$. We consider the controls that agree a.e. are the same.

Define any mapping

$$
\alpha: U_{2}(t) \rightarrow U_{1}(t)
$$

to be a strategy for $I$ (beginning at time $t$ ) provided for each $s \in[t, T]$ and $u_{2}, \widehat{u}_{2} \in U_{2}(t)$

$$
\begin{equation*}
\text { if } u_{2}=\widehat{u}_{2} \text { a.e. in }[t, s], \text { then } \alpha\left[u_{2}\right]=\alpha\left[\widehat{u}_{2}\right] \text { a.s.in }[t, s] . \tag{8.2.34}
\end{equation*}
$$

Similarly a mapping

$$
\beta: U_{1}(t) \rightarrow U_{2}(t)
$$

is a strategy for player $I I$ provided for each $s \in[t, T]$ and $u_{1}, \widehat{u}_{1} \in U_{1}(t)$

$$
\begin{equation*}
i f u_{1}=\widehat{u}_{1} \text { a.e. in }[t, s], \text { then } \beta\left[u_{1}\right]=\beta\left[\widehat{u}_{1}\right] \text { a.e. in }[t, s] . \tag{8.2.35}
\end{equation*}
$$

Denote by $\Gamma_{i}(t), i=1,2$, the set of all strategies for players $I$ and $I I$, respectively, beginning at time $t$. At this point we note that there are some serious measurability problems that need to be addressed in the characterization of strategies for stochastic games. For a detailed account on the concept of measurability in the stochastic case and how to overcome this difficulty, we refer to [34]. Define the lower and upper values $V$ and $U$ by

$$
\begin{equation*}
V(x, t)=\inf _{\beta \in \Gamma_{2}(t)} \sup _{u_{1} \in U_{1}(t)} J_{x, t}\left(u_{1}, \beta\left[u_{1}\right]\right) \tag{8.2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
U(t, x)=\sup _{\alpha \in \Gamma_{1}(t)} \inf _{u_{2} \in U_{2}(t)} J_{x, t}\left(\alpha\left(u_{2}\right), u_{2}\right) \tag{8.2.37}
\end{equation*}
$$

The $U$ and $V$ satisfy the dynamic programming principle which for simplicity is stated with $h \equiv 0$. The proof of this result rests on the results about uniqueness of viscosity solutions to fully nonlinear second-order PDE as well as some appropriate discretization of the game in time but not in space and we refer the reader to [34].

Theorem 8.2.8 Let $t, \tau \in[0, T]$ be such that $t \leq \tau$. For every $x \in \mathbf{R}^{n}$

$$
\begin{equation*}
V(x, t)=\inf _{\beta \in \Gamma_{2}(t)} \sup _{u_{1} \in U_{1}(t)} E_{x, t}\left\{V\left(x_{\tau}, \tau\right)\right\} \tag{8.2.38}
\end{equation*}
$$

and

$$
\begin{equation*}
U(x, t)=\sup _{\alpha \in \Gamma_{1}(t)} \inf _{u_{2} \in U_{2}(t)} E_{x, t}\left\{U\left(x_{\tau}, \tau\right)\right\} \tag{8.2.39}
\end{equation*}
$$

With this result, one can study the connections between $U$ and $V$ and the associated Bellman-Isaacs equations which are of the form

$$
\left\{\begin{array}{c}
y_{t}+H\left(D^{2} y, D y, x, t\right)=0 \text { in } \mathbf{R}^{n} \times[0, T]  \tag{8.2.40}\\
y=g \text { on } \mathbf{R}^{n} \times\{T\}
\end{array}\right.
$$

with

$$
\begin{align*}
H(A, p, x, t) & =H^{-}(A, p, x, t) \\
& =\max _{u_{1} \in U_{1}} \min _{u_{2} \in U_{2}}\left[\frac{1}{2} \operatorname{tr}\left(a\left(x, t, u_{1}, u_{2}\right) A+f\left(x, t, u_{1} u_{2}\right) \cdot p+h\left(x, t, u_{1}, u_{2}\right)\right]\right. \tag{8.2.41}
\end{align*}
$$

and

$$
\begin{align*}
H(A, p, x, t) & =H^{+}(A, p, x, t) \\
& =\min _{u_{2} \in U_{2}} \max _{u_{1} \in U_{1}}\left[\frac{1}{2} \operatorname{tr}\left(a\left(x, t, u_{1}, u_{2}\right) A+f\left(x, t, u_{1} u_{2}\right) \cdot p+h\left(x, t, u_{1}, u_{2}\right)\right]\right. \tag{8.2.42}
\end{align*}
$$

where

$$
a=\sigma \sigma^{T}
$$

We will now give the definition of viscosity solution for (8.2.40) and a comparison principle.
Definition 8.2.9 A continuous function $y: \mathbf{R}^{n} \times[0, T] \rightarrow \mathbf{R}$ is a viscosity solution (resp. supersolution) of (8.2.40) if

$$
\begin{equation*}
y \leq g \text { on } \mathbf{R}^{n} \times\{T\} \tag{8.2.43}
\end{equation*}
$$

(resp.

$$
\begin{equation*}
\left.y \geq g \text { on } \mathbf{R}^{n} \times\{T\}\right) \tag{8.2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi_{t}(x, t)+H\left(D^{2} \phi(x, t), D \phi(x, t), x, t\right) \geq 0 \tag{8.2.45}
\end{equation*}
$$

(resp.

$$
\begin{equation*}
\left.\phi_{t}(x, t)+H\left(D^{2} \phi(x, t), D \phi(x, t), x, t\right) \leq 0\right) \tag{8.2.46}
\end{equation*}
$$

for every smooth function $\phi$ and any local maximum (resp. minimum) $(x, t)$ of $y-\phi$.

Following result is obtained in [57].
Theorem 8.2.10 Assume that the functions $f, g, h$, and $\sigma$ are bounded and Lipschitz continuous. If $z$ and $\widetilde{z}$ (resp. $y$ and $\widetilde{y}$ ) are viscosity subsolution and supersolution of (8.2.40) with $H$ given by (8.2.41) (resp. of (8.2.40) with $H$ given by (8.2.42)) with terminal data $g$ and $\widetilde{g}$ and if $g \leq \widetilde{g}$ on $\mathbf{R}^{n} \times\{T\}$, then $z \leq \widetilde{z}$ (resp., $y \leq \widetilde{y}$ ) on $\mathbf{R}^{n} \times[0, T]$.

Following is the main result for the zero-sum stochastic differential game problem with two players which is stated with out proof. The proof is given in [34] which is tedious and involve several approximation procedures.

## Theorem 8.2.11

(i) The lower value $V$ is the unique viscosity solution of (8.2.40) with $H$ as in (8.2.41).
(ii) The upper value $U$ is the unique viscosity solution of (8.2.40) with $H$ as in (8.2.42).

For the dynamics in (8.2.28) with initial time $t=0$, and for a discounted payoff

$$
\begin{equation*}
J\left(u_{1}, u_{2}\right)=E\left\{\int_{0}^{\infty} e^{-\lambda s} h\left(x(s), u_{1}(s), u_{2}(s)\right) d s\right\} \tag{8.2.47}
\end{equation*}
$$

the existence of value function is obtained by [106] using a different approach. The so-called sub- and super-optimality inequalities of dynamic programming are used in the proofs. In this approach to the existence of value functions, one starts with solutions of the upper and lower Bellman-Isaacs equations which exist by the general theory and then prove that they must satisfy certain optimality inequalities which in turn yield solutions that are equal to the value functions.

### 8.2.3 Stochastic differential games with multiple modes

In [28], two person stochastic differential games with multiple modes are studied. The state of the system at time $t$ is given by a pair $(x(t), \theta(t)) \in \mathbf{R}^{n} \times S$, where $S=\{1,2, \ldots, N\}$. The discrete component $\theta(t)$ describes the various modes of the system. The continuous component $x(t)$ is governed by a "controlled diffusion process" with drift vector which depends on the discrete component $\theta(t)$. Thus $x(t)$ switches from one diffusion path to another at random times as the mode $\theta(t)$ changes. The discrete component $\theta(t)$ is a "controlled Markov chain" with transition rate matrix depending on the continuous component. The evolution of the process $(x(t), \theta(t))$ is given by the following equations

$$
\begin{gather*}
d x(t)=b\left(x(t), \theta(t), u_{1}(t), u_{2}(t)\right) d t+\sigma(x(t), \theta(t)) d w(t)  \tag{8.2.48}\\
P(\theta(t+\delta t)=j \mid \theta(t)=i, x(s), \theta(s), s \leq t)=\lambda_{i j}(x(t)) \delta t+o(\delta t), i \neq j \tag{8.2.49}
\end{gather*}
$$

for $t \geq 0, x(0)=x \in \mathbf{R}^{n}, \theta(0)=i \in S$, where $b, \sigma, \lambda$ are suitable functions. In a zero sum game player $I$ is trying to maximize and player $I I$ is trying to minimize the expected payoff

$$
\begin{equation*}
J_{x, i}\left(u_{1}, u_{2}\right)=E_{x, i}\left[\int_{0}^{\infty} e^{-\alpha t} r\left(x(t), \theta(t), u_{1}(t), u_{2}(t)\right) d t\right] \tag{8.2.50}
\end{equation*}
$$

over their respective admissible strategies, where $\alpha>0$ is the discount factor and $r$ : $\mathbf{R}^{n} \times S \times U_{1} \times U_{2} \rightarrow \mathbf{R}$ is the payoff function and is defined by

$$
r\left(x, i, u_{1}, u_{2}\right)=\int_{V_{2}} \int_{V_{1}} \bar{r}\left(x, i, v_{1}, v_{2}\right) u_{1}\left(d v_{1}\right) u_{2}\left(d v_{2}\right)
$$

Here $V_{l}, l=1,2$ are compact metric spaces and $U_{l}=\mathcal{P}\left(V_{l}\right)$ the space of probability measures on $V_{l}$ endowed with the topology of weak convergence and $\bar{r}: \mathbf{R}^{n} \times S \times V_{1} \times V_{2} \rightarrow \mathbf{R}$. Also let

$$
\begin{gathered}
\bar{b}: \mathbf{R}^{n} \times S \times V_{1} \times V_{2} \rightarrow \mathbf{R}^{n} \\
\sigma: \mathbf{R}^{n} \times S \rightarrow \mathbf{R}^{n \times n} \\
\lambda_{i j}: \mathbf{R}^{n} \rightarrow \mathbf{R}, 1 \leq i, j \leq N, \lambda_{i j} \geq 0, i \neq j, \sum_{j=1}^{N} \lambda_{i j}=0 .
\end{gathered}
$$

The following assumption is made.
(A2.1)
(i) For each $i \in S, \bar{b}(., i, .,),. \bar{r}(., i, .,$.$) is bounded, continuous and Lipschitz in its first$ argument uniformly with respect to the rest.
(ii) For each $i \in S, \sigma(., i)$ is bounded and Lipschitz with the least eigenvalue of $\sigma \sigma^{\prime}(., i)$ uniformly bounded away from zero.
(iii) For $i, j \in S, \lambda_{i j}($.$) is bounded and Lipschitz continuous.$

Define

$$
b_{k}\left(x, i, u_{\mathbf{1}}, u_{2}\right)=\int_{V_{1}} \int_{V_{2}} \bar{b}_{k}\left(x, i, v_{\mathbf{1}}, v_{2}\right) u_{1}\left(d v_{1}\right) u_{2}\left(d v_{2}\right), k=1, \ldots, n
$$

and

$$
b\left(x, i, u_{1}, u_{2}\right)=\left[b_{1}\left(x, i, u_{1}, u_{2}\right), \ldots, b_{n}\left(x, i, u_{1}, u_{2}\right)\right]^{\prime}
$$

If $u_{l}()=.v_{l}(x(),. \theta()$.$) for a measurable v_{l}: \mathbf{R}^{n} \times S \rightarrow U_{l}$, then $u_{l}($.$) is called a Markov$ strategy for the $l$ th player. Let $M_{l}$ denote the set of Markov strategies for player $l$. A strategy $u_{l}($.$) is called pure if u_{l}$ is a Dirac measure, i.e., $u_{l}()=.\delta_{v_{l}}($.$) , where v_{l}($.$) is a V_{l}$ valued nonanticipative process. For $p \geq 1$ define

$$
W_{l o c}^{2, p}\left(\mathbf{R}^{n} \times S\right)=\left\{f: \mathbf{R}^{n} \times S \rightarrow \mathbf{R}: \text { foreach } i \in S, f(., i) \in W_{l o c}^{2, p}\left(\mathbf{R}^{n}\right)\right\}
$$

$W_{l o c}^{2, p}\left(\mathbf{R}^{n} \times S\right)$ is endowed with the product topology of $\left(W_{l o c}^{2, p}\left(\mathbf{R}^{n}\right)\right)^{N}$. For $f \in W_{l o c}^{2, p}\left(\mathbf{R}^{n} \times S\right)$ write

$$
\begin{equation*}
L^{v_{1}, v_{2}} f(x, i)=L_{i}^{v_{1}, v_{2}} f(x, i)+\sum_{j=1}^{N} \lambda_{i j} f(x, j) \tag{8.2.51}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{i}^{v_{1}, v_{2}} f(x, i)=\sum_{j=1}^{n} \bar{b}_{j}\left(x, i, v_{1}, v_{2}\right) \frac{\partial f(x, i)}{\partial x_{j}}+\frac{1}{2} \sum_{j, k=1}^{n} a_{j k}(x, i) \frac{\partial^{2} f(x, i)}{\partial x_{j} \partial x_{k}} \tag{8.2.52}
\end{equation*}
$$

Here $a_{j k}(x, i)=\sum_{l=1}^{n} \sigma_{j l}(x, i) \sigma_{k l}(x, i)$. Define

$$
\begin{equation*}
L^{u_{1}, u_{2}} f(x, i)=\int_{V_{1}} \int_{V_{2}} L^{v_{1}, v_{2}} f(x, i) u_{1}\left(d v_{1}\right) u_{2}\left(d v_{2}\right) \tag{8.2.53}
\end{equation*}
$$

The Isaacs equation for this problem is given by

$$
\begin{align*}
\inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}} & {\left[L^{u_{1}, u_{2}} \phi(x, i)+r\left(x, i, u_{1}, u_{2}\right)\right] }  \tag{8.2.54}\\
& =\sup _{u_{1} \in U_{1}} \inf _{u_{2} \in U_{2}}\left[L^{u_{1}, u_{2}} \phi(x, i)+r\left(x, i, u_{1}, u_{2}\right)\right] \\
& =\alpha \phi(x, i)
\end{align*}
$$

This is a quasilinear system of uniformly elliptic equations with weak coupling in the sense that the coupling occurs only in the zeroth order term. Now we will state the following results from [28] and for the proofs, we refer to [28].
Theorem 8.2.12 . Under (A2.1) the equation (8.2.54) has a unique solution in $C^{2}\left(\mathbf{R}^{n} \times S\right) \cap$ $C_{b}\left(\mathbf{R}^{n} \times S\right)$.

Next result characterizes the optimal Markov strategies for both players.
Theorem 8.2.13 Assume (A2.1). Let $u_{1}^{*} \in M_{1}$ be such that

$$
\begin{align*}
& \inf _{u_{2} \in U_{2}}\left[\sum_{j=1}^{n} b_{j}\left(x, i, u_{1}^{*}(x, i), u_{2}\right) \frac{\partial V(x, i)}{\partial x_{j}}\right. \\
& \\
& \left.+\sum_{j=1}^{N} \lambda_{i j}(x) V(x, j)+r\left(x, i, u_{1}^{*}(x, i), u_{2}\right)\right] \\
& =\sup _{u_{1} \in U_{1}} \inf _{u_{2} \in U_{2}}\left[\sum_{j=1}^{n} b_{j}\left(x, i, u_{1}, u_{2}\right) \frac{\partial V(x, i)}{\partial x_{j}}\right.  \tag{8.2.55}\\
& \\
& \left.\quad+\sum_{j=1}^{N} \lambda_{i j}(x) V(x, j)+r\left(x, i, u_{1}, u_{2}\right)\right]
\end{align*}
$$

for each $i$ and a.e. $x$. Then $u_{1}^{*}$ is optimal for player I. Similarly, let $u_{2}^{*} \in M_{2}$ be such that

$$
\begin{align*}
& \sup _{u_{1} \in U_{1}}\left[\sum_{j=1}^{n} b_{j}\left(x, i, u_{1}, u_{2}^{*}(x, i)\right) \frac{\partial V(x, i)}{\partial x_{j}}\right. \\
&\left.+\sum_{j=1}^{N} \lambda_{i j}(x) V(x, j)+r\left(x, i, u_{1}, u_{2}^{*}(x, i)\right)\right] \\
&= \inf _{u_{2} \in U_{2}} \sup _{u_{1} \in U_{1}}\left[\sum_{j=1}^{n} b_{j}\left(x, i, u_{1}, u_{2}\right) \frac{\partial V(x, i)}{\partial x_{j}}\right. \\
&\left.+\sum_{j=1}^{N} \lambda_{i j}(x) V(x, j)+r\left(x, i, u_{1}, u_{2}\right)\right] \tag{8.2.56}
\end{align*}
$$

for each $i$ and a.e. $x$. Then $u_{2}^{*}$ is optimal for player $I I$.

This kind of game typically occurs in a pursuit-evasion problem where an interceptor tries to destroy a specific target. Due to swift maneuvering of the evader and the corresponding response by the interceptor the trajectories keep switching rapidly.

In [43], the problem of the numerical solution of the nonlinear partial differential equation associated with the game is considered. In general, due to the nonlinearities and to the nonellipticity or nonparabolicity of these equations, the available theory is not very helpful in choosing finite difference approximations, guaranteeing the convergence of the iterative procedures, or providing an interpretation of the approximation. For a specific problem, a finite difference scheme is given in [43] so that the convergence of the iterative process is guaranteed. With the development of weak convergence theory for game problems, [84], and the numerical methods described in [65], it is possible to develop computational methods for stochastic differential games.

### 8.3 N-Person stochastic differential games

Now we will deal with the stochastic differential game problem where $N$ players are simultaneously controlling the evolution of a system. The approach that we are going to use in this section is based on occupation measures as described in [18]. In this framework the game problem is viewed as a multidecision optimization problem on the set of canonically induced probability measures on the trajectory space by the joint state and action processes. Each of the payoff criteria, such as discounted on the infinite horizon, limiting average, payoff up to an exit time etc., are associated with the concept of an occupation measure so that the total payoff becomes the integral of some function with respect to this measure. Then the differential game problem reduces to a static game problem on the set of occupation measures, the dynamics of the game being captured in these measures. This set is shown to be compact and convex. A fixed point theorem for point-to-set mapping is used to show the existence of equilibrium in the sense of Nash.

Let $V_{i}, i=1,2, \ldots, N$ be compact metric spaces and $U_{i}=\mathcal{P}\left(V_{i}\right)$ be the space of probability measures on $V_{i}$ with Prohorov topology. Let $V=V_{1} \times V_{2} \times \cdots \times V_{N}$ and $U=U_{1} \times U_{2} \times \cdots \times U_{N}$. Let

$$
\begin{aligned}
\bar{m}(., .) & =\left[\bar{m}_{1}(., .), \ldots, \bar{m}_{d}(., .)\right]^{T}: \mathbf{R}^{d} \times V \rightarrow \mathbf{R} \\
\sigma & =\left[\left[\sigma_{i j}(.)\right]\right], 1 \leq i, j \leq d,: \mathbf{R}^{d} \rightarrow \mathbf{R}^{d \times d}
\end{aligned}
$$

be bounded continuous maps such that $\bar{m}$ is Lipschitz in its first argument uniformly with respect to the rest and $\sigma$ is Lipschitz with the least eigenvalue of $\sigma \sigma^{T}$ (.) uniformly bounded away from zero. Define, for $x \in \mathbf{R}^{d}, u=\left(u_{1}, \ldots, u_{N}\right) \in U$,

$$
m(., .)=\left[m_{1}(., .), \ldots, m_{d}(., .)\right]^{T}: \mathbf{R}^{d} \times U \rightarrow \mathbf{R}^{d}
$$

by

$$
\begin{aligned}
m_{i}(x, u) & =\int_{V_{N}} \ldots \int_{V_{1}} \bar{m}_{i}\left(x, y_{1}, \ldots, y_{N}\right) u_{1}\left(d y_{1}\right) \ldots u_{N}\left(d y_{N}\right) \\
& \doteq \int_{V} \bar{m}_{i}(x, y) u^{\prime}(d y)
\end{aligned}
$$

where $y \in V$. Let $x($.$) be an \mathbf{R}^{d}$-valued process given by the following controlled stochastic differential equation of Ito type

$$
\begin{gather*}
d x(t)=m(x(t), u(t)) d t+\sigma(x(t)) d w(t), t \geq 0  \tag{8.3.57}\\
x(0)  \tag{8.3.58}\\
=x_{0}
\end{gather*}
$$

where,
(i) $x_{0}$ is a prescribed random variable,
(ii) $w()=.\left[w_{1}(.), \ldots, w_{d}(.)\right]^{T}$ is a standard Wiener process independent of $x_{0}$,
(iii) $u()=.\left(u_{1}(),. \ldots, u_{N}().\right)$, where $u_{i}($.$) is a U_{i}$-valued process satisfying: for $t_{1} \geq t_{2} \geq t_{3}$, $w\left(t_{1}\right)-w\left(t_{2}\right)$ is independent of $u(t), t \leq t_{3}$.

Such a process $u_{i}($.$) will be called an admissible strategy for the i$ th player. If $u_{i}()=.v_{i}(x()$. for a measurable $v_{i}: \mathbf{R}^{d} \rightarrow U_{i}$, then $u_{i}($.$) is called a Markov strategy for the i$ th player. A strategy $u_{i}($.$) is called pure if u_{i}$ is a Dirac measure, i.e., $u_{i}()=.\delta_{y_{i}(.)}$ where $y_{i}($.$) is a V_{i^{-}}$ valued process. If for each $i=1, \ldots, N, u_{i}()=.v_{i}(x()$.$) for some measurable v_{i}: \mathbf{R}^{d} \rightarrow U_{i}$, then (8.3.57) admits a unique strong solution which is Feller process [113]. Let $A_{i}, M_{i}$, $i=1,2, \ldots, N$ denote the set of arbitrary admissible, resp. Markov strategies for the $i$ th player. An $N$-tuple of Markov strategies $v=\left(v_{1}, \ldots, v_{N}\right) \in M$ is called stable if the corresponding process is positive recurrent and thus has a unique invariant measure $\eta(v)$. For any $f \in W_{l o c}^{2, p}\left(\mathbf{R}^{d}\right), p \geq 2, x \in \mathbf{R}^{d}, u \in V$, let

$$
\begin{equation*}
(L f)(x, u)=\frac{1}{2} \sum_{i, j, k=1}^{d} \sigma_{i k}(x) \sigma_{j k}(x) \frac{\partial^{2} f(x)}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d} \bar{m}_{i}(x, u) \frac{\partial f(x)}{\partial x_{i}} \tag{8.3.59}
\end{equation*}
$$

and for any $v \in U$

$$
\begin{equation*}
\left(L_{v} f\right)(x)=\int_{V_{N}} \ldots \int_{V_{1}}(L f)(x, y) v_{1}(x)\left(d y_{1}\right) \ldots v_{N}(x)\left(d y_{N}\right) \tag{8.3.60}
\end{equation*}
$$

For an $N$-tuple $y=\left(y_{1}, \ldots, y_{N}\right)$, denote $y^{\widehat{k}}=\left(y_{1}, \ldots, y_{k-1}, y_{k+1}, \ldots, y_{N}\right)$ and $\left(y^{\widehat{k}}, \widetilde{y}^{k}\right)=$ $\left(y_{1}, \ldots, y_{k-1}, \widetilde{y}_{k}, y_{k+1}, \ldots, y_{N}\right)$.

For each $k=1, \ldots, N$, let $\bar{r}_{k}: \mathbf{R}^{d} \times V \rightarrow \mathbf{R}$ be bounded continuous functions. When the state is $x$ and actions $v \in V$ are chosen by the players then the player $k$ receives a payoff $\bar{r}_{k}(x, v)$. For $\boldsymbol{x} \in \mathbf{R}^{d}, u \in U$, let $r_{k}: \mathbf{R}^{d} \times U \rightarrow \mathbf{R}$ be defined by

$$
\begin{equation*}
r_{k}(x, u)=\int_{V_{N}} \ldots \int_{V_{1}} \bar{r}_{k}\left(x, y_{1}, \ldots, y_{n}\right) u_{1}\left(d y_{1}\right) \ldots u_{N}\left(d y_{N}\right) \tag{8.3.61}
\end{equation*}
$$

Each player wants to maximize his accumulated income. We will now consider two evaluation criteria: discounted payoff on the infinite horizon, and ergodic payoff.

### 8.3.1 Discounted payoff on the infinite horizon

Let $\lambda>0$ be the discount factor and let $u \in A=A_{1} \times \cdots \times A_{N}$. Let $x($.$) be the solution of$ (8.3.57) corresponding to $u$. The discounted payoff to player $k$ for initial condition $x \in \mathbf{R}^{d}$ is defined by

$$
\begin{equation*}
R_{\lambda}^{k}[u](x)=E_{u}\left[\int_{0}^{\infty} e^{-\lambda t} r_{k}(x(t), u(t)) d t \mid x(0)=x\right] \tag{8.3.62}
\end{equation*}
$$

For an initial law $\pi \in \mathcal{P}\left(\mathbf{R}^{d}\right)$ the payoff is

$$
\begin{equation*}
R_{\lambda}^{k}[u](\pi)=\int_{\mathbf{R}^{d}} R_{\lambda}^{k}[u](x) \pi(d x) \tag{8.3.63}
\end{equation*}
$$

An $N$-tuple of strategies $u^{*}=\left(u_{1}^{*}, \ldots, u_{N}^{*}\right) \in A_{1} \times \cdots \times A_{N}$ is said to be a discounted equilibrium (in the sense of Nash) for initial law $\pi$ if for any $k=1, \ldots, N$,

$$
\begin{equation*}
R_{\lambda}^{k}\left[u^{*}\right](\pi) \geq R_{\lambda}^{k}\left[u^{* \widehat{k}}, u_{k}\right](\pi) \tag{8.3.64}
\end{equation*}
$$

for any $u_{k} \in A_{k}$. The existence of a discounted equilibrium will be shown later.

### 8.3.2 Ergodic payoff

Let $u \in A$ and let $x($.$) be the corresponding process with initial law \pi$. The ergodic payoff to player $k$ is given by

$$
\begin{equation*}
C_{k}[u](\pi)=\liminf _{T \rightarrow \infty} \frac{1}{T} E_{u}\left[\int_{0}^{T} r_{k}(x(t), u(t)) d t\right] \tag{8.3.65}
\end{equation*}
$$

The concept of equilibrium for the ergodic criterion is defined similarly. Under a Lyapunov stability condition (assumption (A3.1) introduced later) all $v \in M$ will be stable. For such a $v,(8.3 .65)$ is equal to

$$
\begin{equation*}
\rho_{k}[v]=\int_{\mathbf{R}^{d}} r_{k}(x, v(x)) \eta[v](d x) \tag{8.3.66}
\end{equation*}
$$

where $\eta[v] \in \mathcal{P}\left(\mathbf{R}^{d}\right)$ is the invariant measure of the process $x($.$) governed by v$. It will be shown that there exists a $v^{*} \in M$ such that for any $k=1, \ldots, N$

$$
\rho_{k}\left[v^{*}\right] \geq \rho_{k}\left[v^{* \widehat{k}}, v_{k}\right]
$$

for any $v_{k} \in M_{k}$. Thus $v^{*}$ will be an ergodic equilibrium. Now we will explain the concept of occupation measures.

## Occupation measures

Let

$$
M_{k}=\left\{v: \mathbf{R}^{d} \rightarrow U_{k} \mid v \text { measurable }\right\}, \quad k=1,2, \ldots, N
$$

For $n \geq 1$, let $\Lambda_{n}$ be the cube of side $2 n$ in $\mathbf{R}^{d}$ with sides parallel to the axes and center at zero. Let $B_{n}$ denote the closed unit ball of $L_{\infty}\left(\Lambda_{n}\right)$ with the topology obtained by relativizing to it the weak topology of $L_{2}\left(\Lambda_{n}\right)$. Then $B_{n}$ is compact and metrizable, for example by the metric

$$
d_{n}(f, g)=\sum_{m=1}^{\infty} 2^{-m}\left|\int_{\Lambda_{n}} f e_{m} d x-\int_{\Lambda_{n}} g e_{m} d x\right|
$$

where $\left\{e_{m}\right\}$ is an orthonormal basis of $L_{2}\left(\Lambda_{n}\right)$. Let $\left\{f_{i}\right\}$ be a countable dense subset of the unit ball of $C\left(V_{k}\right)$. Then $\left\{f_{i}\right\}$ separates points of $U_{k}$. For each $v \in M_{k}$, define $g_{v_{i}}: \mathbf{R}^{d} \rightarrow \mathbf{R}$ by

$$
g_{v_{i}}(x)=\int_{V_{k}} f_{i} d v(x), i \geq 1
$$

and $g_{v_{i} n}($.$) denote the restriction of g_{v_{i}}($.$) to \Lambda_{n}$ for each $n$. Define a pseudometric $d_{k}(.,$. on $M_{k}$ by

$$
d_{k}(v, u)=\sum_{i, n=1}^{\infty} 2^{-(n+1)} \frac{d_{n}\left(g_{v_{i} n}, g_{u_{i} n}\right)}{\left[1+d_{n}\left(g_{v_{i} n}, g_{u_{i} n}\right)\right]}
$$

Replacing $M_{k}$ by its quotient with respect to a.e. equivalence, $d_{k}(.,$.$) becomes a metric.$ The following is from [19]

Theorem 8.3.1 $M_{k}$ is compact under the metric topology of $d_{k}(.,$.$) . Let f \in L_{2}\left(\mathbf{R}^{d}\right)$, $g \in C_{b}\left(\mathbf{R}^{d} \times V_{k}\right)$ and $v_{n} \rightarrow v$ in $M_{k}$. Then

$$
\int_{\mathbf{R}^{d}} f(x) \int_{V_{k}} g(x, .) d v_{n} d x \rightarrow \int_{\mathbf{R}^{d}} f(x) \int_{V_{k}} g(x, .) d v d x
$$

Conversely, if above holds for all such $f, g$ then $v_{n} \rightarrow v$ in $M_{k}$.
Endow $M$ with the product topology of $M_{k}$. Let $v \in M$ and $x($.$) be the process governed$ by $v$ with a fixed initial law. Let $L(v)$ denote the law of $x($.$) .$

Theorem 8.3.2 The map $v \rightarrow L(v): M \rightarrow \mathcal{P}\left(C[0, \infty) ; \mathbf{R}^{d}\right)$ is componentwise continuous, i.e., for each $k=1,2, \ldots, N$, if $v_{k}^{n} \rightarrow v_{k}^{\infty}$ in $M_{k}$, and $v_{i} \in M_{i}, i \neq k$, then $L\left(v^{\widehat{k}}, v_{k}^{n}\right) \rightarrow$ $L\left(v^{\widehat{k}}, v_{k}^{\infty}\right)$ in $\mathcal{P}\left(C[0, \infty) ; \mathbf{R}^{d}\right)$.

Now we will introduce occupation measures for both discounted and ergodic payoff criterion. First consider the discounted case. Let $u \in A$ and $x($.$) be the correspond-$ ing process. The discounted occupation measure for initial condition $x \in \mathbf{R}^{d}$ denoted by $\nu_{\lambda x}[u] \in \mathcal{P}\left(\mathbf{R}^{d} \times V\right)$ is defined by

$$
\begin{gather*}
\int_{\mathbf{R}^{d} \times V} f d \nu_{\lambda x}[u] \\
=\lambda^{-1} E_{u}\left[\int_{0}^{\infty} \int_{V_{N}} \ldots \int_{V_{1}} e^{-\lambda t} f\left(x(t), y_{1}, \ldots, y_{N}\right) u_{1}(t)\left(d y_{1}\right) \ldots u_{N}(t)\left(d y_{N}\right) d t \mid x_{0}=x\right] \tag{8.3.67}
\end{gather*}
$$

for $f \in C_{b}\left(\mathbf{R}^{d} \times V\right)$ and for an initial law $\pi \in \mathcal{P}\left(\mathbf{R}^{d}\right), \nu_{\lambda \pi}[u]$ is defined by

$$
\begin{equation*}
\int f d \nu_{\lambda \pi}[u]=\int_{\mathbf{R}^{d}} \pi(d x) \int_{\mathbf{R}^{d} \times V} f d \nu_{\lambda x}[u] \tag{8.3.68}
\end{equation*}
$$

In terms of $\nu_{\lambda_{\pi}}[u]$, (8.3.63) becomes

$$
\begin{equation*}
R_{\lambda}^{k}[u](\pi)=\lambda \int \bar{r} d \nu_{\lambda x}[u] \tag{8.3.69}
\end{equation*}
$$

Let

$$
\begin{equation*}
\nu_{\lambda \pi}[A]=\left\{\nu_{\lambda \pi}[u] \mid u \in A\right\} \tag{8.3.70}
\end{equation*}
$$

$\nu_{\lambda \pi}\left[M_{1}, A_{2}, \ldots, A_{N}\right], \nu_{\lambda \pi}\left[M_{1}, \ldots, M_{N}\right]$ are defined analogously. Then from [18] we have the following result.

Lemma 8.3.3 For any $k=1,2, \ldots, N$,

$$
\nu_{\lambda \pi}\left[M_{1}, \ldots, M_{k-1}, A_{k}, M_{k+1}, \ldots, M_{N}\right]=\nu_{\lambda \pi}\left[M_{1}, \ldots, M_{N}\right]
$$

Let $v \in M$. By Krylov's inequality it can be shown that $\nu_{\lambda \pi}[v]$ is absolutely continuous with respect to the Lebesgue measure on $\mathbf{R}^{d}$ and hence has a density $\phi_{\lambda \pi}[v]$. For $f \in$ $W_{l o c}^{2, p}\left(\mathbf{R}^{d}\right)$ define

$$
\begin{equation*}
L_{v}^{\lambda} f(x)=\left(L_{v} f\right)(x)-\lambda f(x) \tag{8.3.71}
\end{equation*}
$$

Then $\phi_{\lambda \pi}[v]$ is the unique solution in $L_{1}\left(\mathbf{R}^{d}\right)$ of: for every $f \in C_{0}^{\infty}\left(\mathbf{R}^{d}\right)$

$$
\begin{align*}
\int L_{v}^{\lambda} f(x) \phi(x) d x & =-\int f(x) \pi(d x)  \tag{8.3.72}\\
\int \phi(x) d x & =1, \phi \geq 0 \tag{8.3.73}
\end{align*}
$$

Now from [18] we have following results.
Lemma 8.3.4 $\nu_{\lambda \pi}\left[M_{1}, \ldots, M_{N}\right]$ is componentwise convex, i.e., for any fixed $k$ and prescribed $v_{i} \in M_{i}, i \neq k$

$$
\nu_{\lambda \pi}\left[v^{\widehat{k}}, M_{k}\right]=\left\{\nu_{\lambda \pi}\left[v^{\widehat{k}}, v_{k}\right]: v_{k} \in M_{k}\right\}
$$

is convex.
Lemma 8.3.5 $\nu_{\lambda \pi}\left[M_{1}, \ldots, M_{N}\right]$ is componentwise compact, i.e., for any fixed $k$ and prescribed $v_{i} \in M_{i}, i \neq k$,

$$
\nu_{\lambda \pi}\left[v^{\widehat{k}}, M_{k}\right]=\left\{\nu_{\lambda \pi}\left[v^{\widehat{k}}, v_{k}\right]: v_{k} \in M_{k}\right\}
$$

is compact.
For the ergodic payoff criterion we will impose the following Lyapunov type stability condition.
(A3.1) There exists a twice continuously differentiable function $w: \mathbf{R}^{d} \rightarrow R_{+}$such that
(i) $\lim _{\|x\| \rightarrow \infty} w(x)=\infty$ uniformly in $\|x\|$.
(ii) There exist $a>0, \epsilon_{0}>0$ such that for $\|x\|>a$,

$$
\begin{gathered}
L w(x, u)<-\epsilon_{0} \text { for all } u \in V \\
\|\nabla w\|^{2} \geq(\bar{\lambda})^{-1}
\end{gathered}
$$

where $\bar{\lambda}$ is the ellipticity constant of $\sigma \sigma^{T}$.
(iii) $w(x)$ and $\|\nabla w\|$ have polynomial growth.

For $v \in M$, let $x($.$) be the corresponding process. Also, for \|x\|>a$, let

$$
\tau_{a}=\inf \{t \geq 0 \mid\|x(t)\|=a\}
$$

The following result is a consequence of Assumption (A3.1).
Lemma 8.3.6
(i) All $v \in M$ are stable.
(ii) $E_{v}\left[\tau_{a} \mid x(0)=x\right] \leq w(x) / \epsilon_{0}$, for any $v$.
(iii) $\int w(x) \eta[v](d x)<\infty$ for any $v$.
(iv) Under any $v$ and $x \in \mathbf{R}^{d}$

$$
\lim _{t \rightarrow \infty} \frac{1}{t} E_{v}[w(x(t))]=0
$$

(v) The set $I=\{\eta[v] \mid v \in M\}$ is componentwise compact in $\mathcal{P}\left(\mathbf{R}^{d}\right)$.

For $v \in M$, the ergodic occupation measure, denoted by $\nu_{E}[v] \in \mathcal{P}\left(\mathbf{R}^{d} \times V\right)$ is defined as

$$
\begin{equation*}
\nu_{E}[v]\left(d x, d y_{1}, \ldots, d y_{N}\right)=\eta[v] \prod_{i=1}^{N} v_{i}(x)\left(d y_{i}\right) \tag{8.3.74}
\end{equation*}
$$

Let

$$
\begin{equation*}
\nu_{E}[M]=\left\{\nu_{E}[v] \mid v \in M\right\} . \tag{8.3.75}
\end{equation*}
$$

For $v \in M$, let $x($.$) be the process governed by v$. Then

$$
\eta[v](d x)=\left(\int p(t, y, x) \eta[v](d y)\right) d x
$$

where $p(., .,$.$) is the transition density of x($.$) under v$. Thus $\eta[v]$ itself has a density which we denote by $\phi[v]($.$) . Then \phi[v]$ is the unique solution of: for every $f \in C_{0}^{\infty}\left(\mathbf{R}^{d}\right)$

$$
\begin{align*}
\int L_{v} f(x) \phi(x) d x & =0  \tag{8.3.76}\\
\int \phi(x) d x & =1, \phi \geq 0 \tag{8.3.77}
\end{align*}
$$

As for the discounted case, we now have following results.
Lemma 8.3.7 $\nu_{e}[M]$ is componentwise convex and compact.
For any fixed $k \in\{1,2, \ldots, N\}$, let $v_{i} \in M_{i}, i \neq k$ and $u_{k} \in A_{k}$. Let $x($.$) be the$ process governed by $\left(v^{\widehat{k}}, u_{k}\right)$. Define $\mathcal{P}\left(\mathbf{R}^{d} \times V\right)$-valued empirical process $\nu_{t}$ as follows: For $B \subset \mathbf{R}^{d}, A_{i} \subset U_{i}, i=1, \ldots, N$, Borel,

$$
\begin{equation*}
\nu_{t}\left(B \times A_{1} \times \cdots \times A_{N}\right)=\frac{1}{t} \int_{0}^{t} I\{x(s) \in B\} \prod_{i=1, i \neq k}^{N} v_{i}(x(s))\left(A_{i}\right) u_{k}(s)\left(A_{k}\right) d s \tag{8.3.78}
\end{equation*}
$$

Lemma 8.3.8 The process $\left\{\nu_{t}\right\}$ is a.s. tight and outside a set of zero probability, each limit point $\nu$ of $\left\{\nu_{t}\right\}$ as $t \rightarrow \infty$ belongs to $\nu_{E}[M]$.

## Existence of an equilibrium

We make the following assumption.
(A3.2) $\bar{m}$ and $\bar{r}$ are of the form

$$
\bar{m}\left(x, u_{1}, \ldots, u_{N}\right)=\sum_{i=1}^{N} \bar{m}^{i}\left(x, u_{i}\right)
$$

$$
\bar{r}\left(x, u_{1}, \ldots, u_{N}\right)=\sum_{i=1}^{N} \bar{r}_{i}\left(x, u_{i}\right)
$$

where $\bar{m}^{i}: \mathbf{R}^{d} \times V_{i} \rightarrow \mathbf{R}^{d}$ and $\bar{r}_{i}: \mathbf{R}^{d} \times V_{i} \rightarrow \mathbf{R}$ and they satisfy the same conditions as $\bar{m}$ and $\bar{r}$.

Let $v \in M$. Fix a $k \in\{1,2, \ldots, N\}$ and $\pi \in \mathcal{P}\left(\mathbf{R}^{d}\right)$. Then by Lemma 8.3.3

$$
\sup _{u_{k} \in A_{k}} R_{\lambda}^{k}\left[v^{\widehat{k}}, u_{k}\right](\pi)=\sup _{\bar{v}_{k} \in M_{k}} R_{\lambda}^{k}\left[v^{\widehat{k}}, \bar{v}_{k}\right](\pi)
$$

Since $M_{k}$ is compact and $\bar{r}_{k}$ is continuous, the supremum on the right hand side above can be replaced by maximum. Then there exists a $v_{k}^{*} \in M_{k}$ such that

$$
\begin{equation*}
\sup _{u_{k} \in A_{k}} R_{\lambda}^{k}\left[v^{\widehat{k}}, u_{k}\right](\pi)=\max _{\bar{v}_{k} \in M_{k}} R_{\lambda}^{k}\left[v^{\widehat{k}}, \bar{v}_{k}\right](\pi)=R_{\lambda}^{k}\left[v^{\widehat{k}}, v_{k}^{*}\right](\pi) . \tag{8.3.79}
\end{equation*}
$$

This optimal discounted response strategy for player $k, v_{k}^{*}$ can be chosen to be independent of $\pi$. Define $\widetilde{R}_{\lambda}^{k}[v]: \mathbf{R}^{d} \rightarrow \mathbf{R}$ by

$$
\widetilde{R}_{\lambda}^{k}[v](x)=\max _{\bar{v}_{k} \in M_{k}} R_{\lambda}^{k}\left[v^{\widehat{k}}, \bar{v}_{k}\right](x)
$$

Then we can obtain the following result.
Lemma 8.3.9 $\widetilde{R}_{\lambda}^{k}[v]($.$) is the unique solution in W_{l o c}^{2, p}\left(\mathbf{R}^{d}\right) \cap C_{b}\left(\mathbf{R}^{d}\right), 2 \leq p<\infty$, of

$$
\begin{equation*}
\lambda \phi(x)=\sup _{\bar{v}_{k}}\left[L_{v^{\bar{k}}, \bar{v}_{k}} \phi(x)+r\left(x, v^{\widehat{k}}(x), \bar{v}_{k}\right)\right] \tag{8.3.80}
\end{equation*}
$$

in $\mathbf{R}^{d}$. A strategy $v_{k}^{*} \in M_{k}$ is discounted optimal response for player $k$ given $v$ if and only if

$$
\begin{align*}
& {\left[\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), v_{k}^{*}(x)\right) \frac{\partial \widetilde{R}_{\lambda}^{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), v_{k}^{*}(x)\right)\right] } \\
= & \sup _{v_{k}}\left[\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), v_{k}(x)\right) \frac{\partial \widetilde{R}_{\lambda}^{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), v_{k}(x)\right)\right] \text { a.e. } \tag{8.3.81}
\end{align*}
$$

Next result from [18] gives the existence of discounted equilibrium in the set of Markov strategies.

Theorem 8.3.10 There exists a discounted equilibrium $v^{*}=\left(v_{1}^{*}, \ldots, v_{N}^{*}\right) \in M$.
Proof. Let $v \in M$ and $\bar{v}_{k} \in U_{k}$. Set

$$
\begin{equation*}
F_{k} .\left(x, v^{\widehat{k}}, \bar{v}_{k}\right)=\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), \bar{v}_{k}\right) \frac{\partial \widetilde{R}_{\lambda}^{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), \bar{v}_{k}\right) \tag{8.3.82}
\end{equation*}
$$

Let

$$
\begin{equation*}
G_{k}[v]=\left\{v_{k}^{*} \in M_{k} \mid F_{k}\left(x, v^{\widehat{k}}(x), v_{k}^{*}(x)\right)=\sup _{\bar{v}_{k} \in U_{k}} F_{k}\left(x, v^{\widehat{k}}, \bar{v}_{k}\right) a . e .\right\} \tag{8.3.83}
\end{equation*}
$$

Then $G_{k}[v]$ is non-empty, convex, closed and hence compact. Set $G[v]=\prod_{k=1}^{N} G_{k}[v]$. Then $G[v]$ is non-empty convex and compact subset of $M$. Thus $v \rightarrow G[v]$ defines a point-to-set
map from $M$ to $2^{M}$. This map is upper semicontinuous. Hence by Fan's fixed point theorem [29], there exists a $v^{*} \in M$ such that $v^{*} \in G\left[v^{*}\right]$. This $v^{*}$ is a discounted equilibrium. -

Next we will discuss the existence result for the ergodic payoff. Let $v \in M$ and fix a $k \in\{1,2, \ldots, N\}$. Let $v_{k}^{*} \in M_{k}$ be such that

$$
\rho_{k}^{*}[v] \doteq \rho_{k}\left[v^{\widehat{k}}, v_{k}^{*}\right]=\max _{\widehat{v}_{k} \in M_{k}} \rho\left[v^{\widehat{k}}, v_{k}^{*}\right]
$$

where $\rho_{k}[v]$ is defined in (8.3.66). If all but player $k$ uses strategies $v^{\widehat{k}}$ then, by Lemma 8.3.8, player $k$ cannot obtain a higher payoff than $\rho_{k}^{*}[v]$ by going beyond $M_{k}$ a.s. This $v_{k}^{*}$ is said to be an ergodic optimal response for player $k$ given $v$. Consider the following

$$
\begin{equation*}
\rho=\sup _{\bar{v}_{k}}\left[L_{v^{\widehat{k}, \bar{v}_{k}}} \phi(x)+r\left(x, v^{\widehat{k}}(x), \bar{v}_{k}\right)\right] \tag{8.3.84}
\end{equation*}
$$

where $\rho$ is a scalar and $\phi: \mathbf{R}^{d} \rightarrow \mathbf{R}$. Then we have the following result.
Lemma 8.3.11 The equation (8.3.84) has a unique solution ( $\phi_{k}[v], \rho_{k}^{*}[v]$ ) in the class of functions $W_{l o c}^{2, p}\left(\mathbf{R}^{d}\right) \cap O(w()),. 2 \leq p<\infty$, satisfying $\phi[v]=0$. A $v_{k}^{*} \in M_{k}$ is ergodic optimal response for player $k$ given $v$ if and only if

$$
\begin{align*}
& {\left[\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), v_{k}^{*}(x)\right) \frac{\partial \phi_{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), v_{k}^{*}(x)\right)\right] } \\
= & \sup _{v_{k}}\left[\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), v_{k}(x)\right) \frac{\partial \phi_{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), v_{k}(x)\right)\right] a . e . \tag{8.3.85}
\end{align*}
$$

Following result from [18] gives the existence result for an ergodic equilibrium.
Theorem 8.3.12 There exists an ergodic equilibrium $v^{*} \in M$.
Proof. Let $v \in M$ and $\bar{v}_{k} \in U_{k}$. Set

$$
J_{k}\left(x, v^{\widehat{k}}, \bar{v}_{k}\right)=\left[\sum_{i=1}^{d} m_{i}\left(x, v^{\widehat{k}}(x), \bar{v}_{k}(x)\right) \frac{\partial \phi_{k}[v](x)}{\partial x_{i}}+r\left(x, v^{\widehat{k}}(x), \bar{v}_{k}(x)\right)\right]
$$

Let

$$
H_{k}(v)=\left\{\widetilde{v}_{k} \in M_{k} \mid J_{k}\left(x, v^{\widehat{k}}, \widetilde{v}_{k}(x)\right)=\sup _{\bar{v}_{k} \in U_{k}} J_{k}\left(x, v^{\widehat{k}}, \bar{v}_{k}\right) \text { a.e. }\right\}
$$

Set $H[v]=\prod_{k=1}^{N} H_{k}(v)$. Then $H(v)$ is a non-empty, convex, compact subset of $M$. As in the discounted case, an application of Fan's fixed point theorem yields a $v^{*} \in M$ such that $v^{*} \in H\left[v^{*}\right]$. This $v^{*}$ is an ergodic equilibrium.

In this section we have used a non-anticipative relaxed control framework to show the existence of an equilibrium for an $N$-person stochastc differential game. Using this approach, one could also show the existence of value and optimal strategies for a two person strictly competitive differential game that we have discussed in Section 2. Other payoff criteria could also be considered. Using the approach described here, one could obtain similar results for feedback randomized strategies.

### 8.4 Weak convergence methods in differential games

In this section, we will present weak convergence and martingale techniques applied to stochastic differential games. In [32], the convergence problem for a deterministic game was considered. An analogous problem for optimal stopping by two players was discussed in [21]. First we will present the weak convergence method for an $N$-person stochastic differential game. Weak convergence methods applied to two person stochastic differential games with complete observations could be found in [84]. Later the weak convergence method will be used for the analysis of partially observed stochastic differential games. We will begin this section by giving some weak convergence preliminaries; for more details we refer to [62].

### 8.4.1 Weak convergence preliminaries

Let $D^{d}[0, \infty)$ denote the space of $R^{d}$ valued functions which are right continuous and have left-hand limits endowed with the Skorohod topology. Following [62, 68], we define the notion of ' $p$-lim' and an operator $\widehat{A}^{\epsilon}$ as follows. Let $\left\{\Im_{t}^{\epsilon}\right\}$ denote the minimal $\sigma$-algebra over which $\left\{x^{\epsilon}(s), \xi^{\epsilon}(s), s \leq t\right\}$ is measurable, and let $E_{t}^{\epsilon}$ denote the expectation conditioned on $\Im_{t}^{\epsilon}$. Let $\widetilde{M}$ denote the set of real valued functions of $(\omega, t)$ that are nonzero only on a bounded $t$-interval. Let

$$
\bar{M}^{\epsilon}=\left\{f \in \widetilde{M} ; \sup _{t} E|f(t)|<\infty \operatorname{and} f(t) i s \Im_{t}^{\epsilon} \text { measurable }\right\} .
$$

Let $f(),. f^{\Delta}(.) \in \bar{M}^{\epsilon}$, for each $\Delta>0$. Then $f=p-\lim _{\Delta} f^{\Delta}$ if and only if

$$
\sup _{t, \Delta} E\left|f^{\Delta}(t)\right|<\infty
$$

and $\lim _{\Delta \rightarrow 0} E\left|f(t)-f^{\Delta}(t)\right|=0$, for each $t . \quad f($.$) is said to be in the domain of \widehat{A}^{\epsilon}$, i.e., $f(.) \in D\left(\widehat{A}^{\epsilon}\right)$, and $\widehat{A}^{\epsilon} f=g$ if

$$
p-\lim _{\Delta \rightarrow 0}\left(\frac{E_{t}^{\epsilon} f(t+\Delta)-f(t)}{\Delta}-g(t)\right)=0 .
$$

If $f(.) \in D\left(\widehat{A}^{\epsilon}\right)$, then

$$
f(t)-\int_{0}^{t} \widehat{A}^{\epsilon} f(u) d u \text { is a martingale, }
$$

and

$$
E_{t}^{\epsilon} f(t+s)-f(t)=\int_{t}^{t+s} E_{t}^{\epsilon} \widehat{A}^{\epsilon} f(u) d u, w . p .1
$$

The $\widehat{A}^{\epsilon}$ operator plays the role of an infinitesimal operator for a non-Markov process. In our case, it becomes a differential operator by the martingale property and the definition of $p$ limit. We will use the terms such as "tight," Skorohod imbedding etc. without explanation, reader can obtain these from [62]. The following result will be used to conclude that various terms will go to zero in probability.

Lemma 8.4.1 Let $\xi($.$) be a \phi$-mixing process with mixing rate $\phi($.$) , and let h($.$) be a function$ of $\xi$ which is bounded and measurable on $\Im_{t}^{\infty}$. Then, there exist $K_{i}, i=1,2,3$ such that

$$
\left|E\left(h(t+s) / \Im_{0}^{t}\right)-E h(t+s)\right| \leq K_{1} \phi(s) .
$$

If $t<u<v$, and $E h(s)=0$ for all $s$, then,

$$
\left|E\left(h(u) h(v) / \Im_{\tau}^{t}\right)-E h(u) h(v)\right| \leq \begin{cases}K_{2} \phi(v-u), & u<\tau<v \\ K_{3} \phi(u-t), & t<\tau<u\end{cases}
$$

where $\Im_{\tau}^{t}=\sigma\{\xi(s) ; \tau \leq s \leq t\}$.
In order to obtain the weak convergence result, the following condition needs to be verified:

$$
\lim _{n \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} P\left(\sup _{t \leq T}\left|x^{\epsilon}(t)\right| \geq n\right)=0
$$

for each $T<\infty$. Direct verification of this is very tedious. Instead, one can utilize the method of $K$-truncation. This is as follows. For each $K>0$, let

$$
S_{K}=\{x:|x| \leq K\} \text { bethe } K \text {-ball, }
$$

Let $x^{\epsilon, K}(0)=x^{\epsilon}(0), x^{\epsilon, K}(t)=x^{\epsilon}(t)$ up until first exit from $S_{K}$, and

$$
\lim _{n \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} P\left(\sup _{t \leq T}\left|x^{\epsilon, K}(t)\right| \geq n\right)=0 \text { for each } T<\infty
$$

$x^{\epsilon, K}(t)$ is said to be the $K$-truncation of $x^{\epsilon}($.$) . Let$

$$
q^{K}(x)=\left\{\begin{array}{cc}
1 & \text { for } x \in S_{K} \\
0 & \text { for } x \in R^{d}-S_{K+1} \\
\text { smooth } & \text { otherwise. }
\end{array}\right.
$$

Define $a_{K}(x, \alpha)=a(x, \alpha) q^{K}(x)$ and $g_{K}(x, \xi)=g(x, \xi) q^{K}(x)$. Let $x^{\epsilon, K}($.$) denote the solution$ of (8.4.94) corresponding to the use of truncated coefficients. Then $x^{\epsilon, K}($.$) is bounded$ uniformly in $t$ and $\epsilon>0$.

For proving the main weak convergence result, Theorem 8.4.5, we will use following results from [62].

Lemma 8.4.2 Let $\left\{y^{\epsilon}().\right\}$ be tight on $D^{d}[0, \infty)$. Suppose that for each $f(.) \in C_{0}^{3}$, and each $T<\infty$, there exists $f^{\epsilon}(.) \in D\left(\widehat{A}^{\epsilon}\right)$ such that

$$
\begin{equation*}
p-\lim \left(f^{\epsilon}(.)-f\left(y^{\epsilon}(.)\right)\right)=0 \tag{8.4.86}
\end{equation*}
$$

and

$$
\begin{equation*}
p-\lim _{\epsilon}\left(\widehat{A}^{\epsilon} f^{\epsilon}(.)-\widehat{A} f\left(y^{\epsilon}(.)\right)\right)=0 \tag{8.4.87}
\end{equation*}
$$

Then $y^{\epsilon}(.) \Rightarrow y($.$) , the solution of the martingale problem for the operator \widehat{A}$.
Lemma 8.4.3 Let the $K$-truncations $\left\{y^{\epsilon, K}\right\}$ be tight for each $K$, and that the martingale problem for the diffusion operator $A$ has a unique solution $y($.$) for each initial condition.$ Suppose that $y^{K}($.$) is a K$-truncation of $y($.$) and it solves the martingale problem for operator$ $A^{K}$. For each $K$ and $f(.) \in D$, let there be $f^{\epsilon}(.) \in D\left(A^{\epsilon}\right)$ such that (8.4.86) and (8.4.87) hold with $y^{\epsilon, K}($.$) and A^{K}$ replacing $y^{\epsilon}$ and $A$, respectively. Then $y^{\epsilon}(.) \Longrightarrow y($.$) .$

Now we will outline a general method one can follow to show that a sequence of solutions to a wide bandwidth noise driven ODE converge weakly to a diffusion, and identify the limit diffusion [62, 84]. Let $z^{\epsilon}($.$) be defined by$

$$
\begin{equation*}
d z^{\epsilon}=a\left(z^{\epsilon}\right) d t+\frac{1}{\epsilon} b\left(z^{\epsilon}\right) \xi\left(t / \epsilon^{2}\right) d t \tag{8.4.88}
\end{equation*}
$$

where $\xi($.$) is a second order stationary right continuous process with left hand limits and$ integrable correlation function $\bar{R}($.$) , and the functions a($.$) and b($.$) are continuous, b($.$) is$ continuously differentiable and (8.4.88) has a unique solution. Define $\overline{R_{0}}=\int_{-\infty}^{\infty} E \xi(u) \xi^{\prime}(0) d u$ and assume that

$$
E\left|\int_{s}^{t} d u\left[E\left(\xi(u) \xi^{\prime}(s) / \xi(\iota), \iota \geq 0\right)-\bar{R}(u-s)\right]\right| \rightarrow 0 \quad \text { as } \quad t, s \rightarrow \infty
$$

Define the infinitesimal generator $A$ and function $\bar{K}=\left(\overline{K_{1}}, \ldots\right)$ by

$$
\begin{align*}
& A f(z)=f_{z}^{\prime}(z) a(z)+\int_{0}^{\infty} E\left[f_{z}^{\prime}(z) b(z) \xi(t)\right]_{z}^{\prime} b(z) \xi(0) d t \\
& \equiv \sum_{i} f_{z_{i}}(z) \overline{K_{i}}(z)+\frac{1}{2} \operatorname{trace}\left\{f_{z_{i} z_{j}}(z)\right\}\left\{b(z) \overline{R_{0}} b(z)\right\} \tag{8.4.89}
\end{align*}
$$

where $\bar{K}=\left(\bar{K}_{1}, \ldots\right)$ are the coefficients of the first derivatives $\left(f_{z_{1}}, \ldots\right)$ in (8.4.89). The operator $A$ is the generator of

$$
\begin{equation*}
d z=\bar{K}(z) d t+b(z) \bar{R}_{0}^{\frac{1}{2}} d w \tag{8.4.90}
\end{equation*}
$$

where $w($.$) is the standard Wiener process. In order to obtain that z^{\epsilon}(.) \Rightarrow z($.$) of (8.4.90),$ by the martingale problem solution, it is enough to show that

$$
\begin{equation*}
p-\lim _{\epsilon}\left(\widehat{A}^{\epsilon} f^{\epsilon}(.)-A f\left(z^{\epsilon}(.)\right)\right)=0 \tag{8.4.91}
\end{equation*}
$$

Then by Lemma 8.4.2, $z($.$) satisfies (8.4.90).$

### 8.4.2 Weak convergence in $N$-person stochastic differential games

## Problem description

As in Section 3, let the diffusion model be given in a non-anticipative relaxed control frame work. For convenience, we will redescribe some of the concepts from that section. However, in this section, the entire differential game problem is discribed in the pathwise sense, that is, there is no expected value in the payoff functionals. Let $U_{i}$, $i=1, \ldots, N$ be compact metric spaces (we can take $U_{i}$ as compact subsets of $R^{d}$ ), and $M_{i}=P\left(U_{i}\right)$, the space of probability measures on $U_{i}$ with Prohorov topology. Use the notation $m^{\widehat{k}}=\left(m_{1}, \ldots, m_{k-1}, m_{k+1}, \ldots, m_{N}\right)$ and $\left(m^{\widehat{k}}, m^{\widehat{k}}\right)=$ $\left(m_{1}, \ldots, m_{k-1}, \widetilde{m}_{k}, m_{k+1}, \ldots, m_{N}\right)$.

Let $m=\left(m_{1}, \ldots, m_{N}\right) \in M=M_{1} \times \cdots \times M_{N}$ and $U=U_{1} \times \cdots \times U_{N}, x(.) \in R^{d}$ be an $R^{d}$-valued process given by the following controlled stochastic differential equation

$$
\begin{gather*}
d x(t)=\int_{U} a(x(t), \alpha) m_{t}(d \alpha) d t+\bar{g}(x(t)) d t+\sigma(x(t)) d w(t)  \tag{8.4.92}\\
x(0)=x_{0}
\end{gather*}
$$

where we use the notation $a(.,)=.\left(a_{1}(., .), \ldots, a_{N}(., .)\right)^{\prime}: R^{d} \times U \rightarrow R, \alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$, $\sigma=\left[\left[\sigma_{i j}\right]\right], 1 \leq i, j \leq d: R^{d} \rightarrow R^{d \times d}$, and

$$
\int_{U} a_{i}(x, \alpha) m_{t}(d \alpha) \doteq \int_{U_{N}} \ldots \int_{U_{1}} a_{i}\left(x, \alpha_{1}, \ldots, \alpha_{N}\right) m_{1 t}\left(d \alpha_{1}\right) \ldots m_{N t}\left(d \alpha_{N}\right)
$$

The pathwise average payoff per unit time for player $k$ is given by

$$
\begin{equation*}
J_{k}[m]=\liminf _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int r_{k}(x(s), \alpha) m_{s}(d \alpha) d s \tag{8.4.93}
\end{equation*}
$$

Let $w($.$) in (8.4.92) be a Wiener process with respect to a filtration \left\{\Im_{t}\right\}$ and let $\Omega_{i}$, $i=1,2, \ldots, N$ be a compact set in some Euclidean space. A measure valued random variable $m_{i}($.$) is an admissible strategy for the i$ th player if

$$
\iint_{0}^{t} f_{i}\left(s, \alpha_{i}\right) m_{i}\left(d s d \alpha_{i}\right)
$$

is progressively measurable for each bounded continuous $f_{i}($.$) and m_{i}\left([0, t] \times \Omega_{i}\right)=t$, for $t \geq 0$. If $m_{i}($.$) is admissible then there is a derivative m_{i t}($.$) (defined for almost all t$ ) that is non-anticipative with respect to $w($.$) and$

$$
\int_{0}^{t} \int f_{i}\left(s, \alpha_{i}\right) m_{i}\left(d s d \alpha_{i}\right)=\int_{0}^{t} d s \int f_{i}\left(s, \alpha_{i}\right) m_{i s}\left(d \alpha_{i}\right)
$$

for all $t$ with probability one (w.p.1). The results derived in this work are for the Markov strategies. We will denote by $A_{i}$ the set of admissible strategies and $M_{a i}$ the set of Markov strategies for the player $i$. One can introduce appropriate metric topology under which $M_{a i}$ is compact [18].

In the relaxed control settings, one chooses at time $t$ a probability measure $m_{t}$ on the control set $M$ rather than an element $u(t)$ in $U$. We call the measure $m_{t}$ the relaxed control at time $t$. Any ordinary control can be represented as a relaxed control via the definition of the derivative $m_{t}(d \alpha)=\delta_{u(t)}(\alpha) d \alpha$. Hence, if $m_{t}$ is an atomic measure concentrated at a single point $m(t) \in M$ for each $t$, then the relaxed control will be called ordinary control. We will denote the ordinary control by $u_{m}(t) \in M$.

An $N$-tuple of strategies $m^{*}=\left(m_{1}^{*}, \ldots, m_{N}^{*}\right) \in A_{1} \times \cdots \times A_{N}$ is said to be ergodic equilibrium (in the sense of Nash) for initial law $\pi$ if for $k=1, \ldots, N$,

$$
J_{k}\left[m^{*}\right](\pi) \geq J_{k}\left[m^{* \widehat{k}}, m_{k}\right](\pi)
$$

for any $m_{k} \in A_{k}$. Fix a $k \in\{1, \ldots, N\}$. Let $m_{k}^{*} \in M_{a k}$ be such that

$$
J_{k}^{*}[m] \doteq J_{k}\left[m^{\widehat{k}}, m_{k}^{*}\right]=\max _{m_{k} \in M_{k}} J\left[m^{\widehat{k}}, m_{k}\right]
$$

If all but player $k$ use strategies $m^{\widehat{k}}$ then player $k$ can not get a higher payoff than $J_{k}^{*}[m]$ by going beyond $M_{a k}$ a.s. We say that $m_{k}^{*}$ is ergodic optimal response for player $k$ given $m$. An $N$-tuple of strategies $m^{\delta}=\left(m_{1}^{\delta}, \ldots, m_{N}^{\delta}\right)$ is a $\delta$-ergodic equilibrium for initial law $\pi$ if for any $k=1, \ldots, N$,

$$
J_{k}\left[m^{*}\right](\pi) \geq \sup _{m_{k} \in A_{k}} J_{k}\left[m^{\widehat{k}}, m_{k}\right]-\delta
$$

The wide band noise system considered in this section is of the following type:

$$
\begin{equation*}
d x^{\epsilon}=\int a\left(x^{\epsilon}, \alpha\right) m_{t}^{\epsilon}(d \alpha) d t+G\left(x^{\epsilon}, \xi^{\epsilon}(t)\right) d t+\frac{1}{\epsilon} g\left(x^{\epsilon}, \xi^{\epsilon}\right) d t \tag{8.4.94}
\end{equation*}
$$

and pathwise average payoff per unit time for player $k$ is given by

$$
\begin{equation*}
J_{k}\left[m^{\epsilon}\right]=\liminf _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \int r_{k}\left(x^{\epsilon}(s), \alpha\right) m_{s}^{\epsilon}(d \alpha) d s \tag{8.4.95}
\end{equation*}
$$

An admissible relaxed strategy $m_{k}^{\epsilon}($.$) for the k$ th player with system (8.4.94) is a measure valued random variable satisfying that $\iint_{0}^{t} f(s, \alpha) m^{\epsilon}(d s d \alpha)$ is progressively measurable with respect to $\left\{\Im_{t}^{\epsilon}\right\}$, where $\Im_{t}^{\epsilon}$ is the minimal $\sigma$-algebra generated by $\left\{\xi^{\epsilon}(s), x^{\epsilon}(s), s \leq t\right\}$. Also $m^{\epsilon}([0, t] \times U)=t$ for all $t \geq 0$. Also, there is a derivative $m_{t}^{\epsilon}$, where $m_{t}^{\epsilon}(B)$ are $\Im_{t}^{\epsilon}$ measurable for Borel $B$. We will use following assumptions, which are very general. For a detailed description on these types of assumptions, we refer to [62] and [65].
(A4.1) $a_{i}(.,),. G(.,),. g(.),, g_{x}(.,$.$) are continuous and are bounded by O(1+|x|) . G_{x}(., \xi)$ is continuous in $x$ for each $\xi$ and is bounded. $\xi($.$) is bounded, right continuous, and$ $E G(x, \xi(t)) \rightarrow 0, E g(x, \xi(t)) \rightarrow 0$ as $t \rightarrow \infty$, for each $x$.
(A4.2) $g_{x x}(., \xi)$ is continuous for each $\xi$, and is bounded.
(A4.3) Let $W(x, \xi)$ denote either $\epsilon G(x, \xi), G_{x}(x, \xi), g(x, \xi)$ or $g_{x}(x, \xi)$. Then for compact $Q$,

$$
\epsilon \sup _{x \in Q}\left|\int_{\neq / \epsilon^{2}}^{\infty} E_{t}^{\epsilon} W(x, \xi(s)) d s\right| \xrightarrow{\epsilon} 0
$$

in the mean square sense, uniformly in $t$.
(A4.4) Let $g_{i}$ denote the $i$ th component of $g$. There are continuous $\bar{g}_{i}(),. b()=.\left\{b_{i j}().\right\}$ such that

$$
\begin{aligned}
& \int_{t}^{\infty} E g_{i, x}(x, \xi(s)) g(x, \xi(t)) d s \rightarrow \bar{g}_{i}(x) \\
& \int_{t}^{\infty} E g_{i}(x, \xi(s)) g_{j}(x, \xi(t)) d s \rightarrow \frac{1}{2} b_{i j}(x)
\end{aligned}
$$

as $t \rightarrow \infty$, and the convergence is uniform in any bounded $x$-set.
Note: Let $b(x)=\left\{b_{i j}(x)\right\}$. For $i \neq j$, it is not necessary that $b_{i j}=b_{j i}$. In that case define $\widetilde{b}(x)=\frac{1}{2}\left[b(x)+b^{\prime}(x)\right]$ as the symmetric covariance matrix, then use $b$ for the new $\widetilde{b}$. Hence for notational simplicity, we will not distinguish between $b(x)$ and $\widetilde{b}(x)$.
(A4.5) For each compact set $Q$ and all $i, j$,
(a) $\sup _{x \in Q} \epsilon^{2}\left|\int_{t / \epsilon^{2}}^{\infty} d \tau \int_{\tau}^{\infty} d s\left[E_{t / \epsilon^{2}} g_{i, x}^{\prime}(x, \xi(s)) g(x, \xi(t))-E g_{i, x}^{\prime}(x, \xi(s)) g(x, \xi(t))\right]\right| \rightarrow 0$;
(b) $\sup _{x \in Q} \epsilon^{2}\left|\int_{t / \epsilon^{2}}^{\infty} d \tau \int_{\tau}^{\infty} d s\left[E_{t / \epsilon^{2}} g_{i}(x, \xi(s)) g_{j}(x, \xi(t))-E g_{i}(x, \xi(s)) g_{j}(x, \xi(t))\right]\right| \rightarrow 0$; in the mean square sense as $\epsilon \rightarrow 0$, uniformly in $t$.

Define $\bar{a}(x, \alpha)=a(x, \alpha)+\bar{g}(x)$ and the operator $A^{m}$ as

$$
A^{m} f(x)=\int A^{\alpha} f(x) m_{x}(d \alpha)
$$

where

$$
A^{\alpha} f(x)=f_{x}^{\prime}(x) \bar{a}(x, \alpha)+\frac{1}{2} \sum_{i, j} b_{i j}(x) f_{x_{i} x_{j}}(x)
$$

For a fixed control $\alpha, A^{\alpha}$ will be the operator of the process that is the weak limit of $\left\{x^{\epsilon}().\right\}$.
(A4.6) The martingale problem for operator $A^{m}$ has a unique solution for each relaxed admissible Markov strategy $m_{x}($.$) , and each initial condition. The process is a Feller process.$ The solution of (8.4.94) is unique in the weak sense for each $\epsilon>0$. Also $b(x)=\sigma(x) \sigma^{\prime}(x)$ for some continuous finite dimensional matrix $\sigma($.$) .$

For an admissible relaxed policy for (8.4.94) and (8.4.92), respectively, define the occupation measure valued random variables $P_{T}^{m, \epsilon}($.$) and P_{T}^{m}($.$) by, respectively,$

$$
\begin{aligned}
P_{T}^{m, \epsilon}(B \times C) & =\frac{1}{T} \int_{0}^{T} I_{\left\{x^{\epsilon}(t) \in B\right\}} m_{t}^{\epsilon}(C) d t \\
P_{T}^{m}(B \times C) & =\frac{1}{T} \int_{0}^{T} I_{\{x(t) \in B\}} m_{t}(C) d t
\end{aligned}
$$

where $B$ and $C$ are Borel subsets in $\mathbf{R}^{d}$ and $[0, t] \times U$, respectively.
Let $\left\{m^{\epsilon}().\right\}$ be a given sequence of admissible relaxed controls.
(A4.7) For a fixed $\delta>0$,

$$
\left\{x^{\epsilon}(t), \text { small } \epsilon>0, t \in \text { dense set in }[0, \infty), m^{\epsilon} \text { used }\right\}
$$

is tight.
Note: The assumption (A4.7) implies that the set of measure valued random variables

$$
\left\{P_{T}^{m^{\epsilon}, \epsilon}(.), \text { small } \epsilon>0, T<\infty\right\}
$$

are tight.
(A4.8) For $\delta>0$, there is an $N$-tuple of Markov strategies $m^{\delta}=\left(m_{1}^{\delta}, \ldots, m_{N}^{\delta}\right)$ which is a $\delta$-ergodic equilibrium for initial law $\pi$ for (8.4.92) and (8.4.93), and for which the martingale
problem has a unique solution for each initial condition. The solution is a Feller process and there is a unique invariant measure $\mu\left(m^{\delta}\right)$.

Note: Existence of such an invariant measure is assured if the process is positive recurrent. Also, under the conditions of Theorem 8.4.4 below, the assumption (A4.8) will follow.
(A4.9) $r_{k}(.,$.$) is bounded and continuous. Also, r\left(x, m_{1}, \ldots, m_{N}\right)=\sum_{k=1}^{N} r_{k}\left(x, m_{k}\right)$ and $a\left(x, m_{1}, \ldots, m_{N}\right)=\sum_{k=1}^{N} a_{k}\left(x, m_{k}\right)$.

In Section 3, under the Lyapunov type stability condition and (A4.9), we have shown the following result.

Theorem 8.4.4 There exists an ergodic equilibrium $m^{*}=\left(m_{1}^{*}, \ldots, m_{N}^{*}\right) \in M_{a 1} \times \cdots \times$ $M_{a N}$.

## Weak Convergence result

The following result gives the main weak convergence and $\delta$-optimality result for the ergodic payoff criterion.
Theorem 8.4.5 Assume (A4.1)-(A4.9). Let (8.4.94) have a unique solution for each admissible relaxed policy and each $\epsilon$. Then for $m^{\delta}$ of (A4.8), the following holds:

$$
\begin{equation*}
\varliminf_{\epsilon, T} P\left\{J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta}\right)-\delta\right\}=1 \tag{8.4.96}
\end{equation*}
$$

for any sequence of admissible relaxed policies $m^{\epsilon}($.$) .$
Proof. The correct procedure of proof is to work with the truncated processes $x^{\epsilon, K}($.$) and to$ use the piecing together idea of Lemma 8.4.3 to get convergence of the original $x^{\epsilon}($.$) sequence,$ unless $x^{\epsilon}($.$) is bounded on each [0, T]$, uniformly in $\epsilon$. For notational simplicity, we ignore this technicality. Simply suppose that $x^{\epsilon}($.$) is bounded in the following analysis. Otherwise,$ one can work with $K$-truncation. Let $\widehat{D}$ be a measure determining set of bounded realvalued continuous functions on $R^{d}$ having continuous second partial derivatives and compact support. Let $m_{t}^{\epsilon}($.$) be the relaxed Markov policies of (A4.7). Whenever convenient, we write$ $x^{\epsilon}(t)=x$. For the test function $f(.) \in \widehat{D}$, define the perturbed test functions (the change of variable $s / \epsilon^{2} \rightarrow s$ will be used through out the proofs)

$$
\begin{aligned}
f_{0}^{\epsilon}(x, t) & =\int_{t}^{\infty} E_{t}^{\epsilon} f_{x}^{\prime}(x) G\left(x, \xi^{\epsilon}(s)\right) d s \\
& =\epsilon^{2} \int_{t / \epsilon^{2}}^{\infty} E_{t}^{\epsilon} f_{x}^{\prime}(x) G(x, \xi(s)) d s \\
f_{1}^{\epsilon}(x, t) & =\frac{1}{\epsilon} \int_{t}^{\infty} E_{t}^{\epsilon} f_{x}^{\prime}(x) g\left(x, \xi^{\epsilon}(s)\right) d s \\
& =\epsilon \int_{t / \epsilon^{2}}^{\infty} E_{t}^{\epsilon} f_{x}^{\prime}(x) g(x, \xi(s)) d s
\end{aligned}
$$

$$
\begin{aligned}
f_{2}^{\epsilon}(x, t)= & \frac{1}{\epsilon^{2}} \int_{t}^{\infty} d s \int_{s}^{\infty} d \tau\left\{E_{t}^{\epsilon}\left[f_{x}^{\prime}(x) g\left(x, \xi^{\epsilon}(\tau)\right)\right]_{x}^{\prime} g\left(x, \xi^{\epsilon}(s)\right)\right. \\
& -E\left[f_{x}^{\prime}(x) g\left(x, \xi^{\epsilon}(\tau)\right)\right]_{x}^{\prime} g\left(x, \xi^{\epsilon}(s)\right) \\
= & \epsilon^{2} \int_{t / \epsilon^{2}}^{\infty} d s \int_{s}^{\infty} d \tau\left\{E_{t}^{\epsilon}\left[f_{x}^{\prime}(x) g(x, \xi(\tau))\right]_{x}^{\prime} g(x, \xi(s))\right. \\
& -E\left[f_{x}^{\prime}(x) g(x, \xi(\tau))\right]_{x}^{\prime} g(x, \xi(s))
\end{aligned}
$$

From (A4.1), (A4.2), (A4.3), and (A4.5), $f_{i}^{\epsilon}(.) \in D\left(A^{\epsilon}\right)$ for $i=0,1,2$. Define the perturbed test function

$$
f^{\epsilon}(t)=f\left(x^{\epsilon}(t)\right)+\sum_{i=0}^{2} f_{i}^{\epsilon}\left(x^{\epsilon}(t), t\right)
$$

The reasons for defining $f_{i}^{\epsilon}$ are to facilitate the averaging of the "noise" terms involving $\xi^{\epsilon}$ terms. By the definition of the operator $A^{\epsilon}$ and its domain $D\left(A^{\epsilon}\right)$, we will obtain that $f\left(x^{\epsilon}().\right)$ and the $f_{i}^{\epsilon}\left(x^{\epsilon}(),..\right)$ are all in $D\left(A^{\epsilon}\right)$, and

$$
\begin{gather*}
A^{m^{\epsilon}, \epsilon} f\left(x^{\epsilon}(t)\right) \\
=f_{x}^{\prime}\left(x^{\epsilon}(t)\right)\left[\sum_{i=1}^{N} \int a_{i}\left(x^{\epsilon}(t), \alpha\right) m_{t}^{\epsilon}(d \alpha)+G\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)+\frac{1}{\epsilon} g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)\right] \tag{8.4.97}
\end{gather*}
$$

From this we can obtain,

$$
\begin{align*}
A^{m^{\epsilon}, \epsilon} f_{0}\left(x^{\epsilon}(t)\right)= & -f_{x}^{\prime}\left(x^{\epsilon}(t)\right) G\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right) \\
& +\int_{t}^{\infty} d s\left[E_{t}^{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) G\left(x^{\epsilon}(t), \xi^{\epsilon}(s)\right)\right]_{x}^{\prime} \dot{x}^{\epsilon}(t)  \tag{8.4.98}\\
= & -f_{x}^{\prime}\left(x^{\epsilon}(t)\right) G\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right) \\
& +\epsilon^{2} \int_{t / \epsilon^{2}}^{\infty} d s\left[E_{t}^{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) G\left(x^{\epsilon}(t), \xi(s)\right)\right]_{x}^{\prime} \dot{x}^{\epsilon}(t)
\end{align*}
$$

Note that the first term in (8.4.98) will cancel with the $f_{x^{\prime}} G$ term of (8.4.97). The $p$-lim of the last term in (8.4.98) is zero.

$$
\begin{align*}
A^{m^{\epsilon}, \epsilon} f_{1}\left(x^{\epsilon}(t)\right)= & -\frac{1}{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right) \\
& +\frac{1}{\epsilon} \int_{t}^{\infty} d s\left[E_{t}^{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi^{\epsilon}(s)\right)\right]_{x}^{\prime} \dot{x}^{\epsilon}(t) \\
= & -\frac{1}{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)  \tag{8.4.99}\\
& +\epsilon \int_{t / \epsilon^{2}}^{\infty} d s\left[E_{t}^{\epsilon} f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi(s)\right)\right]_{x}^{\prime} \dot{x}^{\epsilon}(t)
\end{align*}
$$

The first term on the right of (8.4.99) will cancel with the $\frac{f_{x}^{\prime} g}{\epsilon}$ term in (8.4.97). The only component of the second term on the right of (8.4.99) whose $p$ - $\lim _{\epsilon}$ is not zero is

$$
\frac{1}{\epsilon^{2}} \int_{t}^{\infty} d s\left\{E_{t}^{\epsilon}\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi^{\epsilon}(s)\right)\right]_{x}^{\prime} g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)\right.
$$

This term will cancel with the first term of (8.4.100)

$$
\begin{align*}
A^{m^{\epsilon}, \epsilon} f_{2}\left(x^{\epsilon}(t)\right)= & -\frac{1}{\epsilon^{2}} \int_{t}^{\infty} d s\left\{E_{t}^{\epsilon}\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi^{\epsilon}(s)\right)\right]_{x}^{\prime} g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)\right. \\
& \left.-\left.E\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x, \xi^{\epsilon}(s)\right)\right]_{x}^{\prime} g\left(x, \xi^{\epsilon}(t)\right)\right|_{x=x^{\epsilon}(t)}\right\} \\
& +\left.\left[f_{2}^{\epsilon}(x, t)\right]_{x}^{\prime} \dot{x}^{\epsilon}\right|_{x=x^{\epsilon}(t)} \\
= & -\int_{t / \epsilon^{2}}^{\infty} d s\left\{E_{t}^{\epsilon}\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g\left(x^{\epsilon}(t), \xi(s)\right)\right]_{x}^{\prime} g\left(x^{\epsilon}(t), \xi^{\epsilon}(t)\right)\right.  \tag{8.4.100}\\
& \left.-\left.E\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g(x, \xi(s))\right]_{x}^{\prime} g\left(x, \xi^{\epsilon}(t)\right)\right|_{x=x^{\epsilon}(t)}\right\} \\
& +\left.\left[f_{2}^{\epsilon}(x, t)\right]_{x}^{\prime} \dot{x}^{\epsilon}\right|_{x=x^{\epsilon}(t)}
\end{align*}
$$

The $p-\lim _{\epsilon}$ of the last term of the right side of (8.4.100) is zero.
Evaluating $A^{m^{\epsilon}, \epsilon} f^{\epsilon}(t)=A^{m^{\epsilon}, \epsilon}\left[f\left(x^{\epsilon}(t)\right)+\sum_{i=0}^{2} f_{i}^{\epsilon}\left(x^{\epsilon}(t), t\right)\right]$ and by deleting terms that cancel yield

$$
\begin{align*}
A^{m^{\epsilon}, \epsilon} f^{\epsilon}(t)= & f_{x}^{\prime}\left(x^{\epsilon}(t)\right) \sum_{i=1}^{N} \int a_{i}\left(x^{\epsilon}(t), \alpha\right) m_{t}^{\epsilon}(d \alpha) \\
& +\int_{t / \epsilon^{2}}^{\infty} E\left[f_{x}^{\prime}\left(x^{\epsilon}(t)\right) g(x, \xi(s))\right]^{\prime} g\left(x, \xi\left(t / \epsilon^{2}\right)\right) d s \tag{8.4.101}
\end{align*}
$$

As a result, we get

$$
\begin{gather*}
p-\lim \left(f^{\epsilon}(t)-f\left(x^{\epsilon}(.)\right)\right)=0  \tag{8.4.102}\\
p-\lim _{\epsilon}\left|A^{m^{\epsilon}, \epsilon} f\left(x^{\epsilon}(t)\right)-A^{m^{\epsilon, \epsilon}} f^{\epsilon}(t)\right|=0 \tag{8.4.103}
\end{gather*}
$$

Hence, by Lemma 8.4.2,

$$
M_{f}^{\epsilon}(t)=f^{\epsilon}(t)-f^{\epsilon}(0)-\int_{0}^{t} A^{m^{\epsilon}} f^{\epsilon}(s) d s
$$

is a zero mean martingale.
Let $[t]$ denote the greatest integer part of $t$. Write

$$
\frac{M_{f}^{\epsilon}(t)}{t}=\frac{1}{t}\left[\left(M_{f}^{\epsilon}(t)-M_{f}^{\epsilon}([t])\right)+M_{f}^{\epsilon}(0)\right]+\frac{1}{t} \sum_{k=0}^{[t]-1}\left[M_{f}^{\epsilon}(k+1)-M_{f}^{\epsilon}(k)\right]
$$

Using the fact that $f($.$) is bounded and (8.4.103), and martingale property of M_{f}^{\epsilon}($.$) , we get$ $E\left[\frac{M_{f}^{\epsilon}(t)}{t}\right]^{2} \rightarrow 0$ as $t \rightarrow \infty$ and $\epsilon \rightarrow 0$, which in turn implies that $\frac{M_{f}^{\epsilon}(t)}{t} \xrightarrow{P} 0$ as $t \rightarrow \infty$ and $\epsilon \rightarrow 0$ in any way at all. From (8.4.103), and the fact that $\frac{M_{f}^{\epsilon}(t)}{t}, \frac{f^{\epsilon}(t)}{t}$, and $\frac{f^{\epsilon}(0)}{t}$ all go to zero in probability implies that as $t \rightarrow \infty$ and $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\frac{1}{t} \int_{0}^{t} A^{m^{\epsilon}} f\left(x^{\epsilon}(s)\right) d s \xrightarrow{P} 0 \tag{8.4.104}
\end{equation*}
$$

By the definition of $P_{T}^{m^{\epsilon}, \epsilon}(),.(8.4 .104)$ can be written as

$$
\begin{equation*}
\int A^{\alpha} f(x) P_{T}^{m^{\epsilon}, \epsilon}(d x d \alpha) \xrightarrow{P} 0 \text { as } T \rightarrow \infty \text { and } \epsilon \rightarrow 0 \tag{8.4.105}
\end{equation*}
$$

For the policy $m^{\delta}($.$) , choose a weakly convergent subsequence of set of random variables$ $\left\{P_{T}^{m^{\delta}, \epsilon}(),. \epsilon, T\right\}$, indexed by $\epsilon_{n}, T_{n}$, with limit $\widehat{\mu}($.$) . Let this limit \widehat{P}($.$) be defined on$ some probability space $(\widetilde{\Omega}, \widetilde{P}, \widetilde{\Im})$ with generic variable $\widetilde{\omega}$. Factor $\widehat{P}($.$) as \widehat{P}(d x d \alpha)=$ $m_{\boldsymbol{x}}^{\delta}(d \alpha) \mu(d x)$. We can suppose that $m_{x}(C)$ are $x$-measurable for each Borel $C$ and $\widetilde{\omega}$.

Now (8.4.105) implies that for all $f(.) \in \widehat{D}$,

$$
\begin{equation*}
\iint A^{\alpha} f(x) m_{x}^{\delta}(d \alpha) \widehat{\mu}(d x)=0 \text { for } \widetilde{P} \text {-almostall } \widetilde{\omega} \tag{8.4.106}
\end{equation*}
$$

Since $f($.$) is measure determining, (8.4.106) implies that almost all realizations of \widehat{\mu}$ are invariant measures for (8.4.92) under the relaxed policies $m^{\delta}$. By uniqueness of the invariant measure, we can take $\mu\left(m^{\delta},.\right)=\widehat{\mu}($.$) does not depend on the chosen subsequence \epsilon_{n}, T_{n}$. By the definition of $P_{T}^{m^{\delta}, \epsilon}($.$) ,$

$$
\begin{gathered}
\frac{1}{t} \int_{0}^{t} \int r_{k}\left(x^{\epsilon}(s), \alpha\right) m^{\delta}(d \alpha) d s=\int_{0}^{t} \int r_{k}\left(x^{\epsilon}(s), \alpha\right) P_{T}^{m^{\delta}, \epsilon}(d \alpha d x) \\
\stackrel{P}{\rightarrow} \int_{0}^{t} \int r_{k}(x, \alpha) m_{x}^{\delta}(d \alpha) \widehat{\mu}(d x)=J_{k}\left(m^{\delta}\right)
\end{gathered}
$$

Since $m^{\delta}($.$) is a \delta$-equilibrium policy, by the definition of $\delta$-equilibrium, for almost all $\widetilde{\omega}$ we have $J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta}\right)-\delta$. Since this is true for all the limits of the tight set $\left\{P_{T}^{m^{\delta}, \epsilon}(.) ; \epsilon, T\right\},(8.4 .96)$ follows.

It is important to note that, as a result of Theorem 8.4.5, if one needs a $\delta$-optimal policy for the physical system, it is enough to compute the optimal policies for the diffusion model and use it for the physical system. There is no need to compute optimal policies for each $\epsilon$.

Since relaxed control is a device with primarily a mathematical use, it is desirable to have a chattering type result for an $N$-person games. The following result captures the spirit of such a result for the $\delta$-optimal strategies, which states that for any near equilibrium, relaxed strategy, there is an ordinary strategy which gives a $\delta$-optimal value.

Corollary 8.4.6 Let the conditions of Theorem 8.4.5 hold. Then there exists an ordinary control policy $u_{m}^{\delta}(t) \in M$ such that

$$
\begin{equation*}
\varliminf_{\epsilon, T} P\left\{J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(u_{m}^{\delta}(t)\right)-\delta\right\}=1 \tag{8.4.107}
\end{equation*}
$$

Proof. Following the reasoning of Lemma 2 [31, page 153], we conclude that corresponding to the relaxed control policy $m^{\delta / 2}(t)$ of (A4.8), there exists an ordinary control policy $u_{m}^{\delta}(t)$ such that

$$
\begin{equation*}
\left|J_{k}\left(m^{\delta / 2}\right)-J_{k}\left(u_{m}^{\delta}(t)\right)\right|<\delta / 2, \text { a.s. } \tag{8.4.108}
\end{equation*}
$$

Also from equation (8.4.96) (with $\delta=\delta / 2$ ), we have

$$
\begin{equation*}
\varliminf_{\epsilon, T} P\left\{J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta / 2}\right)-\delta / 2\right\}=1 \tag{8.4.109}
\end{equation*}
$$

Equation (8.4.107) now follows from (8.4.108) and (8.4.109), Since

$$
\begin{gathered}
\varliminf_{\epsilon, T} P\left\{J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta / 2}\right)-\delta / 2\right\}=1 \Leftrightarrow \\
\varliminf_{\epsilon, T} P\left\{J_{k}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta / 2}\right)-J_{k}\left(m^{\delta}(t)\right)+J_{k}\left(m^{\delta}(t)\right)-\delta / 2\right\}=1 \Leftrightarrow \\
\varliminf_{\epsilon, T} P\left\{J\left(m^{\epsilon}\right) \geq-\delta / 2+J_{k}\left(m^{\delta}(t)\right)-\delta / 2\right\} \\
=\varliminf_{\epsilon, T} P\left\{J\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta}(t)\right)-\delta\right\}=1
\end{gathered}
$$

for

$$
-\delta / 2 \leq J_{k}\left(m^{\delta / 2}\right)-J_{k}\left(u_{m}^{\delta}(t)\right) \leq \delta / 2
$$

from (8.4.109).

## Pathwise discounted payoffs

In place of the ergodic payoff, now consider the pathwise discounted payoffs for the player $k$ given by

$$
\begin{equation*}
R_{k}^{\lambda, \epsilon}\left(m^{\epsilon}\right)=\lambda \int_{0}^{\infty} e^{-\lambda s} \int r_{k}\left(x^{\epsilon}(s), \alpha\right) m_{s}(d \alpha) d s \tag{8.4.110}
\end{equation*}
$$

Now we will state the pathwise result for discounted payoff and suggest the necessary steps needed in the proof.

Theorem 8.4.7 Let $m^{\epsilon}$ be a sequence of $\delta$-optimal discounted payoffs and $m^{\delta}$ be $\delta$-equilibrium policies for (8.4.92). Under the conditions of Theorem 8.4.5, the following limits hold:

$$
\begin{align*}
& R_{k}^{\lambda, \epsilon}\left(m^{\delta}\right) \xrightarrow{P} J_{k}\left(m^{\delta}\right) a s \lambda \rightarrow 0, \epsilon \rightarrow 0  \tag{8.4.111}\\
& \frac{\lim _{\epsilon, T}}{} P\left\{R_{k}^{\lambda, \epsilon}\left(m^{\epsilon}\right) \geq J_{k}\left(m^{\delta}\right)+\delta\right\}=1 \tag{8.4.112}
\end{align*}
$$

Proof. The proof is essentially same as of Theorem 8.4.5. We will only explain the differences needed. Define the discounted occupation measures

$$
\begin{aligned}
P_{\lambda}^{m^{\epsilon}, \epsilon}(B \times C) & =\lambda \int_{0}^{\infty} e^{-\lambda t} I_{\left\{x^{\epsilon}(t) \in B\right\}} m_{t}(C) d t \\
P_{\lambda}^{m}(B \times C) & =\lambda \int_{0}^{\infty} e^{-\lambda t} I_{\{x(t) \in B\}} m_{t}(C) d t
\end{aligned}
$$

Then (8.4.110) can be written as

$$
R_{k}^{\lambda, \epsilon}\left(m^{\epsilon}\right)=\int r_{k}(x(s), \alpha) P_{\lambda}^{m^{\epsilon}, \epsilon}(d x d \alpha)
$$

By tightness condition (A4.7), the $\left\{P_{\lambda}^{m^{c}, \epsilon}().\right\}$ and $\left\{P^{m^{\delta}, \epsilon}().\right\}$ are tight. Define

$$
f_{\lambda}^{\epsilon}(t)=\lambda e^{\lambda t} f^{\epsilon}(t)
$$

This will be used in the place of $f^{\epsilon}($.$) defined in Theorem 8.4.5. Then$

$$
A^{m^{\epsilon}, \epsilon} f_{\lambda}^{\epsilon}(t)=-\lambda^{2} e^{\lambda t} f^{\epsilon}(t)+\lambda e^{\lambda t} A^{m^{\epsilon}, \epsilon} f^{\epsilon}(t)
$$

Define the martingale

$$
\begin{gathered}
f_{\lambda}^{\epsilon}(t)-f_{\lambda}^{\epsilon}(0)-\int_{0}^{t} A^{m^{\epsilon}, \epsilon} f_{\lambda}^{\epsilon}(s) d s \\
=\lambda e^{\lambda t} f^{\epsilon}(t)-\lambda f^{\epsilon}(0)-\int_{0}^{t}\left[-\lambda^{2} e^{\lambda s} f^{\epsilon}(s)+\lambda e^{\lambda s} A^{m^{\epsilon}, \epsilon} f^{\epsilon}(s)\right] d s
\end{gathered}
$$

As in Theorem 8.4.5,

$$
\lim _{\substack{t \rightarrow \infty \\(\lambda, \epsilon) \rightarrow 0}} \lambda \int_{0}^{t} e^{-\lambda s} A^{m^{\epsilon}, \epsilon} f\left(x^{\epsilon}(s)\right) d s=0
$$

Thus

$$
\lim _{(\lambda, \epsilon) \rightarrow 0} \iint A^{\alpha} f(x) P_{\lambda}^{m^{\epsilon}, \epsilon}(d x d \alpha)=0
$$

Now choose weakly convergent subsequences of the $\left\{P_{\lambda}^{m^{\epsilon}, \epsilon}().\right\}$ or $\left\{P_{\lambda}^{m^{\delta}, \epsilon}().\right\}$ and continue as in the proof of Theorem 8.4.5 to get (8.4.111) and (8.4.112).

## Discrete parameter (stochastic) games

The discrete parameter system is given by

$$
\begin{equation*}
X_{n+1}^{\epsilon}=X_{n}^{\epsilon}+\epsilon G\left(X_{n}^{\epsilon}\right)+\epsilon \sum_{i=1}^{N} \int a_{i}\left(X_{n}^{\epsilon}, \alpha_{i}\right) m_{i n}\left(d \alpha_{i}\right)+\sqrt{\epsilon} g\left(X_{n}^{\epsilon}, \xi_{n}^{\epsilon}\right) \tag{8.4.113}
\end{equation*}
$$

where $\left\{\xi_{n}^{\epsilon}\right\}$ satisfies the discrete parameter version of (A2) and $m_{i n}(),. i=1, \ldots, N$ be the relaxed control strategies depending only on $\left\{X_{i}, \xi_{i-1}, i \leq n\right\}$. It should be noted that, in the discrete case, strategies would not be relaxed, one need to interpret this in the asymptotic sense, i.e., the limiting strategies will be relaxed. Let $E_{n}^{\epsilon}$ denote the conditional expectation with respect to $\left\{X_{i}, \xi_{i-1}, i \leq n\right\}$. Define $x^{\epsilon}($.$) by x^{\epsilon}(t)=X_{n}^{\epsilon}$ on $[n \epsilon, n \epsilon+\epsilon)$ and $m_{i}($.$) by$

$$
m_{i}\left(B_{i} \times[0, t]\right)=\epsilon \sum_{n=0}^{[t / \epsilon]-1} m_{i n}\left(B_{i}\right)+\epsilon(t-\epsilon[t / \epsilon]) m_{[t / \epsilon]}\left(B_{i}\right), i=1, \ldots, N .
$$

(i) For $V$ equals either $a(.,),$.$g or g_{x}$, and for $Q$ compact,

$$
E \sup _{x}\left|\sum_{n+L_{1}}^{L} E_{n}^{\epsilon} V\left(x, \xi_{i}^{\epsilon}\right)\right| \rightarrow 0
$$

as $L, n$ and $L_{1} \rightarrow \infty$, with $L>n+L_{1}$ and $L-\left(n+L_{1}\right) \rightarrow \infty$.
(ii) There are continuous functions $c(i, x)$ and $c_{0}(i, x)$ such that for each $x$

$$
\begin{gathered}
\frac{1}{L} \sum_{n=\ell}^{\ell+L} E_{\ell}^{\epsilon} g\left(x, \xi_{n+i}^{\epsilon}\right) g^{\prime}\left(x, \xi_{n}^{\epsilon}\right) \xrightarrow{P} c(i, x) \\
\frac{1}{L} \sum_{n=\ell}^{\ell+L} E_{\ell}^{\epsilon} g_{x}^{\prime}\left(x, \xi_{n+i}^{\epsilon}\right) g\left(x, \xi_{n}^{\epsilon}\right) \xrightarrow{P} c_{0}(i, x)
\end{gathered}
$$

as $\ell$ and $L \rightarrow \infty$.
(iii) For each $T<\infty$ and compact $Q$,

$$
\begin{aligned}
& \epsilon \sup _{x \in Q}\left|\sum_{j=n}^{T / \epsilon} \sum_{k=j+1}^{T / \epsilon}\left[E_{n}^{\epsilon} g_{i, x}^{\prime}\left(x, \xi_{k}\right) g\left(x, \xi_{j}\right)-E g_{i, x}^{\prime}\left(x, \xi_{k}\right) g\left(x, \xi_{j}\right)\right]\right| \rightarrow 0 i \leq n, \\
& \quad \epsilon \sup _{x \in Q}\left|\sum_{j=n}^{T / \epsilon} \sum_{k=j+1}^{T / \epsilon}\left[E_{n}^{\epsilon} g^{\prime}\left(x, \xi_{k}\right) g\left(x, \xi_{j}\right)-E g^{\prime}\left(x, \xi_{k}\right) g\left(x, \xi_{j}\right)\right]\right| \rightarrow 0,
\end{aligned}
$$

in the mean as $\epsilon \rightarrow 0$ uniformly in $n \leq T / \epsilon$. Also, the limits hold when the bracketed terms are replaced by their $x$-gradient $/ \sqrt{\epsilon}$.

Define

$$
\tilde{a}(x)=\sum_{1}^{\infty} c_{0}(i, x)
$$

and

$$
\widetilde{c}(x)=c(0, x)+2 \sum_{1}^{\infty} c(i, x)=\sum_{-\infty}^{\infty} c(i, x)
$$

With some minor modifications in the proof of Theorem 8.4.5, we can obtain the following result (refer to [62] and [87] for convergence proofs in similar situations).

Theorem 8.4.8 Assume (A4.1) to (A4.3), (A4.6) to (A4.10). Then the conclusions of Theorem 8.4.5 hold for model (8.4.113).

### 8.4.3 Partially observed stochastic differential games and weak convergence

In practical differential games difficulties are often encountered in obtaining information about the state of the system due to time lag, high cost of obtaining data, or simply asymmetry in availability of information due to the nature of the problems in a competitive environment. Stochastic differential games with imperfect state informations are inherently very difficult to analyze. In the literature, there are various information structures considered such as both players will have the same information as in the form as a broadcasting
channel, $[51,72]$, or the two players will have available only noise-corrupted output measurements, [90, 91]. There are various other possibilities, such as one player will have full information where as the other player will have only partial information or only a deterministic information. A fixed duration stochastic two-person nonzero-sum differential game in which one player has access to closed-loop nonanticipatory state information while the other player makes no observation is considered in [4]. A comprehensive study on partially observed stochastic differential games is still far from solved. In this subsection, we will present a linear system with quadratic cost functional and imperfect state information. Solution to the diffusion model is given and a weak convergence method is described. We will also deal with a form of nonlinearity.

The system under consideration is of the following type, where both players have the same information such as from a broadcasting channel

$$
\begin{equation*}
d x=[A(t) x+B(t) u-C(t) v] d t+D d w_{1}(t) \tag{8.4.114}
\end{equation*}
$$

with observation data

$$
\begin{equation*}
d y=H x d t+F d w_{2}(t) \tag{8.4.115}
\end{equation*}
$$

and payoff

$$
\begin{equation*}
J(u, v)=E\left\{x^{\prime}(T) S x(T)+\int_{0}^{T}\left[u^{\prime} R u-v^{\prime} Q v\right] d t\right\} \tag{8.4.116}
\end{equation*}
$$

In here, we are concerned with a partially observed two person zero-sum stochastic differential games driven by wide band noise. The actual physical system will be more naturally modeled by

$$
\begin{equation*}
\dot{x}^{\epsilon}=A x^{\epsilon}+B u-C v+D \xi_{1}^{\epsilon} \tag{8.4.117}
\end{equation*}
$$

with observations

$$
\begin{equation*}
\dot{y}^{\epsilon}=H x^{\epsilon}+\xi_{2}^{\epsilon} \tag{8.4.118}
\end{equation*}
$$

where $\xi_{i}^{\epsilon}, i=1,2$ are wide band noise processes. Let the payoff be given in linear quadratic form

$$
\begin{equation*}
J^{\epsilon}\left(u^{\epsilon}, v^{\epsilon}\right)=E\left\{x^{\epsilon^{\prime}}(T) S x^{\epsilon}(T)+\int_{0}^{T}\left[u^{\epsilon^{\prime}} R u^{\epsilon}-v^{\epsilon^{\prime}} Q v^{\epsilon}\right] d t\right\} \tag{8.4.119}
\end{equation*}
$$

for some $T<\infty$.
Typically, one decides upon a suitable model (8.4.114), (8.4.115), (8.4.116), obtains a good or optimal policy pair, and uses this policy to the actual physical system. In this case, the value of the determined policy for the physical system is not clear, as well as the value of the output of the filter for making estimates of functional of the physical process $x^{\epsilon}($. which is approximated by $x($.$) . The filter output will rarely be nearly optimal for use in$ making such estimates, and the policies based on the filter outputs will rarely be 'nearly' optimal. Very little attention has been devoted to the case of game problems. Under quite broad conditions, we will obtain a very reasonable class of alternative filters and policies for the physical system with respect to which it is nearly optimal.

For a general filtering theory, we refer to [74]. We begin with a discussion of filtering and game problem for the ideal white noise linear model (8.4.114), (8.4.115), (8.4.116) and use the Kalman-Bucy filter for this model to obtain an optimal strategy pair for the game problem. Then we will describe the wide bandwidth analogue and give results on filtering and near optimal policies. Also we will include the study on the asymptotic in the time and bandwidth problems. Some extensions to partly nonlinear observations will also be given.

## The diffusion model

Consider the linear quadratic Gaussian (LQG) games. We have

$$
\begin{equation*}
d x=[A(t) x+B(t) u-C(t) v] d t+D d w_{1}(t) \tag{8.4.120}
\end{equation*}
$$

where A,B,C,D are $n \times n, n \times m, n \times s$, and $n \times r$ matrices whose elements are continuous in $[0, T] . x \in R^{n}$ is the state vector with initial state $x_{0}$, which is normally distributed with $N\left(\bar{x}_{0}, M_{0}\right)$. Players I and II are endowed with measurements

$$
\begin{equation*}
d y=d y_{1}=d y_{2}=H x d t+F d w_{2}(t) \tag{8.4.121}
\end{equation*}
$$

where $F$ is of full rank with $p \times q, q>p$ matrix. The objective functional is defined with

$$
\begin{equation*}
J(u, v)=E\left\{x^{\prime}(T) S x(T)+\int_{0}^{T}\left[u^{\prime} R u-v^{\prime} Q v\right] d t\right\} \tag{8.4.122}
\end{equation*}
$$

where $S \geq 0, R(t)>0, Q(t)>0$ are $n \times n, m \times m$, and $n \times s$ symmetric matrices whose elements are continuous on [ $0, \mathrm{~T}]$. Let $R_{0}=F F^{\prime}$ be positive definite (denoted by $R_{0}>0$ ). Note that the $-v^{\prime} Q v$ term is due to the fact that $v$ is minimizing.

The policies $u$ and $v$ take values in compact sets $U$ and $V$, and sets $\Xi_{1}$ and $\Xi_{2}$ denote the set of $U$ and $V$-valued measurable $(t, \omega)$ functions on $[0, T] \times C[0, T],(C[0, T]$ is the space of real valued continuous functions on $[0, T]$ with the topology of uniform convergence) which are continuous w.p.1. relative to the Wiener measure. Let $\Xi_{1 t}$ and $\Xi_{2 t}$ denote the subclass which depends only on the function values up to time $t$. Let $\Xi=\Xi_{1} \times \Xi_{2}$ and $\Xi_{t}=\Xi_{1 t} \times \Xi_{2 t}$. We view functions in $\Xi$ as the data dependent policies with values $u(y(), t$. and $v(y(), t$.$) at time t$ and data $y($.$) . Let \bar{\Xi}$ denote the sub class of functions $(u, v) \in \Xi$ such that $(u(., t), v(., t)) \in \Xi_{t}$ for all $t$ and with the use of policies $(u(y,),. v(y,)),.(8.4 .120)$ has a unique solution in the sense of distributions. These pairs $(u(y,),. v(y,)$.$) are the admissible$ strategies. We say that an admissible pair $\left(u^{*}(t), v^{*}(t)\right)$ is a saddle point for the game iff

$$
\begin{equation*}
J\left(u(t), v^{*}(t)\right) \leq J\left(u^{*}(t), v^{*}(t)\right) \leq J\left(u^{*}(t), v(t)\right) \tag{8.4.123}
\end{equation*}
$$

where $u(t)$ and $v(t)$ any admissible control laws. We call $\left(u^{*}(t), v^{*}(t)\right)$ the optimal strategic pair. Admissible strategies $\widehat{u}$ and $\widehat{v}$ are called $\delta$-optimal for players $I$ and $I I$ respectively if

$$
\begin{equation*}
\sup _{u} J(u, \widehat{v})-\delta \leq J\left(u^{*}, v^{*}\right) \leq \inf _{v} J(\widehat{u}, v)+\delta \tag{8.4.124}
\end{equation*}
$$

Let $G_{t}=\sigma\{y(s), s \leq t\}$. Let $\widehat{x}(\tau)=E\left\{x(\tau) / G_{\tau} ; u(\tau), v(\tau)\right\}$. For (8.4.120), (8.4.121), the classical Kalman-Bucy filter equations are

$$
\begin{gather*}
d \widehat{x}=(A \widehat{x}+B u-C v) d t+L(t)(d y-H \widehat{x} d t)  \tag{8.4.125}\\
L(t)=P(t) H^{\prime}(t) R_{0}^{-1}(t)
\end{gather*}
$$

with $\widehat{x}_{0}=\bar{x}_{0}$ and $P(t)=E\left\{(x(t)-\widehat{x}(t))(x(t)-\widehat{x}(t))^{\prime}\right\}$ is the error covariance matrix and is the unique solution to the matrix Riccati equation:

$$
\begin{equation*}
\dot{P}=F P+P F^{\prime}-P N(y) P+D D^{\prime} \tag{8.4.126}
\end{equation*}
$$

$P_{0}=M_{0}$, where $N(y)=H^{\prime} R_{0}^{-1} H$, and the Riccati equation

$$
\begin{equation*}
\dot{\Sigma}=-\Sigma A-A^{\prime} \Sigma+\Sigma\left[B R^{-1} B^{\prime}-C Q^{-1} C^{\prime}\right] \Sigma \tag{8.4.127}
\end{equation*}
$$

with the boundary condition

$$
\Sigma(T)=S^{\prime}(T) S(T)
$$

The following result can be obtained from [51] and [72].

Theorem 8.4.9 The optimal strategy pair for the problem (8.4.120), (8.4.121), (8.4.122) exists. The optimal pair at time $t$ is

$$
\begin{align*}
u^{*}(t) & =-R^{-1}(t) B^{\prime}(t) \Sigma(t) \widehat{x}(t)  \tag{8.4.128}\\
v^{*}(t) & =-Q^{-1}(t) C^{\prime}(t) \Sigma(t) \widehat{x}(t) \tag{8.4.129}
\end{align*}
$$

Furthermore,

$$
\begin{align*}
J\left(u^{*}, v^{*}\right)= & \int_{0}^{T} \operatorname{Tr} \Sigma(s)\left[D D^{\prime}+\left(B(s) R^{-1} B^{\prime}(s)-C(s) Q^{-1} C^{\prime}(s)\right) \Sigma(s) P(s)\right] d s  \tag{8.4.130}\\
& +\operatorname{Tr} \Sigma_{0} M_{0}
\end{align*}
$$

where $P$ satisfies (8.4.126).

## Finite time filtering and game, wide band noise case

Now consider the wide bandwidth analogue of the previous filtering and game problem. Let the system be defined by

$$
\begin{equation*}
\dot{x}^{\epsilon}=A x^{\epsilon}+B u-C v+D \xi^{\epsilon} \tag{8.4.131}
\end{equation*}
$$

with observations $\dot{y}^{\epsilon}($.$) , where$

$$
\begin{equation*}
\dot{y}^{\epsilon}=H x^{\epsilon}+\xi_{2}^{\epsilon} \tag{8.4.132}
\end{equation*}
$$

where $\int_{0}^{t} \xi_{i}^{\epsilon}(s) d s=W_{i}^{\epsilon}(t), i=1,2, W_{1}^{\epsilon}($.$) and W_{2}^{\epsilon}($.$) are mutually independent. Let$ $W_{i}^{\epsilon}(.) \Longrightarrow W_{i}($.$) , standard Wiener processes. Let the corresponding objective functional$ be given by

$$
\begin{equation*}
J^{\epsilon}(u, v)=E\left\{x^{\epsilon^{\prime}}(T) S x^{\epsilon}(T)+\int_{0}^{T}\left[u^{\prime} R u-v^{\prime} Q v\right] d t\right. \tag{8.4.133}
\end{equation*}
$$

In practice, with physical wide band observation noise and state process are not driven by the ideal white noise, one uses (8.4.126), (8.4.127) and the natural adjustment of (8.4.125), that is

$$
\begin{equation*}
\hat{\dot{x}}^{\epsilon}=\left(A \widehat{x}^{\epsilon}+B u-C v\right)+L(t)\left[\dot{y}^{\epsilon}-H \widehat{x}^{\epsilon}\right] \tag{8.4.134}
\end{equation*}
$$

First of all we want to know in what way the triple (8.4.134), (8.4.126), (8.4.127) makes sense. In general, it is not an optimal filter for the physical observation. Instead of asking whether it is nearly optimal, we will ask, with respect to what class of alternative estimators is it nearly optimal when estimating the specific functional of $x^{\epsilon}($.$) ? Another problem is$ that if one obtains a policy (optimal or not) based on the white noise driven limit model, the policy will be a function of the outputs of the filters. The value of applying this to the actual wide bandwidth noise system is not clear. If one uses the model (8.4.120), (8.4.121), (8.4.125) to get a optimal (or nearly optimal) policy pair for the value (8.4.122), and apply this to the physical system, the question then is with respect to what class of comparison policies is such a policy nearly optimal? In both the cases, weak convergence theory can provide some answers. In order to obtain weak convergence of $\left(x^{\epsilon}(),. y^{\epsilon}().\right)$ of (8.4.117) and (8.4.118), we need to use above method outlined for equations (8.4.88) through (8.4.91).

In subsequent results, in order to avoid lengthy calculations, we will not give the weak convergence proofs. The reader can obtain necessary steps from [62] and [84].

Even when $W_{2}^{\epsilon}(.) \Longrightarrow W_{2}($.$) , a nondegenerate Wiener process, y^{\epsilon}($.$) might contain a$ great deal more information about $x^{\epsilon}($.$) than y($.$) does about x($.$) . We give the following$ example from [66] for an extreme case when $B \equiv 0$ and $C \equiv 0$. Call the corresponding process $z^{\epsilon}$ (.).

Example 8.4.10 Let $t_{i}^{\epsilon}, i>0$ be a strictly increasing sequence of real numbers for each $\epsilon$, such that $t_{i}^{\epsilon} \xrightarrow{i} \infty$ and $\sup _{i}\left|t_{i+1}^{\epsilon}-t_{i}^{\epsilon}\right| \xrightarrow{\epsilon} 0$. Define $\Delta_{i}^{\epsilon}=t_{2 i+1}^{\epsilon}-t_{2 i}^{\epsilon}$, and for any $t>0$, let $\sum_{t_{i}^{\epsilon} \leq t} \Delta_{i}^{\epsilon} \xrightarrow{\epsilon} 0$. Define a new observation noise $\xi_{y}^{\epsilon}($.$) by resetting \xi_{y}^{\epsilon}(t)=0$ for $t \in\left[t_{2 i}^{\epsilon}, t_{2 i+1}^{\epsilon}\right)$, all $i$. The integral of the $\xi_{y}^{\epsilon}($.$) still converges weakly to the Wiener process W_{2}($.$) . But H z^{\epsilon}($. is exactly known for small $\epsilon$.

The following result [66], shows that we never gain information on going to the limit.
Lemma 8.4.11 Let $\left(Z_{n}, Y_{n}\right) \Longrightarrow(Z, Y)$. Then

$$
\varlimsup_{n} E\left[Z_{n}-E\left(Z_{n} / Y_{n}\right)\right]^{2} \leq E[Z-E(Z / Y)]^{2}
$$

A class of estimators.
By earlier assumptions, we have $\left(Z^{\epsilon}(),. W_{2}^{\epsilon}().\right) \Longrightarrow\left(Z(),. W_{2}().\right)$ as $\epsilon \rightarrow 0$. By the weak convergence and independence of $z^{\epsilon}($.$) and \xi_{2}^{\epsilon}(),. w_{1}($.$) is independent of w_{2}($.$) . The weak$ limit of $y^{\epsilon}($.$) is y($.$) , the solution of (8.4.121).$

Let $\aleph$ denote the class of measurable functions on $C[0, \infty)$ which are continuous w.p. 1 relative to Wiener measure. Hence, they are continuous w.r.t. the measure of $y$ (.). Let $\aleph_{t}$ denote the sub class which depends only on the function values up to time $t$. For arbitrary $f(.) \in \aleph$ or in $\aleph_{t}, f\left(y^{\epsilon}().\right)$ will denote an alternative estimator of a functional of $z^{\epsilon}($.$) . We$ consider $\aleph$ and $\aleph_{t}$ as a class of data processors.

We now obtain a robustness result. Let $\left(m_{t}^{\epsilon}, q\right)$ be the integral of a function $q(z)$ with respect to the Gaussian distribution with mean $\widetilde{z}^{\epsilon}(t)$ and the covariance $p(t)$. We will assume the following:
(A4.11) $\left\{\left(m_{t}^{\epsilon}, q\right)^{2}, q^{2}\left(z^{\epsilon}(t)\right), F^{2}\left(y^{\epsilon}().\right)\right\}$ is uniformly integrable.
The following theorem states that, for a small $\epsilon$, the ersatz conditional distribution is 'nearly optimal' with respect to a specific class of alternative estimators.

Theorem 8.4.12 Assume (A4.11) and that $w_{2}^{\epsilon}(.) \Longrightarrow w_{2}($.$) , a standard Wiener process.$ Then

$$
\left(\widetilde{z}^{\epsilon}(.), z^{\epsilon}(.), w_{2}^{\epsilon}(.)\right) \Longrightarrow\left(\widehat{z}(.), z(.), w_{2}(.)\right)
$$

Also,

$$
\begin{equation*}
\lim _{\epsilon} E\left[q\left(z^{\epsilon}(t)\right)-F\left(y^{\epsilon}(.)\right)\right]^{2} \geq \lim _{\epsilon} E\left[q\left(z^{\epsilon}(t)\right)-\left(m_{t}^{\epsilon}, q\right)\right]^{2} \tag{8.4.135}
\end{equation*}
$$

Proof. The weak convergence is clear from the assumptions. Since $F($.$) is w.p.1. continu-$ ous, we also have

$$
\left(q\left(z^{\epsilon}(t)\right), F\left(y^{\epsilon}(.)\right),\left(m_{t}^{\epsilon}, q\right)\right) \Longrightarrow\left(q(z(t)), F(y(.)),\left(m_{t}, q\right)\right)
$$

Hence

$$
\left(m_{t}, q\right)=\int q(z) d N(\widehat{z}(t), P(t), d z)
$$

and $N(\widehat{z}, P,$.$) is normal distribution with mean \widehat{z}$ and covariance $P$. Hence

$$
\lim _{\epsilon} E\left[q\left(z^{\epsilon}(t)\right)-F(y \epsilon(.))\right]^{2}=E[q(z(t))-F(y(.))]^{2}
$$

and

$$
\lim _{\epsilon} E\left[q\left(z^{\epsilon}(t)\right)-\left(m_{t}^{\epsilon}, q\right)\right]^{2}=E[q(z(t))-E[q(z(t)) / y(s), s \leq t]]^{2}
$$

Since the conditional expectation is the optimal estimator, (8.4.135) follows.
Now we will give the 'near optimality' result for the policies. Let $\mathcal{M}_{1}$ (respectively $\mathcal{M}_{2}$ ) denote the class of $U$ (respectively, $V$ ) valued continuous functions $u(.,$.$) (respectively,$ $v(\cdot,)$.$) such that with the use of policy value (u(\widehat{x}(t), t), v(\widehat{x}(t), t))$ at time $t$, (8.4.120), (8.4.125), has a unique (weak sense) solution. In Theorem 4.9, we have shown that there are optimal strategy pairs $\left(u^{*}, v^{*}\right)$ and a value $J^{*}$ for the system (8.4.120), (8.4.125) with payoff (8.4.122). Hence, we can assume the following.
(A4.12) Let the strategy pair $\left(u^{*}(.,),. v^{*}(.,).\right)$ be in $\mathcal{M}$ and let this strategy be unique. Assume ( $u^{*}, v^{*}$ ) is admissible for $x^{\epsilon}(),. \widehat{x}^{\epsilon}($.$) of (8.4.131), (8.4.134) for small \epsilon$.

Theorem 8.4.13 Assume (A4.11), (A4.12). Let $x^{\epsilon}($.$) and \widehat{x}^{\epsilon}($.$) denote the process and its$ estimate with $\left(u^{*}(.,),. v^{*}(.,).\right)$ used. Then

$$
\left\{x^{\epsilon}(.), \widehat{x}^{\epsilon}(.), u^{*}, v^{*}\right\} \Longrightarrow\left(x(.), \widehat{x}(.), u^{*}, v^{*}\right)
$$

and the limit satisfies (8.4.120), (8.4.125). Also,

$$
\begin{equation*}
J^{\epsilon}\left(u^{*}, v^{*}\right) \rightarrow J\left(u^{*}, v^{*}\right)=J^{*} \tag{8.4.136}
\end{equation*}
$$

In addition, let $\widehat{u}(.,$.$) and \widehat{v}(.,$.$) be a \delta$-optimal strategy pair for players $I$ and $I I$, respectively, with $(x(),. \widehat{x}()$.$) of (8.4.120), (8.4.125). Then$

$$
\begin{equation*}
\left.\mathfrak{\varliminf} \frac{\sup _{\epsilon}}{} \sup _{u \in \mathcal{M}_{\infty}} J\left(u\left(y^{\epsilon}, .\right), \widehat{v}\left(\widehat{x}^{\epsilon}, .\right)\right)-J^{\epsilon}\left(u^{*}, v^{*}\right) \right\rvert\, \leq \delta \tag{8.4.137}
\end{equation*}
$$

and

$$
\begin{equation*}
\varlimsup_{\epsilon}\left|\inf _{v \in \mathcal{M}_{\epsilon}} J\left(\widehat{u}\left(\widehat{x}^{\epsilon}, .\right), v\left(y^{\epsilon}, .\right)\right)-J^{\epsilon}\left(u^{*}, v^{*}\right)\right| \leq \delta \tag{8.4.138}
\end{equation*}
$$

Proof. Weak convergence is straightforward. By the assumed uniqueness, the limit ( $x(),. \widehat{x}($.$) ,$ $\left.u^{*}, v^{*}\right)$ satisfies (8.4.120),(8.4.125). Also, by this weak convergence and the fact that $T<\infty$, by the bounded convergence,

$$
\lim _{\epsilon} J^{\epsilon}\left(u^{*}, v^{*}\right)=J\left(u^{*}, v^{*}\right)
$$

To show (8.4.137) and (8.4.138), repeat the procedure with admissible strategies $\left(u\left(y^{\epsilon},.\right), v\left(y^{\epsilon},.\right)\right)$. The limit $(x(),. u(y,),. v(y,)$.$) might depend on the chosen subsequence.$ For any convergent subsequence $\left\{\epsilon_{n}\right\}$, we obtain

$$
\lim _{\epsilon=\epsilon_{n} \rightarrow 0} J^{\epsilon}\left(u\left(y^{\epsilon}, .\right), v\left(y^{\epsilon}, .\right)\right)=J(u, v)
$$

Now by the definition of $\delta$-optimality (8.4.124), (8.4.137) and (8.4.138) follows.

## Large time problem

When the filtering system with wide band noise operates over a very long time interval, there are two limits involved, since both $t \rightarrow \infty$ and $\epsilon \rightarrow 0$. It is then important that the results do not depend on how $t \rightarrow \infty$ and $\epsilon \rightarrow 0$. We will make the following assumptions.
(A4.13) $A$ is stable, $[A, H]$ is observable and $[A, D]$ is controllable.
(A4.14) $\xi_{i}(),. i=1,2$ are right continuous second order stationary processes with integrable covariance function $\bar{S}(.) . \quad \xi_{i}^{\epsilon}(t)=\frac{1}{\epsilon} \xi_{i}\left(t / \epsilon^{2}\right)$. Also, if $t_{\epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0$, then $W_{2}^{\epsilon}\left(t_{\epsilon}+.\right)-W_{2}^{\epsilon}\left(t_{\epsilon}\right) \Longrightarrow W_{2}().$.
(A4.15) If $z^{\epsilon}\left(t_{\epsilon}\right) \Longrightarrow z(0)$ (a random variable) as $\epsilon \rightarrow 0$, then $z^{\epsilon}\left(t_{\epsilon}+.\right) \Longrightarrow z($.$) with$ initial condition $z(0)$. Also $\sup _{\epsilon, t} E\left|z^{\epsilon}(t)\right|^{2}<\infty$.
(A4.16) For each $\epsilon>0$, there is a random process $\zeta^{\epsilon}($.$) such that \left\{\zeta^{\epsilon}(t), t<\infty\right\}$ is tight and for each strategy pair $(u(),. v().) \in \mathcal{M}$.
$\left\{x^{\epsilon}(),. \widehat{x}^{\epsilon}(),. z^{\epsilon}(),. \widehat{z}^{\epsilon}(),. \zeta^{\epsilon}(),. \xi_{1}^{\epsilon}(),. \xi_{2}^{\epsilon}().\right\}$ is a right continuous homogeneous Markov-Feller process with left hand limits. We have following result for filtering from [66].

Theorem 8.4.14 Assume (A4.13)-(A4.15) and let $q($.$) be a bounded continuous function.$ Let $F(.) \in \aleph_{t}$. Define $y^{\epsilon}(s)=0$, for $s \leq 0$. Define $y^{\epsilon}(-\infty, t$,.) to be the 'reversed' function with values $y^{\epsilon}(-\infty, t: \tau)=y^{\epsilon}(t-\tau)$ for $0 \leq \tau<\infty$. Then, if $t_{\epsilon} \rightarrow \infty$ as $\epsilon \rightarrow 0$,

$$
\begin{equation*}
\left\{z^{\epsilon}\left(t_{\epsilon}+.\right), \widehat{z}^{\epsilon}\left(t_{\epsilon}+.\right), W_{2}^{\epsilon}\left(t_{\epsilon}+.\right)-W_{2}^{\epsilon}\left(t_{\epsilon}\right)\right\} \Longrightarrow\left(z(.), \widehat{z}(.), W_{2}(.)\right) \tag{8.4.139}
\end{equation*}
$$

where $z($.$) and. \widehat{z}($.$) are stationary. Also$

$$
\begin{equation*}
\lim _{\epsilon, t} E\left[q\left(z^{\epsilon}(t)\right)-F\left(y^{\epsilon}(-\infty, t ; .)\right)\right]^{2} \geq \lim _{\epsilon, t} E\left[q\left(z^{\epsilon}(t)\right)-\left(m_{t}^{\epsilon}, q\right)\right]^{2} \tag{8.4.140}
\end{equation*}
$$

The limit of $\left(m_{t}^{\epsilon}, q\right)$ is the expectation with respect to the stationary $(\widehat{z}(),. P(0))$ system.
Now we will use an ergodic payoff functional of the form

$$
\begin{align*}
\rho^{\epsilon}(u, v) & =\limsup _{T \rightarrow \infty} \frac{1}{T} E\left[\int_{0}^{T} k\left(x^{\epsilon}(t), z^{\epsilon}(t), u(t), v(t)\right) d t\right]  \tag{8.4.141}\\
\rho(u, v) & =\limsup _{T \rightarrow \infty} \frac{1}{T} E\left[\int_{0}^{T} k(x(t), z(t), u(t), v(t)) d t\right] \tag{8.4.142}
\end{align*}
$$

where $k(., .,$.$) is a bounded continuous function.$
Ergodic optimal strategies for players $I$ and $I I$ are defined similarly to the finite horizon case. We will assume the following.
(A4.17) There is an optimal strategy pair $\left(u^{*}, v^{*}\right) \in \mathcal{M}$ for (8.4.114), (8.4.115), and (8.4.142) with (8.4.114), (8.4.125) has a unique invariant measure $\mu^{(u, v)}($.$) .$

The assumptions are not very restrictive. For detailed discussion on these type of assumptions, we refer to $[62,65]$.

Theorem 8.4.15 Assume (A4.13)-(A4.17). Then the conclusions of Theorem 8.4.13 hold for the model (8.4.117), (8.4.118) with payoff (8.4.141).

Proof. For a fixed $(u, v) \in \mathcal{M}$, we define

$$
P_{T}^{\epsilon}(.)=\frac{1}{T} E_{x} \int_{0}^{T} P\left\{X^{\epsilon}(t) \in . / X^{\epsilon}(0)\right\} d t
$$

where $X^{\epsilon}($.$) is the process corresponding to \left(u\left(\widehat{x}^{\epsilon}(),. \widehat{z}^{\epsilon}().\right), v\left(\widehat{x}^{\epsilon}(),. \widehat{z}^{\epsilon}().\right)\right)$. By (A4.16), $\left\{P_{T}^{\epsilon}(),. T \geq 0\right\}$ is tight. Also

$$
\rho^{\epsilon}\left(u\left(\widehat{x}^{\epsilon}(.), \widehat{z}^{\epsilon}(.)\right), v\left(\widehat{x}^{\epsilon}(.), \widehat{z}^{\epsilon}(.)\right)\right)=\underset{T}{\lim \sup } \int r(x, z, u(\widehat{x}, \widehat{z}), v(\widehat{x}, \widehat{z})) P_{T}^{\epsilon}(d X)
$$

where $X=(x, z, \widehat{x}, \widehat{z})$. Let $T_{n}^{\epsilon} \rightarrow \infty$ be a sequence such that it attains the limit limsup, and for which $P_{T_{n}^{\epsilon}}^{\epsilon}($.$) converges weakly to a measure P^{\epsilon}($.$) . Again by (A4.16), P^{\epsilon}($.$) is an$ invariant measure for $X^{\epsilon}($.$) . Also, by construction of P^{\epsilon}($.$) ,$

$$
\rho^{\epsilon}\left(u\left(\widehat{\boldsymbol{x}}^{\epsilon}(.), \widehat{z}^{\epsilon}(.)\right), v\left(\widehat{x}^{\epsilon}(.), \widehat{z}^{\epsilon}(.)\right)\right)=\limsup _{T} \int r(x, z, u(\widehat{x}, \widehat{z}), v(\widehat{x}, \widehat{z})) P^{\epsilon}(d X) .
$$

Now by a weak convergence argument and (A4.17),

$$
\begin{aligned}
& \rho^{\epsilon}\left(u\left(\widehat{x}^{\epsilon}(.), \widetilde{z}^{\epsilon}(.)\right), v\left(\widehat{x}^{\epsilon}(.), \widehat{z}^{\epsilon}(.)\right)\right) \rightarrow \rho(\widehat{x}, \widehat{z}) \\
= & \int r(x, z, u(\widehat{x}, \widehat{z}), v(\widehat{x}, \widehat{z})) \mu^{(u, v)}(d x d z d \widehat{x} d \widehat{z})
\end{aligned}
$$

The rest of the proof is similar (with minor modifications) to that of Theorem 8.4.12 and hence we omit it.

## Partly nonlinear observations

The ideas of previous subsections are useful in the case of nonlinear observations. However, we need the limit system to be linear. Consider the observations with a normalizing term $\frac{1}{\epsilon}$.

$$
\begin{gather*}
\dot{y}^{\epsilon}=h\left(H x^{\epsilon}+\xi_{2}^{\epsilon}(t)\right) / \epsilon  \tag{8.4.143}\\
y^{\epsilon}(0)=0, \\
h(x)=\operatorname{sign}(x) .
\end{gather*}
$$

We assume the following:
(A4.18) $\xi_{2}^{\epsilon}(t)=\frac{1}{\epsilon} \xi_{2}\left(t / \epsilon^{2}\right)$, where $\xi_{2}($.$) is a component of a stationary Gauss-Markov$ process whose correlation function goes to zero as $t \rightarrow \infty$.

Let $v_{0}^{2}=E\left(\xi_{2}^{\epsilon}(t)\right)^{2}$. Then the average of (8.4.143) over the noise $\xi_{2}^{\epsilon}$ is

$$
\left(\frac{2}{\pi v_{0}^{2}}\right)^{\frac{1}{2}} H x^{\epsilon}(t)+\delta_{\epsilon}
$$

where $\delta_{\epsilon} \rightarrow 0$ as $\epsilon \rightarrow 0$, uniformly for $x^{\epsilon}(t)$ in any bounded set. The limit observation system is given by

$$
\begin{equation*}
d y=\left(\frac{2}{\pi v_{0}^{2}}\right)^{\frac{1}{2}} H x d t+2 \Gamma_{0}^{\frac{1}{2}} d w_{2} \tag{8.4.144}
\end{equation*}
$$

For (8.4.120), (8.4.144), the Kalman-Bucy filter equations are

$$
\begin{gather*}
d \widehat{x}=(A \widehat{x}+B u-C v) d t+L(t)\left(d y-\left(\frac{2}{\pi v_{0}^{2}}\right)^{\frac{1}{2}} H \widehat{x} d t\right)  \tag{8.4.145}\\
L(t)=P(t) H^{\prime}\left(\frac{2}{\pi v_{0}^{2}}\right)^{\frac{1}{2}} \frac{1}{4 \Gamma_{0}}
\end{gather*}
$$

where $P(t)$ satisfies the Riccati equations

$$
\begin{equation*}
\dot{P}=F P+P F^{\prime} P H^{\prime} H P\left(\frac{1}{\Gamma_{0}}\right)\left(\frac{2}{\pi v_{0}^{2}}\right) \tag{8.4.146}
\end{equation*}
$$

and (8.4.127), where

$$
\Gamma_{0}=\frac{1}{\pi} \int_{0}^{\infty} \sin ^{-1} \kappa(t) d t
$$

with $\kappa(t)$ being the correlation function of $\xi_{2}($.$) . Define$

$$
\begin{equation*}
\dot{\hat{x}}^{\epsilon}=\left(A \widehat{x}^{\epsilon}+B u-C v\right)+L(t)\left[\dot{y}^{\epsilon}-\left(\frac{2}{\pi v_{0}^{2}}\right)^{\frac{1}{2}} H \widehat{x}^{\epsilon}\right] . \tag{8.4.147}
\end{equation*}
$$

Now we will give the main result of this section.
Theorem 8.4.16 Assume (A4.11), (A4.12), and (A4.18). Then the conclusions of Theorem 8.4.12 and Theorem 8.4.13 continue to hold.

Remark. All the analysis can be carried out for a 'soft' limiter of the form $h(x)=\operatorname{sign}(x)$ for $|x|>c>0, h(x)=x / c$ for $|x|<c$.

In here, we obtained filtering and near optimality results for linear stochastic differential games with wide band noise perturbations. It is clear from Example 8.4.10 that the limits of $\left\{u^{\epsilon}\left(y^{\epsilon},.\right), v\left(y^{\epsilon},.\right)\right\}$ would not necessarily be dependent only on the limit data $y$-even when $y^{\epsilon}(.) \Longrightarrow y($.$) . The case of partly nonlinear observations is also considered. Using the$ methods of this subsection, we can extend the results to the conditional Gaussian problem, in which, the coefficients of $x^{\epsilon}$ and $\xi_{2}^{\epsilon}$ in the observation equation (8.4.118) can depend on the estimate $\widehat{x}^{\epsilon}$ and on $P^{\epsilon}($.$) .$

### 8.5 Applications

Stochastic differential game models are increasingly used in various fields. Military applications of differential games are well known. There is much research in the fields of mathematical finance and economics.

In [120], stochastic differential game techniques are applied to compare the performance of a medium-range air-to-air missile for different values of the second ignition time in a two-pulse rocket motor. The measure of performance is the probability that it will reach a lock-on-point with a favorable range of guidance and flight parameters, during a fixed time interval. A similar problem is considered in [121].

In mathematical finance for example, consider two investors (players) who have available two different, but possibly"correlated, investment opportunities. This could be modeled as stochastic dynamic investment games in continuous time [20]. There is a single payoff
function which depends on both investors' wealth processes. One player chooses a dynamic portfolio strategy in order to maximize this expected payoff while his opponent is simultaneously choosing a dynamic portfolio strategy so as to minimize the same quality. This leads to a stochastic differential game with controlled drift and variance. Consider games with payoffs that depend on the achievement of relative performance goals and/or shortfalls. [20] provides conditions under which a game with a general payoff function has an achievable value, and gave an explicit representation for the value and resulting equilibrium portfolio strategies in that case. It is shown that nonperfect correlation is required to rule out trivial solutions. This result allow a new interpretation of the market price of risk in a Black-Scholes world. Games with discounting are also discussed as are games of fixed duration related to utility maximization. In [6], a stochastic model of monetary policy and inflation in continuous-time has been studied. We refer to [98] for a review of:
(i) the development of the general equilibrium option pricing model by Black and Scholes, and the subsequent modifications of this model by Merton and others;
(ii) the empirical verification of these models; and
(iii) applications of these models to value other contigent claim assets such as the debt and equity of a levered firm and dual purpose mutual funds.

Economists are interested in bargaining not only because many transactions are negotiated but also because, conceptually, bargaining is precisely the opposite of the "perfect competition" among infinitely many traders, in terms of which economists often think about the markets. With the advances in game theory, attempts were made to develop theories of bargaining which would predict particular outcomes in the contract curve. John Nash initiated work on this direction. Nash's approach of analyzing bargaining with complementary models-abstract models which focus on outcomes, in the spirit of "cooperative" game theory, and more detailed strategic models, in the spirit of 'non-cooperative" game theory-has influenced much of the game theoretic applications in economics. We refer to [39], [92] and [93] for more details as well as details on some new approaches based on experimental economics. For a study on stochastic differential games in economic modeling, refer to [49]. We will now describe the idea of Nash equilibrium applied to the study of institutional investor speculation. The material described in the next subsection mainly comes from [123].

### 8.5.1 Stochastic equity investment model with institutional investor speculation

Recent time has witnessed mounting concern and interest in the growing power of institutional investors (fund houses of various kinds) in financial markets. The shares of corporations have been increasingly concentrated in the hands of institutional investors and these investors have become the major holders of corporate stock. Since the asset prices are mainly influenced by trading, a large volume of speculative buying and selling by institutional investors often produce a profound effect on market volatility. The asset prices might fluctuate for reasons having to do more with speculative activities than with information about true fundamental values which lead to studying investment behavior in a strategically interactive framework. Since the financial assets are traded continuously, it is reasonable to assume that the price dynamics are a continuous time stochastic process.

Let $R(s)$ be the gross revenue/earning of a firm at time $s \in[0, \infty)$ and let $m$ be the corresponding outlay generating this return. The net return/earnings of the stock of the firm at time $s$ is then $R(s)-m$. The value of the firm at any time $t$ with the discount rate
$r$ can be obtained as

$$
\begin{equation*}
V(t)=\int_{t}^{\infty}[R(s)-m] \exp [-r(s-t)] d s \tag{8.5.148}
\end{equation*}
$$

The value $V(t)$, normalized with respect to the total number of shares issued, reflects actually the price of the firm's stock and is denoted by $P(t)$. The future gross revenues are not known with certainty and vary over time according to the following dynamics:

$$
\begin{equation*}
d R(s)=k[R-R(s)] d s+R(s) \mho d w(s) \tag{8.5.149}
\end{equation*}
$$

where $w(s)$ is a Wiener process. The term $\mho$ is a scalar factor governing the magnitude of the stochastic element. Gross revenue tends to perturb around a central tendency $\bar{R}$, and $k$ is the positive parameter gauging the rate adjustment of gross revenues toward their central tendency. Hence the net return of the firm center around $\bar{R}-m$. Also, $R(s)$ remains positive if its initial value is positive. To simplify the derivation of a closed form solution, the proportion of $m$ to $\bar{R}$ is assumed to be equal to $k /(r+k)$.

An issue concerning institutional investors is that they are capable of initiating large block transactions. Since asset prices are influenced largely by trading, a large volume of speculative buying and selling by institutional investors often produces a significant effect on market volatility. The following model reflects the sensitivity of market price to institutional investors actions. Let there be $n$ institutional investors in the market. In [123], it is assumed that $n$ is less that three and the price dynamics is given as

$$
\begin{align*}
d P(s)= & \left\{-a\left[\sum_{j=1}^{n} u_{j}\right]^{1 / 3}-(k / r)[r P(s)-(\bar{R}-m)]\right\} d s  \tag{8.5.150}\\
& +P(s) \mho d w(s)
\end{align*}
$$

where $u_{j}$ is the quantity of stock sold by institutional investor $j$. Negative $u_{j}$ represents the quantity of stock purchased. The parameter a gauges the sensitivity of market price to the large traders action. The dynamics $(8.5 .150)$ show that institutional buying would create an upward pressure on equity price and that institutional selling would exert a downward pressure. Denoting the quantity of stock held by institutional investor $i$ at time $s$ by $x_{i}(s)$ and the discount rate by $r$, the $i$ th investor seeks to maximize the payoff

$$
\begin{equation*}
J_{i}\left(u_{i}, P, R, x, t\right)=E_{0}\left[\int_{0}^{\infty}\left\{P(s) u_{i}(s)+[R(s)-m] x_{i}(s)\right\} \exp (-r s) d s\right] \tag{8.5.151}
\end{equation*}
$$

subject to the stock dynamics

$$
\begin{equation*}
d x_{i}(s)=-u_{i}(s) d s \tag{8.5.152}
\end{equation*}
$$

earning variation (8.5.149) and price dynamics (8.5.150). The term $P(s) u_{i}(s)$ represents the revenue/outlay from selling/buying of stocks at time $s$, and the dividend yield is $[R(s)-$ $m] x_{i}(s)$. Equation (8.5.152) shows that the quantity of stock held by institutional investor $i$ varies according to their buying and selling the stock.

Now we consider the equilibrium outcome in the equity market defined by (8.5.149), (8.5.150), (8.5.151) and (8.5.152). The solution concept adopted is a feedback Nash equilibrium (FNE). The institutional investors use feedback buying and selling strategies, which at each point of time $s$ depend on the observed values of stock price, the firm dividend, and the quantity of stock held by each institutional investor. Let $x=\left(x_{1}, \ldots, x_{n}\right)$ be the vector of stock holdings of institutional investors.

Definition 8.5.1 A feedback buying and selling strategy of institutional investor $i$ is a decision rule $u_{i}(s)=\Phi(P, R, x, s)$ such that $\Phi_{i}$ is uniformly Lipschitz continuous in $P, R$, and $x$ at every instant $s$ in the game horizon. The set of feasible feedback strategies for institutional investor $i$ is denoted by $A_{i}$.

These feedback strategies satisfy the property that investor actions are based on observed market information at each time instant. The maximized payoff of the $i$ th institutional investor is denoted by

$$
\begin{equation*}
V^{i}(P, R, x, t)=\max _{u_{i} \in A_{i}} J_{i}\left(u_{i}, P, R, x, t\right) \tag{8.5.153}
\end{equation*}
$$

By the principle of optimality, $V^{i}(P, R, x, t)$ must satisfy the following HJB equations:

$$
\begin{align*}
V_{t}^{i}= & \max _{u_{i} \in A_{i}}\left\{V_{x_{i}}^{i} u_{i}-\left[P u_{i}+(R-m) x_{i} \exp (-r t)\right.\right. \\
& +V_{P}^{i}\left(-a\left(\sum_{j=1}^{n} u_{j}\right)^{3}-(k / r)[r P-(\bar{R}-m)]\right)+V_{R}^{i}[k(\bar{R}-R)]  \tag{8.5.154}\\
& \left.\left.+(1 / 2) V_{P P}^{i} \mho^{2} P^{2}+(1 / 2) V_{R R}^{i} \mho^{2} R^{2}+V_{P R}^{i} \mho^{2} P R\right]\right\}
\end{align*}
$$

$i=1, \ldots, n$. Equations (8.5.154) characterizes the maximized payoffs and give conditions from which the optimal feedback strategies of the institutional investors are derived. From this, the following set of first order equations are obtained:

$$
\begin{equation*}
P \exp (-r t)=V_{x_{i}}^{i}+V_{P}^{i} 3 a\left(\sum_{j=1}^{n} u_{j}\right)^{2}, i=1, \ldots, n \tag{8.5.155}
\end{equation*}
$$

The left hand side term of (8.5.155) is the price (in present value) of a unit of the firm's stock. The term $V_{x_{i}}^{i}$ measures the change in maximized payoff due to marginal change in the quantity of stock held by the institutional investor $i$. The term $V_{P}^{i}$ is the change in the investor $i$ maximized payoff brought about by a marginal change in price and can be interpreted as the marginal value of maintaining price at $P$. The marginal effect on the stock price brought about by buying and selling is represented by the term $3 a\left(\sum_{1}^{n} u_{j}\right)^{2}$. The right hand side of (8.5.155) reflects the marginal cost (gain) of selling (buying) and the left hand side shows the marginal cost (gain) of selling (buying). In an optimal situation, institutional investors would buy or sell up to the point where the marginal gain equals the marginal cost of trading the stock. Since the marginal effect of one institutional investor buying and selling on the stock price is related to the actions of other institutional investors, the optimal strategies are interrelated. The best (optimal) response/reaction functions of the institutional investor $i$ to the actions of the competitors at time $t$ can be expressed as

$$
\begin{equation*}
u_{i}=\left\{\left[P \exp (-r t)-V_{x_{i}}^{i}\right] / 3 a V_{p}^{i}\right\}^{1 / 2}-\sum_{j=1, j \neq i}^{n} u_{j} \tag{8.5.156}
\end{equation*}
$$

The derivation of institutional investor $i$ 's optimal strategy at any time is a decision making process which takes into consideration three types of factors:
(i) current observed market information $(P(t), R(t), x(t), r)$,
(ii) optimal strategies chosen by competing institutional investors, and
(iii) marginal value of holding the stock and marginal value of maintaining price at $P$.

The first type of factor is available at each instant of time. The second factor is derived from the premise that investors are rational and they choose their actions with full consideration of their competitor's rational behavior. The third type of factor is the result of intertemporal optimization.

Substituting $u_{i}, i=1, \ldots, n$ obtained in (8.5.156) into the HJB equations (8.5.154), one gets a set of parabolic partial differential equations. Now the task is to find a set of twice differentiable functions $V^{i}: \mathbf{R}^{3} \times[0, \infty) \rightarrow \mathbf{R}$ that is governed by this set of partial differential equations. The smooth functions yield the optimal payoffs of the institutional investors and solve the game. The optimal payoffs are obtained in [123] as

$$
\begin{gather*}
V^{i}(P, R, x, t) \\
=\left\{A[P-R /(r+k)]^{4 / 3}+[R /(r+k)] x_{i}\right\} \exp (-r t), i=1, \ldots, n \tag{8.5.157}
\end{gather*}
$$

where $A$ is a constant,

$$
A=\left\{\left[a^{-1 / 2}(1 / 2 n-1 / 6)\right] \div\left[r+(4 / 3) k-(2 / 9) \mho^{2}\right]\right\}^{2 / 3}
$$

The value function $V^{i}(P, R, x, t)$ yields the equilibrium payoff of institutional investor $i$. Following [95] it is assumed that $\mho^{2} \leq k$. This assumption guarantees that $A$ is positive. From (8.5.157), one can derive two marginal valuation measures. The institutional investor $i$ 's marginal value of maintaining price at $P$ can be derived as

$$
\begin{equation*}
V_{P}^{i}=(4 A / 3)[P-R /(r+k)]^{1 / 3} \exp (-r t) \tag{8.5.158}
\end{equation*}
$$

The investor marginal value of holding the stock can be obtained as

$$
\begin{equation*}
V_{x_{i}}^{i}=[R /(r+k)] \exp (-r t) . \tag{8.5.159}
\end{equation*}
$$

The marginal value of stock holding is always positive. It is increasing in the current earnings and reflects the fact that higher yields raise the value of holding the stock. At the same time, it is negatively related to the discount rate and exhibits the property that the gains from investing in the stock decline as the discount rate rises. Also from (8.5.158), the investor marginal value of maintaining price at $P$ is positive (negative) when $P$ is greater (less) than $R /(r+k)$.

Now we can derive a feedback Nash equilibrium of the equity market with speculating investors. Substituting $V_{P}^{i}$ in (8.5.158) and $V_{x_{i}}^{i}$ in (8.5.159) into the optimal strategies given in (8.5.156), the feedback Nash equilibrium buying and selling strategies of institutional investor $i$ is obtained as

$$
\begin{equation*}
\Phi_{i}(P, R, x, t)=(1 / n)(1 / 4 A a)^{1 / 2}[P-R /(r+k)]^{1 / 3}, i=1, \ldots, n \tag{8.5.160}
\end{equation*}
$$

The set of feedback buying and selling strategies in (8.5.160) constitutes a feedback Nash equilibrium of the equity market as characterized by (8.5.149), (8.5.150), (8.5.151), and (8.5.152). These buying and selling strategies are decision rules contigent upon the current values of the price and earnings.

To examine the impact of the institutional investor speculation on stock price volatility, substitute the feedback strategies in (8.5.160) into (8.5.150) to obtain the equilibrium price dynamics

$$
\begin{align*}
d P(s)= & \left\{-a(1 / 4 a A)^{3 / 2}[P(s)-R(s) /(r+k)]\right.  \tag{8.5.161}\\
& -(k / r)[r P(s)-r \bar{R} /(r+k)]\} d s+P(s) \mho d w(s)
\end{align*}
$$

This along with (8.5.149) characterize the joint behavior of the stock price and earnings of the firm. In [95], for the equity market with numerous ordinary investor, the change in stock price of the firm is modeled by

$$
\begin{equation*}
d P(s)=-(k / r)[r P(s)-(\bar{R}-m)] d s+P(s) \mho d w(s) \tag{8.5.162}
\end{equation*}
$$

A comparison between (8.5.161) and (8.5.162) shows additional movements, symbolized as the first term in the right-hand side of (8.5.161), in the price dynamics caused by institutional investors. In [123] an analysis is given to show that the prices tend to rise in spite of the fact that they have been valued above their intrinsic value and prices tend to drop although $P(s)$ is below its intrinsic value in the presence of institutional speculation. Hence one could conclude that the market is more volatile in the presence of institutional speculation. Following results are proved in [123]:
(i) The greater the discrepancy between $P$ and $R /(r+k)$, the higher the profit of an institutional investor, and
(ii) The greater the degree of uncertainty in the market, the higher the speculative profits.

This implies that institutional investors are more attracted to markets with high uncertainty, such as emerging markets.

### 8.6 Conclusion

In this presentation, we have attempted to explain stochastic differential games in competitive situations. For the analysis of stochastic differential games, we have presented some probability techniques such as martingale methods and weak convergence methods, and some analytical methods such as viscosity solution techniques. We have also mentioned some applications of stochastic differential games and presented in some detail a stochastic differential game of institutional investor speculation. We have given a substantial, yet by no means exhaustive, bibliography. It needs to be noted that even though there have been some attempts made at obtaining numerical methods for stochastic differential games, it is still a wide open area that needs the attention of investigators. There are many other solution concepts in stochastic differential games. We did not make any effort in presenting or referring to the bibliography on stochastic differential games which are not completely competitive in nature. The area of stochastic differential games with imperfect informations needs much more work. Recently, there have been some works initiated in risk-sensitive stochastic differential games, [5, 105]. Another direction of interest is backward equations and stochastic differential games [44, 45].
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## Chapter 9

## Stochastic Manufacturing Systems: <br> A Hierarchical Control Approach

Q. Zhang<br>Department of Mathematics<br>University of Georgia<br>Athens, GA 30602

Most manufacturing systems are large, complex, and subject to uncertainty. Obtaining exact feedback policies to run these systems is nearly impossible. It is a common practice to manage such systems in a hierarchical fashion. This chapter surveys a hierarchical control approach for dealing with large-scale manufacturing systems. Various production models and system configurations are discussed. Both the discounted and long-run average cost criteria are considered.

### 9.1 Introduction

This chapter is concerned with decision making in manufacturing systems under uncertainty. It focuses on an important method in dealing with the optimization of large, complex systems - hierarchical control approach. The basic idea is to reduce the overall complex problem into manageable approximate problems or subproblems, to solve these problems, and to construct a solution of the original problem from the solutions of these simpler problems.

Manufacturing systems are usually large and complex, characterized by several decision subsystems. Moreover, these systems are subject to various discrete events, such as purchasing new equipment and machine failures and repairs. Management must recognize and react to these events. Because of the large size of these systems and the presence of these events, obtaining exact optimal feedback policies to run these systems is nearly impossible both theoretically and computationally.

[^1]The recognition of the difficulty in solving production planning problems in stochastic manufacturing systems has resulted in various attempts to obtain suboptimal or nearoptimal controls. Even the research dealing with approximate solutions of the problem have without exception addressed small-sized problems. In practice, therefore, these systems are managed in a hierarchical fashion. There has been a growing interest in showing that hierarchical decision making in the context of a goal-seeking manufacturing systems leads to a near optimization of its objective.

There are several different, and not mutually exclusive, ways in which the reduction of the complexity is accomplished. These include decomposing the problem into problems of the smaller subsystems with a proper coordinating mechanism, aggregating products and subsequently disaggregating them, and replacing random processes with their averages.

It is the last method to which our approach based on singular perturbations or time scale separation is related. In this approach, different types of events taking place in the system have different frequencies of their occurrence, which define the hierarchical levels. For obtaining the decisions at each level, as suggested by Gershwin [18], quantities that vary slowly (variables that correspond to higher levels) are treated as static. Quantities that vary much faster (variables at lower levels) are modeled in a way that ignores the variations, thus, replacing fast moving variables by their averages. For example, changes in demand may occur far more slowly than breakdowns and repairs of production machines as formulated in Sethi, Taksar, and Zhang [30]. This suggests that capital expansion decisions that respond to demand are relatively longer term decisions than decisions regarding production. It is then possible to base capital expansion decisions on the average existing production capacity, and expect these decisions to be nearly optimal even though the rapid changes in machine states are ignored. Having the longer term decisions in hand, one can then solve the simpler problem of obtaining production rates. More specifically, it is shown in [30] that the two-level decisions constructed in this manner are asymptotically optimal as the rate of fluctuation in the production capacity becomes large in comparison with the rates with which other events occur.

In this chapter, we begin with a manufacturing system which consists of machines that are subject to breakdown and repair. More complex systems including multilevel systems are discussed subsequently. The objective of the system is to obtain the rate of production over time in order to meet the demands at the minimum expected discounted (or long-run average) costs of production and inventory/shortages over the infinite horizon. We assume that the rates of machine breakdown and repair are much larger than the rate of fluctuation in demand and the rate of discounting [27]. The idea of hierarchical control is to derive a limiting control problem which is simpler to solve than the given problem. This limiting problem is obtained by replacing the stochastic machine availability process by the average total capacity of machines and by appropriately modifying the objective function. From its optimal control, one constructs an asymptotically optimal control of the original, more complex, problem. The idea of hierarchical approach is closely related to that of singular perturbations. For literature on singular perturbations, we refer the reader to the papers Kokotovic [26], Phillips and Kokotovic [28]. For more recent references, see Zhang and Yin [49]. This chapter focuses on hierarchical production planning in manufacturing systems. The research in manufacturing has been an active area in the recent years. The developments can be found in, for example, Caramanis and Liberopoulos [9], Caramanis and Sharifnia [10], Fleming, Sethi, and Soner [14], Gershwin [18], Haurie and van Delft [20], Hu and Caramanis [23], Jiang and Sethi [24], Kimemia and Gershwin [25], and Sharifnia [39], among others.

This chapter consists of three parts: The first part is concerned with hierarchical control with discounted costs and the second part considers the problem with long-run average costs. The third part presents analytical solutions to three relatively simple but illustrative control problems. Such solutions are useful for constructing hierarchical control discussed
in the first two parts.

## Part I: Control with Discounted Costs

This part is divided into several sections. We start from a single machine - single part production system, and then move to other systems with different configurations.

### 9.2 Single Machine System

We begin with a simple example of production system with a single machine that produces a single part type. Let $x(t) \in R^{1}$ denote the surplus (state), $u(t) \in R^{1}$ the production rate (control), and $z \in R^{1}$ is the constant demand rate. They satisfy

$$
\begin{equation*}
\dot{x}(t)=u(t)-z, x(0)=x \tag{9.2.1}
\end{equation*}
$$

We consider the case when the underlying machine is subject to breakdown and repair. If the machine is operational (denoted by 1), then one can produce at the maximum unit rate; if the machine is under repair (denoted by 0 ), then nothing can be produced. Let $\alpha(t) \in \mathcal{M}=\{0,1\}$ denote such machine capacity process. Then the production rate $u(t)$ must satisfy

$$
0 \leq u(t) \leq \alpha(t)
$$

Assume $\alpha(t)$ to be a two-state Markov chain generated by

$$
Q=\left(\begin{array}{cc}
-\mu & \mu \\
\lambda & -\lambda
\end{array}\right)
$$

Here $\lambda>0$ is the breakdown rate and $\mu>0$ is the repair rate.
Given $x(0)=x$ and $\alpha(0)=\alpha$, we consider the cost function $J(x, \alpha)$ defined by

$$
\begin{equation*}
J(x, \alpha, u(\cdot))=E \int_{0}^{\infty} e^{-\rho t}(h(x(t))+c(u(t))) d t \tag{9.2.2}
\end{equation*}
$$

where $\rho>0$ is the discount rate and $h(\cdot)$ is the cost of surplus and $c(\cdot)$ is the cost of production. The problem is to find a control $u(\cdot)$ that minimizes $J(x, \alpha, u(\cdot))$.

Let us consider a special case with $0<z<1, c(u)=0$, and $h(x)=h_{+} x^{+}+h_{-} x^{-}$, where $x^{+}=\max \{x, 0\}$ and $x^{-}=\max \{-x, 0\}$. We aim at obtaining a closed-form solution.

The corresponding Hamilton-Jacobi-Bellman (HJB) equations for this problem are as follows:

$$
\left\{\begin{array}{l}
\rho v(x, 0)=-z v_{x}(x, 0)+h(x)+\mu(v(x, 1)-v(x, 0))  \tag{9.2.3}\\
\rho v(x, 1)=\min _{0 \leq u \leq 1}(u-z) v_{x}(x, 1)+h(x)+\lambda(v(x, 0)-v(x, 1))
\end{array}\right.
$$

In.order to solve these equations, we need to introduce the following matrices. Let

$$
A_{1}=\left(\begin{array}{cc}
-\frac{\rho+\mu}{z} & \frac{\mu}{z} \\
-\frac{\lambda}{1-z} & \frac{\rho+\lambda}{1-z}
\end{array}\right), A_{2}=\left(\begin{array}{cc}
-\frac{\rho+\mu}{z} & \frac{\mu}{z} \\
\frac{\lambda}{z} & -\frac{\rho+\lambda}{z}
\end{array}\right)
$$

and

$$
b_{1}=\binom{\frac{1}{z}}{-\frac{1}{1-z}}, b_{2}=\binom{\frac{1}{z}}{\frac{1}{z}}, b_{3}=\binom{1}{0}
$$

Let $a_{+}>0$ and $a_{-}<0$ denote the two eigenvalues of the matrix $A_{1}$. Akella and Kumar [2] define

$$
x^{*}=\max \left(0, \frac{1}{a_{-}} \log \left[\frac{h_{+}}{h_{+}+h_{--}}\left(1+\frac{\rho z}{\lambda z-\left(\rho+\mu+z a_{-}\right)(1-z)}\right)\right]\right)
$$

Then they prove that the value functions are given as follows:

$$
\operatorname{xastg} 0\binom{v(x, 0)}{v(x, 1)}=\left\{\begin{array}{cl}
e^{A_{1} x}\left\{e^{-A_{1} x^{*}}\left[A_{1}^{-2} b_{1} h_{+}-A_{1}^{-1} b_{3} h_{+} \lambda^{-1}\right]\right.  \tag{9.2.4}\\
\left.-A_{1}^{-2} b_{1}\left(h_{+}+h_{-}\right)\right\} & \\
+A_{1}^{-1} b_{1} h_{-} x+A_{1}^{-2} b_{1} h_{-} & \text {if } x \leq 0 \\
e^{A_{1}\left(x-x^{*}\right)}\left[A_{1}^{-2} b_{1} h_{+}-A_{1}^{-1} b_{3} h_{+} \lambda^{-1}\right] & \\
-A_{1}^{-1} b_{1} h_{+} x-A_{1}^{-2} b_{1} h_{+} & \text {if } 0 \leq x \leq x^{*} \\
e^{A_{2}\left(x-x^{*}\right)}\left[A_{2}^{-2} b_{2} h_{+}-A_{2}^{-1} b_{3} h_{+} \lambda^{-1}\right] & \\
-A_{2}^{-1} b_{2} h_{+} x-A_{2}^{-2} b_{2} h_{+} & \text {if } x \geq x^{*}
\end{array}\right.
$$

It can be shown that $x^{*}$ minimizes $v(x, 1)$ over $x \in R$. The optimal feedback control $u^{*}(x, \alpha)$ can be written as follows:

$$
u^{*}(x, \alpha)= \begin{cases}0 & \text { if } \alpha=1, x>x^{*} \text { or } \alpha=0  \tag{9.2.5}\\ z & \text { if } \alpha=1, x=x^{*} \\ 1 & \text { if } \alpha=1, x<x^{*}\end{cases}
$$

This kind of policy is referred to as hedging point policy. When the machine is up, produce at maximum rate if the surplus $x$ is below the threshold level $x^{*}$, produce nothing if $x$ is above $x^{*}$, and produce exactly as demand rate if $x=x^{*}$.

For a given system with more than two machine states, i.e., $\alpha(t) \in \mathcal{M}=\{0,1, \ldots, m\}$ with $m>1$. In this case, the problem is more involved. As a result, a closed-form solution will be difficult to obtain. In order to deal with the problem, one has to resort to approximation schemes. One important method is that of hierarchical control approach. It is typical for failure-prone systems that the demand rate usually fluctuates much slower than the rate of machine breakdown and repair. Therefore, it is reasonable to consider the capacity process $\alpha^{\varepsilon}(t)$ as a function of $\varepsilon$ which characterizes the relative rate of its fluctuation. As $\varepsilon$ gets smaller and smaller, the process $\alpha^{\varepsilon}(\cdot)$ jumps more and more rapidly in $\mathcal{M}$. We can formulate $\alpha^{\varepsilon}(\cdot)$ as a Markov chain with generator $Q^{\varepsilon}=Q / \varepsilon$ where $Q=\left(q_{i j}\right)$ is an $(m+1) \times(m+1)$ matrix such that $q_{i j} \geq 0$ for $i \neq j$ and $q_{i i}=-\sum_{j \neq i} q_{i j}, i, j \in \mathcal{M}$. We
assume $Q$ to be irreducible and let $\nu$ denote the corresponding stationary distribution, i.e., $\nu=\left(\nu_{0}, \ldots, \nu_{m}\right)$ is the only positive solution to

$$
\nu Q=0 \text { and } \sum_{j=0}^{m} \nu_{j}=1
$$

In system (9.2.1), the production rate $u(t) \geq 0$ must satisfy $p \cdot u(t) \leq \alpha^{\varepsilon}(t)$ for some vector $p \geq 0$, where $a \cdot b$ denotes the usual inner product of two vectors.

We consider a control $u(\cdot)=\{u(t): t \geq 0\}$ to be admissible if $u(t) \geq 0$ is an $\mathcal{F}_{t}=$ $\sigma\left\{\alpha^{\varepsilon}(s), s \leq t\right\}$ adapted measurable process and $p \cdot u(t) \leq \alpha^{\varepsilon}(t)$ for $t \geq 0$. We use $\mathcal{A}^{\varepsilon}$ to denote the set of all admissible controls.

We consider the cost function $J^{\varepsilon}(x, \alpha, u(\cdot))$ defined in (9.2.2). The problem is to find an admissible control $u(\cdot)$ that minimizes $J^{\varepsilon}(x, \alpha, u(\cdot))$.

We consider $h(x)$ and $c(u)$ to be convex functions. For all $x, x^{\prime}$, there exist positive constants $C$ and $k_{g}$ such that

$$
0 \leq h(x) \leq C\left(1+|x|^{k_{g}}\right) \text { and }\left|h(x)-h\left(x^{\prime}\right)\right| \leq C\left(1+|x|^{k_{g}}+\left|x^{\prime}\right|^{k_{g}}\right)\left|x-x^{\prime}\right|
$$

Our control problem can be written as follows:

$$
\mathcal{P}^{\varepsilon}: \begin{cases}\text { minimize } & J^{\varepsilon}(x, \alpha, u(\cdot))=E \int_{0}^{\infty} e^{-\rho t}[h(x(t))+c(u(t))] d t  \tag{9.2.6}\\ \text { subject to } & \dot{x}(t)=u(t)-z, x(0)=x, u(\cdot) \in \mathcal{A}^{\varepsilon} \\ \text { value function } & v^{\varepsilon}(x, \alpha)=\inf _{u(\cdot) \in \mathcal{A}^{\varepsilon}} J^{\varepsilon}(x, \alpha, u(\cdot))\end{cases}
$$

The value function $v^{\varepsilon}(x, \alpha)$ is convex in $x$ for each $\alpha$. The value function $v^{\varepsilon}$ satisfies (in the sense of viscosity solutions; see Sethi and Zhang [35]) the HJB equations

$$
\begin{equation*}
D P 5 \rho v^{\varepsilon}(x, \alpha)=\min _{u \geq 0, p-\leq \alpha}\left[(u-z) \cdot v_{x}^{\varepsilon}(x, \alpha)+h(x)+c(u)\right]+Q^{\varepsilon} v^{\varepsilon}(x, \cdot)(\alpha) \tag{9.2.7}
\end{equation*}
$$

for $\alpha \in \mathcal{M}$, where $Q^{\varepsilon} f(\cdot)(i)=\sum_{j \neq i} q_{i j}(f(j)-f(i))$ for a function $f$ on $\mathcal{M}$. Clearly, these HJB equations are not easy to solve, especially when $m$ is large. We now try to find approximation solutions instead. As in Sethi et al. [37], we consider a control problem in which the stochastic machine capacity process is averaged out. Let $\mathcal{A}^{0}$ denote the control space

$$
\mathcal{A}^{0}=\left\{U(t)=\left(u^{0}(t), u^{1}(t), \cdots, u^{m}(t)\right): u^{i}(t) \geq 0, p \cdot u^{i}(t) \leq i\right\}
$$

We define the control problem $\mathcal{P}^{0}$ as follows:

$$
\mathcal{P}^{0}: \begin{cases}\text { minimize } & J^{0}(x, U(\cdot))=E \int_{0}^{\infty} e^{-\rho t}\left(h(x(t))+\sum_{i=0}^{m} \nu_{i} c\left(u^{i}(t)\right)\right) d t  \tag{9.2.8}\\ \text { subject to } & \dot{x}(t)=\sum_{i=0}^{m} \nu_{i} u^{i}(t)-z, x(0)=x, U(\cdot) \in \mathcal{A}^{0} \\ \text { value function } & v(x)=\inf _{U(\cdot) \in \mathcal{A}^{0}} J^{0}(x, U(\cdot))\end{cases}
$$

Sethi and Zhang [35] construct a solution of $\mathcal{P}^{\varepsilon}$ from a solution of $\mathcal{P}^{0}$ and show it to be asymptotically optimal as stated below.

Theorem 9.2.1 ([35]) (i) There exists a constant $C$ such that

$$
\left|v^{\varepsilon}(x, \alpha)-v(x)\right| \leq C\left(1+|x|^{k_{g}}\right) \sqrt{\epsilon}
$$

(ii) Let $U(\cdot) \in \mathcal{A}^{0}$ denote an optimal (or $\varepsilon$-optimal) control for $\mathcal{P}^{0}$. Then

$$
u^{\varepsilon}(t)=\sum_{i=0}^{m} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}(t)
$$

is asymptotically optimal, i.e.,

$$
\begin{equation*}
\left|J^{\varepsilon}\left(x, \alpha, u^{\varepsilon}(\cdot)\right)-v^{\varepsilon}(x, \alpha)\right| \leq C\left(1+|x|^{k_{g}}\right) \sqrt{e} . \tag{9.2.9}
\end{equation*}
$$

(iii) Assume in addition that $c(u)$ is twice differentiable with

$$
\frac{\partial^{2} c(u)}{\partial u_{i} \partial u_{j}} \geq c_{0} I_{n \times n}>0
$$

$h$ is differentiable, and constants $C$ and $k_{h}>0$ exist such that

$$
\left|h(x+y)-h(x)-h_{x}(x) \cdot y\right| \leq C\left(1+|x|^{k_{h}}\right)|y|^{2}
$$

Then, there exists a locally Lipschitz optimal feedback control $U^{*}(x)$ for $\mathcal{P}^{0}$. Let

$$
\begin{equation*}
u^{*}(x, \alpha)=\sum_{i=0}^{m} 1_{\{\alpha=i\}} u^{i *}(x) \tag{9.2.10}
\end{equation*}
$$

Then, $u^{\varepsilon}(t)=u^{*}\left(x(t), \alpha^{\varepsilon}(t)\right)$ is an asymptotically optimal feedback control for $\mathcal{P}^{\varepsilon}$.
Remark. Gershwin [18] constructs a solution for $\mathcal{P}^{\varepsilon}$ by solving a secondary optimization problem and conjectures his solution to be asymptotically optimal. Sethi and Zhang [35] prove the conjecture. It should be noted, however, that the conjecture cannot be extended to include the simple two-machine example in [18] with one flexible and another inflexible machine. The presence of the inflexible machine requires aggregation of some products at the level of $\mathcal{P}^{0}$ and subsequent disaggregation in the construction of a solution for $\mathcal{P}^{\varepsilon}$.

Remark. One may also consider the generator of $\alpha^{\varepsilon}(\cdot)$ with more general structure such as

$$
Q^{\varepsilon}=\frac{1}{\varepsilon} \widetilde{Q}+\widehat{Q}
$$

where $\widetilde{Q}$ can be written as a canonical form including recurrent as well as transient states. In addition, the generator $Q^{\varepsilon}$ can also be time-dependent. For related results on the structure of the underlying Markov chain and application to manufacturing systems, we refer to the book Yin and Zhang [49] for details.

### 9.3 Flowshops

In this section, we consider a production system with machines in tandem. To illustrate without undue technical difficulties, we only consider a two-machine flowshop depicted in Fig. 1:


Fig. 1. A manufacturing system with 2-machines in tandem

As in Section 2, assume each machine is subject to breakdown and repair. Again, we use 1 to represent the state of machine when it is up and 0 when it is down. Let $\mathcal{M}=$ $\left\{\alpha^{1}, \alpha^{2}, \alpha^{3}, \alpha^{4}\right\}$ denote the state space of the capacity process $\alpha^{\varepsilon}(\cdot)$, where $\alpha^{j}=\left(\alpha_{1}^{j}, \alpha_{2}^{j}\right)$ and $\alpha^{1}=(0,0), \alpha^{2}=(0,1), \alpha^{3}=(1,0), \alpha^{4}=(1,1)$. Let $\alpha^{\varepsilon}(t)=\left(\alpha_{1}^{\varepsilon}(t), \alpha_{2}^{\varepsilon}(t)\right)$ be a Markov chain generated by an irreducible generator $Q^{\varepsilon}=Q / \varepsilon$. The number of parts in the buffer between the first and the second machine is termed work-in-process and denoted as $x_{1}(t) \geq 0$ and the difference of the real and planned cumulative productions is called surplus at the second machine represented as $x_{2}(t)$. Let $S=[0, \infty) \times R^{1}$ denote the state constraint domain and let $z$ denote the constant demand rate. Then, the system equations are given by

$$
\begin{cases}\dot{x}_{1}(t)=u_{1}(t)-u_{2}(t), & x_{1}(0)=x_{1} \\ \dot{x}_{2}(t)=u_{2}(t)-z, & x_{2}(0)=x_{2}\end{cases}
$$

A control $u(t)=\left(u_{1}(t), u_{2}(t)\right)$ is admissible with respect to $x=\left(x_{1}, x_{2}\right) \in S$ if: (i) $u(\cdot)$ is adapted to $\sigma\left\{\alpha^{\varepsilon}(s): 0 \leq s \leq t\right\}$, (ii) $0 \leq u_{i}(t) \leq \alpha_{i}(t)$, (iii) $x(t) \in S$ for all $t \geq 0$. We use $\mathcal{A}^{\varepsilon}(x)$ to denote the class of admissible controls. Then, our control problem $\mathcal{P}^{\varepsilon}$ can be written as follows:

$$
\mathcal{P}^{\varepsilon}:\left\{\begin{array}{cl}
\text { minimize } & J^{\varepsilon}(x, \alpha, u(\cdot))=E \int_{0}^{\infty} e^{-\rho t}[h(x(t))+c(u(t))] d t \\
\text { subject to } & \begin{cases}\dot{x}_{1}(t)=u_{1}(t)-u_{2}(t), & x_{1}(0)=x_{1}, \\
\dot{x}_{2}(t)=u_{2}(t)-z, & x_{2}(0)=x_{2}, \\
u(\cdot) \in \mathcal{A}^{\varepsilon}(x),\end{cases}  \tag{9.3.11}\\
\text { value function } & v^{\varepsilon}(x, \alpha)=\inf _{u(\cdot) \in \mathcal{A}^{\varepsilon}(x)} J^{\varepsilon}(x, \alpha, u(\cdot))
\end{array}\right.
$$

For $x \in S$, let $\mathcal{A}^{0}$ denote the set of the following deterministic measurable controls

$$
U(\cdot)=\left(u^{1}(\cdot), \cdots, u^{4}(\cdot)\right)=\left(\left(u_{1}^{1}(\cdot), u_{2}^{1}(\cdot)\right), \cdots,\left(u_{1}^{4}(\cdot), u_{2}^{4}(\cdot)\right)\right)
$$

such that $0 \leq u_{i}^{j}(t) \leq \alpha_{i}^{j}$ for all $t \geq 0, i=1,2$ and $j=1, \ldots, 4$.

We define the limiting problem

$$
\mathcal{P}^{0}: \begin{cases}\text { minimize } & J(x, U(\cdot))=\int_{0}^{\infty} e^{-\rho t}\left(h(x(t))+\sum_{j=1}^{4} \nu_{j} c\left(u^{j}(t)\right)\right) d t, \\ \text { subject to } & \begin{cases}\dot{x}_{1}(t)=\sum_{j=1}^{4} \nu_{j} u_{1}^{j}(t)-\sum_{j=1}^{4} \nu_{j} u_{2}^{j}(t), & x_{1}(0)=x_{1}, \\ \dot{x}_{2}(t)=\sum_{j=1}^{4} \nu_{j} u_{2}^{j}(t)-z, & x_{2}(0)=x_{2}, \\ U(\cdot) \in \mathcal{A}^{0}\end{cases} \\ \text { value function } & v(x)=\inf _{U(\cdot) \in \mathcal{A}^{0}} J(x, U(\cdot)),\end{cases}
$$

where $\nu=\left(\nu_{1}, \cdots, \nu_{4}\right)>0$ is the stationary distribution of $Q^{\epsilon}$.
It can be shown in [33] that, for a given $\delta>0$, there exist positive constants $C$ and $\varepsilon_{0}$, such that for all $0<\varepsilon \leq \epsilon_{0}$ and $x \in S$, we have

$$
\begin{equation*}
\left|v^{\varepsilon}(x, \alpha)-v(x)\right|=O\left(\varepsilon^{\frac{1}{2}-\delta}\right) \tag{9.3.12}
\end{equation*}
$$

Next, for a given $x \in S$, we describe the flow of constructing an asymptotic optimal control $u^{\varepsilon}(\cdot) \in \mathcal{A}^{\varepsilon}(x)$ of the original problem $\mathcal{P}^{\varepsilon}$ beginning with any near-optimal control $\bar{U}(\cdot) \in \mathcal{A}^{0}$ of the limiting problem $\mathcal{P}^{0}$.

Let us fix an initial state $x \in S$. Let $\overline{\mathcal{U}} u(\cdot)=\left(\bar{u}^{1}(\cdot), \cdots, \bar{u}^{4}(\cdot)\right) \in \mathcal{A}^{0}$, where $\bar{u}^{j}(t)=$ $\left(\bar{u}_{1}^{j}(t), \bar{u}_{2}^{j}(t)\right)$ is an $\varepsilon^{\frac{1}{2}-\delta}$-optimal control for $\mathcal{P}^{0}$, i.e.,

$$
|J(x, \overline{\mathcal{U}} u(\cdot))-v(x)| \leq K \varepsilon^{\frac{1}{2}-\delta}
$$

Let

$$
t^{*}=\inf \left\{t: \int_{0}^{t} \sum_{j=1}^{4}\left(\alpha_{1}^{j}-\bar{u}_{1}^{j}(s)+\bar{u}_{2}^{j}(s)\right) d s \geq \varepsilon^{\frac{1}{2}-\delta}\right\}
$$

Using $t^{*}$, we define another control process $\tilde{\mathcal{U}} u(t)=\left(\tilde{u}^{1}(\cdot), \cdots, \tilde{u}^{4}(\cdot)\right)$ as follows: For $j=$ $1, \cdots, 4$,

$$
\tilde{u}^{j}(t)=\left(\tilde{u}_{1}^{j}(t), \tilde{u}_{2}^{j}(t)\right)= \begin{cases}\left(\alpha_{1}^{j}, 0\right) & \text { if } t<t^{*}  \tag{9.3.13}\\ \left(\bar{u}_{1}^{j}(t), \bar{u}_{2}^{j}(t)\right) & \text { if } t \geq t^{*}\end{cases}
$$

It is easy to check that $\tilde{U}(\cdot) \in \mathcal{A}^{0}$. Let

$$
\begin{equation*}
w(t)=\left(w_{1}(t), w_{2}(t)\right)=\sum_{j=1}^{4} 1_{\left\{\alpha^{\varepsilon}(t)=\alpha^{j}\right\}}\left(\tilde{u}_{1}^{j}(t), \tilde{u}_{2}^{j}(t)\right)=\sum_{j=1}^{4} 1_{\left\{\alpha^{\varepsilon}(t)=\alpha^{j}\right\}} \tilde{u}^{j}(t), \tag{9.3.14}
\end{equation*}
$$

and let $y(t)=\left(y_{1}(t), y_{2}(t)\right)$ be the corresponding trajectory defined as

$$
\left\{\begin{array}{l}
y_{1}(t)=x_{1}+\int_{0}^{t}\left(w_{1}(s)-w_{2}(s)\right) d s \\
y_{2}(t)=x_{2}+\int_{0}^{t}\left(w_{2}(s)-z\right) d s
\end{array}\right.
$$

Note that $E|y(t)-\tilde{x}(t)|^{2} \leq C\left(1+t^{2}\right) \varepsilon$. However, $y(t)$ may not be in $S$ for some $t \geq 0$. To obtain an admissible control for $\mathcal{P}^{\varepsilon}$, we need to modify $w(t)$ so that the state trajectory stays in $S$. This is done as follows. Let

$$
\begin{equation*}
u^{\varepsilon}(t)=\left(u_{1}^{\varepsilon}(t), u_{2}^{\varepsilon}(t)\right):=w(t) 1_{\left\{y_{1}(t) \geq 0\right\}} \tag{9.3.15}
\end{equation*}
$$

Then, for the control $u^{\varepsilon}(\cdot) \in \mathcal{A}^{\varepsilon}(x)$ constructed using (9.3.13)-(9.3.15) above, it is shown in Sethi et al. [36] that

$$
\begin{equation*}
\left|J^{\varepsilon}\left(x, \alpha, u^{\varepsilon}(\cdot)\right)-v^{\varepsilon}(x, \alpha)\right|=O\left(\varepsilon^{\frac{1}{2}-\delta}\right) \tag{9.3.16}
\end{equation*}
$$

For optimal control and hierarchical control of general flowshops, we refer to the papers Presman et al. [29] and Sethi et al. [36]; see also Sethi and Zhang [33] for complete treatment of the subject.

### 9.4 Jobshops

In this section, let us discuss briefly general production systems. For more details, see Sethi and Zhang [33].

Sethi and Zhou [38] consider hierarchical production planning in a general manufacturing system consisting of a network of machines which generalizes both the parallel and the tandem machine models; see also Bai and Gershwin [4]. As in the flowshop models, the optimal control problem for the system is a state-constrained problem, since the number of parts in any buffer between any two machines must remain non-negative.

Sethi and Zhou [38] establish a graph-theoretical framework that appropriately describes and uniquely determines the system dynamics along with the state and control constraints. Within their framework, one can model a large class of manufacturing systems of interest. The concept of a "dynamic job shop" is introduced by interpreting a system with a network of machines as a directed graph along with a "placement of machines" that reflects system dynamics and the control constraints. To illustrate, let us consider the system given in Fig. 2.


Fig. 2. A Typical manufacturing system
Here, we have four machines $M_{1}, \cdots, M_{4}$, two distinct products, and five buffers. Each machine $M_{i}, i=1,2,3,4$, has capacity $\alpha_{i}(t)$ at time $t$, and each product $j=1,2$ has demand $z_{j}$. As indicated in the figure, $x_{i}, i=1,2, \cdots, 5$, known as the state variables are associated with the buffers. More specifically, $x_{i}$ denotes the inventory/backlog of part type $i, i=1,2, \cdots, 5$. Control variables $u_{i}, i=1,2 \cdots, 6$, represent production rates. More specifically, $u_{1}$ and $u_{2}$ are the rates at which raw parts coming from outside are converted
to part types 1 and 5 , respectively, and $u_{3}, u_{4}, u_{5}$ and $u_{6}$ are the rates of conversion from part types $3,1,1$, and 2 to part types $4,2,4$ and 3 , respectively. The corresponding system dynamics is given by

$$
\left\{\begin{array}{l}
\dot{x}_{1}(t)=u_{1}(t)-u_{4}(t)-u_{5}(t)  \tag{9.4.17}\\
\dot{x}_{2}(t)=u_{4}(t)-u_{6}(t) \\
\dot{x}_{3}(t)=u_{6}(t)-u_{3}(t) \\
\dot{x}_{4}(t)=u_{3}(t)+u_{5}(t)-z_{1} \\
\dot{x}_{5}(t)=u_{2}(t)-z_{2}
\end{array}\right.
$$

and the process $u(t)=\left(u_{1}(t), \cdots, u_{6}(t)\right)$ must satisfy the capacity constraints

$$
\begin{equation*}
u_{1}(t) \leq \alpha_{1}(t), u_{2}(t)+u_{5}(t) \leq \alpha_{4}(t), u_{3}(t)+u_{4}(t) \leq \alpha_{3}(t), u_{6}(t) \leq \alpha_{2}(t) \tag{9.4.18}
\end{equation*}
$$

Moreover, part types 1,2 and 3 are intermediate items to be further processed in the system. For $i=1,2,3$, buffer $i$ is between some two machines and is known as an internal buffer. Since internal buffers provide inputs to machines, a fundamental physical fact about them is that they must not have shortages. In other words, we must have

$$
\begin{equation*}
x_{i}(t) \geq 0, i=1,2,3 \tag{9.4.19}
\end{equation*}
$$

The remaining buffers 4 and 5 are called external buffers, since it is from these buffers that we must meet the demands for final products facing the system. Since we permit backlogging of demand, the inventories in the external buffers are allowed to be negative. Indeed, $x_{4}(t)$ and $x_{5}(t)$ are called surpluses with positive values meaning inventories and negative values meaning backlogs.

State constraint domain, admissible controls, the limiting problem, and the associated value functions can be defined similarly as in the last section. Sethi and Zhou [38] verify the Lipschitz continuity of the value functions and show that (9.3.12) holds. They construct controls for the original problem from an optimal control of the limiting problem in a way similar to (9.3.13)-(9.3.15). Finally, they show that the constructed controls are asymptotically optimal as in (9.3.16).

### 9.5 Production-Capacity Expansion Models

In practice, if a manufacturing firm faces higher demand for its product, it is natural for the firm to increase its production to meet the demand, moreover, if necessary, to increase investment in order to increase its production capacity. In this section, we consider the case when some additional production capacity can be purchased at a future time $0 \leq \tau \leq \infty$, at a cost of $K$.

We use the single machine model studied in Section 2. The control variable is a pair $(\tau, u(\cdot))$ of a Markov time $\tau \geq 0$ and a production process $u(\cdot)$ over time. Consider the cost function

$$
\begin{equation*}
J^{\varepsilon}(x, \alpha, \tau, u(\cdot))=E\left(\int_{0}^{\infty} e^{-\rho t} G(x(t), u(t)) d t+K e^{-\rho \tau}\right) \tag{9.5.20}
\end{equation*}
$$

where $\alpha^{\varepsilon}(0)=\alpha$ is the initial capacity and $\rho>0$ is the discount rate, and $G(x, u)=h(x)+$ $c(u)$. The problem is to find an admissible control $(\tau, u(\cdot))$ that minimizes $J^{\varepsilon}(x, \alpha, \tau, u(\cdot))$.

Define $\alpha_{1}^{\varepsilon}(t)$ and $\alpha_{2}^{\varepsilon}(t)$ as two Markov chains with state spaces $\mathcal{M}_{1}=\left\{0,1, \ldots, m_{1}\right\}$ and $\mathcal{M}_{2}=\left\{0,1, \ldots, m_{1}+m_{2}\right\}$, respectively. Here, $\alpha_{1}^{\varepsilon}(t) \geq 0$ denotes the existing production capacity process and $\alpha_{2}^{\varepsilon}(t) \geq 0$ denotes the capacity process of the system if it were to be supplemented by the additional new capacity at time $t=0$.

Let $\mathcal{F}_{1}(t)=\sigma\left\{\alpha_{1}^{\varepsilon}(s): s \leq t\right\}$ and $\mathcal{F}_{2}(t)=\sigma\left\{\alpha_{2}^{\varepsilon}(t): s \leq t\right\}$. Define further a new process $\alpha^{\varepsilon}(t)$ as follows: For each $\mathcal{F}_{1}(t)$-Markov time $\tau \geq 0$,

$$
\alpha^{\varepsilon}(t)=\left\{\begin{array}{ll}
\alpha_{1}^{\varepsilon}(t) & \text { if } t<\tau  \tag{9.5.21}\\
\alpha_{2}^{\varepsilon}(t-\tau) & \text { if } t \geq \tau
\end{array} \text { and } \alpha^{\varepsilon}(\tau)=\alpha_{2}^{\varepsilon}(0):=\alpha_{1}^{\varepsilon}(\tau)+m_{2}\right.
$$

Here $m_{2}$ denotes the maximum additional capacity resulting from investment in the new capacity.

We assume the following conditions: $\alpha_{1}^{\varepsilon}(t) \in \mathcal{M}_{1}$ and $\alpha_{2}^{\varepsilon}(t) \in \mathcal{M}_{2}$ are Markov processes with generators $\varepsilon^{-1} Q_{1}$ and $\varepsilon^{-1} Q_{2}$, respectively. Moreover, $Q_{1}$ and $Q_{2}$ are both irreducible.

We say that a control $(\tau, u(\cdot))$ is admissible if (1) $\tau$ is an $\mathcal{F}_{1}(t)$-Markov time; (2) $u(t)$ is $\mathcal{F}(t)=\sigma\left\{\alpha^{\varepsilon}(t): s \leq t\right\}$ adapted and $p \cdot u(t) \leq \alpha^{\varepsilon}(t)$ for $t \geq 0$. We use $\mathcal{A}^{\varepsilon}$ to denote the set of all admissible controls $(\tau, u(\cdot))$. Then the problem is:

$$
\mathcal{P}^{\varepsilon}:\left\{\begin{aligned}
\min _{(\tau, u(\cdot)) \in \mathcal{A}^{\varepsilon}} & J^{\varepsilon}(x, \alpha, \tau, u(\cdot)) \\
\text { subject to } & \dot{x}(t)=u(t)-z, x(0)=x
\end{aligned}\right.
$$

Let $v^{\varepsilon}(x, \alpha)$ denote the value function of the problem. We define an auxiliary value function $v_{a}^{\varepsilon}\left(x, \alpha^{\prime}\right)$ to be $K$ plus the optimal cost with the capacity process $\alpha_{2}^{\varepsilon}(t)$ with the initial capacity $\alpha^{\prime} \in \mathcal{M}_{2}$ and no future capital expansion possibilities. Then the HJB equations are as follows:

$$
\begin{gather*}
\min \left\{\min _{u \geq 0, p \leqq \alpha}\left[(u-z) \cdot\left(v^{\varepsilon}\right)_{x}(x, \alpha)+G(x, u)\right]+\varepsilon^{-1} Q_{1} v^{\varepsilon}(x, \cdot)(\alpha)\right.  \tag{9.5.22}\\
\left.\quad-\rho v^{\varepsilon}(x, \alpha), v_{a}^{\varepsilon}\left(x, \alpha+m_{2}\right)-v^{\varepsilon}(x, \alpha)\right\}=0, \alpha \in \mathcal{M}_{1}, \\
\min _{u \geq 0, p \cdot \infty}\left[(u-z) \cdot\left(v_{a}^{\varepsilon}\right)_{x}(x, \alpha)+G(x, u)\right]  \tag{9.5.23}\\
\\
\quad+\varepsilon^{-1} Q_{2} v_{a}^{\varepsilon}(x, \cdot)(\alpha)-\rho\left(v_{a}^{\varepsilon}(x, \alpha)-K\right)=0, \alpha \in \mathcal{M}_{2} .
\end{gather*}
$$

Let $\nu^{(1)}=\left(\nu_{0}^{(1)}, \nu_{1}^{(1)}, \ldots, \nu_{m_{1}}^{(1)}\right)$ and $\nu^{(2)}=\left(\nu_{0}^{(2)}, \nu_{1}^{(2)}, \ldots, \nu_{m_{1}+m_{2}}^{(2)}\right)$ denote the corresponding stationary distributions of $Q_{1}$ and $Q_{2}$, respectively.

We now proceed to develop a limiting problem. We first define the control sets for the limiting problem. Let

$$
\begin{aligned}
& \mathcal{U}_{1}=\left\{\left(u^{0}, \ldots, u^{m_{1}}\right): u^{i} \geq 0, p \cdot u^{i} \leq i\right\} \\
& \mathcal{U}_{2}=\left\{\left(u^{0}, \ldots, u^{m_{1}+m_{2}}\right): u^{i} \geq 0, p \cdot u^{i} \leq i\right\} .
\end{aligned}
$$

Then

$$
\mathcal{U}_{1} \subset R^{n \times\left(m_{1}+1\right)} \text { and } \mathcal{U}_{2} \subset R^{n \times\left(m_{1}+m_{2}+1\right)}
$$

We use $\mathcal{A}^{0}$ to denote the set of the following (admissible controls for the limiting problem): (1) a deterministic time $\sigma$; (2) a deterministic $\mathcal{U} u(t)$ such that for $t<\sigma$, $\mathcal{U} u(t)=\left(u^{0}(t), \ldots, u^{m_{1}}(t)\right) \in \mathcal{U}_{1}$ and for $t \geq \sigma, \mathcal{U} u(t)=\left(u^{0}(t), \ldots, u^{m_{1}+m_{2}}(t)\right) \in \mathcal{U}_{2}$.

Let

$$
\begin{aligned}
J(x, \sigma, \mathcal{U} u(\cdot))= & \int_{0}^{\sigma} e^{-\rho t} \sum_{i=0}^{m_{1}} \nu_{i}^{(1)} G\left(x(t), u^{i}(t)\right) d t \\
& +\int_{\sigma}^{\infty} e^{-\rho t} \sum_{i=0}^{m_{1}+m_{2}} \nu_{i}^{(2)} G\left(x(t), u^{i}(t)\right) d t+e^{-\rho \sigma} K
\end{aligned}
$$

and let

$$
\bar{u}(t)= \begin{cases}\sum_{i=0}^{m_{1}} \nu_{i}^{(1)} u^{i}(t) & \text { if } t<\sigma \\ \sum_{i=0}^{m_{1}+m_{2}} \nu_{i}^{(2)} u^{i}(t) & \text { if } t \geq \sigma\end{cases}
$$

We can now define the following limiting optimal control problem:

$$
\mathcal{P}^{0}:\left\{\begin{array}{cl}
\min _{(\sigma, \mathcal{U} u(\cdot)) \in \mathcal{A}^{0}} & J(x, \sigma, \mathcal{U} u(\cdot))  \tag{9.5.24}\\
\text { subject to } & \dot{x}(t)=\bar{u}(t)-z, x(0)=x
\end{array}\right.
$$

Let $\left(v(x), v_{a}(x)\right)$ denote the value functions for $\mathcal{P}^{0}$. Let $(\sigma, U(\cdot)) \in \mathcal{A}^{0}$ denote any admissible control for the limiting problem $\mathcal{P}^{0}$, where

$$
U(t)= \begin{cases}\left(u^{0}(t), \ldots, u^{m_{1}}(t)\right) \in \mathcal{U}_{1} & \text { if } t<\sigma \\ \left(u^{0}(t), \ldots, u^{m_{1}+m_{2}}(t)\right) \in \mathcal{U}_{2} & \text { if } t \geq \sigma\end{cases}
$$

We take

$$
u^{\varepsilon}(t)= \begin{cases}\sum_{i=0}^{m_{1}} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}(t) & \text { if } t<\sigma \\ \sum_{i=0}^{m_{1}+m_{2}} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}(t) & \text { if } t \geq \sigma\end{cases}
$$

Then the control $\left(\sigma, u^{\varepsilon}(\cdot)\right)$ is admissible for $\mathcal{P}^{\varepsilon}$.
Let

$$
\begin{equation*}
\mathcal{S}=\left\{x: v_{a}(x)=v(x)\right\} \tag{9.5.25}
\end{equation*}
$$

Then $\mathcal{S}$ defines a switching set for $\mathcal{P}^{0}$. Let $u^{*}(x)$ denote the minimizer of the HJB equation and let $x(t)$ denote the state trajectory that satisfies

$$
\dot{x}(t)=u^{*}(t, x(t))-z, x(0)=x .
$$

Then the optimal purchasing time $\sigma$ in $\mathcal{P}^{0}$ is given as follows:

$$
\sigma=\inf \{t: x(t) \in \mathcal{S}\}
$$

It can be shown that $\left(\sigma, u^{*}(t, x)\right)$ is optimal for $\mathcal{P}^{0}$.

Theorem 9.5.1 ([30]) (i) There exists a constant C such that

$$
\left|v^{\varepsilon}(x, \alpha)-v(x)\right|+\left|v_{a}^{\varepsilon}(x, \alpha)-v_{a}(x)\right| \leq C\left(1+|x|^{k_{g}}\right) \sqrt{\varepsilon} .
$$

(ii) Let $(\sigma, U(\cdot)) \in \mathcal{A}^{0}$ be an $\varepsilon$-optimal control for the limiting problem $\mathcal{P}^{0}$ and let $\left(\sigma, u^{\varepsilon}(\cdot)\right) \in$ $\mathcal{A}^{\varepsilon}$ be the control constructed above. Then, $\left(\sigma, u^{\varepsilon}(\cdot)\right)$ is asymptotically optimal with error bound $\sqrt{\varepsilon}$, i.e.,

$$
\left|J^{\varepsilon}\left(x, \alpha, \sigma, u^{\varepsilon}(\cdot)\right)-v^{\varepsilon}(x, \alpha)\right| \leq C\left(1+|x|^{k_{g}}\right) \sqrt{\varepsilon}
$$

Example. Let us consider a production system having an existing (failure-prone) machine. When operational, it has a unit production capacity; when broken down, it has zero capacity, i.e, $m_{1}=1$. We assume that the demand for the firm's product is higher than the average production capacity of the existing machine. However, the firm has some initial inventory of its product to absorb the excess demand for a few initial periods. The firm may have to increase its production capacity at some future time $\tau \geq 0$. Therefore, the firm has an option to purchase a new machine, identical to the existing machine, at a given fixed cost of $K$ in order to double its average production capacity.

The problem is to find the optimal time of purchase as well as the optimal production simultaneously, which is given as follows:

$$
\left\{\begin{array}{l}
\min _{(\tau, u(\cdot)) \in \mathcal{A}^{\varepsilon}(\alpha)} J^{\varepsilon}(x, \alpha, \tau, u(\cdot))=E\left[\int_{0}^{\infty} e^{-\rho t}|x(t)| d t+K e^{-\rho \tau}\right]  \tag{9.5.26}\\
\text { subject to } \dot{x}(t)=u(t)-z, x(0)=x
\end{array}\right.
$$

We take $0<z<1, \mathcal{M}_{1}=\{0,1\}$, and $\mathcal{M}_{2}=\{0,1,2\}$ and assume also that

$$
Q_{1}=\left(\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right) \text { and } Q_{2}=\left(\begin{array}{rrr}
-1 & 1 & 0 \\
1 & -2 & 1 \\
0 & 1 & -1
\end{array}\right)
$$

In this example, the stationary distributions are

$$
\nu= \begin{cases}\left(\frac{1}{2}, \frac{1}{2}\right) & \text { if } t<\sigma \\ \left(\frac{1}{3}, \frac{1}{3}, \frac{1}{3}\right) & \text { if } t \geq \sigma\end{cases}
$$

and the average capacities are $\bar{\alpha}_{1}=1 / 2$ and $\bar{\alpha}_{2}=1$.
The limiting problem $\mathcal{P}^{0}$ is the following:

$$
\begin{cases}\min _{(\sigma, u(\cdot)) \in \mathcal{A}^{0}} & J^{0}(x, \sigma, u(\cdot))=\int_{0}^{\infty} e^{-\rho t}|x(t)| d t+K e^{-\rho \sigma} \\ \text { subject to } & \dot{x}(t)=u(t)-z, x(0)=x\end{cases}
$$

The value functions $v(x)$ and $v_{a}(x)$ can be shown to be the unique viscosity solutions to the following HJB equations:

$$
\left\{\begin{array}{l}
\min \left\{\min _{u \in \mathcal{U}_{\bar{\alpha}_{1}}}\left[(u-z) v_{x}(x)+|x|-\rho v(x)\right], v_{a}(x)-v(x)\right\}=0 \\
\min _{u \in \mathcal{U}_{\bar{\alpha}_{2}}}\left[(u-z)\left(v_{a}\right)_{x}(x)+|x|\right]-\rho\left(v_{a}(x)-K\right)=0
\end{array}\right.
$$

We solve the HJB equations by considering the following five possible cases.
Case (i): $0<\rho^{2} K<\bar{\alpha}_{2}-\bar{\alpha}_{1}$ and $\bar{\alpha}_{1}<z$.
Define $x^{*}$ and $\hat{x}$ as follows:

$$
\left\{\begin{array}{l}
x^{*}=\left(\frac{\bar{\alpha}_{2}-z}{\rho}\right) \log \left(\frac{\bar{\alpha}_{2}-\bar{\alpha}_{1}-\rho^{2} K}{\bar{\alpha}_{2}-\bar{\alpha}_{1}}\right)<0, \\
\hat{x}=\left(\frac{z-\bar{\alpha}_{1}}{\rho}\right) \log \left(2-\left(\frac{\bar{\alpha}_{2}-\bar{\alpha}_{1}-\rho^{2} K}{\bar{\alpha}_{2}-\bar{\alpha}_{1}}\right)^{\frac{\bar{\alpha}_{2}-\bar{\alpha}_{1}}{z-\bar{\alpha}_{1}}}\right)>0 .
\end{array}\right.
$$

The value functions $v_{a}(x)$ and $v(x)$ can be written in terms of $x^{*}$ and $\hat{x}$ as follows:

$$
\begin{aligned}
& v_{a}(x)= \begin{cases}\frac{z}{\rho^{2}}\left[e^{-\rho x / z}+\frac{\rho x}{z}-1\right]+K & \text { if } x \geq 0 \\
\frac{\bar{\alpha}_{2}-z}{\rho^{2}}\left[e^{\rho x /\left(\bar{\alpha}_{2}-z\right)}-\frac{\rho x}{\bar{\alpha}_{2}-z}-1\right]+K & \text { if } x<0\end{cases} \\
& v(x)= \begin{cases}\int_{0}^{(x-\hat{x}) / z} e^{-\rho t}|x-z t| d t+e^{-\rho(x-\hat{x}) / z} \int_{0}^{\left(\hat{x}-x^{*}\right) /\left(z-\bar{\alpha}_{1}\right)} & e^{-\rho t}\left|\hat{x}+\left(\bar{\alpha}_{1}-z\right) t\right| d t \\
\begin{array}{c}
+e^{\left.-\rho!(x-\hat{x}) / z+\left(\hat{x}-x^{*}\right) /\left(z-\bar{\alpha}_{1}\right)\right]} v_{a}\left(x^{*}\right)
\end{array} & \text { if } x>\hat{x} \\
\begin{array}{c}
\left(x-x^{*}\right) /\left(z-\bar{\alpha}_{1}\right) \\
e^{-\rho t}\left|x+\left(\bar{\alpha}_{1}-z\right) t\right| d t+e^{-\rho\left(x-x^{*}\right) /\left(z-\bar{\alpha}_{1}\right)} v_{a}\left(x^{*}\right)
\end{array} \\
\left(\bar{\alpha}_{2}-z\right) \rho^{-2}\left[e^{\rho x /\left(\bar{\alpha}_{2}-z\right)}-\frac{\rho x}{\bar{\alpha}_{2}-z}-1\right]+K & \text { if } x<x^{*} .\end{cases}
\end{aligned}
$$

Case (ii): $0<\rho^{2} K<\bar{\alpha}_{2}-\bar{\alpha}_{1}$ and $\bar{\alpha}_{1}=z$.
Let

$$
x^{*}=\left(\frac{\bar{\alpha}_{2}-z}{\rho}\right) \log \left(\frac{\bar{\alpha}_{2}-\bar{\alpha}_{1}-\rho^{2} K}{\bar{\alpha}_{2}-\bar{\alpha}_{1}}\right) \leq 0 .
$$

Then,

$$
v(x)= \begin{cases}z \rho^{-2}\left[e^{-\rho x / z}-1\right]+\frac{x}{\rho} & \text { if } x>0 \\ -\frac{x}{\rho} & \text { if } x^{*} \leq x \leq 0 \\ \frac{\bar{\alpha}_{2}-z}{\rho^{2}}\left[e^{\rho x /\left(\bar{\alpha}_{2}-z\right)}-\frac{\rho x}{\bar{\alpha}_{2}-z}-1\right]+K & \text { if } x<x^{*}\end{cases}
$$

and $v_{a}(x)$ is as in Case (i).
Case (iii): $0<\rho^{2} K<\dot{\bar{\alpha}}_{2}-\bar{\alpha}_{1}$ and $\bar{\alpha}_{1}>z$.
Let $x^{*}(\leq 0)$ denote the only value such that

$$
\left(\bar{\alpha}_{1}-z\right) e^{\rho x^{*} /\left(\bar{\alpha}_{1}-z\right)}-\left(\bar{\alpha}_{2}-z\right) e^{\rho x^{*} /\left(\bar{\alpha}_{2}-z\right)}=K \rho^{2}-\left(\bar{\alpha}_{2}-\bar{\alpha}_{1}\right)
$$

Then,

$$
v(x)= \begin{cases}z \rho^{-2}\left[e^{-\rho x / z}+\rho x / z-1\right] & \text { if } x \geq 0 \\ \left(\bar{\alpha}_{1}-z\right) \rho^{-2}\left[e^{\rho x /\left(\bar{\alpha}_{1}-z\right)}-\rho x /\left(\bar{\alpha}_{1}-z\right)-1\right] & \text { if } x^{*} \leq x<0 \\ \left(\bar{\alpha}_{2}-z\right) \rho^{-2}\left[e^{\rho x /\left(\bar{\alpha}_{2}-z\right)}-\rho x /\left(\bar{\alpha}_{2}-z\right)-1\right]+K & \text { if } x<x^{*}\end{cases}
$$

and $v_{a}(x)$ is as in Case (i).

Case (iv): $K=0$.
In this case $v(x)=v_{a}(x)$ for all $x$, where $v_{a}(x)$ is as in Case (i) with $K=0$. This means that the optimal purchase time $\sigma=0$.

Case (v): $\rho^{2} K \geq \bar{\alpha}_{2}-\bar{\alpha}_{1}$. In this case, the optimal $\sigma=\infty$.
The value function

$$
v(x)= \begin{cases}\int_{0}^{(x-\hat{x}) / z} e^{-\rho t}(x-z t) d t+e^{-\rho(x-\hat{x}) / z} \int_{0}^{\infty} e^{-\rho t}\left|\hat{x}-\left(z-\bar{\alpha}_{1}\right) t\right| d t \\ & \text { if } x \geq \hat{x} \\ \int_{0}^{\infty} e^{-\rho t}\left|x-\left(z-\bar{\alpha}_{1}\right) t\right| d t & \text { if } x<\hat{x}\end{cases}
$$

where

$$
\hat{x}= \begin{cases}0 & \text { if } \bar{\alpha}_{1} \geq z \\ \frac{\log 2}{\rho}\left(z-\bar{\alpha}_{1}\right)>0 & \text { if } \bar{\alpha}_{1}<z\end{cases}
$$

Again, $v_{a}(x)$ is as in Case (i).
We have now obtained the value function in each of the five cases.
In this example, the switching set is given as follows:

$$
\mathcal{S}= \begin{cases}(-\infty, \infty) & \text { if } K=0 \\ \left(-\infty, x^{*}\right] & \text { if } 0<\rho^{2} K<\left(\bar{\alpha}_{2}-\bar{\alpha}_{1}\right) \\ \emptyset & \text { if } \rho^{2} K \geq\left(\bar{\alpha}_{2}-\bar{\alpha}_{1}\right)\end{cases}
$$

Let $\sigma=\inf \{t: x(t) \in \mathcal{S}\}$. If $\bar{\alpha}_{1}<z$, then let

$$
u^{*}(t, x)= \begin{cases}\left\{\begin{array}{ll}
0 & \text { if } x>\hat{x} \\
\bar{\alpha}_{1} & \text { if } x \leq \hat{x} \\
0 & \text { if } x>0 \\
z & \text { if } x=0 \\
\bar{\alpha}_{\dot{2}} & \text { if } x<0
\end{array} \quad \text { if } t \geq \sigma\right.\end{cases}
$$

and if $\bar{\alpha}_{1} \geq z$, let

$$
u^{*}(t, x)= \begin{cases}\left\{\begin{array}{ll}
0 & \text { if } x>0 \\
z & \text { if } x=0 \\
\bar{\alpha}_{1} & \text { if } x<0 \\
0 & \text { if } x>0 \\
z & \text { if } x=0 \\
\bar{\alpha}_{2} & \text { if } x<0
\end{array} \quad \text { if } t \geq \sigma,\right.\end{cases}
$$



Fig. 3. Machine purchase policy and production policy for $t<\sigma$


Fig. 4. Production policy for $t \geq \sigma \geq 0$
where $\sigma$ is defined in (9.5.25). The optimal decision $\left(\sigma, u^{*}(t, x)\right)$ in Case (i) is depicted in Figs. 3 and 4.

Let $\left(\sigma, u^{\varepsilon}(t, x)\right)$ denote the scaled decision as constructed below:

$$
u^{\varepsilon}(t, \alpha, x)= \begin{cases}\alpha u^{*}(t, x) / \bar{\alpha}_{1} & \text { if } t<\sigma \\ \alpha u^{*}(t, x) / \bar{\alpha}_{2} & \text { if } t \geq \sigma\end{cases}
$$

Then we have $\left(\sigma, u^{\varepsilon}(t, \alpha, x)\right)$ is asymptotically optimal for $\mathcal{P}^{\varepsilon}$.

### 9.6 Production-Marketing Models

In this section, we discuss the model developed in Sethi and Zhang [34], which considers the case when both capacity and demand are finite state Markov chains constructed from generators that depend on the production and promotional decisions, respectively. Due to the complexity of the manufacturing systems, traditionally, marketing decision making and other decision related areas such as productions are often treated independently. Clearly, a marketing model with addition of production is more realistic and useful from a practical point of view. In this connection, Abad [1] proposed a decentralized marketing-production planning model and solved the problem by applying Pontryagin's maximum principle. Sethi and Zhang [33] considered a marketing-production model in which the demand is assumed to be a Markov decision process. The main focus of that paper is reduction of dimensionality of the underlying problem via a hierarchical control approach;

In order to specify their marketing-production problem, let $\alpha^{\varepsilon}(t) \in \mathcal{M}$ as in Section 2 and $z(\delta, t) \in\left\{z^{0}, z^{1}, \ldots, z^{d}\right\}$, for a given $\delta$, denote the capacity process and the demand process, respectively.

We say that a control $(u(\cdot), w(\cdot))=\{(u(t), w(t)): t \geq 0\}$ is admissible if $(u(\cdot), w(\cdot))$ is right-continuous having left-hand limit (RCLL), is $\sigma\left\{\left(\alpha^{\varepsilon}(s), z(\delta, s)\right): s \leq t\right\}$ adapted, and satisfies $u(t) \geq 0, p \cdot(t) \leq \alpha^{\varepsilon}(t)$ and $0 \leq w(t) \leq 1$ for all $t \geq 0$. We use $\mathcal{A}^{\varepsilon, \delta}$ to denote the set of all admissible controls. Then our control problem can be written as follows:

$$
\mathcal{P}^{\varepsilon, \delta}:\left\{\begin{array}{cl}
\text { maximize } & J^{\varepsilon, \delta}(x, \alpha, z, u(\cdot), w(\cdot))  \tag{9.6.27}\\
& =E \int_{0}^{\infty} e^{-\rho t} G(x(t), z(\delta, t), u(t), w(t)) d t, \\
\text { subject to } \quad \begin{cases}\dot{x}(t)=u(t)-z(\delta, t), & x(0)=x, \\
\alpha^{\varepsilon}(t) \sim \varepsilon^{-1} Q^{m}(u(t)), & \alpha^{\varepsilon}(0)=\alpha, \\
z(\delta, t) \sim \delta^{-1} Q^{d}(w(t)), & z(\delta, 0)=z, \\
(u(\cdot), w(\cdot)) \in \mathcal{A}^{\varepsilon, \delta},\end{cases} \\
\text { value function } & v^{\varepsilon, \delta}(x, \alpha, z)=\inf _{(u(\cdot), w(\cdot)) \in \mathcal{A}^{\varepsilon}, \delta} J^{\varepsilon, \delta}(x, \alpha, z, u(\cdot), w(\cdot)) .
\end{array}\right.
$$

where by $\alpha^{\varepsilon}(t) \sim \varepsilon^{-1} Q^{m}(u(t))$, we mean that the Markov process $\alpha^{\varepsilon}(t)$ has the generator $\varepsilon^{-1} Q^{m}(u(t))$.

We use $\mathcal{A}^{0, \delta}$ to denote the admissible control space

$$
\begin{aligned}
\mathcal{A}^{0, \delta}= & \left\{(U(t), w(t))=\left(u^{0}(t), u^{1}(t), \ldots, u^{m}(t), w(t)\right): u^{i}(t) \geq 0, p \cdot u^{i}(t) \leq i,\right. \\
& 0 \leq w \leq 1,(U(t), w(t)) \text { is } \sigma\{z(\delta, s): s \leq t\} \text { adapted and RCLL }\}
\end{aligned}
$$

The limiting problem is given as follows:

$$
\mathcal{P}^{0, \delta}:\left\{\begin{align*}
\text { maximize } & J^{0, \delta}(x, z, U(\cdot), w(\cdot)) \\
& =\int_{0}^{\infty} e^{-\rho t} \sum_{i=0}^{m} \nu_{i}^{m}(U(t)) G\left(x(t), z(\delta, t), u^{i}(t), w(t)\right) d t  \tag{9.6.28}\\
\text { subject to }\{ & \begin{cases}\dot{x}(t)=\sum_{i=0}^{m} \nu_{i}^{m}(U(t)) u^{i}(t)-z(\delta, t), & x(0)=x \\
z(\delta, t) \sim \frac{1}{\delta} Q^{d}(w(t)), & z(\delta, 0)=z \\
(U(\cdot), w(\cdot)) \in \mathcal{A}^{0, \delta},\end{cases} \\
\text { value function } & v^{\mathbf{0}, \delta}(x, z)=\inf _{(U(\cdot), w(\cdot)) \in \mathcal{A}^{0, \delta}} J^{0, \delta}(x, z, U(\cdot), w(\cdot))
\end{align*}\right.
$$

Let $(U(\cdot), w(\cdot)) \in \mathcal{A}^{0, \delta}$ denote an optimal open-loop control for $\mathcal{P}^{0, \delta}$. We construct

$$
u^{\varepsilon, \delta}(t)=\sum_{i=0}^{m} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}(t) \text { and } w^{\varepsilon, \delta}(t)=w(t)
$$

Then $\left(u^{\varepsilon, \delta}(t), w^{\varepsilon, \delta}(t)\right) \in \mathcal{A}^{\varepsilon, \delta}$, and it is asymptotically optimal, i.e.,

$$
\lim _{\delta \rightarrow 0}\left|J^{\varepsilon, \delta}\left(x, \alpha, z, u^{\varepsilon, \delta}(\cdot), w^{\varepsilon, \delta}(\cdot)\right)-v^{\varepsilon, \delta}(x, \alpha, z)\right|=0
$$

Similarly, let $(U(x, z), w(x, z)) \in \mathcal{A}^{0, \delta}$ denote an optimal feedback control for $\mathcal{P}^{0, \delta}$. Suppose that $(U(x, z), w(x, z))$ is locally Lipschitz for each $z$. Let

$$
u^{\varepsilon, \delta}(t)=\sum_{i=0}^{m} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}\left(x(t), \alpha^{\varepsilon}(t), z(\delta, t)\right) \text { and } w^{\varepsilon, \delta}(t)=w(x(t), z(\delta, t))
$$

The feedback control $\left(u^{\varepsilon, \delta}(\cdot), w^{\varepsilon, \delta}(\cdot)\right)$ is asymptotically optimal for $\mathcal{P}^{\varepsilon, \delta}$, i.e.,

$$
\lim _{\delta \rightarrow 0}\left|J^{\varepsilon, \delta}\left(x, \alpha, z, u^{\varepsilon, \delta}(\cdot), w^{\varepsilon, \delta}(\cdot)\right)-v^{\varepsilon, \delta}(x, \alpha, z)\right|=0
$$

We have considered only the hierarchy that arises from a fixed $\delta$ and a small $\varepsilon$. In this case, promotional decisions are obtained under the assumption that the available production capacity is equal to the average capacity. Subsequently, production decisions taking into account the stochastic nature of the capacity can be constructed. Other possible hierarchies result when both $\delta$ and $\varepsilon$ are small or when $\varepsilon$ is fixed and $\delta$ is small. The details can be found in Sethi and Zhang [33].

### 9.7 Risk-Sensitive Control

In this section, we consider robust production plans with a risk sensitive cost criterion. This consideration is motivated by the following observations. First, since most manufacturing systems are large and complex, it is difficult to establish accurate mathematical models to describe these systems. Modeling errors are inevitable. Second, in practice, an optimal policy for a subdivision of a big corporation is usually not an optimal policy for the whole corporation. Optimal solutions with the usual cost criterion may not be desirable in many real problems. An alternative approach is to consider robust controls. In some manufacturing systems, it is more desirable to consider controls that are robust enough to attenuate uncertain disturbances, which include modeling errors, and therefore to achieve the system stability. Robust control design is particularly important in manufacturing systems with unfavorable disturbances. There are two kinds of system disturbances in the system under consideration: (1) unfavorable internal disturbances - usually associated with unfavorable machine capacity fluctuations; (2) unfavorable external disturbances such as fluctuations in demand.

The basic idea of the risk-sensitive control is to consider a risk sensitive cost function that penalizes heavily on costs associated with large state trajectories and controls. Related literature on risk sensitive control and robust control can be found in Whittle [47], Fleming and McEneaney [13], Basar and Bernhard [5], Barron and Jensen [6], and references therein. For details discussed in this section, see Zhang [50].

As the rate of fluctuation of the production capacity process goes to infinity, we show that the risk sensitive control problem can be approximated by a limiting problem in which the stochastic capacity process can be averaged out and replaced by its average. We also show that the value function of the limiting problem satisfies the Isaacs equation of a zero-sum, two-player differential game. Then, we use a near optimal control of the limiting problem to construct a nearly optimal control for the original risk sensitive control problem.

The system equation is given by

$$
\dot{x}(t)=u(t)-z(t), x_{0}=a \in R^{n}(a \text { is given })
$$

Let $J^{\varepsilon, \sqrt{\varepsilon}}(u(\cdot))$ denote the risk sensitive cost function defined by

$$
\begin{equation*}
J^{\varepsilon, \sqrt{\varepsilon}}(u(\cdot))=\sqrt{\varepsilon} \log E\left[\exp \left\{\frac{1}{\sqrt{\varepsilon}} \int_{0}^{\infty} e^{-\rho t}[h(x(t))+c(u(t))] d t\right\}\right] \tag{9.7.29}
\end{equation*}
$$

The problem is to find an admissible control $u(\cdot)$ that minimizes $J^{\varepsilon, \sqrt{\varepsilon}}(u(\cdot))$.
We now specify the production constraints. For each $i \in \mathcal{M}=\{0,1,2, \ldots, m\}$, let

$$
\begin{equation*}
\mathcal{U}(i)=\left\{l=\left(l_{1}, \ldots, l_{n}\right) \geq 0: p \cdot l \leq i\right\} \subset R^{n} \tag{9.7.30}
\end{equation*}
$$

With this definition, the production constraint at time $t$ is $u(t) \in \mathcal{U}\left(\alpha^{\varepsilon}(t)\right)$.
We assume the demand rate $z(t)$ is a bounded process which is independent of $\alpha^{\varepsilon}(t)$.
We say that a control $u(\cdot)=\{u(t): t \geq 0\}$ is admissible if $u(t)$ is a $\sigma\left\{\alpha^{\varepsilon}(s), z(s): s \leq t\right\}$ adapted measurable process and $u(t) \in \mathcal{U}\left(\alpha^{\varepsilon}(t)\right)$ for all $t \geq 0$. Then our control problem can be written as follows:

$$
\mathcal{P}^{\varepsilon, \sqrt{\varepsilon}}:\left\{\begin{array}{cl}
\text { minimize } & J^{\varepsilon, \sqrt{\varepsilon}}(u(\cdot))  \tag{9.7.31}\\
& =\sqrt{\varepsilon} \log E\left[\exp \left\{\frac{1}{\sqrt{\varepsilon}} \int_{0}^{\infty} e^{-\rho t}[h(x(t))+c(u(t))] d t\right\}\right], \\
\text { subject to } & \dot{x}(t)=u(t)-z(t), x_{0}=a, u(\cdot) \in \mathcal{A} e \\
\text { value function } & v^{\varepsilon, \sqrt{\varepsilon}}=\inf _{u(\cdot) \in \mathcal{A} e} J^{\varepsilon, \sqrt{\varepsilon}}(u(\cdot)) .
\end{array}\right.
$$

Let $\mathcal{Z}_{t}=\sigma\{z(s): s \leq t\}$. We consider the following control space:

$$
\mathcal{A}^{0}=\left\{U(\cdot)=\left(u^{0}(\cdot), u^{1}(\cdot), \ldots, u^{m}(\cdot)\right): u^{i}(t) \in \mathcal{U}(i), \text { and } U(t)\right.
$$

is a $\mathcal{Z}_{t}$ adapted measurable process $\}$
and two control problems $\mathcal{P}^{0, \sqrt{\varepsilon}}$ and $\mathcal{P}^{0,0}$ defined as follows:
and

$$
\mathcal{P}^{0,0}:\left\{\begin{array}{cl}
\text { minimize } & J^{0,0}(U(\cdot))=\left\|\int_{0}^{\infty} e^{-\rho t}\left[h(x(t))+\sum_{i=0}^{m} \nu_{i} c\left(u^{i}(t)\right)\right] d t\right\|_{\infty} \\
\text { subject to } & \dot{x}(t)=\sum_{i=0}^{m} \nu_{i} u^{i}(t)-z(t), x_{0}=a  \tag{9.7.32}\\
& U(\cdot)=\left(u^{0}(\cdot), \ldots, u^{m}(\cdot)\right) \in \mathcal{A}^{0} \\
\text { value function } & v^{0,0}=\inf _{U(\cdot) \in \mathcal{A}^{0}} J^{0,0}(U(\cdot))
\end{array}\right.
$$

It can be seen below that, when $\varepsilon$ is small, $\mathcal{P}^{\varepsilon, \sqrt{\varepsilon}}$ can be approximated by $\mathcal{P}^{0, \sqrt{\varepsilon}}$ and $\mathcal{P}^{0, \sqrt{\varepsilon}}$ can be approximated further by $\mathcal{P}^{0,0}$. Therefore, $\mathcal{P}^{\varepsilon, \sqrt{\varepsilon}}$ can be approximated by $\mathcal{P}^{0,0}$. Then, a near optimal control for $\mathcal{P}^{0,0}$ will be used to construct controls for $\mathcal{P}^{\varepsilon, \sqrt{\varepsilon}}$ that are nearly optimal.

Theorem 9.7.1 ([50]) There exist constants $\varepsilon_{0}>0$ and $C$ such that, for $0<\varepsilon \leq \epsilon_{0}$,

$$
\left|v^{\varepsilon, \sqrt{\varepsilon}}-v^{0, \sqrt{\varepsilon}}\right| \leq C \sqrt{\varepsilon} .
$$

We show that $\mathcal{P}^{0, \sqrt{\varepsilon}}$ can be approximated by $\mathcal{P}^{0,0}$ and the value function of $\mathcal{P}^{0,0}$ is a viscosity solution to the Isaacs equation of a zero-sum, two-player differential game. To
simplify the notation, we take $\delta=\sqrt{\varepsilon}$ and consider the following control problem $\mathcal{P}^{0, \delta}$.

$$
\mathcal{P}^{0, \delta}:\left\{\begin{array}{cl}
\text { minimize } & J^{0, \delta}(U(\cdot))  \tag{9.7.33}\\
& =\delta \log E\left[\exp \left\{\frac{1}{\delta} \int_{0}^{\infty} e^{-\rho t}\left[h(x(t))+\sum_{i=0}^{m} \nu_{i} c\left(u^{i}(t)\right)\right] d t\right\}\right] \\
\text { subject to } & \dot{x}(t)=\sum_{i=0}^{m} \nu_{i} u^{i}(t)-z(t), x_{0}=a \\
& U(\cdot)=\left(u^{0}(\cdot), \ldots, u^{m}(\cdot)\right) \in \mathcal{A}^{0} \\
\text { value function } & v^{0, \delta}=\inf _{U(\cdot) \in \mathcal{A}^{0}} J^{0, \delta}(U(\cdot))
\end{array}\right.
$$

Theorem 9.7.2 ([50]) $v^{0, \delta}$ is a monotone increasing function of $\delta>0$ and

$$
\lim _{\delta \rightarrow 0} v^{0, \delta}=v^{0,0}
$$

For each $U(\cdot) \in \mathcal{A}^{0}$.

$$
\begin{equation*}
J^{0, \delta}(U(\cdot)) \uparrow J^{0,0}(U(\cdot)) \text { as } \delta \downarrow 0 \tag{9.7.34}
\end{equation*}
$$

We write $v^{0,0}(x)$ as the value function of $\mathcal{P}^{0,0}$ with the initial value $x_{0}=x$. Note that $|\xi|_{\infty}=\inf _{P(F)=0} \sup _{\omega \in \Omega-F}|\xi(\omega)|$ for any random variable $\xi$. Let $\Gamma_{u}=\left\{U=\left(u^{0}, u^{1}, \ldots, u^{m}\right) \in\right.$ $R^{n \times(m+1)}$ such that $\left.u^{i} \in \mathcal{U}(i)\right\}$ and let $\Gamma_{z}$ denote a compact subset of $R^{n}$. We consider functions $z(t) \in \Gamma_{z}(t \geq 0)$ that are right continuous and have left hand limits. Let $\mathcal{Z}$ denote the metric space of such functions that is equipped with the Skorohod topology $d(\cdot, \cdot)$.

We assume $z(\cdot)=z(\cdot)(\omega) \in \Gamma_{z}$ a.s. and for each $z^{0}=z^{0}(\cdot) \in \mathcal{Z}$ and any $\delta_{0}>0$, $P\left(d\left(z(\omega), z^{0}\right) \leq \delta_{0}\right)>0$.

Theorem 9.7.3 ([50]) $v^{0,0}(x)$ is the only viscosity solution to the following Isaacs equation

$$
\begin{align*}
\rho v^{0,0}(x) & =\min _{U \in \Gamma_{u}} \max _{z \in \Gamma_{z}}\left[\left(\sum_{i=0}^{m} \nu_{i} u^{i}-z\right) v_{x}^{0,0}(x)+h(x)+\sum_{i=0}^{m} \nu_{i} c\left(u^{i}\right)\right]  \tag{9.7.35}\\
& =\max _{z \in \Gamma_{z}} \min _{U \in \Gamma_{u}}\left[\left(\sum_{i=0}^{m} \nu_{i} u^{i}-z\right) v_{x}^{0,0}(x)+h(x)+\sum_{i=0}^{m} \nu_{i} c\left(u^{i}\right)\right] .
\end{align*}
$$

Theorem 9.7.4 ([50]) The following assertions hold.
(i)

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} v^{\varepsilon, \sqrt{\varepsilon}}=v^{0,0} \tag{9.7.36}
\end{equation*}
$$

(ii) Let $U(\cdot)=\left(u^{0}(\cdot), \ldots, u^{m}(\cdot)\right) \in \mathcal{A}^{0}$ denote a stochastic open loop $\epsilon^{\prime}$-optimal control for $\mathcal{P}^{0,0}$, i.e.,

$$
0 \leq J^{0,0}(U(\cdot))-v^{0,0} \leq \epsilon^{\prime}
$$

Let $u^{\varepsilon}(t)=\sum_{i=0}^{m} 1_{\left\{\alpha^{\varepsilon}(t)=i\right\}} u^{i}(t)$, where $1_{A}$ denotes the indicator of a set A. Then, $u^{\varepsilon}(\cdot) \in \mathcal{A}^{\varepsilon}$ and

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left|J^{\varepsilon, \sqrt{\varepsilon}}\left(u^{\varepsilon}(\cdot)\right)-v^{\varepsilon, \sqrt{\varepsilon}}\right| \leq \epsilon^{\prime} \tag{9.7.37}
\end{equation*}
$$

(iii) Let $U(\cdot)=U\left(z(\cdot), x(\cdot)=\left(u^{0}(z(\cdot), x(\cdot)), \ldots, u^{m}(z(\cdot), x(\cdot))\right)\right.$ denote a feedback $\epsilon^{\prime}-$ optimal control for $\mathcal{P}^{0,0}$, i.e., $0 \leq J^{0,0}(U(\cdot))-v^{0,0} \leq \epsilon^{\prime}$. Let

$$
u^{\varepsilon}(\cdot)=u^{\varepsilon}\left(\alpha^{\varepsilon}(\cdot), z(\cdot), x(\cdot)\right)=\sum_{i=0}^{m} 1_{\left\{\alpha^{\varepsilon}(\cdot)=i\right\}} u^{i}(z(\cdot), x(\cdot))
$$

Assume that $U(z, x)$ is locally Lipschitz in $x$, i.e., for some $k_{5}>0$,

$$
\left|U(z, x)-U\left(z, x^{\prime}\right)\right| \leq C\left(1+|x|^{k_{5}}+\left|x^{\prime}\right|^{k_{5}}\right)\left|x-x^{\prime}\right| .
$$

Then, $u^{\varepsilon}(\cdot)=u^{\varepsilon}\left(\alpha^{\varepsilon}(\cdot), z(\cdot), x(\cdot)\right) \in \mathcal{A}^{\varepsilon}$ and

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0}\left|J^{\varepsilon, \sqrt{\varepsilon}}\left(u^{\varepsilon}(\cdot)\right)-v^{\varepsilon, \sqrt{\varepsilon}}\right| \leq \epsilon^{\prime} \tag{9.7.38}
\end{equation*}
$$

## Part II: Control with Long-Run Average Costs

A discounted cost weights more on recent events, while a long-run average cost focuses on long term development. In this part we review results on problems with long-run average costs. In this part, we only consider single machine systems discussed in Section 2. Related literature on control with long-run average costs can be found in Bensoussan and Nagai [7], Bielecki and Kumar [8], and references therein.

### 9.8 Optimal Control

In this section, we consider a single product manufacturing system with stochastic production capacity and constant demand for its production over time.

For any admissible $u(\cdot)$, define

$$
\begin{equation*}
J(x, k, u(\cdot))=\limsup _{T \rightarrow \infty} \frac{1}{T} E \int_{0}^{T}(h(x(t))+c(u(t))) d t \tag{9.8.39}
\end{equation*}
$$

Our goal is to choose $u(\cdot) \in \mathcal{A}(k)$ so as to minimize the cost functional $J(x, k, u(\cdot))$.
We assume the the cost functions $h(\cdot)$ and $c(\cdot)$ to be smooth and convex functions. Moreover, the average capacity $\bar{\alpha} \equiv \sum_{i=0}^{m} i \nu_{i}>z$ and $z \notin \mathcal{M}$.

An admissible control $u(\cdot)$ is called stable if it satisfies the condition

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{E|x(T)|^{\kappa+1}}{T}=0 \tag{9.8.40}
\end{equation*}
$$

The HJB equation associated with the long-run average cost optimal control problem takes the following form:

$$
\begin{equation*}
\lambda=F\left(k, W_{x}(x, k)\right)+h(x)+Q W(x, \cdot)(k) \tag{9.8.41}
\end{equation*}
$$

where $F(k, r)=\inf _{0 \leq u \leq k}\{(u-z) r+c(u)\}, \lambda$ is a constant and $W$ is a real-valued function defined on $R \times \mathcal{M}$.

Let $\mathcal{G}$ denote the family of real-valued functions $W(\cdot, \cdot)$ defined on $R \times \mathcal{M}$ such that (i) $W(\cdot, k)$ is convex; (ii) $W(\cdot, k)$ is continuously differentiable; (iii) $W(\cdot, k)$ has polynomial growth. A solution to the HJB equation (9.8.41) is a pair ( $\lambda, W$ ) with $\lambda$ a constant and $W \in \mathcal{G}$. The function $W$ is called a potential function for the control problem, if $\lambda$ is the minimum long-run average cost.

Theorem 9.8.1 ([31]) (i) ( $\left.\lambda^{*}, V\right)$ is a viscosity solution to the HJB equation (9.8.41). Moreover, the constant $\lambda^{*}$ is unique.
(ii) The function $V(x, k)$ is continuously differentiable in $x$, and $\left(\lambda^{*}, V\right)$ is a classical solution to the HJB equation. Moreover, $V(x, k)$ is convex in $x$ and

$$
|V(x, k)| \leq C\left(1+|x|^{\kappa+1}\right)
$$

Theorem 9.8.2 ([31]) Let $(\lambda, W)$ be a solution to the HJB equation (9.8.41). Then
(i) If there is a control $u^{*}(\cdot) \in \mathcal{A}(k)$ such that

$$
\begin{equation*}
F\left(\alpha(t), W_{x}\left(x^{*}(t), \alpha(t)\right)=\left(u^{*}(t)-z\right) W_{x}\left(x^{*}(t), \alpha(t)\right)+c\left(u^{*}(t)\right)\right. \tag{9.8.42}
\end{equation*}
$$

for a.e. $t \geq 0$ with probability 1 , where $x^{*}(\cdot)$ is the surplus process corresponding to the control $u^{*}(\cdot)$, and

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{W\left(x^{*}(T), \alpha(T)\right)}{T}=0 \tag{9.8.43}
\end{equation*}
$$

then

$$
\lambda=J\left(x, k, u^{*}(\cdot)\right)
$$

(ii) For any $u(\cdot) \in \mathcal{A}(k)$, we have $\lambda \leq J(x, k, u(\cdot))$, i.e.,

$$
\limsup _{t \rightarrow \infty} E \int_{0}^{t}(h(x(t))+c(u(t))) d t \geq \lambda
$$

(iii) For any (stable) control policy $u(\cdot) \in \mathcal{B}(k)$, we have

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{1}{t} E \int_{0}^{t}(h(x(t))+c(u(t))) d t \geq \lambda \tag{9.8.44}
\end{equation*}
$$

We know that the function $V \in \mathcal{G}$, and that it is also a solution of the HJB equation (24). The function $V$ is sometimes referred to as the relative value function. Let us now define a control policy $u^{*}(\cdot, \cdot)$ via the relative function $V(\cdot, \cdot)$ as follows:

$$
u^{*}(x, k)= \begin{cases}0 & \text { if } \quad V_{x}(x, k)>-c_{u}(0)  \tag{9.8.45}\\ \left(c_{u}\right)^{-1}\left(-V_{x}(x, k)\right) & \text { if } \quad-c_{u}(k) \leq V_{x}(x, k) \leq-c_{u}(0) \\ k & \text { if } \quad V_{x}(x, k)<-c_{u}(k)\end{cases}
$$

if the function $c(\cdot)$ is strictly convex, or

$$
u^{*}(x, k)= \begin{cases}0 & \text { if } \quad V_{x}(x, k)>-c  \tag{9.8.46}\\ \min \{k, z\} & \text { if } \quad V_{x}(x, k)=-c \\ k & \text { if } \quad V_{x}(x, k)<c\end{cases}
$$

if $c(u)=c u$. Therefore, the control policy $u^{*}(\cdot, \cdot)$ satisfies the condition (9.8.42).
From the convexity of the function $V(\cdot, k)$, there are $x_{k}, y_{k},-\infty<y_{k}<x_{k}<\infty$ such that

$$
U(x)=\left(x_{k}, \infty\right) \quad \text { and } \quad L(k)=\left(-\infty, y_{k}\right)
$$

The control policy $u^{*}(\cdot, \cdot)$ can be written as

$$
u^{*}(x, k)= \begin{cases}0 & x>x_{k} \\ \left(c_{u}\right)^{-1}\left(-V_{x}(x, k)\right) & y_{k} \leq x \leq x_{k} \\ k & x<y_{k}\end{cases}
$$

Theorem 9.8.3 ([31]) The control policy $u^{*}(\cdot, \cdot)$, defined in (9.8.45) or (9.8.46) as the case may be, is optimal.

When $c(u)=0$, i.e., there is no production cost in the model, the optimal control policy can be chosen to be a hedging point policy, which has the following form: There are real numbers $x_{k}, k=1, \ldots, m$, such that

$$
u^{*}(x, k)= \begin{cases}0 & x>x_{k} \\ \min \{k, z\} & x=x_{k} \\ k & x<x_{k}\end{cases}
$$

### 9.9 Hierarchical Control

In this section, we consider a slight variation of the model studied in Section 2. With the production rate $u(t) \in R^{n}, u(t) \geq 0$, the total surplus $x(t) \in R^{n}$, and a constant demand rate $z \in R^{n}, z \geq 0$, the system dynamics satisfy the differential equation

$$
\dot{x}(t)=-a x(t)+u(t)-z, \quad x(0)=x \in R^{n}
$$

where $a=\left(a_{1}, \ldots, a_{n}\right)$ is a constant vector with $a_{i}>0$. The attrition rate $a_{i}$ represents the deterioration rate of the inventory of the finished product type $i$ when $x_{i}(t)>0$, and it represents a rate of cancelation of backlogged orders when $x_{i}(t)<0$. We assume symmetric deterioration and cancellation rates for product $i$ only for convenience in exposition.

Let $\alpha^{\varepsilon}(t) \in \mathcal{M}=\{0,1, \ldots, m\}, t \geq 0$, denote a Markov process generated by $Q / \varepsilon$.
A function $f(x, k)$ defined on $R^{n} \times \mathcal{M}$ is called an admissible feedback control or simply a feedback control, if (i) for any given initial surplus $x$ and production capacity $k$, the equation

$$
\dot{x}(t)=-a x(t)+f\left(x(t), \alpha^{\varepsilon}(t)\right)-z
$$

has a unique solution. For any admissible $u(\cdot)$, define the expected long-run average cost

$$
J^{\varepsilon}(u(\cdot))=\limsup _{T \rightarrow \infty} \frac{1}{T} E \int_{0}^{T}(h(x(t))+\mathrm{c}(u(t))) d t
$$

The problem is to obtain $u(\cdot) \in \mathcal{A}^{\varepsilon}(k)$ that minimizes $J^{\varepsilon}(u(\cdot))$. We formally summarize our control problem as follows:

$$
\mathcal{P}^{\varepsilon}:\left\{\begin{array}{l}
\text { minimize } J^{\varepsilon}(u(\cdot))=\limsup _{T \rightarrow \infty} \frac{1}{T} E \int_{0}^{T}(h(x(t))+c(u(t))) d t \\
\text { subject to } \dot{x}(t)=-a x(t)+u(t)-z, x(0)=x, u(\cdot) \in \mathcal{A}^{\varepsilon}(k) \\
\text { minimum average cost } \lambda^{\varepsilon}=\inf _{u(\cdot) \in \mathcal{A}^{\varepsilon}(k)} J^{\varepsilon}(u(\cdot))
\end{array}\right.
$$

The HJB equation associated with the average-cost optimal control problem in $\mathcal{P}^{\varepsilon}$, as shown in Sethi et al. [31], takes the form

$$
\bar{\lambda}^{\varepsilon}=\inf _{0 \leq p \cdot u \leq k}\left\{\frac{\partial \bar{w}^{\varepsilon}(x, k)}{\partial(-a x+u-z)}+c(u)\right\}+h(x)+\frac{Q}{\varepsilon} \bar{w}^{\varepsilon}(x, \cdot)(k)
$$

where $\bar{w}^{\varepsilon}(x, k)$ is the potential function of the problem $\mathcal{P}^{\varepsilon}, \frac{\partial \bar{w}^{\varepsilon}(x, k)}{\partial(-a x+u-z)}$ denotes the directional derivative of $\bar{w}^{\varepsilon}(x, k)$ along the direction $(-a x+u-z)$.

Theorem 9.9.1 ([32]) The minimum average cost $\lambda^{\varepsilon}$ of $\mathcal{P}^{\varepsilon}$ is bounded in $\varepsilon$, i.e., there exists a constant $M_{1}>0$ such that

$$
0 \leq \lambda^{\varepsilon} \leq M_{1} \text { for all } \varepsilon>0
$$

In the remainder of this section, we derive the limiting control problem as $\varepsilon \rightarrow 0$. As in Sethi and Zhang [34], we consider the enlarged control space

$$
\begin{aligned}
\mathcal{A}^{0}= & \left\{U(\cdot)=\left(u^{0}(\cdot), u^{1}(\cdot), \ldots, u^{m}(\cdot)\right): u_{i}^{k}(t) \geq 0, \forall i \text { and } p \cdot u(t) \leq k, t \geq 0\right. \\
& U(\cdot) \text { is a deterministic process }\}
\end{aligned}
$$

Then we define the limiting control problem $\mathcal{P}^{0}$ as follows:

$$
\mathcal{P}^{0}:\left\{\begin{array}{l}
\operatorname{minimize} J(U(\cdot))=\limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}\left[h(x(s))+\sum_{j=0}^{m} \nu_{j} c\left(u^{j}(s)\right)\right] d s \\
\text { subject to } \dot{x}(t)=-a x(t)+\sum_{j=0}^{m} \nu_{j} u^{j}(t)-z, x(0)=x, U(\cdot) \in \mathcal{A}^{0} \\
\text { minimum average cost } \lambda=\inf _{U(\cdot) \in \mathcal{A}^{0}} J(U(\cdot))
\end{array}\right.
$$

The average cost optimality equation associated with the limiting control problem $\mathcal{P}^{0}$ is

$$
\begin{equation*}
\bar{\lambda}=\inf _{0 \leq p \cdot u \leq k, k \in \mathcal{M}}\left\{\frac{\partial \bar{w}(x)}{\partial\left(-a x+\sum_{j=0}^{m} \nu_{j} u^{j}-z\right)}+\sum_{j=0}^{m} \nu_{j} c\left(u^{j}\right)\right\}+h(x) \tag{9.9.47}
\end{equation*}
$$

where $\bar{w}(x)$ is a potential function of the problem $\mathcal{P}^{0}$ and $\frac{\partial \bar{w}(x)}{\partial\left(-a x+\sum_{j=0}^{m} \nu_{j} u^{j}-z\right)}$ is the directional derivative of $\bar{w}(x)$ along the direction $-a x+\sum_{j=0}^{m} \nu_{j} u^{j}-z$.

Theorem 9.9.2 ([32]) There exists a constant $C$ such that for all $\varepsilon>0$,

$$
\left|\lambda^{\varepsilon}-\lambda\right| \leq C \epsilon^{\frac{1}{2}}
$$

This implies in particular that $\lim _{\varepsilon \rightarrow 0} \lambda^{\varepsilon}=\lambda$.
We next consider feedback controls. We begin with an optimal feedback control $\bar{U}(x)=$ $\left(\bar{u}^{0}(x), \bar{u}^{1}(x), \ldots, \bar{u}^{m}(x)\right)$ for the limiting control problem $\mathcal{P}^{0}$. This is obtained by minimizing the right-hand side of (9.9.47), i.e.,

$$
\begin{aligned}
& \left(\sum_{j=0}^{m} \nu_{j} \bar{u}^{j}(x)-z\right) w_{x}(x)+\sum_{j=0}^{m} \nu_{j} c\left(\bar{u}^{j}(x)\right)+h(x) \\
& =\inf _{0 \leq u^{i} \leq i, i \in \mathcal{M}}\left\{\left(\sum_{j=0}^{m} \nu_{j} u^{j}-z\right) w_{x}(x)+\sum_{j=0}^{m} \nu_{j} c\left(u^{j}\right)\right\}+h(x)
\end{aligned}
$$

We then construct the control

$$
\begin{equation*}
f^{\varepsilon}\left(x, \alpha^{\varepsilon}(t)\right)=\sum_{j=0}^{m} 1_{\{\alpha(\varepsilon, t)=j\}} \bar{u}^{j}(x) \tag{9.9.48}
\end{equation*}
$$

which is clearly feasible (satisfies the control constraints) for $\mathcal{P}^{\varepsilon}$. Furthermore, if each $\bar{u}^{j}(\cdot)$ is locally Lipschitz, then the system

$$
\dot{x}^{\varepsilon}(t)=-a x^{\varepsilon}(t)+f^{\varepsilon}\left(x^{\varepsilon}(t), \alpha^{\varepsilon}(t)\right)-z, x(0)=x
$$

has a unique solution and therefore, $f^{\varepsilon}\left(x(t), \alpha^{\varepsilon}(t)\right), t \geq 0$, is also an admissible feedback control for $\mathcal{P}^{\epsilon}$.

Theorem 9.9.3 ([32]) Assume the feedback control of the limiting problem $\bar{U}(\cdot)$ is locally Lipschitz. Moreover, suppose that for each $\varepsilon \in\left[0, \varepsilon_{0}\right]$, the equation

$$
-a x+\sum_{j=0}^{m} \nu_{j}^{\varepsilon} \bar{u}^{j}(x)-z=0
$$

has a unique solution $\theta^{\varepsilon}$, called the threshold, and for $x \in\left(\theta^{\varepsilon}, \infty\right)$,

$$
-a x+\sum_{j=0}^{m} \nu_{j} \bar{u}^{j}(x)-z<0
$$

and for $x \in\left(-\infty, \theta^{\varepsilon}\right)$,

$$
-a x+\sum_{j=0}^{m} \nu_{j} \bar{u}^{j}(x)-z>0
$$

Then the feedback control given in (9.9.48) is asymptotically optimal, i.e.,

$$
\lim _{\varepsilon \rightarrow 0}\left|J^{\varepsilon}\left(u^{\varepsilon}(\cdot)\right)-\lambda\right|=0
$$

where $u^{\varepsilon}(t)=f^{\varepsilon}\left(x(t), \alpha^{\varepsilon}(t)\right)$.

### 9.10 Risk-Sensitive Control

In this section we consider a manufacturing system with the objective of minimizing a risk sensitive cost criterion over the infinite horizon. In risk sensitive control theory, typically an exponential-of-integral cost criterion is considered.

We use the dynamic model considered in the previous section. Let $L(x, u)$ denote a cost function of the surplus and the production. The objective of the problem is to choose $u(\cdot) \in \mathcal{A}^{\varepsilon}$ to minimize

$$
\begin{equation*}
J^{\varepsilon}(u(\cdot))=\limsup _{T \rightarrow \infty} \frac{\varepsilon}{T} \log E \exp \left(\frac{1}{\varepsilon} \int_{0}^{T} L(x(t), u(t)) d t\right) \tag{9.10.49}
\end{equation*}
$$

where $x(\cdot)$ is the surplus process corresponding to the production process $u(\cdot)$. Let $\lambda^{\varepsilon}=$ $\inf _{u(\cdot) \in \mathcal{A}^{\varepsilon}} J^{\varepsilon}(u(\cdot))$.

A motivation for choosing such an exponential cost criterion is that such criteria are sensitive to large values of the exponent which occur with small probability, for example rare sequences of unusually many machine failures resulting in shortages $(x(t)<0)$.

We assume $L(x, u) \geq 0$ is continuous, bounded, and uniformly Lipschitz in $x$.
The associated HJB equations are as follows:

$$
\begin{align*}
\frac{\lambda^{\varepsilon}}{\varepsilon}= & \inf _{0 \leq u \leq \alpha}\left\{(-a x+u-z) \frac{w_{x}^{\varepsilon}(x, \alpha)}{\varepsilon}\right. \\
& \left.+\exp \left(-\frac{w^{\varepsilon}(x, \alpha)}{\varepsilon}\right) \frac{Q}{\varepsilon} \exp \left(\frac{w^{\varepsilon}(x, \cdot)}{\varepsilon}\right)(\alpha)+\frac{L(x, u)}{\varepsilon}\right\} \tag{9.10.50}
\end{align*}
$$

where $w^{\varepsilon}(x, \alpha)$ is the potential function, $w_{x}^{\varepsilon}(x, \alpha)$ denotes the partial derivative of $w^{\varepsilon}(x, \alpha)$ with respect to $x$.

Theorem 9.10.1 ([16]) The following assertions hold.
(i) The HJB equation (9.10.50) has a viscosity solution $\left(\lambda^{\varepsilon}, w^{\varepsilon}(x, \alpha)\right)$.
(ii) The pair $\left(\lambda^{\varepsilon}, w^{\varepsilon}(x, \alpha)\right)$ satisfies the following conditions:

For some constant $C$ independent of $\varepsilon>0$,
(a) $0 \leq \lambda^{\varepsilon} \leq C_{1}$ and
(b) $\left|w^{\varepsilon}(x, \alpha)-w^{\varepsilon}(\tilde{x}, \alpha)\right| \leq C_{2}|x-\tilde{x}|$.
(iii) Assume that $w^{\varepsilon}(x, \alpha)$ to be Lipschitz continuous in $x$. Then,

$$
\lambda^{\varepsilon}=\inf _{u(\cdot) \in \mathcal{A}^{\varepsilon}} J^{\varepsilon}(u(\cdot))
$$

This theorem implies that $\lambda^{\varepsilon}$ in $\left(\lambda^{\varepsilon}, w^{\varepsilon}(x, \alpha)\right)$ as a viscosity solution is unique.
We next give a verification theorem. In order to incorporate nondifferentiability of the value function, we consider superdifferential of the function. Let $D^{+} f(x)$ denote the superdifferential of a function $f(x)$, i.e.,

$$
D^{+} f(x)=\left\{r \in R: \limsup _{h \rightarrow 0} \frac{f(x+h)-f(x)-h r}{|h|} \leq 0\right\}
$$

Theorem 9.10.2 ([16]) Let $\left(\lambda^{\varepsilon}, w^{\varepsilon}(x, \alpha)\right)$ be a viscosity solution to the HJB equation in (9.10.50). Assume that $w^{\varepsilon}(x, \alpha)$ to be Lipschitz continuous in $x$. Let $\psi^{\varepsilon}(x, \alpha)=\exp \left(w^{\varepsilon}(x, \alpha) / \varepsilon\right)$. Suppose that there are $u^{*}(\cdot), x^{*}(\cdot)$, and $r^{*}(t)$ such that

$$
\dot{x}^{*}(t)=-a x^{*}(t)+u^{*}(t)-z, x^{*}(0)=x
$$

$r^{*}(t) \in D^{+} \psi_{x}^{\varepsilon}\left(x^{*}(t), \alpha^{\varepsilon}(t)\right)$ satisfying

$$
\begin{align*}
& \frac{\lambda^{\varepsilon}}{\varepsilon} \psi^{\varepsilon}\left(x^{*}(t), \alpha^{\varepsilon}(t)\right)=\left(-a x^{*}(t)+u^{*}(t)-z\right) r^{*}(t)  \tag{9.10.51}\\
& \quad+\frac{L\left(x^{*}(t), u^{*}(t)\right)}{\varepsilon} \psi^{\varepsilon}\left(x^{*}(t), \alpha^{\varepsilon}(t)\right)+\frac{Q}{\varepsilon} \psi^{\varepsilon}\left(x^{*}(t), \cdot\right)\left(\alpha^{\varepsilon}(t)\right)
\end{align*}
$$

a.e. in $t$ and w.p.1. Then, $\lambda^{\varepsilon}=J^{\varepsilon}\left(u^{*}(\cdot)\right)$.

We next discuss the asymptotic property of the HJB equation (9.10.50) as $\varepsilon \rightarrow 0$. First of all, note that this HJB equation is similar to that for an ordinary long-run average cost problem except for the term involving the exponential functions. In order to get rid of such term, we make use of the logarithmic transformation in Fleming and Soner [15, p. 275]).

Let $\mathcal{V}=\left\{v=(v(0), \ldots, v(m)) \in R^{m+1}: v(i)>0, i=0,1, \ldots, m\right\}$. Define

$$
Q^{v}=\left(q_{i j}^{v}\right) \text { such that } q_{i j}^{v}=q_{i j} \frac{v(j)}{v(i)} \text { for } i \neq j \text { and } q_{i i}^{v}=-\sum_{j \neq i} q_{i j}^{v}
$$

Then, in view of the logarithmic transformation, we have, for each $i \in \mathcal{M}$,

$$
\begin{aligned}
& \exp \left(-\frac{w^{\varepsilon}(x, \alpha)}{\varepsilon}\right) Q \exp \left(\frac{w^{\varepsilon}(x, \cdot)}{\varepsilon}\right)(i) \\
&=\sup _{v \in \mathcal{V}}\left\{\frac{Q^{v}}{\varepsilon} w^{\varepsilon}(x, \cdot)(i)-Q^{v}(\log v(\cdot))(i)+\frac{Q v(\cdot)(i)}{v(i)}\right\}
\end{aligned}
$$

The supremum is obtained at $v(i)=\exp \left(-w^{\varepsilon}(x, i) / \varepsilon\right)$.
The logarithmic transformation suggests that the HJB equation is equivalent to an Isaacs equation of a two-player, zero-sum dynamic stochastic game. The Isaacs equation is given as follows:

$$
\begin{equation*}
\lambda^{\varepsilon}=\inf _{0 \leq u \leq \alpha} \sup _{v \in \mathcal{V}}\left\{(-a x+u-z) w_{x}^{\varepsilon}(x, \alpha)+\widetilde{L}(x, u, v, \alpha)+\frac{Q^{v}}{\varepsilon} w^{\varepsilon}(x, \cdot)(\alpha)\right\} \tag{9.10.52}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{L}(x, u, v, i)=L(x, u)-Q^{v}(\log v(\cdot))(i)+\frac{Q v(\cdot)(i)}{v(i)} \tag{9.10.53}
\end{equation*}
$$

for $i \in \mathcal{M}$.
We consider the limit of the problem as $\varepsilon \rightarrow 0$. In order to define a limiting problem, we first define control sets for the limiting problem. Let

$$
\Gamma_{u}=\left\{U=\left(u^{0}, \ldots, u^{m}\right) ; 0 \leq u^{i} \leq i, i=0, \ldots, m\right\}
$$

and

$$
\Gamma_{v}=\left\{V=\left(v^{0}, \ldots, v^{m}\right) ; v^{i}=\left(v^{i}(0), \ldots, v^{i}(m)\right) \in \mathcal{V}, i=0, \ldots, m\right\}
$$

For each $V \in \Gamma_{v}$, let $\bar{Q}^{V}:=\left(q_{i j}^{V}\right)$ such that

$$
q_{i j}^{v^{i}}=q_{i j}^{V}=q_{i j} \frac{v^{i}(j)}{v^{i}(i)} \text { for } i \neq j \text { and } q_{i i}^{V}=-\sum_{j \neq i} q_{i j}^{V}
$$

and let $\nu^{V}=\left(\nu_{0}^{V}, \ldots, \nu_{m}^{V}\right)$ denote the stationary distribution of $\bar{Q}^{V}$. The next lemma says $\bar{Q}^{V}$ is irreducible. Therefore, there exists a unique positive $\nu^{V}$ for each $V \in \Gamma_{v}$. Moreover, $\nu^{V}$ depends continuously on $V$. It can be shown for each $V \in \Gamma_{v}, \bar{Q}^{V}$ is irreducible.

Theorem 9.10.3 ([16]) Let $\varepsilon_{n} \rightarrow 0$ be a sequence such that $\lambda^{\varepsilon_{n}} \rightarrow \lambda^{0}$ and $w^{\varepsilon_{n}}(x, \alpha) \rightarrow$ $w^{0}(x, \alpha)$. Then,
(i) $w^{0}(x, \alpha)$ is independent of $\alpha$, i.e., $w^{0}(x, \alpha)=w^{0}(x)$;
(ii) $w^{0}(x)$ is Lipschitz; and
(iii) $\left(\lambda^{0}, w^{0}(x)\right)$ is a viscosity solution to the following Isaacs equation:

$$
\begin{align*}
\lambda^{0}= & \inf _{U \in \Gamma_{u}} \sup _{V \in \Gamma_{v}}\left\{\left(-a x+\sum_{i=0}^{m} \nu_{i}^{V} u^{i}-z\right) w_{x}^{0}(x)+\sum_{i=0}^{m} \nu_{i}^{V} L\left(x, u^{i}\right)\right.  \tag{9.10.54}\\
& \left.+\left(\sum_{i=0}^{m} \nu_{i}^{V} \frac{Q v^{i}(\cdot)(i)}{v^{i}(i)}-\sum_{i=0}^{m} \nu_{i}^{V} \bar{Q}^{V}\left(\log v^{i}(\cdot)\right)(i)\right)\right\}
\end{align*}
$$

Let

$$
\widehat{L}(x, U, V)=\sum_{i=0}^{m} \nu_{i}^{V} L\left(x, u^{i}\right)+\sum_{i=0}^{m} \nu_{i}^{V} \frac{Q v^{i}(\cdot)(i)}{v^{i}(i)}-\sum_{i=0}^{m} \nu_{i}^{V} \bar{Q}^{V}\left(\log v^{i}(\cdot)\right)(i)
$$

Note that $\widehat{L}(x, U, V) \leq\|L\|$, where $\|\cdot\|$ is the sup norm. Moreover, since $L \geq 0, \widehat{L}(x, U, 1) \geq$ 0 where $V=1$ means $v^{i}(j)=1$ for all $i, j$. Then, the equation in (9.10.54) is an Isaacs equation associated with a two-player, zero-sum dynamic game with objective

$$
J^{0}(U(\cdot), V(\cdot))=\limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \widehat{L}(x(t), U(t), V(t)) d t
$$

subject to

$$
\dot{x}(t)=-a x(t)+\sum_{i=0}^{m} \nu_{i}^{V(t)} u^{i}(t)-z, x(0)=x
$$

where $U(\cdot)$ and $V(\cdot)$ are Borel measurable functions and $U(t) \in \Gamma_{u}$ and $V(t) \in \Gamma_{v}$ for $t \geq 0$.
One can show that

$$
\lambda^{0}=\inf _{U(\cdot)} \sup _{V(\cdot)} J^{0}(U(\cdot), V(\cdot))
$$

which implies the uniqueness of $\lambda^{0}$.

Finally, in order to use the solution to the limiting problem to obtain a control for the original problem, a numerical scheme has to be used to obtain an approximate solution. The advantage of the limiting problem is its dimensionality, which is much smaller that of the original problem if the number of states in $\mathcal{M}$ is large.

Let $\left(U^{*}(x), V^{*}(x)\right)$ denote a solution to the upper value problem. Suggested by the ideas of hierarchical control, it is expected that the control

$$
u(x, \alpha)=\sum_{j=0}^{m} 1_{\{\alpha=j\}} u^{i *}(x)
$$

is nearly optimal for the original problem. For more details discussed in this section, see Fleming and Zhang [16].

## Part III: Problems with Closed-Form Solutions

The main advantage of hierarchical control is to reduce the system dimensionality and the computational burden. By considering a limiting problem and using its solution, one constructs a near optimal control for the original problem. In this part, we give closedform solutions to three problems. The solutions of these problems can be used to construct controls for the corresponding original problems.

### 9.11 Constant Product Demand

In this section, we consider finite horizon production planning of stochastic manufacturing systems. Note that there are some distinct differences between the finite time and the
infinite horizon formulations. For an infinite horizon formulation, such as the problems studied in Section 2, the dynamics of the systems are essentially homogeneous, and therefore, the hedging point (or turnpike sets) consist of constants, which completely characterize the optimal control policies. If the system performance is evaluated over a finite time horizon the threshold levels are no longer constants, but are "time dependent threshold curves." Therefore, the problem becomes much more complicated. Naturally, one expects that the essence of the turnpike sets should still work, i.e. produce at the maximum speed if the inventory level is below the turnpike, produce nothing if the inventory level is above the turnpike, and produce exactly as the demand if the inventory reaches the turnpike. Nevertheless, the time inhomogeneous nature of the sets makes it very difficult to obtain explicit optimal solutions. In order to fulfill our goal of achieving optimality, the turnpike sets must be smooth enough and be "traceable" by the trajectory of the system.

Let $x(t) \in R^{1}$ denote the inventory/backlog process and $u(t) \geq 0$ denote the rate of production planning of a manufacturing system. The product demand is assumed to be a constant and denoted by $z$. Then,

$$
\begin{equation*}
\dot{x}(t)=u(t)-z, x(s)=x, 0 \leq s \leq t \leq T \tag{9.11.55}
\end{equation*}
$$

where $T$ is a finite horizon.
Let $\mathcal{M}=\left\{\alpha_{1}, \alpha_{2}\right\}\left(\alpha_{1}>\alpha_{2} \geq 0\right)$ denote the set of machine states and let $\alpha(t) \in \mathcal{M}$ denote the machine capacity process. If $\alpha(t)=\alpha_{1}$, it means the machine is in a good condition with capacity $\alpha_{1}$. If $\alpha(t)=\alpha_{2}$, the machine (or part of the machine) breaks down with a remaining capacity $\alpha_{2}$. We assume that $\alpha_{1}>z>\alpha_{2}$, i.e., the demand can be satisfied if the machine is in a good condition and cannot be satisfied if the machine (or part of the machine) breaks down.

The cost function $J(s, x, \alpha, u(\cdot))$ with $\alpha(s)=\alpha \in \mathcal{M}$ is defined by

$$
\begin{equation*}
J(s, x, \alpha, u(\cdot))=E \int_{s}^{T} e^{-\rho t} h(x(t)) d t \tag{9.11.56}
\end{equation*}
$$

where $\rho \geq 0$ is the discount factor. Here $\rho$ is allowed to be zero, since we are now considering a finite horizon problem. The problem is to find a production plan $0 \leq u(t) \leq \alpha(t)$ as a function of the past $\alpha(\cdot)$ that minimizes $J(s, x, \alpha, u(\cdot))$.

We make the following assumptions on the running cost function $h(x)$ and the random process $\alpha(t)$.
(A1) $h(x)$ is a convex function such that for positive constants $C_{h}$ and $k_{h}$,

$$
0 \leq h(x) \leq C_{h}\left(1+|x|^{k_{h}}\right) \text { and } h(x)>h(0)=0 \text { for all } x \neq 0
$$

Moreover, there exists a constant $c_{h}>0$ such that

$$
\begin{equation*}
\frac{h_{x^{+}}\left(x_{2}\right)-h_{x^{+}}\left(x_{1}\right)}{x_{2}-x_{1}} \geq c_{h} \text { for all }-\left|\alpha_{2}-z\right| T \leq x_{1}<0 \leq x_{2} \leq\left|\alpha_{2}-z\right| T \tag{9.11.57}
\end{equation*}
$$

where $h_{x^{+}}(x)$ denotes the right-hand derivative of $h(x)$.
Note that the convexity of $h(x)$ implies that both the left-hand derivative $h_{x^{-}}(x)$ and the right-hand derivative $h_{x^{+}}(x)$ exist a.e. and $h_{x^{-}}(x)=h_{x^{+}}(x)=h_{x}(x)$ a.e. In this section, we use mostly the right-hand derivative $h_{x+}(x)$ to represent the derivative $h_{x}(x)$.
(A2) The capacity process $\alpha(t) \in \mathcal{M}$ is a two-state Markov chain governed by

$$
L_{\alpha} f(\cdot)(i)= \begin{cases}\lambda\left(f\left(\alpha_{2}\right)-f\left(\alpha_{1}\right)\right) & \text { if } i=\alpha_{1}  \tag{9.11.58}\\ 0 & \text { if } i=\alpha_{2}\end{cases}
$$

for any function $f$ on $\mathcal{M}$. Here $\lambda \geq 0$ is the machine breakdown rate.
Examples of $h(x)$. A few examples of $h(x)$ that satisfy Assumption (A1) can be given as follows.
(1) $h(x)=x^{2}$;
(2) $h(x)=h^{+} \max \{0, x\}+h^{-} \max \{0,-x\}$ where $h^{+}>0$ and $h^{-}>0$ are constants. This cost function was employed in [2].
(3) $h(x)$ is convex and piecewise linear with $h(0)=0, h_{x^{-}}(0)<0$, and $h_{x^{+}}(0)>0$.

Assumption (A2) is a condition on the machine capacity process $\alpha(t)$. It indicates that once the machine goes down it will never come up again. Such a situation occurs when the repairing is very expensive, or no repair facilities are available. As a result, replacement is a better alternative than repair.
Definition 9.11.1. A control $u(\cdot)=\{u(t): t \geq 0\}$ is admissible if $u(t)$ is an $\mathcal{F}_{t}=$ $\sigma\{\alpha(s), s \leq t\}$ adapted measurable process and $0 \leq u(t) \leq \alpha(t)$ for all $0 \leq t \leq T$. $\mathcal{A}$ will denote the set of all admissible controls in the sequel.

Let $v(s, x, \alpha)$ denote the value function of the problem, i.e.,

$$
v(s, x, \alpha)=\inf _{u(\cdot) \in \mathcal{A}} J(s, x, \alpha, u(\cdot)), \text { for } \alpha \in \mathcal{M}
$$

We can show as in [53] that the value function $v(s, x, \alpha)$ is convex in $x$ for each $s \in[0, T]$ and $\alpha \in \mathcal{M}$. Moreover, $v(s, x, \alpha) \in C\left([0, T], R^{1}\right)$ is the only viscosity solution for the following dynamic programming equations.

$$
\left\{\begin{align*}
0= & -v_{s}\left(s, x, \alpha_{1}\right)+\sup _{0 \leq u \leq \alpha_{1}}\left[-(u-z) v_{x}\left(s, x, \alpha_{1}\right)\right]  \tag{9.11.59}\\
& -\exp (-\rho s) h(x)-\lambda\left(v\left(s, x, \alpha_{2}\right)-v\left(s, x, \alpha_{1}\right)\right) \\
0= & v\left(T, x, \alpha_{1}\right)
\end{align*}\right.
$$

and

$$
\left\{\begin{array}{l}
0=-v_{s}\left(s, x, \alpha_{2}\right)+\sup _{0 \leq u \leq \alpha_{2}}\left[-(u-z) v_{x}\left(s, x, \alpha_{2}\right)\right]-\exp (-\rho s) h(x)  \tag{9.11.60}\\
0=v\left(T, x, \alpha_{2}\right)
\end{array}\right.
$$

In the following, we modify the turnpike definition given in [33] to incorporate the variation of the turnpike sets with the changes of time.

Definition 9.11.2. $\phi(s)$ and $\psi(s)$ are said to be the turnpike sets for $\alpha=\alpha_{1}$ and $\alpha=\alpha_{2}$, respectively, if for all $s \in[0, T]$,

$$
\begin{aligned}
v\left(s, \phi(s), \alpha_{1}\right) & =\min _{x} v\left(s, x, \alpha_{1}\right) \\
\text { and } \quad v\left(s, \psi(s), \alpha_{2}\right) & =\min _{x} v\left(s, x, \alpha_{2}\right), \text { respectively. }
\end{aligned}
$$

Lemma 9.11.3 ([53]) Let $\psi(s)$ be defined as follows:

$$
\begin{equation*}
\int_{s}^{T} e^{-\rho t} h_{x^{+}}\left(\psi(s)+\left(\alpha_{2}-z\right)(t-s)\right) d t=0 \tag{9.11.61}
\end{equation*}
$$

Then $\psi(s)$ is continuous, uniquely determined by (9.11.61) and satisfies
(a) $0<\psi(s)<\left|\alpha_{2}-z\right|(T-s)$ for $s \in[0, T)$ and $\psi(T)=0$;
(b) $\psi(s)$ is monotone decreasing and absolute continuous. Moreover,

$$
\dot{\psi}(s)+z>\alpha_{2}, \text { a.e. }
$$

Remark. The absolute continuity of $\psi(s)$ implies that it is differentiable almost everywhere in $s . \dot{\psi}(s)+z>\alpha_{2}$ says that if $x(t) \leq \psi(t)$ for some $t_{1}$, then $x(t)$ will stay below $\psi(t)$ for all $t_{1} \leq t \leq T$.

Let

$$
H(s, x)=h(x)+\lambda e^{\rho s} v\left(s, x, \alpha_{2}\right)
$$

Then,

$$
J\left(s, x, \alpha_{1}, u(\cdot)\right)=\int_{s}^{T} e^{-\lambda(t-s)} e^{-\rho t} H(t, x(t)) d t
$$

Note that $H(s, x)$ is convex in $x$ for each $s$. We are to show that the turnpike set for $\alpha=\alpha_{1}$ is given by the minimizer of $H(s, x)$, i.e.,

$$
\begin{equation*}
H(s, \phi(s))=\min _{x} H(s, x) \tag{9.11.62}
\end{equation*}
$$

To proceed, we need to consider an important property possessed by $\phi(s)$, which is described in the following definition.

Lemma 9.11.4 ([53]) Let $\phi(s)$ be the minimizer of $H(s, x)$. Then $\phi(s)$ is a single-valued function and satisfies:
(a) $0 \leq \phi(s)<\psi(s)$ for $s \in[0, T)$ and $\phi(T)=0$;
(b) $\phi(s)$ is traceable, i.e., $\phi(s)$ is absolutely continuous on $[0, T]$ and

$$
0 \leq \dot{\phi}(s)+z \leq z, \text { a.e. in } s \in[0, T]
$$

It is easy to see that a traceable curve is always decreasing. If a function $\gamma(s)$ is traceable, then there exists a control $0 \leq u(s)=\dot{\gamma}(s)+z \leq z<\alpha_{1}$ such that the corresponding system trajectory $x(t)$ may stay on the curve $\gamma(s)$ after it reaches $\gamma(s)$.

Let

$$
\begin{equation*}
\tilde{H}(s, x)=h(x)+\lambda e^{\rho s} \int_{s}^{T} e^{-\rho t} h\left(x+\left(\alpha_{2}-z\right)(t-s)\right) d t \tag{9.11.63}
\end{equation*}
$$

Note that $\phi(s)<\psi(s)$ and

$$
v\left(s, x, \alpha_{2}\right)=\int_{s}^{T} e^{-\rho t} h\left(x+\left(\alpha_{2}-z\right)(t-s)\right) d t \text { if } x \leq \psi(s)
$$

It follows that

$$
\begin{equation*}
\min _{x} H(s, x)=\min _{x} \tilde{H}(s, x)=h(\phi(s))+\lambda e^{\rho s} \int_{s}^{T} e^{-\rho t} h\left(\phi(s)+\left(\alpha_{2}-z\right)(t-s)\right) d t \tag{9.11.64}
\end{equation*}
$$

It can also be seen that $\phi(s)$ is the only solution to (9.11.64).
Theorem 9.11.5 ([53]) Let $\phi(s)$ and $\psi(s)$ be given as in (9.11.64) and (9.11.61), respectively. Then $\phi(s)$ and $\psi(s)$ are the turnpike sets for $\alpha=\alpha_{1}$ and $\alpha=\alpha_{2}$, respectively. Moreover, the feedback control $u^{*}(t)=u^{*}\left(t, x^{*}(t), \alpha(t)\right)$ given below is optimal:

Moreover, it is easy to see that under the control policy $u^{*}(t)=u^{*}(t, x(t), \alpha(t))$, the ordinary differential equation

$$
\dot{x}^{*}(t)=u^{*}\left(t, x^{*}(t), \alpha(t)\right)-z, x^{*}(s)=x
$$

has a unique solution.
Next, using the control given in (9.11.65), the value function $v\left(s, x, \alpha_{1}\right)$ can be written as follows:

$$
\begin{aligned}
& v\left(s, x, \alpha_{1}\right)= \\
& \left\{\begin{array}{c}
\int_{s}^{T} e^{-\lambda(t-s)}\left[e^{-\rho t} h(x-z(t-s))+\lambda v\left(t, x-z(t-s), \alpha_{2}\right)\right] d t \\
\text { if } x \geq z(T-s) \\
\int_{s}^{s_{1}} e^{-\lambda(t-s)}\left[e^{-\rho t} h(x-z(t-s))+\lambda v\left(t, x-z(t-s), \alpha_{2}\right)\right] d t \\
+\int_{s_{1}}^{T} e^{-\lambda(t-s)}\left[e^{-\rho t} h(\phi(t))+\lambda v\left(t, \phi(t), \alpha_{2}\right)\right] d t
\end{array}\right. \\
& \int_{s}^{T} e^{-\lambda(t-s)}\left[e^{-\rho t} h(\phi(t))+\lambda v\left(t, \phi(t), \alpha_{2}\right)\right] d t \\
& \text { if } x=\phi(s) \\
& \int_{s}^{s_{2}} e^{-\lambda(t-s)}\left[e^{-\rho t} h\left(x+\left(\alpha_{1}-z\right)(t-s)\right)+\lambda v\left(t, x+\left(\alpha_{1}-z\right)(t-s), \alpha_{2}\right)\right] d t \\
& +\int_{s_{2}}^{T} e^{-\lambda(t-s)}\left[e^{-\rho t} h(\phi(t))+\lambda v\left(t, \phi(t), \alpha_{2}\right)\right] d t \\
& \text { if }-\left(\alpha_{1}-z\right)(T-s)<x<\phi(s) \\
& \begin{array}{c}
\int_{s}^{T} e^{-\lambda(t-s)}\left[e^{-\rho t} h\left(x+\left(\alpha_{1}-z\right)(t-s)\right)+\lambda v\left(t, x+\left(\alpha_{1}-z\right)(t-s), \alpha_{2}\right)\right] d t \\
\text { if } x \leq-\left(\alpha_{1}-z\right)(T-s),
\end{array}
\end{aligned}
$$

where $s_{1}$ is the first time that $x-z(t-s)$ hits $\phi(t)$ and $s_{2}$ is the first time that $x+\left(\alpha_{1}-z\right)(t-s)$ hits $\phi(t)$, respectively. Thus,

$$
x-z\left(s_{1}-s\right)=\phi\left(s_{1}\right) \text { and } x+\left(\alpha_{1}-z\right)\left(s_{2}-s\right)=\phi\left(s_{2}\right), \text { respectively }
$$

Using the control (9.11.65), we can write the value function $v\left(s, x, \alpha_{2}\right)$ as follows:

$$
v\left(s, x, \alpha_{2}\right)=\left\{\begin{array}{lr}
\int_{s_{s}}^{T} e^{-\rho t} h(x-z(t-s)) d t & \text { if } x \geq z(T-s) \\
\int_{s}^{s_{0}} e^{-\rho t} h(x-z(t-s)) d t & \\
+\int_{s_{0}}^{T} e^{-\rho t} h\left(x-z\left(s_{0}-s\right)+\left(\alpha_{2}-z\right)\left(t-s_{0}\right)\right) d t \\
& \text { if } \psi(s)<x<z(T-s) \\
\int_{s}^{T} e^{-\rho t} h\left(x+\left(\alpha_{2}-z\right)(t-s)\right) d t & \text { if } x \leq \psi(s)
\end{array}\right.
$$

where $s_{0}$ is the first time that $x-z(t-s)$ hits $\psi(t)$. Thus, $x-z\left(s_{0}-s\right)=\psi\left(s_{0}\right)$.

Example 9.11.6. In this example, the cost function is given by

$$
h(x)=h^{+} \max \{0, x\}+h^{-} \max \{0,-x\} .
$$

Then, ( 9.11 .61 ) becomes

$$
\int_{s}^{t_{1}} e^{-\rho t} h^{+} d t-\int_{t_{1}}^{T} e^{-\rho t} h^{-} d t=0
$$

where $t_{1}$ is given by $\psi(s)+\left(\alpha_{2}-z\right)\left(t_{1}-s\right)=0$. This yields

$$
\psi(s)=\frac{\alpha_{2}-z}{\rho} \log \frac{h^{+}+h^{-} e^{-\rho(T-s)}}{h^{+}+h^{-}} .
$$

We now identify $\phi(s)$. Recall that $0 \leq \phi(s)<\psi(s) \leq\left|\alpha_{2}-z\right|(T-s)$ and for $x<\psi(s)$,

$$
v\left(s, x, \alpha_{2}\right)=\int_{s}^{T} e^{-\rho t} h\left(x+\left(\alpha_{2}-z\right)(t-s)\right) d t
$$

Moreover, for $0 \leq x \leq\left|\alpha_{2}-z\right|(T-s)$,

$$
\begin{aligned}
& v\left(s, x, \alpha_{2}\right) \\
= & \exp (-\rho s) \int_{0}^{\frac{x}{\left|\alpha_{2}-z\right|}} e^{-\rho t} h^{+}\left(x+\left(\alpha_{2}-z\right) t\right) d t-\int_{\left|\alpha_{2}-z\right|}^{T-s} e^{-\rho t} h^{-}\left(x+\left(\alpha_{2}-z\right) t\right) d t \\
= & \exp (-\rho s) h^{+} \rho^{-1}\left[x+\left(\alpha_{2}-z\right) \rho^{-1}\left(1-e^{-\rho x /\left|\alpha_{2}-z\right|}\right)\right] \\
& +h^{-} \rho^{-1}\left[\left(x+\left(\alpha_{2}-z\right)(T-s) e^{-\rho(T-s)}+\left|\alpha_{2}-z\right| \rho^{-1}\left(e^{-\rho x /\left|\alpha_{2}-z\right|}-e^{-\rho(T-s)}\right)\right]\right.
\end{aligned}
$$

This together with (9.11.64) yields

$$
\begin{equation*}
\phi(s)=\max \left\{0,-\frac{\left|\alpha_{2}-z\right|}{\rho} \log \frac{\rho h^{+}+\lambda\left(h^{+}+h^{-} e^{-\rho(T-s)}\right)}{\lambda\left(h^{+}+h^{-}\right)}\right\} . \tag{9.11.66}
\end{equation*}
$$

Equivalently, $\phi(s)$ can also be written as:

$$
\phi(s)=0 \text { for all } s \in[0, T] \text { if } \lambda h^{-}-\rho h^{+} \leq 0
$$

otherwise,

$$
\phi(s)= \begin{cases}-\frac{\left|\alpha_{2}-z\right|}{\rho} \log \frac{\rho h^{+}+\lambda\left(h^{+}+h^{-} e^{-\rho(T-s)}\right)}{\lambda\left(h^{+}+h^{-}\right)} & \text {if } s \leq T+\frac{1}{\rho} \log \frac{\lambda h^{-}-\rho h^{+}}{\lambda h^{-}} \\ 0 & \text { if } s>T+\frac{1}{\rho} \log \frac{\lambda h^{-}-\rho h^{+}}{\lambda h^{-}} .\end{cases}
$$

As $T \rightarrow \infty$, it is easily seen that

$$
\phi(s) \rightarrow \max \left\{0,-\frac{\left|\alpha_{2}-z\right|}{\rho} \log \frac{\left(\rho h^{+}+\lambda h^{+}\right)}{\lambda\left(h^{+}+h^{-}\right)}\right\}
$$

which gives the same turnpike set as in [2] provided that the repair rate vanishes.
In this example, we are able to solve (9.11.61) and (9.11.64) to obtain explicitly the turnpike sets $\phi(s)$ and $\psi(s)$. It should be noted that such explicit turnpike sets are not available for general $h(\cdot)$. However, in many applications of manufacturing systems, $h(\cdot)$ appears to be piecewise linear or a linear combination of linear functions. Then (9.11.61) and (9.11.64) are solvable.

### 9.12 Constant Machine Capacity

This problem is a variation of the one with constant demand. Here the system having a constant machine capacity $\alpha_{0}>0$ with a random demand rate $z(t)$, is described by the following equation

$$
\begin{equation*}
\dot{x}(t)=u(t)-z(t), x(s)=x, 0 \leq s \leq t \leq T<\infty \tag{9.12.67}
\end{equation*}
$$

with the production constraints $0 \leq u(t) \leq \alpha_{0}$.
Let $\mathcal{Z}=\left\{z_{1}, z_{2}\right\}$ denote the set of demand rates with $0<z_{1}<\alpha_{0}<z_{2}$.
The corresponding cost function $J(s, x, z, u(\cdot))$ with $z(s)=z \in \mathcal{Z}$ is defined by

$$
\begin{equation*}
J(s, x, z, u(\cdot))=E \int_{s}^{T} e^{-\rho t} h(x(t)) d t \tag{9.12.68}
\end{equation*}
$$

The problem is to find a production plan $0 \leq u(t) \leq \alpha_{0}$ as a function of the past $z(t)$, that minimizes $J(s, x, z, u(\cdot))$.
(A1') Let Assumption (A1) be satisfied with (9.11.57) replaced by

$$
\frac{h_{x^{+}}\left(x_{2}\right)-h_{x^{+}}\left(x_{1}\right)}{x_{2}-x_{1}} \geq c_{h} \text { for all }-\left|\alpha_{0}-z_{2}\right| T \leq x_{1}<0 \leq x_{2} \leq\left|\alpha_{0}-z_{2}\right| T
$$

with $z_{2}$ given below.
(A2') The demand process $z(t) \in \mathcal{Z}$ is also a two state Markov chain governed by

$$
L_{z} f(\cdot)(i)= \begin{cases}\lambda^{\prime}\left(f\left(z_{2}\right)-f\left(z_{1}\right)\right) & \text { if } i=z_{1}  \tag{9.12.69}\\ 0 & \text { if } i=z_{2}\end{cases}
$$

for any function $f$ on $\mathcal{Z}$.
Let $v(s, x, z)$ denote the value function of the problem, i.e.,

$$
v(s, x, z)=\inf _{u(\cdot) \in \mathcal{A}} J(s, x, z, u(\cdot)), \text { for } z \in \mathcal{Z}
$$

It can be shown as in [53] that the value functions $v(s, x, z)$ are convex functions in $x$ for each $s \in[0, T]$ and $z \in \mathcal{Z}$. Moreover, $v(s, x, z) \in C\left([0, T], R^{1}\right)$ are the only viscosity solutions for the following dynamic programming equations.

$$
\left\{\begin{align*}
0= & -v_{s}\left(s, x, z_{1}\right)+\sup _{0 \leq u \leq \alpha_{0}}\left[-\left(u-z_{1}\right) v_{x}\left(s, x, z_{1}\right)\right]  \tag{9.12.70}\\
& -\exp (-\rho s) h(x)-\lambda^{\prime}\left(v\left(s, x, z_{2}\right)-v\left(s, x, z_{1}\right)\right) \\
0= & v\left(T, x, z_{1}\right)
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
0 & =-v_{s}\left(s, x, z_{2}\right)+\sup _{0 \leq u \leq \alpha_{0}}\left[-\left(u-z_{2}\right) v_{x}\left(s, x, z_{2}\right)\right]-\exp (-\rho s) h(x)  \tag{9.12.71}\\
0 & =v\left(T, x, z_{2}\right)
\end{align*}\right.
$$

Definition 9.12.1. $\phi(s)$ and $\psi(s)$ are said to be turnpike sets if

$$
\begin{aligned}
v\left(s, \phi(s), z_{1}\right) & =\min _{x} v\left(s, x, z_{1}\right) \\
\text { and } \quad v\left(s, \psi(s), z_{2}\right) & =\min _{x} v\left(s, x, z_{2}\right) .
\end{aligned}
$$

Let

$$
\hat{H}(s, x)=h(x)+\lambda \int_{s}^{T} e^{-\rho t} h\left(x+\left(\alpha_{0}-z_{2}\right)(t-s)\right) d t .
$$

Then $\psi(s)$ and $\phi(s)$ are determined by:

$$
\begin{equation*}
\int_{s}^{T} e^{-\rho t} h_{x^{+}}\left(\psi(s)+\left(\alpha_{0}-z_{2}\right)(t-s)\right) d t=0 \tag{9.12.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{H}(s, \phi(s))=\min _{x} \hat{H}(s, x) \tag{9.12.73}
\end{equation*}
$$

Lemma 9.12.2 ([53]) $\phi(s)$ and $\psi(s)$ are single-valued absolute continuous functions. They satisfy the following properties:
(a) $0<\psi(s)<\left|\alpha_{0}-z_{2}\right|(T-s)$ for $s \in[0, T)$ and $\psi(T)=0$;
(b) $\psi(s)$ is monotone decreasing and $\psi(s)+z_{2}>\alpha_{0}$, a.e.;
(c) $0 \leq \phi(s)<\psi(s)$ for $s \in[0, T)$ and $\phi(T)=0$;
(d) $\phi(s)$ is monotone decreasing and $\dot{\phi}(s)+z_{1} \geq \alpha_{0}-z_{2}+z_{1}$, a.e.

Note that by (4) of the above lemma, a sufficient condition for $\phi(s)$ to be traceable (i.e., $\left.0 \leq \dot{\phi}(s)+z_{1} \leq \alpha_{0}\right)$ is $z_{1} \geq z_{2}-\alpha_{0}$.
Theorem 9.12.3 ([53]) Suppose that (A1'), (A2') are satisfied, and $z_{1} \geq z_{2}-\alpha_{0}$. Let $u^{*}(t, x(t), z)$ be defined as follows:

$$
\begin{align*}
& u^{*}\left(t, x, z_{1}\right)=\left\{\begin{array}{ll}
0 & \text { if } x>\phi(t) \\
\dot{\phi}(t)+z_{1} & \text { if } x=\phi(t) \\
\alpha_{0} & \text { if } x<\phi(t) \\
0 & \text { if } x>\psi(t) \\
u^{*}\left(t, x, z_{2}\right)= \begin{cases}\alpha_{0} & \text { if } x \leq \psi(t)\end{cases}
\end{array}\right. \text {. } \tag{9.12.74}
\end{align*}
$$

Then under the control $u^{*}(t)=u^{*}(t, x(t), z(t))$, the equation

$$
\dot{x}^{*}(t)=u^{*}\left(t, x^{*}(t), z(t)\right)-z(t), x_{0}^{*}=x
$$

has a unique solution. Therefore, the control $u^{*}(t)$ is optimal.
Example 9.12.4. Consider the cost function

$$
h(x)=h^{+} \max \{0, x\}+h^{-} \max \{0,-x\} .
$$

Then,

$$
\begin{gathered}
\psi(s)=\frac{\alpha_{0}-z_{2}}{\rho} \log \frac{h^{+}+h^{-} e^{-\rho(T-s)}}{h^{+}+h^{-}} . \\
\phi(s)=0 \text { if } \lambda h^{-}-\rho h^{+} \leq 0
\end{gathered}
$$

If $\lambda h^{-}-\rho h^{+}>0$, then

$$
\phi(s)= \begin{cases}-\frac{\left|\alpha_{0}-z_{2}\right|}{\rho} \log \frac{\rho h^{+}+\lambda\left(h^{+}+h^{-} e^{-\rho(T-s)}\right)}{\lambda\left(h^{+}+h^{-}\right)} & \text {if } s \leq T+\frac{1}{\rho} \log \frac{\lambda h^{-}-\rho h^{+}}{\lambda h^{-}} \\ 0 & \text { if } s>T+\frac{1}{\rho} \log \frac{\lambda h^{-}-\rho h^{+}}{\lambda h^{-}} .\end{cases}
$$

Note that the assumption $z_{1} \geq z_{2}-\alpha_{0}$ in the above theorem is a relatively conservative one. In the previous example, this condition can be relaxed to

$$
\begin{equation*}
z_{1} \geq\left|\alpha_{0}-z_{2}\right| \frac{\lambda h^{-}-\rho h^{+}}{\lambda\left(h^{+}+h^{-}\right)} \tag{9.12.75}
\end{equation*}
$$

It can be seen that (9.12.75) is also necessary for the traceability of $\phi(s)$ in this example. If (9.12.75) fails, $\phi(s)$ will no longer be the turnpike of the problem since it is not traceable on $[0, T]$. Let $\tilde{\phi}(s)$ denote the turnpike set for $\alpha=\alpha_{1}$ defined as $v\left(s, \tilde{\phi}(s), z_{1}\right)=\min _{x} v\left(s, x, z_{1}\right)$. Note that $0 \leq \tilde{\phi}(s) \leq \psi(s)$. It can be shown that $h(x)+\lambda v\left(s, x, z_{2}\right)$ is strictly convex on $[0, \psi(s)]$, which implies that $v\left(s, x, z_{1}\right)$ is also strictly convex on $[0, \psi(s)]$ (see [33] for details). Therefore, $\tilde{\phi}(s)$ is a continuous function. Intuitively, the optimal control $u^{*}\left(t, x, \alpha_{1}\right)$ should be given as in (9.12.74) with $\tilde{\phi}(s)$ in place of $\phi(s)$ provided that $\tilde{\phi}(s)$ is traceable. Let

$$
s_{0}=T+\frac{1}{\rho} \log \frac{\lambda h^{-}-\rho h^{+}}{\lambda h^{-}}
$$

Then, $0 \leq \dot{\phi}(s)+z_{1} \leq \alpha_{0}$ for $s \geq s_{0}$. This implies $\tilde{\phi}(s)=\phi(s)$ for $s \geq s_{0}$. However, if $0>s_{0}>T$ and $z_{2}$ is large enough, the traceability property of $\tilde{\phi}(s)$ will not hold, which makes the problem very complicated; an explicit optimal solution is very difficult to obtain.

### 9.13 Marketing-Production with a Jump Demand

In this section, we consider a marketing-production model in which a manufacturing firm seeks to maximize its overall profit by properly choosing the rates of production and advertising over time. Similar to Section 6, the marketing decision depends on how much the advertising effort is needed. Such promotional activities create additional demand of the product.

In this section, we consider a basic building-block model. We aim at obtaining analytic solutions of various control regions involved to yield managerial insight for applications. The demand rate is modeled as a process with a jump. The problem. is to choose the optimal strategy so that the overall expected profit is maximized. To exploit the intrinsic properties of the system, we examine a single-machine system in order not to involve complex notation and excessive technical details. The model considered can be thought of as a macro model from a higher level management point of view. The obtained results will enable us to develop optimal strategies for more complex jobshops by considering integrated processes as single-machine systems in computational approaches.

The demand normally changes not very frequently, its sample paths displaying piecewise constant behavior. As a result, it is reasonable to model the demand as a controlled Markov chain. Typically, the demand of a new product is nondecreasing. From a management point of view, when the demand significantly decreases, it is probably time to terminate the production of such a product and to create newer models. Therefore, a Poisson process is used quite often (see [21]) to characterize the demand process. Based on such a premise, we consider one possible Poisson-like "up jump" (one state in the increasing demand direction) in the formulation. If the demand can increase with more than one "up jumps," we may choose to deal with one jump at a time. The decision that the manager faces is over a finite horizon. Although the objective function is written as a discounted infinite horizon one, by appropriate choice of the discount factor $\rho>0$, the underlying problem is essentially "equivalent" to a finite horizon one (i.e., the future is sufficiently discounted with an exponentially decaying rate $\rho$ ).

We obtain closed-form optimal control policies. An interesting feature of these results is that the optimal market-production policy is of the hedging point type, and the hedging
point depends on the amount of the marginal revenue. If the marginal revenue is small, it is not worthwhile to take any advertisement action. Otherwise, whether or not to use advertising for promotion depends on if the inventory surplus is above or below the hedging point. The derived analytical solution yields good insight on how production planning tasks can be carried out. In addition, it also provides guidelines for further study and development of numerical methods for more complex systems involving more general random demand and random machine capacity.

For $t \geq 0$, let $x(t), u(t)$, and $z(t)$ denote the inventory level, the production rate, and the demand rate, respectively. They are governed by the dynamic equation:

$$
\begin{equation*}
\dot{x}(t)=u(t)-z(t), x(0)=x \tag{9.13.76}
\end{equation*}
$$

For $t \geq 0$, suppose that $x(t) \in R=(-\infty, \infty)$, that the production system has a unit production capacity constraint, $w(t)$ denotes the marketing (or advertising) rate with $w(t) \in$ $\left\{0, w_{d}\right\}$ for some $w_{d}>0$. Assume the demand rate $z(t)$ is a two-state Markov chain with state space $\left\{z_{1}, z_{2}\right\}$ (some $0<z_{1}<z_{2}<1$ ). The generator of this Markov chain is

$$
Q(w(t))=\left(\begin{array}{cc}
-k w(t) & k w(t)  \tag{9.13.77}\\
0 & 0
\end{array}\right)
$$

for a given constant $k>0$. Let $h(x)=c^{+} x^{+}+c^{-} x^{-}$denote the inventory cost function where $c^{+}$and $c^{-}$are positive constants, and

$$
x^{+}=\max \{0, x\} \text { and } x^{-}=\max \{0,-x\}
$$

We treat $(x(t), z(t))$ as a pair of state variables and $(u(t), w(t))$ as a pair of control variables throughout.
Definition 9.13.1. A control $(u(\cdot), w(\cdot))=\{u(t), w(t) ; t \geq 0\}$ is admissible if $u(t) \in[0,1]$ and $w(t) \in\left\{0, w_{d}\right\}$ and is progressively measurable with respect to the $\sigma$-algebra generated by $z(s), s \leq t$. Denote the set of all admissible controls by $\mathcal{A}$.

Our objective is to choose $(u(\cdot), w(\cdot)) \in \mathcal{A}$ to maximize the total expected profit:

$$
\begin{equation*}
J(x, z, u(\cdot), w(\cdot))=E \int_{0}^{\infty} e^{-\rho t}[\pi z(t)-h(x(t))-w(t)] d t \tag{9.13.78}
\end{equation*}
$$

where $\rho>0$ is the discount rate and $\pi$ is the revenue per unit sale.
Note that $z_{2}$ is an absorbing state. Choosing $w(t)=w_{d}$ means to promote the product at the cost of $w_{d}$ and choosing $w(t)=0$ means that no marketing action is taken.

Note also that the optimal marketing rate when $z(t)=z_{2}$ should be $w^{*}\left(x, z_{2}\right)=0$. When $z(t)$ enters the state $z_{2}$ (i.e., $z(t)=z_{2}$ ), it will remain there. Intuitively, since the demand rate satisfies $0<z_{1}<z_{2}<1$, when the maximum of the demand rate is reached, no additional advertising is needed.

Denote the value function by

$$
v(x, z)=\max _{(u(\cdot), w(\cdot)) \in \mathcal{A}} J(x, z, u(\cdot), w(\cdot))
$$

The associated Hamilton-Jacobi-Bellman (HJB) equations for the value function are given as follows:

$$
\left\{\begin{align*}
\rho v\left(x, z_{1}\right)= & \max _{u \in[0,1], w \in\left\{0, w_{d}\right\}}\left\{\left(u-z_{1}\right) v_{x}\left(x, z_{1}\right)+\pi z_{1}-h(x)-w\right.  \tag{9.13.79}\\
& \left.+k w\left(v\left(x, z_{2}\right)-v\left(x, z_{1}\right)\right)\right\} \\
\rho v\left(x, z_{2}\right)= & \max _{u \in[0,1]}\left\{\left(u-z_{2}\right) v_{x}\left(x, z_{2}\right)+\pi z_{2}-+h(x)\right\}
\end{align*}\right.
$$

where $f_{x}$ denotes the derivative of a function $f$ with respect to $x$.
For future use, denote

$$
\begin{align*}
& C_{0}^{+}=\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho^{2}}+\frac{\pi\left(z_{2}-z_{1}\right)}{\rho}-\frac{1}{k} \\
& C_{0}^{-}=\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho^{2}}-\frac{\pi\left(z_{2}-z_{1}\right)}{\rho}+\frac{1}{k}  \tag{9.13.80}\\
& b=\frac{\rho+k w_{d}}{1-z_{1}}
\end{align*}
$$

and denote by $z^{+}>0$ and $z^{--}<0$ the unique solutions of the following equations:

$$
\begin{array}{ll}
\frac{c^{+} z_{1}}{\rho^{2}} e^{-\frac{\rho z^{+}}{z_{1}}}-\frac{c^{+} z_{2}}{\rho^{2}} e^{-\frac{\rho z^{+}+}{z_{2}}}+C_{0}^{+}=0 \\
\frac{c^{-}\left(z_{2}-z_{1}\right)}{b\left(1-z_{2}\right)-\rho}\left(-e^{b z^{-}}+\frac{b\left(1-z_{2}\right)}{\rho} e^{\frac{\rho z^{-}}{1-z_{2}}}\right)-\rho C_{0}^{-}=0, & \text { if } b \neq \frac{\rho}{1-z_{2}} \\
c^{-}\left(z_{2}-z_{1}\right)\left(e^{b z^{-}}-b z^{-} e^{b z^{-}}\right)-\rho^{2} C_{0}^{-}=0, & \text { if } b=\frac{\rho}{1-z_{2}}
\end{array}
$$

Theorem 9.13.2. Define the production policy, the marketing policy, and the hedging point by

$$
\begin{align*}
u^{*}(x, z)= \begin{cases}1, & \text { if } x<0, \\
z, & \text { if } x=0, \\
0, & \text { if } x>0,\end{cases}  \tag{9.13.81}\\
\begin{cases}w^{*}\left(x, z_{1}\right) & = \begin{cases}0, & \text { if } x<z^{*} \\
w_{d}, & \text { if } x \geq z^{*}\end{cases} \\
w^{*}\left(x, z_{2}\right)=0,\end{cases} \tag{9.13.82}
\end{align*}
$$

and

$$
z^{*}= \begin{cases}-\infty, & \text { if } \pi\left(z_{2}-z_{1}\right) \geq \frac{\rho}{k}+\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho}  \tag{9.13.83}\\ z^{-}, & \text {if } \frac{\rho}{k}<\pi\left(z_{2}-z_{1}\right)<\frac{\rho}{k}+\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho} \\ 0, & \text { if } \pi\left(z_{2}-z_{1}\right)=\frac{\rho}{k} \\ z^{+}, & \text {if } \frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}<\pi\left(z_{2}-z_{1}\right)<\frac{\rho}{k} \\ \infty, & \text { if } \pi\left(z_{2}-z_{1}\right) \leq \frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}\end{cases}
$$

respectively. Then the feedback control policy $\left(u^{*}(x, z), w^{*}(x, z)\right)$ given by (9.13.81)-(9.13.83) is optimal.

Let $\xi=\pi\left(z_{2}-z_{1}\right)$. Then $\xi$ can be regarded as the marginal revenue rate. The marketing policy can be clearly presented in the following table.

| $\xi \leq \frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}$ | $\frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}<\xi<\frac{\rho}{k}$ | $\xi=\frac{\rho}{k}$ | $\frac{\rho}{k}<\xi<\frac{\rho}{k}+\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho}$ | $\xi \geq \frac{\rho}{k}+\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho}$ |
| :---: | :---: | :---: | :---: | :---: |
| $z^{*}=\infty$ | $z^{*}=z^{+}>0$ | $z^{*}=0$ | $z^{*}=z^{-}<0$ | $z^{*}=-\infty$ |

If the marginal revenue rate $\xi$ is small $\left(\leq \frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}\right)$, it is not worthwhile to take marketing action. Therefore $z^{*}=\infty$ which implies that $w^{*}\left(x, z_{1}\right)=0$ for all $x$. If $\xi$ is not very small $\left(\frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}<\xi<\frac{\rho}{k}\right)$, then $z^{*}>0$, i.e., take marketing action only if $x$ is large than $z^{*}$. If $\xi$ is "moderate," then $z^{*}$ gets smaller which gives better incentive to take marketing action. Finally, if $\xi$ is so big $\left(\geq \frac{\rho}{k}+\frac{c^{-}\left(z_{2}-z_{1}\right)}{\rho}\right)$, then $z^{*}=-\infty$, which means to take marketing action right away no matter what inventory level $x$ is.

Note that both the optimal production and marketing are of the hedging-point type. Such control policies are very attractive from a practical point of view due to their structural simplicity. We would like to mention that in general not all optimal policies are of the hedging type; see [33, Chap. 3].

Example 9.13.3. Consider the following example. Suppose

$$
\frac{\rho}{k}-\frac{c^{+}\left(z_{2}-z_{1}\right)}{\rho}<\pi\left(z_{2}-z_{1}\right)<\frac{\rho}{k} \text { and } z_{2}=2 z_{1}
$$

The explicit expression of $z^{*}$ is given by

$$
z^{*}=z^{+}=-\frac{2 z_{1}}{\rho} \log \left(1-\sqrt{\frac{\rho^{2}}{c^{+} z_{1} k}-\frac{\rho \pi}{c^{+}}}\right)>0
$$

If we take in particular

$$
c^{+}=c^{-}=1, z_{1}=0.3, z_{2}=0.6, k=1, \pi=1, \rho=0.6
$$

then $z^{*}=1.4899$.

### 9.14 Concluding Remarks

To conclude, we would like to point out that there are numerous applications of hierarchical control, in addition to manufacturing, in large-scale systems including ecological systems (Hirata [22]), computing systems (Courtois [11]), intelligent vehicle highway system (Godbole and Lygeros [19]), spacecraft control systems (Siljak [40]), and target tracking (Zhang [51, 52]). Many of these systems share similar structural properties with large-scale manufacturing systems. For more general treatment of the hierarchical approach, we refer the reader to Auger [3], Singh [42], Simon [41], Smith and Sage [43], Stadtler [45], Switalski [46], and Xie [48], among others.

There have been a series of advances in large-scale manufacturing, but there is still much to be done. We refer the reader to the book [33] for more detailed discussions of results and of open problems.
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## Chapter 10

## Stochastic Approximation: Theory and Applications

G. YIN<br>Department of Mathematics<br>Wayne State University<br>Detroit, MI 48202

This chapter focuses on stochastic approximation methods and applications. It presents various forms of stochastic approximation algorithms and their variants, including the basic algorithms, the most general algorithms, projection and truncation procedures, algorithms with soft constraints, global stochastic approximation algorithms, continuous-time problems, and infinite dimensional problems. Then the asymptotic properties of stochastic approximation algorithms are examined by considering their convergence, rate of convergence, asymptotic efficiency, and large deviations. The asymptotic analysis is followed by the presentation of a wide range of applications to demonstrate the utility of stochastic approximation methods.

### 10.1 Introduction

Half a century has passed since stochastic approximation (SA) methods were introduced by Robbins and Monro in their pioneering work [67]. Significant progress has been made in the study of such stochastic recursive algorithms. The original motivation stems from the problem of finding roots of a continuous function $f(\cdot)$, where either the precise form of the function is not known, or it is too complicated to compute; the experimenter is able to take "noisy" measurements at desired values, however. A classical example is to find the appropriate dosage level of a drug, provided only $f(x)+$ noise is available, where $x$ is the level of dosage and $f(x)$, assumed to be an increasing function, is the probability of success (leading to the recovery of the patient) at dosage level $x$. The classical Kiefer-Wolfowitz (KW) algorithm introduced by Kiefer and Wolfowitz [34] concerns the minimization of a realvalued function using only noisy functional measurements. The interesting theoretical issues in the analysis of iteratively defined stochastic processes and a wide variety of applications focus on the basic paradigm of stochastic difference equations. Much of the development

[^2]started from a wide range of applications in optimization, control theory, economic systems, signal processing, communication theory, learning, pattern classification, neural network, and many other related fields. Owing to its importance, stochastic approximation has had a long history and has drawn much attention in the past five decades. A number of monographs have been written; each of them has its own distinct features. To mention just a few, we cite the books of Albert and Gardner [2], Wasan [84], Tsypkin [80], Nevel'son and Khasminskii [60], Kushner and Clark [43], Benveniste, Métivier, and Priouret [8], Duflo [21], Solo and Kong [76], Chen and Zhu [12], and Kushner and Yin [53] among others.

### 10.1.1 Historical Development

The development of stochastic approximation methods can be naturally divided into several periods. To put things in historical perspective, the early development around 1950s and 1960s used mainly basic probabilistic tools and traditional statistical assumptions (such as independent and identically distributed noise) together with certain restrictions on functions (such as assuming $f(x)$ to be increasing for instance). The book of Wasan [84] summaries much of the early development including the with probability one (w.p.1) convergence proof for multidimensional problems of Blum, the asymptotic normality study of Sacks, and the work of Fabian among others. Nevelson and Khasminskii's book [60] treats stochastic approximation as stochastic processes and deals with martingale difference type noise processes. The work of Tsypkin [80] emphasizes the adaptation aspect of applications. As time went on, many applications arising in control and optimization forced researchers to examine the algorithm more closely and indicated that for many applications the noise encountered is correlated. In the middle 1970s, Ljung studied SA from a dynamic system point of view. His idea is: In lieu of the discrete recursion, one treats a continuous-time dynamic system given by an ordinary differential equation. Such an idea was further developed in [43]. By combining analysis and probabilistic argument, Kushner and Clark set up a framework by considering asymptotic properties of suitably scaled sequences. The work of Benveniste, Métivier, and Priouret [8] emphasized the close connection of stochastic approximation and adaptive systems. One of the distinct features is the use of the Markovian setting and the treatment of the Poisson equations. Treating recursive algorithms, the book [21] emphasizes identification, estimation, and tracking. Solo and Kong's book is concerned with the stochastic approximation type of algorithms with applications to adaptive signal processing; it exploits the idea of stochastic averaging in details. The book of Chen and Zhu [12] summarizes their work of using random varying truncation bounds and applications to parameter estimation and adaptive filtering. The work of Kushner and Yin [53] presents a comprehensive development of the modern theory of stochastic approximation, or recursive stochastic algorithms, for both constrained and unconstrained problems, with step sizes that either go to zero or are constant and small (and perhaps random).

To summarize, stochastic approximation methods have been the subject of an enormous literature, both theoretical and applied, for five decades. Due to the vast amount of literature accumulated, it is very difficult or virtually impossible to provide an exhaustive list of references on stochastic approximation. Our hope is that with the references provided at the end of this article, the reader will be able to pick out suitable references of his/her needs. Moreover, it is likewise very difficult to give an extensive account on the technical development in a survey paper of this scale. As a result, we choose the road of discussing the main ideas and leaving most of the technical details aside. Appropriate references are provided however.

### 10.1.2 Basic Issues

In recent years, algorithms of the stochastic approximation type have found many new applications in diverse areas. New techniques have been developed for proofs of convergence and rates of convergence. Whether or not they are called stochastic approximation algorithms, many procedures frequently used in practical systems are for the purposes of locating the roots of a function and/or for function optimization. Owing to the recent extensive development of methods such as infinitesimal perturbation analysis [32] for the estimation of the pathwise derivatives of complex discrete event systems, the possibilities for the recursive on-line optimization of many such systems that arise in communications or manufacturing have been widely recognized.

Treating stochastic approximation type recursive algorithms, the main idea is to show that asymptotically the noise effects average out so that the asymptotic behavior is determined effectively by that of a "mean" ODE. Since the algorithms are recursive and iterative, the basic issues in the study of stochastic approximation methods include convergence of the algorithms, the rates of convergence, the efficiency of the procedures, and related methods in stochastic optimization.

### 10.1.3 Outline of the Chapter

The rest of the chapter is arranged as follows. Section 2 presents various algorithms and their variants. Section 3 deals with convergence of stochastic approximation type algorithms, and Section 4 presents rates of convergence of the corresponding algorithms. Large deviations principle is then discussed in Section 5, and asymptotic efficiency is treated in Section 6. Several recent applications of stochastic approximation algorithms are presented in Section 7. Finally, we close this chapter with a few more remarks in Section 8.

### 10.2 Algorithms and Variants

This section is divided into several parts. We begin with the basic algorithm in its simplest form, and then generalize it to include various variations.

### 10.2.1 Basic Algorithm

We begin with the simplest algorithms known as RM algorithms aiming at finding the zeros of a nonlinear function. This is then extended to function optimization problems with the use of KW algorithm.

## RM Algorithm

Let $f: \mathbb{R}^{r} \mapsto \mathbb{R}^{r}$ be a continuous function. Suppose that we want to find $f(x)=0$, but only noisy measurements

$$
y_{n}=f\left(x_{n}\right)+\xi_{n}
$$

are available, where $\left\{\xi_{n}\right\}$ denotes a sequence of random noise. Note that $n$ is a positive integer representing the number of observations up to the current moment (the current iterate). For convenience, it is often thought as a "discrete time." The basic setup of the stochastic approximation algorithms proposed by Robbins and Monro takes the form

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n} y_{n} \tag{10.2.1}
\end{equation*}
$$

where $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers satisfying $\sum_{n} a_{n}=\infty$ and $a_{n} \rightarrow 0$ as $n \rightarrow \infty$. The sequence $\left\{a_{n}\right\}$ is usually referred to as a sequence of step sizes or gains. The
conditions on the step sizes indicate that they cannot be too small. If they are too small (i.e., $\sum_{n} a_{n}<\infty$ ), then the iterates produced may not ever converge to the desired value. To see this, take the noise-free case $\xi_{n}=0$ and suppose that $f(\cdot)$ is a bounded function. Then

$$
\sum_{j=0}^{\infty}\left|x_{j+1}-x_{j}\right| \leq \sum_{j=0}^{\infty} a_{j}\left|f\left(x_{j}\right)\right| \leq \kappa
$$

[Here and throughout the paper, $\kappa>0$ is used as a generic constant; its value may change for different usage. Thus by our convention, $\kappa+\kappa=\kappa$ and $\kappa \kappa=\kappa$.] The above argument indicates that $\sum_{j}\left(x_{j+1}-x_{j}\right)$ converges absolutely. Nevertheless, by telescoping

$$
\sum_{j=0}^{n}\left(x_{j+1}-x_{j}\right)=x_{n+1}-x_{0}
$$

Thus, $x_{n} \nrightarrow x^{*}$, the true parameter we are approximating unless $x_{0}$ is sufficiently close to $x^{*}$.

## KW Algorithm

The RM algorithm in the previous subsection concerns root findings. In 1952, Kiefer and Wolfowitz proposed another type of stochastic approximation algorithm to locate the optima of a real-valued function. Suppose that we want to minimize a function $f(x)$, but only noise observations $F(x, \zeta)$ are available. Suppose that $E F(x, \zeta)=f(x)$, but we know neither the form of $F(\cdot)$ nor that of $f(\cdot)$. To approximate/estimate the optimizer, we use the finite difference approximation to the gradient of $f(x)$. Denote the finite difference interval by $\left\{c_{n}\right\}$ (with $c_{n} \rightarrow 0$ as $n \rightarrow \infty$ ). Use $x_{n}$ to denote the $n$th estimate of the minimum. Suppose that for each $i$ and each $n$, we can observe

$$
y_{n, i}=-\frac{F\left(x_{n}+c_{n} e_{i}, \zeta_{n}^{+}\right)-F\left(x_{n}-c_{n}, \zeta_{n}^{-}\right)}{2 c_{n}}
$$

where $\zeta_{n}^{ \pm}$are random noise. Denote $y_{n}=\left(y_{n, 1}, \ldots, y_{n, r}\right)$. Then the approximation algorithm is again given by $x_{n+1}=x_{n}+a_{n} y_{n}$, which is the same form as that of (10.2.1). By introducing

$$
\xi_{n}=\left(\xi_{n, 1}, \ldots, \xi_{n, r}\right), \beta_{n}=\left(\beta_{n, 1}, \ldots, \beta_{n, r}\right)
$$

with

$$
\begin{aligned}
& \xi_{n, i}=\left[f\left(x_{n}+c_{n} e_{i}\right)-F\left(x_{n}+c_{n} e_{i}, \zeta_{n, i}^{+}\right)\right]-\left[f\left(x_{n}-c_{n} e_{i}\right)-F\left(x_{n}-c_{n} e_{i}, \zeta_{n, i}^{-}\right)\right] \\
& \beta_{n, i}=f_{x_{i}}\left(x_{n}\right)-\frac{f\left(x_{n}+c_{n} e_{i}\right)-f\left(x_{n}-c_{n} e_{i}\right)}{2 c_{n}}
\end{aligned}
$$

where $f_{x}(\cdot)$ denotes the derivative (gradient) of $f(\cdot)$ w.r.t. $x$. Now the above algorithm can be rewritten as

$$
\begin{equation*}
x_{n+1}=x_{n}-a_{n} f_{x}\left(x_{n}\right)+a_{n} \frac{\xi_{n}}{2 c_{n}}+a_{n} \beta_{n} \tag{10.2.2}
\end{equation*}
$$

In the above, $\xi_{n}$ represents the noise, and $\beta_{n}$ denotes the bias. We have used two-sided finite difference. One-sided finite difference can also be used. However, in practice, the two-sided finite difference method appears to be more preferable since it has smaller bias. This is easily seen by taking a Taylor expansion of the finite difference quotient in $\beta_{n}$.

### 10.2.2 More General Algorithms

We first present algorithms with nonadditive noise. Then we treat stochastic approximation of the most general form, in which not only the noisy appears in nonadditive form, but also the functions involved are varying with respect to time.

## Algorithms with Nonadditive Noise

In various applications such as those arising in signal processing and adaptive controls, one often needs to treat stochastic approximation algorithms with nonadditive noise of the form

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n} f\left(x_{n}, \xi_{n}\right) \tag{10.2.3}
\end{equation*}
$$

It is clear that (10.2.3) includes both (10.2.1) and (10.2.2) as special cases. Such an algorithm arises, for example, in the use of "equalization" filters in communication channels, adaptive antenna array processing etc.

## Algorithms Involving Time-varying Functions

Similar to the previous case, we treat problems with the general nonadditive noise case. In addition, $f(\cdot)$ also depends on the discrete time $n$. The underlying algorithm is:

$$
\begin{equation*}
g e n-s a-v f x_{n+1}=x_{n}+a_{n} f_{n}\left(x_{n}, \xi_{n}\right) \tag{10.2.4}
\end{equation*}
$$

To be able to track slight parameter variation, one often uses an algorithm with constant step size of the form

$$
\begin{equation*}
x_{n+1}=x_{n}+\varepsilon f_{n}\left(x_{n}, \xi_{n}\right) \tag{10.2.5}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter. Such constant step-size algorithms are used frequently in tracking parameter variations in a time-varying system.

## Passive Stochastic Approximation

Suppose that one wants to solve the equation $f(x)=0$ on the basis of measurements $y_{n}=f\left(x_{n}\right)+\xi_{n}$, where $\left\{\xi_{n}\right\}$ is a sequence of random noise. Unlike the traditional stochastic approximation problem, the sequence $\left\{x_{n}\right\}$ emerges in a random manner and is not at one's disposal. How can one solve such a problem?

In [30], Härdle and Nixdorf suggested an interesting approach and termed it as passive stochastic approximation. The origin of such an approach can be traced back to an early work of Révész [66]. Its essence is to combine the stochastic approximation methods with nonparametric kernel estimation procedures and to approximate the root of equation $\bar{f}(x)=$ 0 by another sequence $\left\{z_{n}\right\}$ according to

$$
\begin{equation*}
z_{n+1}=z_{n}+\frac{a_{n}}{h_{n}} K\left(\frac{x_{n}-z_{n}}{h_{n}}\right) y_{n} \tag{10.2.6}
\end{equation*}
$$

where $K(\cdot)$ is a kernel function, $a_{n}$ is the step size, and $h_{n}$ represents the window width. This procedure is a generalization of the conventional Robbins-Monro methods. One of the crucial points here is the utilization of the real-valued kernel function $K(\cdot)$, which is often a concave curve. If $z_{n}$ and $x_{n}$ are far apart, $K\left(\left(x_{n}-z_{n}\right) / h_{n}\right)$ will be very small. As a result, only a small proportion of the measurement $y_{n}$ is added to the iteration. In Yin and Yin [101], we treated the measurements of the form $y_{n}=f\left(x_{n}, \xi_{n}\right)$. Considering the fact that algorithms with constant step size are capable of tracking small parameter variation and
are numerically robust, we considered an algorithm with constant step size and constant window width

$$
\begin{equation*}
z_{n+1}=z_{n}+\frac{\varepsilon}{\delta} K\left(\frac{x_{n}-z_{n}}{\delta}\right) f\left(x_{n}, \xi_{n}\right), \text { for } n \geq 0 \tag{10.2.7}
\end{equation*}
$$

The asymptotic analysis of such algorithms is provided under the framework of weak convergence (see also the related work [94] for with probability one convergence); applications to chemical processes are also dealt with.

### 10.2.3 Projection and Truncation Algorithms

An important issue in applications of stochastic approximation concerns the boundedness of the recursive iterates. In practice, one often modifies the algorithms in one way or another. Although there are no "rules of thumb," one confines the attention of the iterates to some compact set by using physical or economical constraints from the actual problems. As argued in [53], well-defined problems in applications always have either explicit bounds or implicit bounds. "For example, instability can be caused by values of $a_{n}$ that are too large or values of finite difference intervals that are too small. The path must be checked for undesirable behavior, whether or not there are hard constraints. If the algorithm appears to be unstable, then one could reduce the step size and restart at an appropriate point or even reduce the size of the constraint set. The path behavior might suggest a better algorithm." Based on such a consideration, much of the book [53] is devoted to projection or truncation algorithms.

To proceed, we use (10.2.3) to describe the projection algorithms. Both fixed-projection regions and random truncation bounds will be discussed.

## Projection Algorithms as Constraints

Suppose that $H$ is a constraint set. We demand the iterate to be in the set. To do so, write the recursive algorithm as

$$
\begin{equation*}
x_{n+1}=\Pi_{H}\left(x_{n}+a_{n} f\left(x_{n}, \xi_{n}\right)\right) \tag{10.2.8}
\end{equation*}
$$

where $\Pi_{H}$ denotes the projection onto the constraint set $H$. Basically, if the iterate is within the projection region, we simply keep the recursion running; if it is outside the region, we project it back. Define a "reflection" or correction term $z_{n}$ as

$$
a_{n} z_{n}=x_{n+1}-x_{n}-a_{n} f\left(x_{n}, \xi_{n}\right)
$$

i.e., it is the vector of shortest Euclidean length needed to take $x_{n}+a_{n} f\left(x_{n}, \xi_{n}\right)$ back to the constraint set $H$ if it is not in $H$. Using this notation, (10.2.8) can be rewritten as

$$
\begin{equation*}
x_{n+\mathbf{1}}=x_{n}+a_{n} f\left(x_{n}, \xi_{n}\right)+a_{n} z_{n} \tag{10.2.9}
\end{equation*}
$$

What kind of constraint sets can be included? In fact, a wide range of constraints can be considered; see [53, pp. 77-79] for several choices given in (A4.3.1)-(A4.3.3). One of the widely used such sets is a hyper cube. In this case, the iterates are confined to a cube with appropriate dimensions. Based on nonlinear programing type consideration, a more general region with boundaries given by differentiable functions may also be considered. Suppose $x \in \mathbb{R}^{r}$. Another possible candidate is an even more general set with $H$ being an $\mathbb{R}^{r-1}$-dimensional connected surface with continuously differentiable outer normal.

## Soft Constraints

The projection or truncation algorithms discussed so far may be considered as "hard constraints." The iterates are required to be in the constraint set $H$ at all the time (for all $n$ ). Sometimes, we may wish to relax these "hard constraints," and allow them to be violated slightly from time to time. Roughly, such constraints are "soft constraints." In various applications, one often wants to use the hard constraints and the soft constraints in a combined manner.

The following example is taken from [53, Section 5.5]. The soft constraint is taken as the sphere

$$
S_{0}=\left\{x ;|x| \leq R_{0}\right\}
$$

Define

$$
q(x)=\left[\operatorname{dist}\left(x, S_{0}\right)\right]^{2}=\left[\inf _{y \in S_{0}}|x-y|\right]^{2}
$$

Then,

$$
q(x)= \begin{cases}\left(|x|-R_{0}\right)^{2} & \text { for }|x| \geq R_{0} \\ 0 & \text { otherwise }\end{cases}
$$

Its gradient is

$$
q_{x}(x)= \begin{cases}2 x\left(1-R_{0} /|x|\right) & \text { for }|x| \geq R_{0} \\ 0 & \text { otherwise }\end{cases}
$$

The algorithm is

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n} y_{n}-a_{n} K_{0} q_{x}\left(x_{n}\right) \tag{10.2.10}
\end{equation*}
$$

for sufficiently large positive $K_{0}$. In view of (10.2.10), the iterates are allowed to be outside the sphere, and the constraint on the sphere can be violated. However, by adding a a penalty term $K_{0} q_{x}(\cdot)$, we make sure that the iterates do not wander too far from the sphere, and the violation of the constraint set is in a tolerable range.

## Random Truncation Bounds

With the motivation of building a truncation region without prior knowledge of the truncation set, Chen and Zhu suggested a randomly varying truncation algorithm in 1986; see [12] and the references therein.

To proceed, we let $\{M(n)\}$ be a sequence of positive real numbers, such that $M(n) \xrightarrow{n}$ $\infty$. Define a sequence of integer-valued random variables $\sigma_{n}$, recursively as

$$
\begin{gather*}
\sigma_{0}=0  \tag{10.2.11}\\
\sigma_{n+1}=\sigma_{n}+I_{\left\{\mid x_{n}+a_{n} y_{\mid}>M\left(\sigma_{n}\right)\right\}} \tag{10.2.12}
\end{gather*}
$$

Now define the stochastic approximation algorithm with randomly varying truncations as

$$
\begin{align*}
x_{n+1}= & {\left[x_{n}+a_{n} y_{n}\right] I_{\left\{\left|x_{n}+a_{n} y_{n}\right| \leq M\left(\sigma_{n}\right)\right\}} }  \tag{10.2.13}\\
& +\hat{x} I_{\left\{\left|x_{n}+a_{n} y_{n}\right|>M\left(\sigma_{n}\right)\right\}}
\end{align*}
$$

The rationale is that at each iteration, one should check if the iterate obtained is within the randomly generated bound. If it is, do nothing; otherwise, return the iterate to a fixed point. Since $\sigma_{n}$ is monotone increasing, either $\sigma_{n} \rightarrow \sigma$ a finite limit, or $\sigma_{n} \rightarrow \infty$. The effort is then to show that a finite $\sigma$ exists. When a finite $\sigma$ exists, then there exists a $\bar{n}(n)$, such that for all $n \geq \bar{n}(n), \sigma_{n}$ is sufficiently close to $\sigma$ and $\left|x_{n}+a_{n} y_{n}\right| \leq M(\sigma)$. Therefore, for any $n \geq \bar{n}(n)$, we have $\left|x_{n}\right| \leq M(\sigma)$, i.e., after finitely many steps, $x_{n}$ will be bounded uniformly for almost all sample points $\omega$. Thus eventually (for large $n$ ) the algorithm becomes a standard one with bounded iterates.

### 10.2.4 Global Stochastic Approximation

An important task in control, optimization and related fields is to locate the global minimum of $f(\cdot): \mathbb{R}^{r} \mapsto[0, \infty)$, a smooth function, which has multiple local minima. The situation of interest is: We cannot calculate the gradient of $f(\cdot)$ explicitly and only noise corrupted gradient estimates or measurements, $\nabla f(x)+$ noise, are available. Consequently standard deterministic algorithms are not able to produce desirable results. One needs to rely on stochastic approximation type of algorithms. Nevertheless, a stochastic approximation algorithm of the form

$$
\begin{equation*}
x_{n+1}=x_{n}-a_{n}\left(\nabla f\left(x_{n}\right)+\xi_{n}\right), \tag{10.2.14}
\end{equation*}
$$

may lead to the convergence to a local minimum. Let $S_{l}$ denote the collection of all the minima of $f(x)$. Under broad conditions (see for example, Kushner and Clark [43] or the more up-to-date treatment of Kushner and Yin [53]), $x_{n} \rightarrow S_{l}$ w.p.1. Very often the iterates will be trapped at a local minimum and will miss the global one. To overcome the difficulties, much effort has been made to design suitable procedures for the global optimization task. In the 1980 s, one such global optimization methods, simulated annealing, started attracting the attentions of researchers and practitioners. In [36], Kirkpatrick, Gelatt and Vecchi proposed a method of solution by running the Metropolis algorithm [58] while gradually lowering the temperature. Further analysis on the methods via Monte Carlo techniques are contained in Kushner [41], and Gelfand and Mitter [28] among others (see also Dippon and Fabian [18] for a different treatment). The rate of convergence is analyzed in Yin [95]. Algorithms with restarting devices are considered in Yin [96]; see also the applications to image estimation problems in [98] and the references therein. To proceed, consider

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{A}{n^{\gamma}}\left(\nabla f\left(x_{n}\right)+\xi_{n}\right)+\frac{B}{n^{\gamma / 2} \sqrt{\ln \left[n^{1-\gamma}+A_{0}\right]}} W_{n}, \text { for } 0<\gamma<1 \tag{10.2.15}
\end{equation*}
$$

and/or

$$
\begin{equation*}
x_{n+1}=x_{n}-\frac{A}{n}\left(\nabla f\left(x_{n}\right)+\xi_{n}\right)+\frac{B}{\sqrt{n \ln \ln \left(n+A_{0}\right)}} W_{n} \tag{10.2.16}
\end{equation*}
$$

where $A, A_{0}$ and $B$ are some positive constants. Notice that there are two noise sequences, of which $\left\{\xi_{n}\right\}$ is a sequence of measurement noise, and $\left\{W_{n}\right\}$ is a sequence of added random perturbations. Following the basic premise of the annealing scheme, the purpose of the use of $\left\{W_{n}\right\}$ is to give the iterates enough excitation and to force $x_{n}$ jumping around so that the iterates will not be trapped at one of the local minima. This idea can also be used in conjunction with KW type algorithms. In such a case, $\nabla f(x)+\xi_{n}$ is replaced by its gradient estimate using only values of functions at design points.

### 10.2.5 Continuous-time Stochastic Approximation Algorithms

Until now, we have only mentioned stochastic approximation in discrete-time. There are continuous-time version stochastic approximation algorithms. In addition to the mathematical interest, the reason for considering the continuous version algorithm stems from the fact that the continuous-time algorithms are good approximations to discrete-time problems when the sampling speed is high. It is important to establish that no problems arise should the sampling rate become very high. This point was well taken in [59] for least squares type estimation schemes.

Consider the following stochastic approximation algorithms in continuous-time:

$$
\begin{equation*}
\dot{x}(t)=a(t)(f(x(t))+\xi(t)) \tag{10.2.17}
\end{equation*}
$$

where $a(t) \geq 0$ is the step size satisfying

$$
a(t) \rightarrow 0, \quad \int_{0}^{\infty} a(t) d t=\infty
$$

$\xi(t)$ represents the noise. In [43], continuous-time stochastic approximation problems were treated extensively in addition to the discrete-time problems. Some of the recent work include [97] among others. Because in various applications, discrete-version of the problems is more frequently encountered, in this chapter we will mainly concentrate on discrete-time algorithms.

### 10.2.6 Stochastic Approximation in Function Spaces

The setting of stochastic approximation can be carried over to infinite dimensional spaces, e.g., Banach spaces and/or Hilbert spaces. In addition to the pure mathematical interest, the motivation of the study stems from the fact in various optimization problems, the solutions of the problems involve finding the root or the optimum for points not living in Euclidean spaces, but in function spaces. For example, consider a system with transfer function $K(\cdot)$, input $z(\cdot)$, sampling interval $\Delta$, and output (at sampling time $n \Delta$ )

$$
y_{n}=\int_{0}^{T} K(s) z(n \Delta-s) d s+\psi_{n}
$$

where $\left\{\psi_{n}\right\}$ is a stationary sequence of observation noise with zero mean that is independent of $z(\cdot)$. To estimate $K(\cdot)$, one can use the following recursive algorithm

$$
K_{n+1}(u)=K_{n}(u)-\varepsilon z(n \Delta-u)\left(\int_{0}^{T} K_{n}(s) z(n \Delta-s) d s-y_{n}\right)
$$

where $\varepsilon>0$ is a constant step size. Working with, for example, $K(\cdot) \in L_{2}[0, T]$, the space of square integrable functions on $[0, T]$, the problem becomes a stochastic approximation type procedure in a Hilbert space. For a detailed account on the treatment of this problem, see [47]. Stochastic approximation methods in function spaces have been studied by a host of researchers. To mention just a few, see [5, 37, 70, 82, 103] among others.

### 10.3 Convergence

This section is concerned with convergence of stochastic approximation algorithms. To avoid the complex technical details and to bring out the salient features of the problems,
we shall consider stochastic approximation algorithms with the simplest form. As a result, much of the subsequent development focuses on algorithms with additive noise. We do not attempt to present the weakest conditions here, but rather aim to present the results in their simple form. It should be mentioned that much more general systems with time-varying functions, nonadditive noise, state dependent noise, and complex projection regions can be dealt with. We refer the reader to [53] for various detailed treatments. Here, in this paper, we concentrate on the ordinary differential equation approach (ODE), which establishes connections of the discrete iteration and the continuous-time dynamic systems.

### 10.3.1 ODE Methods

The ODE method combines probability ideas and analysis techniques. Instead of working with the discrete iteration directly, we take a continuous-time interpolation. To get some insight on how the method works, we first give some heuristic argument.

Consider (10.2.1). Suppose that the function $f(\cdot)$ is continuous. Also for simplicity, assume the measurement or observation error is a sequence of independent and identically distributed random variables. Choose a small $\Delta>0$ such that

$$
\begin{align*}
& \sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} \approx \Delta \text { or equivalently }  \tag{10.3.18}\\
& m_{n}^{\Delta}=\max \left\{m ; \sum_{j=n}^{n+m-1} a_{j}<\Delta\right\} \tag{10.3.19}
\end{align*}
$$

Then iterating on (10.2.1) yields

$$
\begin{equation*}
x_{n+m_{n}^{\Delta}}=x_{n}+\sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} f\left(x_{j}\right)+\sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} \xi_{j} . \tag{10.3.20}
\end{equation*}
$$

For $\Delta$ small enough and for continuous $f(\cdot)$, for $n \leq j \leq n+m_{n}, f\left(x_{j}\right)$ is "close" to $f\left(x_{n}\right)$ by the continuity. As a result

$$
\sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} f\left(x_{j}\right) \approx \sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} f\left(x_{n}\right) \approx \Delta f\left(x_{n}\right)
$$

and

$$
\begin{equation*}
x_{n+m_{n}^{\Delta}}-x_{n} \approx \Delta f\left(x_{n}\right)+\text { error } \tag{10.3.21}
\end{equation*}
$$

How big is the error? Let us compute its variance:

$$
\operatorname{Var}(\text { error })=\operatorname{Var}\left(\sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j} \xi\right)=O\left(\sum_{j=n}^{n+m_{n}^{\Delta}-1} a_{j}^{2}\right)=O\left(\Delta a_{n}\right)
$$

Therefore

$$
\frac{x_{n+m_{n}^{\Delta}}-x_{n}}{\Delta} \approx f\left(x_{n}\right)+\text { error with diminishing variance. }
$$

Therefore, over small a interval, the mean change of the values of the parameter is much more important than that of the noise. The noise is averaged out in the limit, and the asymptotic behavior can be approximated by the differential equation

$$
\begin{equation*}
\dot{x}=f(x) \tag{10.3.22}
\end{equation*}
$$

To prepare us for the study of the desired asymptotic properties, let us recall the notion of equicontinuity. Let $\left\{f_{n}\right\}$ denote a sequence of $\mathbb{R}^{r}$-valued functions on $[0, \infty)$. The set is said to be equicontinuous in $C^{r}[0, \infty)$ (the set of $\mathbb{R}^{r}$-valued continuous functions defined on $[0, \infty)$ ) if $\left\{f_{n}(0)\right\}$ is bounded and for each $T$ and $\varepsilon>0$, there is a $\delta>0$ such that for all $n$

$$
\begin{equation*}
\sup _{|t-s| \leq \delta,|t| \leq T}\left|f_{n}(t)-f_{n}(s)\right| \leq \epsilon \tag{10.3.23}
\end{equation*}
$$

The well-known Arzelà-Ascoli Theorem states:
Theorem 10.3.1 Let $\left\{f_{n}\right\}$ be a sequence of functions in $C^{r}[0, \infty)$, and let the sequence be equicontinuous. Then there is a subsequence that converges to some continuous limit, uniformly on each bounded interval.

Remark In fact, it is more convenient to work with a sequence of functions that are piecewise constant interpolation of the iterates. However, in this case, the equicontinuity and Theorem 10.3.1 need to be modified. In [53, Chapter 4], we defined the notion of equicontinuity in the extended sense and used it to study the stochastic approximation problems. In what follows, for simplicity, we use piecewise linear interpolation and use Theorem 10.3.1 to avoid the technical details.

To formulate the problem, we take piecewise linear interpolations and work on sequences of continuous functions. To do so, define

$$
\begin{gather*}
t_{n}=\sum_{j=0}^{n-1} a_{j}  \tag{10.3.24}\\
x^{0}\left(t_{n}\right)=x_{n}  \tag{10.3.25}\\
x^{0}(t)=\frac{t_{n+1}-t}{a_{n}} x_{n}+\frac{t-t_{n}}{a_{n}} x_{n+1}, \quad t \in\left(t_{n}, t_{n+1}\right) \tag{10.3.26}
\end{gather*}
$$

That is, the interpolation interval is $\left(t_{n}, t_{n+1}\right)$. Next, to bring the asymptotic behavior of the process to the foreground, define a shifted sequence by

$$
x^{n}(t)=x^{0}\left(t+t_{n}\right)
$$

Under suitable conditions, it can be shown that $\left\{x^{n}(\cdot)\right\}$ is uniformly bounded and equicontinuous. By Ascoli-Arzelá Theorem, we can extract a convergent subsequence $x^{n_{k}}(\cdot)$ such that $x^{n_{k}}(\cdot) \rightarrow x(\cdot)$. Then we characterize the limit $x(\cdot)$ and prove that it is nothing but the solution of the ODE (10.3.22). Why is such an ordinary differential equation important? The reason is clear. The stationary points of (10.3.22) are exactly the roots of $f(\cdot)$ that we are searching for. To proceed, we state a convergence result.

First let us recall the definition of "asymptotic rate of change is zero with probability one (w.p.1)." Denote

$$
m(t)=\sup \left\{m ; \sum_{j=0}^{m} a_{j} \leq t\right\}
$$

and

$$
M^{0}(t)=\sum_{j=0}^{m(t)-1} a_{j} \xi_{j}
$$

where $\left\{\xi_{n}\right\}$ is the noise sequence. We say the rates of change of $M^{0}(\cdot)$ go to zero with probability one as $t \rightarrow \infty$, if for some $T>0$,

$$
\begin{equation*}
\lim _{n \uparrow \infty} \sup _{j \geq n} \max _{0 \leq t \leq T}\left|M^{0}(j T+t)-M^{0}(j T)\right|=0 \text { w.p. } 1 \tag{10.3.27}
\end{equation*}
$$

If this holds for some positive $T$, then it holds for all $T>0$. Note that the w.p. 1 convergence of $\sum_{j} a_{j} \xi_{j}$ implies (10.3.27), but not the other way around. For example, the function $\sum_{j=0}^{m(t)-1}(1 /(j+1))$ for $t>0$ satisfies (10.3.27) but $\sum_{j}(1 /(j+1))$ does not converge. To proceed, we state a convergence result.

## Theorem 10.3.2 Suppose the following conditions are satisfied.

- $f(\cdot)$ is continuous.
- The asymptotic rate of change of $M^{0}(t)$ is zero w.p.1.
- The iterates $\left\{x_{n}\right\}$ are bounded w.p.1.
- Denote

$$
Z=\left\{x \in \mathbb{R}^{r} ; f(x)=0\right\}
$$

There is a twice continuously differentiable function $V(\cdot)$ satisfying

$$
V_{x}^{\prime}(x) f(x)<0 \text { for all } x \notin Z
$$

where $V_{x}(\cdot)$ denotes the derivative of $V(\cdot)$.
Then

$$
\lim _{n} d\left(x_{n}, Z\right)=\liminf _{n}\left\{\left|x_{n}-y\right| ; y \in Z\right\}=0 \text { w.p.1. }
$$

If $Z=\left\{x^{*}\right\}$, a singleton set, then $x_{n} \rightarrow x^{*}$ w.p.1.
Remark. The function $V(\cdot)$ used above is simply a Liapunov function for the differential equation (10.3.22). The requirement indicates that we need the stationary points of the ordinary differential equation to be asymptotically stable.

In the above, for simplicity, we have assumed the iterates $\left\{x_{n}\right\}$ to be bounded w.p.1. This can be realized by use of truncation algorithms mentioned previously. Even without using projections or truncations the boundedness may also be proved in certain cases and sufficient conditions guaranteeing this boundedness can be obtained. For more detailed discussion on this matter, we refer to [53, Chapters 5 and 6].

### 10.3.2 Weak Convergence Method

First, let us recall the definition of weak convergence. Let $X_{n}$ and $X$ be $\mathbb{R}^{r}$-valued random variables. We say that $X_{n}$ converges weakly to $X$ iff for any bounded and continuous function $g(\cdot)$,

$$
E g\left(X_{n}\right) \rightarrow E g(X)
$$

$\left\{X_{n}\right\}$ is said to be tight iff for each $\eta>0$, there is a compact set $K_{\eta}$ such that

$$
P\left(X_{n} \in K_{\eta}\right) \geq 1-\eta \text { for all } n
$$

The definitions of weak convergence and tightness extend to random variables in a metric space. The notion of weak convergence is a substantial generalization of convergence in distribution. It implies much more than just convergence in distribution since $g(\cdot)$ can be chosen in many interesting ways. On a complete separable metric space, the notion of tightness is equivalent to sequential compactness. This is known as the Prohorov's Theorem. Due to this theorem, we are able to extract convergent subsequences once tightness is verified. Let $D^{r}[0, \infty)$ denote the space of $\mathbb{R}^{r}$-valued functions that are right continuous and have left-hand limits, endowed with the Skorohod topology. For various notations
and terms in weak convergence theory such as Skorohod topology, Skorohod representation etc. and many others, we refer to [22, 40] and the references therein. To carry out the weak convergence analysis, one often uses a martingale problem formulation, which to some extent is a weak sense solution of a stochastic differential equation. Consider a stochastic differential equation

$$
d x(t)=b(x(t)) d t+\sigma(x(t)) d w(t)
$$

The differential generator for the diffusion process $x(\cdot)$ given above is

$$
\mathcal{L} h(x)=h_{x}^{\prime}(x) b(x)+\frac{1}{2} \sum_{i, j} h_{x_{i} x_{j}}(x) a_{i j}(x)
$$

where

$$
h_{x_{i} x_{j}}(x)=\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} h(x) \text { and } a(x)=\sigma(x) \sigma^{\prime}(x)
$$

Define

$$
M_{h}(t)=h(x(t))-h(x(0))-\int_{0}^{t} \mathcal{L} h(x(s)) d s
$$

If $M_{h}(\cdot)$ is a martingale for each $h(\cdot) \in C_{0}^{2}$ ( $C^{2}$ function with compact support), then $x(\cdot)$ is said to solve a martingale problem with operator $\mathcal{L}$. The problem of identifying the weak limit of a sequence can be recast as the characterization of a solution of an appropriate martingale problem.

In studying stochastic approximation algorithms, the techniques of weak convergence have been found to be very useful. The application of weak convergence methods usually requires first tightness be proved and then the limit process be characterized. First, when treating constant-step size algorithms, the pertinent notion of convergence is in the sense of weak convergence. Second, to deal with rate of convergence issues and/or to design stopping rules for the iterates always involve the distributional convergence of sequences of suitably scaled random processes. To study the asymptotics in such a distributional setting, weak convergence is the most useful method in our tool box.

Now let us state a result in regard to the constant-step size algorithm. Take a piecewise constant interpolation as

$$
x^{\varepsilon}(t)= \begin{cases}x_{0}, & \text { when } t=0 \\ x_{n}, & \text { when } t \in[n \epsilon, n \epsilon+\varepsilon)\end{cases}
$$

The sample paths of the process $x^{\varepsilon}(\cdot)$ are in $D^{r}[0, \infty)$.
Theorem 10.3.3 Consider algorithm (10.2.1) with the deceasing step size replaced by a constant step size $\varepsilon>0$. Suppose:

- $f(\cdot)$ is continuous.
- The initial condition satisfies $x_{0}^{\varepsilon} \Rightarrow x_{0}$.
- For each $x$,

$$
\frac{1}{n} \sum_{j=m}^{n+m} E_{m} \xi_{j} \rightarrow 0 \text { in probability } \quad \text { as } n \rightarrow \infty
$$

where $E_{m}$ denotes the conditional expectation with respect to the $\sigma$-algebra $\mathcal{F}_{m}=\sigma\left\{x_{0}, \xi_{j}, j<\right.$ $m\}$. Then $\left\{x^{\varepsilon}(\cdot)\right\}$ is tight in $D^{r}[0, \infty)$, and any weakly convergent subsequence has a limit $x(\cdot)$ which is a solution of the ordinary differential equation (10.3.22). Moreover, if $\left\{x_{n}\right\}$ is tight, $f(\cdot)$ has a unique stable point $x^{*}$, and if $t_{\varepsilon} \rightarrow \infty$ as $\varepsilon \rightarrow 0$, then $x^{\varepsilon}\left(\cdot+t_{\varepsilon}\right)$ converges weakly to $x^{*}$.

Remark Note that sufficient conditions for the tightness of $\left\{x_{n}\right\}$ can often be obtained with the help of the perturbed test function method that is developed by Kushner and co-workers. To prove the first result of the theorem (the convergence to the mean ODE), a truncation device [40, p. 83] or [53, Section 8.5] can be used.

The condition on the noise above is of the law of large number type. The required convergence is in the sense of weak convergence. The insertion of the conditional expectation $E_{m}$ makes the condition weaker than without it (e.g., it is automatically satisfied for a sequence of i.i.d. noise with zero mean). The weak convergence to the solution of the ordinary differential equation gives us a result on $t$ belonging to a large but still bounded interval, whereas the convergence of $x^{\varepsilon}\left(\cdot+t_{\varepsilon}\right)$ illustrates the behavior of the iterates for small $\varepsilon$ and large $n$ (as $\varepsilon \rightarrow 0$ and $n \rightarrow \infty$ simultaneously).

One of the effective ways of analyzing stochastic approximation algorithms with statedependent noise is the invariant measure approach of Kushner and Shwartz [46]. Not only can we treat complex noise processes, but also we can deal with discontinuity in the underlying function. A more refined argument is in [53].

### 10.4 Rates of Convergence

Once the convergence of a stochastic approximation algorithm is established, the next task is to ascertain the convergence rate. To begin, the first question is: For stochastic approximation, what do we mean by "rate of convergence?" To answer the question, consider, for instance, Eq. (10.2.1). Suppose that $x_{n} \rightarrow x^{*}$ (the true parameter) w.p. 1 as $n \rightarrow \infty$. To study the convergence rate, we take a suitably scaled sequence

$$
u_{n}=\left(x_{n}-x^{*}\right) / a_{n}^{\alpha}
$$

for some $\alpha>0$ [In case of constant-step size algorithm, this is changed to ( $x_{n}-x^{*}$ )/ $\varepsilon^{\alpha}$.] The idea is to choose $\alpha$ such that $u_{n}$ converges (in distribution) to a nontrivial limit. The scaling factor $\alpha$ together with the asymptotic covariance of the scaled sequence gives us the rate of convergence. That is, the scaling $\alpha$ tells us the dependence of the estimation error $x_{n}-x^{*}$ on the step size, and the asymptotic covariance is a mean of assessing "goodness" of the approximation. For general references on rate of convergence, we refer the reader to [24, $43,44,48,53]$. For related work on convergence rate of variants of stochastic approximation, see [55, 95].

As mentioned above, by using the definition of the rate of convergence, we are effectively dealing with convergence in the distributional sense. Since the randomness is attached, as in the investigation of convergence, the rate of convergence study is very different from any purely deterministic, root-finding and/or optimization algorithms. In lieu of examining the discrete iteration directly, we are again taking continuous-time interpolations.

### 10.4.1 Scaling Factor $\alpha$

What are the suitable scalings for the stochastic approximation algorithms? For decreasing step size algorithms, the suitable scaling is $\sqrt{a_{n}}$, and for constant step size algorithms, the scaling is $\sqrt{\varepsilon}$. In both cases, the factor $\alpha=1 / 2$ is used. To some extent, this is dictated by the well-known central limit theorem.

### 10.4.2 Tightness of the Scaled Estimation Error

To validate our claim of the scaling factors, we need to show that $\left\{\left(x_{n}-x^{*}\right) / \sqrt{a_{n}}\right\}$ (resp. $\left.\left\{\left(x_{n}-x^{*}\right) / \sqrt{\varepsilon}\right\}\right)$ is tight. Such a proof can be carried out by means of a perturbed Liapunov function approach (see [40,53]). The approach is as follows: we examine the sequence $V\left(x_{n}\right)$, where $V(\cdot)$ is a Liapunov function of (10.3.22), and $x_{n}$ is obtained from a stochastic approximation algorithm. In proving the desired bound of $V\left(x_{n}\right)$, there will be some unwanted terms showing up. To get rid of them, we introduce a perturbation to the Liapunov function. The perturbation is small in magnitude, and results in appropriate cancelation in the iterate. Then we establish the bound of $V\left(x_{n}\right)$ via the perturbation. For a detailed account, see [53, Chapter 10].

For simplicity, consider again the simple algorithm (10.2.1) with $a_{n}=\varepsilon$, constant step size. We proceed to provide sufficient conditions guaranteeing the tightness of the scaled sequence.

Theorem 10.4.1 Suppose that the following conditions are satisfied:

- There is a unique asymptotically stable point $x^{*}$ of the $O D E$ (10.3.22).
- There is a twice continuously differentiable Liapunov function $V(\cdot)$ such that
$-V(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and $V_{x x}(x)$ is bounded for each $x$.
$-\left|V_{x}(x)\right| \leq \kappa\left(1+V^{\mathbf{1 / 2}}(x)\right)$.
$-|f(x)|^{2} \leq \kappa(1+V(x))$ for each $x$.
- $V_{x}^{\prime}(x) f(x) \leq-\lambda V(x)$ for some $\lambda>0$ and each $x \neq x^{*}$.
- The noise $\left\{\xi_{n}\right\}$ is a sequence of stationary random variables satisfying $E \xi_{n}=0$ and $E|\xi|^{2}<\infty$ such that

$$
\begin{align*}
\left|\sum_{j=m}^{\infty} E_{m} \xi_{j}\right| \leq \kappa  \tag{10.4.28}\\
\left|\sum_{j=m}^{\infty} E \xi_{m}^{\prime} \xi_{j}\right| \leq \kappa \tag{10.4.29}
\end{align*}
$$

Then there is an $N_{\varepsilon}$ such that for all $n \geq N_{\varepsilon}, E V\left(x_{n}\right)=O(\varepsilon)$. If in addition,

$$
V(x)=\left(x-x^{*}\right)^{\prime} Q\left(x-x^{*}\right)+o\left(\left|x-x^{*}\right|^{2}\right)
$$

(i.e., $V(x)$ is locally quadratic), then $\left\{\left(x_{n}-x^{*}\right) / \sqrt{\varepsilon} ; n \geq N_{\varepsilon}\right\}$ is tight.

We will not provide the proof. However, we will discuss the idea of perturbed Liapunov function briefly. To begin, it can be seen that by using the assumption on $f(\cdot)$ and $V(\cdot)$,

$$
\begin{align*}
& E_{n} V\left(x_{n+1}\right)-V\left(x_{n}\right) \\
& \quad=\varepsilon V_{x}^{\prime}\left(x_{n}\right) f\left(x_{n}\right)+E_{n} \varepsilon V_{x}^{\prime}\left(x_{n}\right) \xi_{n}+E_{n} \epsilon^{2} \frac{1}{2} y_{n}^{\prime} V_{x x}\left(x_{n}^{+}\right) y_{n}  \tag{10.4.30}\\
& \quad \leq \varepsilon V_{x}^{\prime}\left(x_{n}\right) f\left(x_{n}\right)+\varepsilon V_{x}^{\prime}\left(x_{n}\right) E_{n} \xi_{n}+O\left(\varepsilon^{2}\right)\left(1+V\left(x_{n}\right)+E_{n}\left|\xi_{n}\right|^{2}\right) \\
& \quad \leq-\lambda V\left(x_{n}\right)+\varepsilon V_{x}^{\prime}\left(x_{n}\right) E_{n} \xi_{n}+O\left(\varepsilon^{2}\right)\left(1+V\left(x_{n}\right)+E_{n}\left|\xi_{n}\right|^{2}\right)
\end{align*}
$$

where $x_{n}^{+}$is on the line segment joining $x_{n}$ and $x_{n+1}$. The second line in (10.4.30) follows from the growth condition on $f$. Define a perturbation

$$
V_{n}^{\varepsilon}=\varepsilon \sum_{j=n}^{\infty} E_{n} V_{x}^{\prime}\left(x_{n}\right) \xi_{j}
$$

Note that

$$
\begin{equation*}
\left|V_{n}^{\varepsilon}\right|=O(\varepsilon)\left(1+V\left(x_{n}\right)\right) \tag{10.4.31}
\end{equation*}
$$

Define

$$
\tilde{V}_{n}=V\left(x_{n}\right)+V_{n}^{\varepsilon}
$$

We then proceed to calculate $E_{n} \widetilde{V}_{n+1}-\widetilde{V}_{n}$. The defined perturbation will allow us to cancel the noise term in (10.4.30). Iterating on the recursion, taking expectation, and using the order of magnitude estimate (10.4.31), we can then obtain

$$
\begin{gather*}
E \widetilde{V}_{n+1} \leq\left(1-\varepsilon \lambda_{0}\right) E \widetilde{V}_{n}+O\left(\varepsilon^{2}\right)  \tag{10.4.32}\\
\leq\left(1-\varepsilon \lambda_{0}\right)^{n} E \widetilde{V}_{0}+\sum_{j=0}^{n}\left(1-\varepsilon \lambda_{0}\right)^{n-j} O\left(\varepsilon^{2}\right)  \tag{10.4.33}\\
=O(\varepsilon) \tag{10.4.34}
\end{gather*}
$$

where $0<\lambda_{0}<\lambda$. Now using (10.4.31) again, we also have $E V\left(x_{n+1}\right)=O(\varepsilon)$. The desired estimate follows.

### 10.4.3 Local Analysis

To obtain further results on rate of convergence, we linearize $f(x)$ about $x^{*}$, and carry out local analysis. Let us consider (10.2.1) with constant step size $\varepsilon>0$. Taking Taylor expansion about $x^{*}$ leads to

$$
x_{n+1}=x_{n}+\varepsilon f_{x}\left(x^{*}\right)\left(x_{n}-x^{*}\right)+\varepsilon \xi_{n}+\frac{1}{2} \varepsilon\left(x_{n}-x^{*}\right)^{\prime} f_{x x}\left(x_{n}^{*}\right)\left(x_{n}-x^{*}\right)
$$

where $x_{n}^{*}$ is on the line segment joining $x_{n}$ and $x^{*}$. Define $u_{n}=\left(x_{n}-x^{*}\right) / \sqrt{\varepsilon}$. Using this in the above equation yields

$$
\begin{equation*}
u_{n+1}=u_{n}+\varepsilon f_{x}\left(x^{*}\right) u_{n}+\sqrt{\varepsilon} \xi_{n}+O\left(\varepsilon^{3 / 2}\left|u_{n}\right|^{2}\left|f_{x x}\left(x_{n}^{*}\right)\right|\right) \tag{10.4.35}
\end{equation*}
$$

If $f_{x x}(\cdot)$ is bounded uniformly, and the conditions of Theorem 10.4.1 are satisfied, then the expectation of the norm of the last term in (10.4.35) is of the order $O\left(\varepsilon^{2}\right)$ and is thus negligible. Iterating on (10.4.35) gives us

$$
\begin{equation*}
u_{n+1}=u_{N_{\varepsilon}}+\varepsilon \sum_{j=N_{\varepsilon}}^{n} f_{x}\left(x^{*}\right) u_{j}+\sqrt{\varepsilon} \sum_{j=N_{\varepsilon}}^{n} \xi_{j}+o(1) \tag{10.4.36}
\end{equation*}
$$

where $o(1) \rightarrow 0$ in probability. To proceed, define a piecewise constant interpolation $u^{\varepsilon}(\cdot)$ as $u^{\varepsilon}(t)=u_{n}$ for $t \in\left[\varepsilon\left(n-N_{\varepsilon}\right), \varepsilon\left(n-N_{\varepsilon}+1\right)\right)$. In view of (10.4.36),

$$
u^{\varepsilon}(t+s)=u^{\varepsilon}(t)+\varepsilon \sum_{j=t / \varepsilon}^{(t+s) / \varepsilon} f_{x}\left(x^{*}\right) u_{j}+\sqrt{\varepsilon} \sum_{j=t / \varepsilon}^{(t+s) / \varepsilon} \xi_{j}+o(1)
$$

where $o(1) \rightarrow 0$ in probability uniformly in $t$. Then the following theorem can be established.

Theorem 10.4.2 Assume the following conditions are satisfied.

- All the conditions of Theorem 10.4.1 hold.
- $f_{x x}(\cdot)$ is bounded uniformly.
- The process

$$
\sqrt{\varepsilon} \sum_{j=0}^{t / \varepsilon} \xi_{j} \text { converges weakly to } w(t) \text { a Brownian motion with covariance } R t
$$

where $R$ is symmetric and positive definite.
Then $u^{\varepsilon}$. is tight in $D^{r}[0, \infty)$, and any weakly convergent subsequence has a limit $u(\cdot)$ that is a solution of

$$
\begin{equation*}
d u=f_{x}\left(x^{*}\right) u d t+R^{1 / 2} d \widetilde{w} \tag{10.4.37}
\end{equation*}
$$

where $R^{1 / 2}$ is the "square root" of $R\left(\right.$ i.e., $\left.R=R^{1 / 2}\left(R^{1 / 2}\right)^{\prime}\right)$, and $\widetilde{w}(\cdot)$ is a standard Brownian motion.

Note that in the above, we used the notation $t / \varepsilon$. Eq. (10.4.37) has a unique solution for each initial condition. This is understood to be its integral part. One of the main assumptions is the weak convergence of a scaled sequence of the noise to a Brownian motion. This is not a restriction at all. If $\left\{\xi_{n}\right\}$ is a sequence of independent and identically distributed random variables with zero mean and second moments (or a sequence of martingale difference noise), then this assumption is just the well-known Donsker's functional central limit theorem. Suppose that $\left\{\xi_{n}\right\}$ is a sequence of stationary $\varphi$-mixing noise with $E\left|\xi_{n}\right|^{2+\delta}<\infty$ for some $\delta>0$. Denote $p=(2+\delta) /(1+\delta)$, use the mixing measure $\varphi_{p}(\cdot)$ defined in (3.1) on [22, p. 350], and suppose

$$
\sum_{j} \varphi_{p}^{\delta /(1+\delta)}(j)<\infty
$$

Then by Theorem 7.3.1 in [22], $\sqrt{\varepsilon} \sum_{j=N_{\varepsilon}}^{t / \varepsilon} \xi_{j}$ converges weakly to a Brownian motion $w(\cdot)$ with covariance $R t$, where

$$
R=E \xi_{0} \xi_{o}^{\prime}+\sum_{j=1}^{\infty} E \xi_{0} \xi_{j}^{\prime}+\sum_{j=1}^{\infty} E \xi_{j} \xi_{0}^{\prime}
$$

Theorem 10.4.2 concentrates on constant step size algorithms. There is also a decreasing step size counterpart. In the decreasing step-size case, replace $\varepsilon$ and $\sqrt{\varepsilon}$ by $a_{n}$ and $\sqrt{a_{n}}$, respectively. Then we can show that $\left(x_{n}-x^{*}\right) / \sqrt{a_{n}}$ is tight for $n \geq N$. Define $t_{n}=$ $\sum_{j=0}^{n-1} a_{j}$ and take a piecewise constant interpolation $u^{n}(\cdot)$ with the interpolation interval $\left[t_{n}-t_{N}, t_{n+1}-t_{N}\right)$. We then proceed as in the previous case. The traditional central limit result can be obtained from Theorem 10.4.2. For instance, for the decreasing step-size case, suppose $f_{x}\left(x^{*}\right)$ is a stable matrix (i.e., all of its eigenvalues have negative real parts). Then the stationary covariance of the diffusion given in (10.4.37) is

$$
\bar{R}=\int_{0}^{\infty} \exp \left(f_{x}\left(x^{*}\right) t\right) R\left[\exp \left(f_{x}\left(x^{*}\right) t\right)\right]^{\prime} d t
$$

Alternatively, it is a solution of the algebraic Liapunov equation

$$
\bar{R} f_{x}\left(x^{*}\right)+f_{x}^{\prime}\left(x^{*}\right) \bar{R}=-R
$$

Consequently, we have $\left(x_{n}-x^{*}\right) / \sqrt{a_{n}}$ converges in distribution to a normal random variable with covariance $\bar{R}$ as $n \rightarrow \infty$.

### 10.4.4 Random Directions

One of the most important matters is to improve the performance of stochastic approximation algorithms. Let us consider KW algorithms. Each step of the KW algorithm uses $2 r$ observations (if two-sided finite difference is used). Thus $2 r$ steps are needed to get a derivative estimate. An alternative method is to update only one direction at each iteration using a finite difference estimate and to choose the direction randomly at each step. This results in using only two observations at each step. Such an idea appeared in Kushner and Clark [43] together with the associated convergence and rate of convergence results. At that time, it was noted that if the random directions are chosen at the unit sphere, then there is a little advantage as compared to the KW method. The recent work of Spall [77] indicated that if the random directions are chosen on the unit cube, then the performance is better than the KW algorithms. [Note that the length of the random direction vectors chosen in [77] is $\sqrt{r}$.] Further discussion is in [53, Chapter 10]. It is demonstrated in [53] that the crucial point is the choice of the random directions vector. In fact, if the random directions are chosen to be on the sphere of radius $\sqrt{r}$ then the random directions methods can be advantageous. Such an approach is particularly efficient for large dimensional problems. However, to apply the methods, care must be taken; see the discussion in [53, Chapter 10].

Introduce a sequence of random directions vectors by $\left\{d_{n}\right\}$. Then the random directions KW algorithm can be written as

$$
\begin{equation*}
x_{n+1}=x_{n}+a_{n} d_{n} \frac{y_{n}^{-}-y_{n}^{+}}{2 c_{n}} \tag{10.4.38}
\end{equation*}
$$

where

$$
y_{n}^{ \pm}=\left(y_{n, 1}^{ \pm}, \ldots, y_{n, r}^{ \pm}\right)^{\prime}, \quad y_{n, i}^{ \pm}=F\left(x_{n} \pm c_{n} e_{i}, \zeta_{n}^{ \pm}\right)
$$

and $F(\cdot)$ and $\left\{c_{n}\right\}$ were defined as in Section 2.2. For convergence and rate of convergence analysis results on random directions stochastic approximation algorithms, see [53, Chapter 10] and the references therein. It is conceivable such random directions methods will be very useful for a wide range of applications, especially for large-scale optimization tasks.

### 10.4.5 Stopping Rules

One topic that has not been discussed thus far is the design of stopping rules. In various applications, one needs to terminate the calculations if the desired precision is reached. To develop good stopping rules is an important matter. In regard to the work along this line, we mention the papers $[75,78,61,91]$. In these references, stopping rules were proposed based on the construction of various confidence intervals. Roughly speaking, the procedure is as follows. Choose $\alpha$, such that $0<\alpha<1$ and $1-\alpha$ is the desired confidence coefficient. Given $\varepsilon>0$, let $\nu_{\varepsilon}=\nu(\varepsilon, \alpha)$ denote the stopping rule, and Ellip $\nu_{\varepsilon}$ be the ellipsoidal region about the true parameter $x^{*}$, and $V\left(\right.$ Ellip $\left._{\nu_{\varepsilon}}\right)$ be the volume of the ellipsoid. As the volume shrinks, i.e., $\varepsilon \rightarrow 0$,

$$
P\left\{x^{*} \in \operatorname{Ellip}_{\nu_{\varepsilon}} \text { and } V\left(\operatorname{Ellip}_{\nu_{\varepsilon}}\right) \leq \varepsilon^{r}\right\} \rightarrow 1-\alpha
$$

To analyze such problems, a main task is to treat a stopped process of a suitably scaled estimation errors. In [91], this was done by means of weak convergence method and martingale averaging.

### 10.5 Large Deviations

This section is concerned with the large deviations approach to stochastic approximation methods. We first give the motivation of the study on the large deviations approach, and
then present certain results for stochastic approximation problems.

### 10.5.1 Motivation

To give motivation, we first recall the notion of large deviations. Let us begin with a simple example. Let $\left\{\zeta_{n}\right\}$ be a sequence of i.i.d. random variables with $E \zeta_{n}=0$ and $E \zeta_{n}^{2}=\sigma^{2}$. For simplicity, assume the underlying distribution is Gaussian [The Gaussian assumption allows us to get an explicit representation of the logarithm of the moment generating function.]

Define $S_{n}$ to be the sequence of partial sums, i.e., $S_{n}=\sum_{j=1}^{n} \zeta_{j}$. Suppose for $a>0$, we are interested in the probability of the event $\Xi_{a}=\left\{S_{n} / n>a\right\}$. The well-known law of large numbers indicates

$$
\frac{1}{n} S_{n} \rightarrow 0
$$

either w.p. 1 or in probability depending on if the strong law or the weak law is used. The central limit theorem implies

$$
P\left(\frac{S_{n}}{n}>a\right)=P\left(\frac{S_{n}}{\sqrt{n}}>a \sqrt{n}\right) \rightarrow 0 .
$$

So $\Xi_{a}$ is a rare event. Nevertheless, neither the law of large numbers nor the central limit theorem tells us how rare the event is and how small the associated probability is.

To undertake the study, we need to have detailed description beyond the normal deviation range. The large deviations approach is very useful in this regard. Use the Cramèr transformation or Legendre transformation

$$
\begin{gather*}
H(t)=\log E \exp (t \zeta)=\log \text { moment generating function of } \zeta  \tag{10.5.39}\\
L(a)=\inf _{t}[H(t)-t a]=-\frac{a^{2}}{2 \sigma^{2}} \tag{10.5.40}
\end{gather*}
$$

Note that in the last line above, we used the fact that $\zeta$ is normally distributed. The Chernoff's bound reads

$$
\lim _{n} \frac{1}{n} \log P\left(\frac{S_{n}}{n}>a\right)=L(a)
$$

It certainly gives the description on the probability of the event $\Xi_{a}$. What has been obtained is $P\left((1 / n) S_{n}>a\right)$ is "exponentially equivalent to" $\exp (L(a) n)=\exp \left(-a^{2} /\left(2 \sigma^{2}\right)\right)$.

### 10.5.2 Large Deviations for Stochastic Approximation

Now, let us consider (10.2.1) with $a_{n}=1 / n^{\gamma}$ (for some $0<\gamma<1$ ), for simplicity. Suppose that $O$ is a bounded open set that is in the domain of attraction ( $D A(0)$ ) of the ODE (10.3.22). Define the first exit time of the trajectories of $x^{n}(\cdot)$ from $O$ as

$$
\tau_{O}^{n}=\min \left\{t ; x^{n}(t) \notin O\right\} .
$$

Then under suitable conditions, for some $\lambda_{n}$,

$$
\lim _{n} \lambda_{n} \log P\left(\tau_{O}^{n} \leq T\right)=-v
$$

for some $v>0$. What is $\lambda_{n}$ ? It turns out $\lambda_{n}$ is precisely $\lambda_{n}=1 / n^{\gamma}$. This indicates that the probability of the trajectories exit from the bounded domain $O$ is exponentially small, and

$$
P\left(\tau_{G}^{n} \leq T\right) \sim \exp \left(-v n^{\gamma}\right)
$$

There is an analogue result for $a_{n}=1 / n$.
Use $P_{x}^{n}$ to denote the probability under the condition that $x^{n}(\mathbf{0})=x_{n}=x$. Suppose $B_{x} \subset C[0, T]$, the space of continuous functions defined on $[0, T]$ with initial value $x$. Then

$$
\begin{aligned}
-\inf _{\phi \in B_{x}^{0}} S(T, \phi) & \leq \liminf _{n} a_{n} \log P_{x}^{n}\left\{x^{n}(\cdot) \in B_{x}\right\} \\
& \leq \limsup _{n} a_{n} \log P_{x}^{n}\left\{x^{n}(\cdot) \in B_{x}\right\} \\
& \leq-\inf _{\phi \in \bar{B}_{x}} S(T, \phi)
\end{aligned}
$$

where $\bar{B}_{x}$ is the closure of $B_{x}$, and

$$
S(T, \phi)=\int_{0}^{T} L(\dot{\phi}(s), \phi(s), s) d s
$$

if $\phi(\cdot)$ is absolutely continuous and takes the value $\infty$ otherwise. The function $S(T, \phi)$ is the usual action functional of the theory of large deviations. In the above, $L(\cdot)$ plays the role of a cost function-penalty for the path to depart from the mean trajectory. For various developments of the large deviations approach to stochastic approximation, we refer to the paper of Dupuis and Kushner [20] and the references therein.

### 10.6 Asymptotic Efficiency

It has been a longtime effort to improve the performance of stochastic approximation type algorithms. In view of the discussion in the section on rate of convergence, what one wants is to have the largest $\alpha$ and smallest covariance possible. The exploration on the improvement of efficiency can be traced back to Chung [17].

To obtain asymptotically more efficient algorithms, one considers the following type of algorithms (see $[17,81,54,85]$ and the references therein)

$$
\begin{equation*}
x_{n+1}=x_{n}+\frac{\Gamma}{n}\left(f\left(x_{n}\right)+\xi_{n}\right), \tag{10.6.41}
\end{equation*}
$$

where $\Gamma$ is a matrix to be determined. Suppose

$$
f(x)=H\left(x-x^{*}\right)+g(x)
$$

where $g(x)=O\left(\left|x-x^{*}\right|^{2}\right)$ and $H$ is a stable matrix having all of its eigenvalues living in the left half of the complex plan. Under suitable conditions (for example, those in the next section), it can be shown that for $\left\{x_{n}\right\}$ given by (10.6.41)

$$
\sqrt{n}\left(x_{n}-x^{*}\right) \rightarrow N(0, \Sigma) \text { in distribution as } n \rightarrow \infty
$$

where $N(0, \Sigma)$ denotes a normal distribution with 0 mean and covariance $\Sigma$, and $\Sigma=\Sigma(\Gamma)$. It can be shown that $\Sigma(\Gamma)$ satisfies the following Liapunov equation

$$
(I / 2+\Gamma H) \Sigma+\Sigma(I / 2+\Gamma H)^{\prime}=-\Gamma S_{0} \Gamma^{\prime}
$$

where $S_{0}$ is the error covariance matrix. By means of algebraic comparisons, it can be shown (see Wei [85, Theorem 1]) that by choosing $\Gamma=-H^{-1}$, the optimal covariance matrix $\Sigma^{*}$ can be obtained and is given by:

$$
\Sigma^{*}=H^{-1} S_{0}\left(H^{-1}\right)^{\prime}
$$

Since $H^{-1}$ is very unlikely to be known, various approximation procedures have been sought. Instead of using (10.6.41), the following algorithm is employed

$$
x_{n+1}=x_{n}+\frac{\Gamma_{n}}{n}\left(f\left(x_{n}\right)+\xi_{n}\right)
$$

where $\left\{\Gamma_{n}\right\}$ is a sequence of estimates of $\Gamma$. For multidimensional problems, no matter what kind of procedures are taken for estimating $\Gamma$ (i.e., estimating every entry of $\Gamma$ ), the computation task involved is very intensive. As a consequence, the results in adaptive stochastic approximation are largely of theoretical nature and have not been used widely in various applications. Instead, the standard stochastic approximation algorithms have been employed extensively in a wide range of problems. In the rest of this section, we discuss two classes of algorithms. The first one uses iterate averaging, and the second one uses averaging in both the iterates and the observations. These algorithms give us asymptotic optimality without the sacrifice of using complex estimation schemes.

### 10.6.1 Iterate Averaging

In the late 80 's Polyak [63] and Ruppert [69] independently proposed and analyzed a very interesting model for recursive algorithms of stochastic approximation type. The main idea of their approach is the use of averaging of iterates obtained from a classical stochastic approximation algorithm with slowly varying gains. Consider the following algorithm:

$$
\begin{align*}
& x_{n+1}=x_{n}+\frac{1}{n^{\gamma}}\left(f\left(x_{n}\right)+\xi_{n}\right)  \tag{10.6.42}\\
& \bar{x}_{n+1}=\bar{x}_{n}-\frac{1}{n+1} \bar{x}_{n}+\frac{1}{n+1} x_{n+1}
\end{align*}
$$

where $1 / 2<\gamma<1$. They concluded that such algorithms are asymptotically optimal in that they have the best scaling $\alpha$ and the smallest variance.

Uncorrelated noise processes were treated in [63]. Extension to $\varphi$-mixing type processes was carried out in [93], and further generalization is in [49]. We can first prove the convergence of the algorithm via the ODE approach. Then as in the classical SA problem, it can be shown that $E V\left(x_{n}\right)=O\left(n^{\gamma}\right)$. Define

$$
A_{n j}= \begin{cases}\prod_{k=j+1}^{n}\left(I+H / k^{\gamma}\right), & n \geq j+1 \\ I ; & n=j\end{cases}
$$

Choose $\nu=\nu(n)$ such that as $n \rightarrow \infty, \nu(n) \rightarrow \infty$ but $\nu(n) / \sqrt{n} \rightarrow 0$. Then

$$
x_{n+1}=A_{n, \nu-1} x_{\nu}+\sum_{j=\nu}^{n} \frac{1}{j^{\gamma}} A_{n j} g\left(x_{j}\right)+\sum_{j=\nu}^{n} \frac{1}{j^{\gamma}} A_{n j} \xi_{j},
$$

and

$$
\begin{aligned}
\sqrt{n+1} \bar{x}_{n+1}= & \frac{1}{\sqrt{n+1}} \sum_{k=1}^{\nu-1} x_{k}+\frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} A_{k, \nu-1} x_{\nu} \\
& +\frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} \sum_{j=\nu}^{k} \frac{1}{j^{\gamma}} A_{k j} g\left(x_{j}\right)+\frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} \sum_{j=\nu}^{k} \frac{1}{j^{\gamma}} A_{k j} \xi_{j} .
\end{aligned}
$$

We then show under appropriate conditions

$$
\begin{aligned}
& \frac{1}{\sqrt{n+1}} \sum_{k=1}^{\nu-1} x_{k} \xrightarrow{n} 0 \text { w.p. } 1 \\
& \frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} A_{k, \nu-1} x_{\nu} \xrightarrow{n} 0 \text { in probability } \\
& \frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} \sum_{j=\nu}^{k} \frac{1}{j^{\gamma}} A_{k j} g\left(x_{j}\right) \xrightarrow{n} 0 \text { in probability. }
\end{aligned}
$$

In addition,

$$
\frac{1}{\sqrt{n+1}} \sum_{k=\nu}^{n} \sum_{j=\nu}^{k} \frac{1}{j^{\gamma}} A_{k j} \xi_{j}=-\frac{H^{-1}}{\sqrt{n}} \sum_{j=1}^{n} \xi_{j}+o(1)
$$

where $o(1) \xrightarrow{n} 0$ in probability.
Next, define

$$
\begin{gather*}
B_{n}(t)=\frac{1}{\sqrt{n}} \sum_{j=1}^{[n t]} \xi_{j}  \tag{10.6.43}\\
\tilde{B}_{n}(t)=-\frac{1}{\sqrt{n}} \sum_{j=1}^{[n t]} H^{-1} \xi_{j} \tag{10.6.44}
\end{gather*}
$$

where $[z]$ denotes the largest integral part of $z$. Under suitable conditions, we can show $B_{n}(\cdot)$ converges weakly to a Brownian motion $B(\cdot)$ with covariance matrix $S_{0}$, where $S_{0}$ is given by

$$
S_{0}=E\left(\xi_{1} \xi_{1}^{\prime}\right)+\sum_{k=2}^{\infty} E\left(\xi_{1} \xi_{k}^{\prime}\right)+\sum_{k=2}^{\infty} E\left(\xi_{k} \xi_{1}^{\prime}\right)
$$

In addition, by the Slutsky theorem, $\tilde{B}_{n}(\cdot)$ converges weakly to a Brownian motion $\tilde{B}(\cdot)$ with covariance matrix

$$
S=H^{-1} S_{0}\left(H^{-1}\right)^{\prime}
$$

As a result, the desired asymptotic optimality is established. For further approaches, see [49] (see also [53, Chapter 11]) among others.

### 10.6.2 Smoothed Algorithms

With the motivation of improving the transient performance, we study another class of stochastic approximation/optimization algorithm. The essence of this algorithm is the utilization of averaging in both iterates (or states according to systems theory terminology, or design points according to statistical terms) $x$ 's and noisy observations. It will be shown that the algorithm also possesses asymptotic optimality. The origin of the algorithm can be traced back to Bather [3]. In that reference, a scalar problem was considered, applications of stochastic approximation to the sequential estimation of $L D_{50}$ were dealt with and some heuristic arguments were presented. Additional discussion of a scalar linear problem with i.i.d. random noise was provided in [71] by decomposing the underlying difference equations into deterministic and random parts, and deriving a representation formula.

For $1 / 2<\gamma<1$, consider the following algorithm: Choose an initial value $x_{1}$, and let $\left\{x_{n}\right\}$ be given by

$$
\begin{equation*}
x_{n+1}=\frac{1}{n} \sum_{j=1}^{n} x_{j}+\frac{1}{n^{\gamma}} \sum_{j=1}^{n} y_{j}, \quad n \geq 1 \tag{10.6.45}
\end{equation*}
$$

Define

$$
\bar{y}_{n}=\frac{1}{n} \sum_{j=1}^{n} y_{j}=\frac{1}{n} \sum_{j=1}^{n}\left(f\left(x_{j}\right)+\xi_{j}\right), \bar{x}_{n}=\frac{1}{n} \sum_{j=1}^{n} x_{j} .
$$

Equation (10.6.45) then can be rewritten as

$$
x_{n+1}=\bar{x}_{n}+n \frac{1}{n^{\gamma}} \bar{y}_{n} .
$$

The essential feature of this algorithm is the use of averaging in both iterates and observations. By means of averaging, the fluctuation is smoothed out. The idea is as follows. By using larger step size, the iterates are forced to get to a neighborhood of the true parameter $x^{*}$ faster, and by taking averages of both iterates and observations, rough iterates are smoothed out and modified. We shall refer to this algorithm as the smoothed stochastic approximation algorithm. Rigorous proofs and justifications for multivariate cases were provided in Yin and Yin [100]. Multidimensional systems are treated and much more general noise is considered there, which is indeed needed for many applications arising in systems theory, control and optimization problems.

Let us assume:
A. There exists a unique $x^{*}$ such that $f\left(x^{*}\right)=0$. The function $f(\cdot)$ is Lipschitz continuous and satisfies the following conditions:

$$
\begin{gather*}
|f(x)|^{2} \leq \kappa\left(1+|x|^{2}\right) \text { for some } \kappa>0  \tag{10.6.46}\\
f(x)=H\left(x-x^{*}\right)+g(x) \tag{10.6.47}
\end{gather*}
$$

where $|g(x)|=O\left(\left|x-x^{*}\right|^{2}\right), H$ is a stable matrix such that all of its eigenvalues have negative real parts.
B. There is a twice continuously differentiable Liapunov function $V(\cdot): \mathbb{R}^{r} \rightarrow \mathbb{R}$ such that, $V(x) \geq 0,\left|V_{x}(x)\right| \leq \kappa\left(1+V^{1 / 2}(x)\right),\left|V_{x x}(\cdot)\right|$ is bounded, $V(x) \rightarrow \infty$ as $|x| \rightarrow \infty$, and for some $\lambda>0$ and all $x \neq x^{*}, V_{x}^{\prime}(x) f(x)<-\lambda V(x)$.
C. $\left\{\xi_{n}\right\}$ is a stationary sequence satisfying:
(1) $E \xi_{n}=0, E\left|\xi_{n}\right|^{2+\delta}<\infty$ for some $\delta>0$.
(2) $\sum_{j=1}^{n} \frac{1}{j^{\gamma}} \xi_{j}$ converges w.p.1.
(3) Define $R_{k}=E \xi_{1} \xi_{k+1}^{\prime}$. Suppose that $\sum_{k}\left|R_{k}\right|<\infty$.
(4) Define $r(i, j)=E_{i} \xi_{i+j}$ where $E_{i}$ denotes the conditional expectation with respect to the $\sigma$-algebra $\mathcal{F}_{i}=\sigma\left\{\xi_{j} ; j \leq i\right\}$. For each $i$, the following condition is satisfied:

$$
\sum_{j} E^{1 / 2}|r(i, j)|^{2}<\infty
$$

Without loss of generality, assume the true parameter is $x^{*}=0$ henceforth. Rewrite the algorithm for $x_{n}$ as

$$
x_{n+\mathbf{1}}=x_{n}+\frac{1}{n^{\gamma}} f\left(x_{n}\right)+\frac{1}{n^{\gamma}} \xi_{n}+\frac{1}{n^{\gamma}} \pi_{n}
$$

such that $\pi_{n} \rightarrow 0$ as $n \rightarrow \infty$ w.p.1, $\sup _{n} E\left|\pi_{n}\right|^{2}<\infty$ and $E\left|\pi_{n}\right|^{2} \rightarrow 0$ as $n \rightarrow \infty$, where $\left\{\pi_{n}\right\}$ is the "left over" term defined in an obvious manner. Then we can show $\left\{x_{n}\right\}$ and $\left\{\bar{x}_{n}\right\}$ are both bounded with probability one (w.p.1). Furthermore, $x_{n} \rightarrow 0$ and $\bar{x}_{n} \rightarrow 0$ w.p. 1 as $n \rightarrow \infty$.

Next, define

$$
B_{n}(t)=\frac{1}{\sqrt{n}} \sum_{j=1}^{[n t]} \xi_{j}, \quad t \in[0,1]
$$

where $[z]$ denotes the largest integral part of $z$. Then $B_{n}(\cdot)$ converges weakly to $B(\cdot)$, a Brownian motion with covariance $\Sigma_{0} t$, where

$$
\begin{equation*}
\Sigma_{0}=R_{0}+\sum_{k=1}^{\infty} R_{k}+\sum_{k=1}^{\infty} R_{k}^{\prime} \tag{10.6.48}
\end{equation*}
$$

Let

$$
\tilde{B}_{n}(t)=\frac{[n t]}{\sqrt{n}} \bar{x}_{[n t]+1}
$$

be a scaled sequence of the iterates. Then it can shown that for $t \in[0,1]$,

$$
\tilde{B}_{n}(t)=-\frac{H^{-1}}{\sqrt{n}} \sum_{k=1}^{[n t]} \xi_{j}+o(1)=-H^{-1} B_{n}(t)+o(1)
$$

where $o(1) \rightarrow 0$ (as $n \rightarrow \infty$ ) in probability uniformly in $t$. Finally, we arrive at:
Theorem 10.6.1 Under assumptions $\mathrm{A}-\mathrm{C}, \tilde{B}_{n}(\cdot)$ converges weakly to a Brownian motion $\tilde{B}(\cdot)$ with covariance $\Sigma^{*} t$ where $\Sigma^{*}=H^{-1} \Sigma_{0}\left(H^{-1}\right)^{\prime}$ and $\Sigma_{0}$ is given by (10.6.48).

### 10.6.3 Some Numerical Data

We consider a couple of simple examples in this section. These examples are for illustrative purposes and are taken from [100]. Two-dimensional systems, both linear and nonlinear, are considered. Autoregressive moving average (ARMA) noise processes are used throughout.

Example 10.6.2 We are interested in maximizing a real-valued function

$$
f\left(x_{1}, x_{2}\right)=-0.605 x_{1}^{2}-0.78 x_{1}-1.665 x_{2}^{2}+2.92 x_{2}
$$

The gradient of this function is given by

$$
\nabla f\left(x_{1}, x_{2}\right)=\binom{-1.21 x_{1}-0.78}{-3.33 x_{2}+2.92}
$$

Suppose that observations $\nabla f\left(x_{1}, x_{2}\right)+$ noise can be obtained, and the noise is an ARMA $(1,1)$ process given by:

$$
\xi_{n}=\binom{0.36 \xi_{n-1,1}+w_{n, 1}+0.15 w_{n-1,1}}{0.48 \xi_{n-1,2}+w_{n, 2}+0.23 w_{n-1,2}}
$$

where $\left\{w_{n}\right\}$ is a sequence of zero mean "white" noise.

The performance of the algorithms is measured by the trace of the second sample moments, henceforth referred to as trace (SSM). Since it has been proven that the iterate averaging algorithm (Algorithm A) and the smoothed algorithm (Algorithm S) are asymptotically optimal, comparisons are made through performance of these algorithms. A summary of results for the iteration with final values at $n=1000$ is given in Table 1.

Note that the true value of the vector is $\theta=(-0.6446,0.8769)^{\prime}$. Our approximations are $\bar{x}_{1000}=(-0.6181,0.8612)$ for Algorithm A, and $\bar{x}_{1000}=(-0.6249,0.8646)$ for Algorithm S , respectively. It appears that although initial conditions do not affect the approximating sequences too much, they do have an impact on the results of the second sample moments. The table above was constructed from initial condition $x_{1}=(6,6)^{\prime}$. If the initial condition is changed to $x_{1}=(3,3)^{\prime}$, the traces of the second moments are reduced to 0.027392 , and 0.027804 for Algorithms A, and Algorithm S, respectively.

| Algorithm | Trace of SSM |
| :--- | :--- |
| Iterate Averaging | 0.100133 |
| Smoothed Algorithm | 0.095412 |

TABLE 1. Comparison of algorithms (linear case)
Example 10.6.3 Consider the problem of finding zeros of a nonlinear function when only noise corrupted observations are available. The function is of the form:

$$
f(x)=\binom{-\left(0.3 x_{1}-0.75\right)^{3}-8}{-\left(0.8 x_{2}+0.60\right)^{3}-1}
$$

$f(x)+$ noise is observed with the same noise as before.

| Algorithm | Trace of SSM |
| :--- | :--- |
| Iterate Averaging | 0.065153 |
| Smoothed Algorithm | 0.061951 |

TABLE 2. Comparison of algorithms (nonlinear case)
Similar comparisons are made. Summary of computation results is provided in Table 2. In fact, the function grows faster than linear so the condition in the theorem is violated. To overcome the difficulties, a projection algorithm with projection region $[-10,5] \times[-10,5]$ was used. From the tables, it is easily seen that the performance of the Algorithm A and Algorithm S are comparable. To some extent, the algorithms with averaging stabilize the recursive computation.

### 10.7 Applications

The development of stochastic approximation methods has been closely related to a wide range of applications in stochastic control, identification and adaptive control, estimation
and detection, signal processing, Monte Carlo optimization, management sciences, and many other related fields. In this section, we present a number of applications of stochastic approximation methods in various areas. These are only a handful of examples from diverse fields. It can be seen that many control and optimization tasks can be recast into a form that results in the use of stochastic approximation procedures.

### 10.7.1 Adaptive Filtering

Adaptive filtering algorithms have been used quite frequently in various applications such as estimation, adaptive control, signal processing and related fields. The underlying problem can be stated as follows. Let $x_{n}, y_{n} \in \mathbb{R}^{r}, \psi_{n} \in \mathbb{R}$, where $\left\{y_{n}\right\}$ and $\left\{\psi_{n}\right\}$ are sequences of measured input and reference signals, respectively, and $\left\{x_{n}\right\}$ is a sequence of system parameters. We adjust the system parameter $x_{n}$ so that the weighted output $x_{n}^{\prime} y_{n}$ best matches the reference signal $\psi_{n}$ in the mean square sense, i.e., $E\left|x_{n}^{\prime} y_{n}-\psi_{n}\right|^{2}$ is minimized. The calculations are done without knowing the statistics of $y$ and $\phi$. On the basis of a stationary sequence of observations $\left\{\left(y_{n}, \psi_{n}\right)\right\}$, assume

$$
E y_{n} y_{n}^{\prime}=R>0, E \psi_{n} y_{n}=q
$$

where $R$ is a symmetric positive definite matrix. It is easily seen that $x^{*}$, the minimizer of $E\left|x_{n}^{\prime} y_{n}-\psi_{n}\right|^{2}$, is the unique solution of the Wiener-Hopf equation $R x^{*}=q$. Many algorithms for adaptive filtering, adaptive array processing, adaptive antenna systems, adaptive equalization, adaptive noise cancelation, pattern recognition, and learning etc. have been or can be recast into the same form, with only signal, training sequence and/or reference signals varying from applications to applications. The algorithm is of the form

$$
\begin{equation*}
x_{n+\mathbf{1}}=x_{n}+a_{n} y_{n}\left(\psi_{n}-y_{n}^{\prime} x_{n}\right) \tag{10.7.49}
\end{equation*}
$$

where $\left\{a_{n}\right\}$ is a sequence of step sizes. The step size can be either decreasing or a constant. For the asymptotic study of such algorithms, we refer the reader to $[8,39,43,53,76,86,90]$ among others.

### 10.7.2 Adaptive Beam Forming

Adaptive beam forming algorithms can be viewed as adaptive filters with constraints. Suppose

$$
X_{k} \in \mathbb{R}^{r \times m}, Y_{k} \in \mathbb{R}^{r \times l}, \psi_{k} \in \mathbb{R}^{m \times l}
$$

The problem is concerned with the determination of the azimuth of a target by using a matrix composed of sensors. The outputs of sensors $Y_{k}$ are weighted by a matrix $X$, so that $X^{\prime} Y_{k}$ become the best approximation of the target in the mean square sense subject to the constraint

$$
\begin{equation*}
X^{\prime} C=\Phi, \quad C \in \mathbb{R}^{r \times l}, \quad \Phi \in \mathbb{R}^{m \times l} \tag{10.7.50}
\end{equation*}
$$

The motivation for choosing this constraint comes from an application to the adaptive beam formers for tracking systems.

We wish to construct a recursive procedure which converges to $X^{*}$, the minimizer of

$$
E\left(X^{\prime} Y_{k}-\psi_{k}\right)\left(X^{\prime} Y_{k}-\psi_{k}\right)^{\prime}
$$

subject to (10.7.50). It is clear that a necessary and sufficient condition for (10.7.50) to hold is $\Phi C^{\dagger} C=\Phi$, where $z^{\dagger}$ denotes the pseudo-inverse of $z$. By using Gauss-Markov estimations, it can be shown that the minimizer $X^{*}$ not depending on $k$, is given by

$$
X^{*}=C^{\dagger, \prime} \Phi^{\prime}+(P A P)^{\dagger}\left(Q-A C^{\dagger, \prime} \Phi^{\prime}\right)
$$

with

$$
A=E Y_{k} Y_{k}^{\prime}, Q=E Y_{k} \psi_{k}^{\prime}, \quad \text { and } P=I-C C^{\dagger}
$$

Although the above equation gives us a closed-form solution, it is evidently not informative. Since $A, Q$ are unknown, to obtain $X^{*}$ directly is impossible. Even if $A, Q$ can be estimated sequentially, it is rather time consuming to compute the pseudo-inverse for large dimensional systems at each iteration. Therefore, we shall approximate $X^{*}$ by a matrix $X_{k}$ at each time $k$, such that $X_{k}$ can be corrected based on the measurement $Y_{k}$. This leads to the following algorithm:

$$
\begin{gather*}
X_{k+1}=C^{\dagger, \prime} \Phi^{\prime}+P\left[X_{k}+a_{k}\left(Y_{k} \psi_{k}^{\prime}-Y_{k} Y_{k}^{\prime} X_{k}\right)\right]  \tag{10.7.51}\\
X_{0}=C^{\dagger, \prime} \Phi^{\prime} \tag{10.7.52}
\end{gather*}
$$

For the asymptotic study of such algorithms, see [90] and the references therein.

### 10.7.3 System Identification and Adaptive Control

## Stochastic Gradient Algorithms

Let

$$
\left\{\begin{array}{l}
A\left(q^{-1}\right)=1+a_{1} q^{-1}+\cdots+a_{n} q^{-n} \\
B\left(q^{-1}\right)=b_{0}+b_{1} q^{-1}+\cdots+b_{m} q^{-m}, \quad b_{0} \neq 0 \\
C\left(q^{-1}\right)=1+c_{1} q^{-1}+\cdots+c_{l} q^{-l}
\end{array}\right.
$$

where $q^{-1}$ denotes the unit delay operator. Consider a single input single output ARMA (autoregressive moving average) system given by

$$
A\left(q^{-1}\right) y_{k}=q^{-d} B\left(q^{-1}\right) u(t)+C\left(q^{-1}\right) w_{k}, k \geq 1
$$

where $u_{k}$ and $y_{k}$ are input and output, respectively, $w_{k}$ denotes the random noise, and

$$
\left(a_{1}, \cdots, a_{n}, b_{0}, \cdots, b_{m}, c_{1}, \cdots, c_{l}\right)=\theta^{*}
$$

is an unknown parameter. Our objective is to find an algorithm converging to $\theta^{*}$ and design a feedback control law to make both $\left\{u_{k}\right\}$ and $\left\{y_{k}\right\}$ be sample mean bounded and

$$
\lim _{N} \frac{1}{N} \sum_{j=1}^{N} E\left|y_{j}-y_{j}^{*}\right|^{2}
$$

be minimized, where $\left\{y_{k}^{*}\right\}$ is a sequence of bounded reference signals. This problem was first considered by Goodwin, Ramadge and Caines [29]. An algorithm of stochastic approximation type was constructed. The algorithm reads:

$$
\begin{gathered}
\theta_{k+1}=\theta_{k}+\frac{1}{r_{k}} \varphi_{k}\left(y_{k+1}-\varphi_{k}^{T} \theta_{k}\right) \\
r_{k}=r_{k-1}+\varphi_{k}^{T} \varphi_{k} \\
\varphi_{k}^{T} \theta_{k}=y_{k+1}^{*} \\
\varphi_{k}^{T}=\left(y_{k}, \cdots, y_{k-n}, u_{k-1}, \cdots, u_{k-m},-y_{k-1}^{*}, \cdots,-y_{k-l}^{*}\right)
\end{gathered}
$$

Asymptotic properties were obtained through the applications of martingale convergence theorem. Since early 80 s , this problem has attracted much attention. Identification and adaptive controls under the influence of random noise have been studied by many people. For an extensive account on the problem and recent literature citations, see Ljung [57], Chen and Guo [11] and the references therein.

## Least Squares Algorithms: Stopping Rules

Suppose that $\left\{u_{n}\right\},\left\{y_{n}\right\}$, and $\left\{\xi_{n}\right\}$ are sequences of scalar input, output, and random disturbance, respectively. Consider a single input, single output linear system given by

$$
\begin{equation*}
y_{n}=\phi_{n-1}^{\prime} \theta+x_{n} \tag{10.7.53}
\end{equation*}
$$

where

$$
\begin{aligned}
& \theta^{\prime}=(a, b)=\left(a_{1}, \cdots, a_{p}, b_{1}, \cdots, b_{q}\right) \\
& \phi_{n}^{\prime}=\left(y_{n}, y_{n-1}, \cdots, y_{n-p+1}, u_{n}, \cdots, u_{n-q+1}\right) \quad \phi_{-1} \text { arbitrary }
\end{aligned}
$$

$a_{i}, b_{j} \in \mathbb{R}$, and $p, q$ are known positive integers representing the order of the system. It is well known that the least squares estimate of $\theta$ is given by

$$
\theta_{n+1}=\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{-1} \sum_{k=0}^{n} \phi_{k} y_{k+1}
$$

An on-line identification procedure of the system (10.7.53) is given by

$$
\begin{align*}
& \theta_{n+1}=\theta_{n}+e_{n} P_{n} \phi_{n}\left(y_{n+1}-\phi_{n}^{\prime} \theta_{n}\right)=\theta_{n}+P_{n+1} \phi_{n}\left(y_{n+1}-\phi_{n}^{\prime} \theta_{n}\right) \\
& P_{n+1}=P_{n}-e_{n} P_{n} \phi_{n} \phi_{n}^{\prime} P_{n} \\
& P_{n+1}=\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{-1}  \tag{10.7.54}\\
& e_{n}=\left(1+\phi_{n}^{\prime} P_{n} \phi_{n}\right)^{-1}
\end{align*}
$$

Due to its recursive nature, in implementing the least squares algorithm, more often than not one would like to be able to stop the procedure if a certain degree of accuracy is reached. Therefore, to design feasible stopping criteria becomes an important matter.

To proceed, let $B(\cdot, \cdot)$ denote a bilinear form, such that $B(x, A)=x^{\prime} A x$, (where $x$ is a vector and $A$ is a symmetric positive definite matrix with compatible dimensions). Let

$$
\text { Ellip }=\left\{x ; B\left(x-\mu, \Sigma^{-1}\right) \leq c, c>0\right\}
$$

where $\Sigma$ is symmetric positive definite matrix. The volume of this ellipsoid is given by

$$
V(\text { Ellip })=\frac{\pi^{\frac{p+q}{2}} c^{\frac{p+q}{2}}(\operatorname{det} \Sigma)^{\frac{1}{2}}}{\Gamma\left(\frac{p+q}{2}+1\right)}
$$

If $\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{\frac{1}{2}}\left(\theta_{n}-\theta\right)$ is asymptotically normal, in the sense of

$$
\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{\frac{1}{2}}\left(\theta_{n}-\theta\right) \rightarrow N\left(0, \sigma^{2} I\right) \text { in distribution }
$$

then we can define an ellipsoidal confidence region for $\theta$ as

$$
\operatorname{Ellip}_{n}=\left(\theta ; B\left(\left(\theta_{n}-\theta\right), \hat{\sigma}_{n}^{-2}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)\right) \leq c\right)
$$

where $\hat{\sigma}_{n}^{2} \rightarrow \sigma^{2}$ (the variance of the noise) w.p.1. Consequently,

$$
B\left(\left(\theta_{n}-\theta\right), \hat{\sigma}_{n}^{-2}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)\right)-B\left(\left(\theta_{n}-\theta\right), \sigma^{-2}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)\right) \rightarrow 0 \text { in probability. }
$$

If we choose $c=c_{\alpha}$, such that $P\left(\chi_{p+q}^{2} \geq c_{\alpha}\right)=\alpha$, where $\chi_{p+q}^{2}$ denotes the Chi-square distribution with $p+q$ degree of freedom, then

$$
P\left(\theta \in \operatorname{Ellip}_{n}\right)=P\left(B\left(\left(\theta_{n}-\theta\right), \hat{\sigma}_{n}^{-2}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)\right) \leq c_{\alpha}\right) \rightarrow P\left(\chi_{p+q}^{2} \leq c_{\alpha}\right)=1-\alpha
$$

Therefore, Ellip $_{n}$ is a confidence ellipsoid having limit confidence coefficient $1-\alpha$. Note that

$$
V\left(\text { Ellip }_{n}\right)=\frac{\hat{\sigma}_{n}^{\frac{p+q}{2}} \pi^{\frac{p+q}{2}} c_{\alpha}^{\frac{p+q}{2}}\left[\operatorname{det}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{-1}\right]^{\frac{1}{2}}}{\Gamma\left(\frac{p+q}{2}+1\right)}
$$

Suppose that there exists a non-random matrix $T_{n}$ such that $T_{n} T_{n}^{\prime}$ is symmetric positive definite, and $T_{n}^{-1}\left(\sum_{k=0}^{n} \phi_{k} \phi_{k}^{\prime}\right)^{\frac{1}{2}} \rightarrow I$ in probability. For any $\varepsilon>0$, define

$$
\begin{gather*}
\tilde{V}_{n}=\frac{\sigma^{\frac{p+q}{2}} \pi^{\frac{p+q}{2}} c_{\alpha}^{\frac{p+q}{2}}\left[\operatorname{det}\left(T_{n}^{-1}\left(T_{n}^{\prime}\right)^{-1}\right)\right]^{\frac{1}{2}}}{\Gamma\left(\frac{p+q}{2}+1\right)}  \tag{10.7.55}\\
m_{\varepsilon}=\inf \left\{n ; \tilde{V}_{n} \leq \varepsilon^{p+q}\right\} \tag{10.7.56}
\end{gather*}
$$

The stopping rule is given by

$$
\begin{equation*}
\tau_{\varepsilon}=\inf \left\{n ; V\left(\operatorname{Ellip}_{n}\right) \leq \varepsilon^{p+q}\right\} \tag{10.7.57}
\end{equation*}
$$

The design of the stopping rule is based on the following fact:

$$
\begin{gather*}
\frac{\tau_{\varepsilon}}{m_{\varepsilon}} \rightarrow 1 \text { in probability as } \varepsilon \rightarrow 0, \text { and }  \tag{10.7.58}\\
\lim _{\varepsilon \rightarrow 0} P\left\{\theta ; \theta \in \text { Ellip }_{\tau_{\varepsilon}} \text { and } V\left(\text { Ellip }_{\tau_{\varepsilon}}\right) \leq \varepsilon^{p+q}\right\}=1-\alpha . \tag{10.7.59}
\end{gather*}
$$

To establish the second assertion above, we study the asymptotic properties of a stopped pro-$\operatorname{cess}\left(\sum_{k=0}^{\tau_{\varepsilon}-1} \phi_{k} \phi_{k}^{\prime}\right)^{-1 / 2} \sum_{k=0}^{\tau_{\varepsilon}-1} \phi_{k} x_{k+1}$, which in turn can be treated by considering $M_{\tau_{\varepsilon}}(t)=$ $T_{\tau_{\varepsilon}}^{-1} \sum_{k=0}^{\left[\tau_{\varepsilon} t\right]} \phi_{k} x_{k+1}$; see Yin [89] for more details.

### 10.7.4 Adaptive Step-size Tracking Algorithms

Similar to adaptive filtering, many problems occur in communication theory, adaptive equalizers, time-varying channels, adaptive noise cancellation or signal enhancement systems, adaptive quantizers, and other applications, one must unavoidably deal with time-varying signals and/or parameters. Thus on-line tracking algorithms are very important to handle such applications.

Suppose that the observation at time $n$ is given by

$$
y_{n}=\phi_{n}^{\prime} \bar{\theta}_{n}+\nu_{n}
$$

and $\bar{\theta}_{n}$ is the value of the slowly time-varying physical parameter at $n$. The values of $y_{i}, \dot{\phi}_{i}, i \leq n$ are available at time $n$. To track the variation of the parameter, we use

$$
\theta_{n+1}^{\varepsilon}=\theta_{n}^{\varepsilon}+\varepsilon \phi_{n}\left(y_{n}-\phi_{n}^{\prime} \theta_{n}^{\varepsilon}\right)
$$

where $\theta_{n}^{\varepsilon}$ is the estimate of $\bar{\theta}_{n}$. It is clear that the choice of the step size $\varepsilon$ above is of foremost importance. Thus, one really has two estimation problems to contend with. One is the estimation of $\bar{\theta}_{n}$ and the other is the estimate of the optimal choice of the step size $\varepsilon$.

An "adaptive" approach was suggested in Benveniste, Metivier, and Priouret [8, p. 160], and explored in Brossier [9] with extensive simulation study. The rigorous approach of the asymptotic analysis is in Kushner and Yang [50]. The algorithms suggested is of the following form. Use $\varepsilon_{n}$ to denote the estimate of the optimal step size at $n$. Then

$$
\begin{equation*}
\theta_{n+1}=\theta_{n}+\varepsilon_{n} \phi_{n}\left[y_{n}-\phi_{n}^{\prime} \theta_{n}\right] \tag{10.7.60}
\end{equation*}
$$

Define $e_{n}(\varepsilon)=y_{n}-\phi_{n}^{\prime} \theta_{n}^{\varepsilon}$. Find $\varepsilon$ that minimizes the stationary value of

$$
\begin{equation*}
E\left[y_{n}-\phi_{n}^{\prime} \theta_{n}^{\varepsilon}\right]^{2} / 2=E e_{n}^{2}(\varepsilon) / 2 \tag{10.7.61}
\end{equation*}
$$

Use $V_{n}^{\varepsilon}$ to denote the "derivative" $(\partial / \partial \varepsilon) \theta_{n}^{\varepsilon}$ (in the mean squares sense). The stochastic gradient w.r.t. (10.7.61) at $n$ is $-e_{n}(\varepsilon) \phi_{n}^{\prime} V_{n}^{\varepsilon}$. Choose a constant step size $\delta>0$. Then the algorithm is given by

$$
\begin{gather*}
\theta_{n+1}=\theta_{n}+\varepsilon_{n} \phi_{n} e_{n}  \tag{10.7.62}\\
\varepsilon_{n+1}=\Pi_{\left[\varepsilon_{-,}, \varepsilon_{+}\right]}\left[\varepsilon_{n}+\delta e_{n} \phi_{n}^{\prime} V_{n}\right],  \tag{10.7.63}\\
V_{n+1}=V_{n}-\varepsilon_{n} \phi_{n} \phi_{n}^{\prime} V_{n}+\phi_{n}\left[y_{n}-\phi_{n}^{\prime} \theta_{n}\right], \quad V_{0}=0 \tag{10.7.64}
\end{gather*}
$$

where $\Pi_{\left[\varepsilon_{-}, \varepsilon_{+}\right]}$denotes the projection onto the interval $\left[\varepsilon_{-}, \varepsilon_{+}\right]$for some $0<\delta \ll \varepsilon_{-} \leq \varepsilon_{+}$. It has been shown by Krishnamurthy and Yin [38] that similar algorithms can also be applied to code-aided suppression of multiple access interference (MAI) and narrow-band interference (NBI) in DS/CDMA systems.

### 10.7.5 Approximation of Threshold Control Policies

The concept of hedging policy was developed by Kimemia and Gershwin in their pioneer work [35]. They showed that for a manufacturing system with unreliable machines, the optimal control that minimizes both WIP (work-in-process) and backlog is a feedback control that is determined by the current system state, e.g., machine states and inventory levels, which is characterized by some threshold values (termed hedging point in their paper). If the inventory level of certain part type is lower than its corresponding threshold, the optimal control policy is to produce at a full speed in order to reach the threshold. If the inventory level is higher than its threshold, the production of this part type should stop. The one-machine one-part-type problem was completely solved by Akella and Kumar [1] for discounted cost function under the assumption that the machine up and down times form a finite state Markov chain. They took a dynamic programming approach, and obtained the closed form solution characterized by a single threshold value represented by the solution of the corresponding Hamilton-Jacobi-Bellman equation. The problem with an average cost per unit time was dealt with in Bielecki and Kumar [6]. For further work on stochastic control based production planning problems, see Sethi and Zhang [74]. Since the hedging policies are easily implementable, they are widely used in practice. Surplus control and Kanban system are some noted representatives. To implement such a model, a threshold (the surplus level or total number of Kanbans) is set for each production stage. Although the optimality of the threshold policy has substantially eased the passage towards the optimal control, the derivation of the optimal threshold values remain to be difficult for most problems.

In [88], we devoted our attention to threshold control type policies. In lieu of solving an optimal control problem, we turned the problem around and treated an optimization problem. That is, we focused our attention on the class of threshold type controls, and aimed at obtaining the optimal threshold values.


Figure 10.1: A Two-machine System

Consider a tandem two-machine system producing a single product; see Figure 10.1. The two machines are unreliable, each having two states, up and down. The up and down times are sequences of random variables. Denote the inventory levels of the machines by $x_{i}(t)$ and the machine capacity (a random process) by $\alpha(t)$. The production rates of the two machines $u_{i}(t), i=1,2$, and the demand rate of this product is $d(t)$.

To get the gradient estimates of the objective function, we used the methods of infinitesimal perturbation analysis developed in [32]. Define a combined process $\xi(t)=(x(t), \alpha(t))$; denote the optimal threshold by $\theta^{*}$. Our task is to construct a sequence of estimates of $\theta^{*}$. Consider the following stochastic optimization algorithm:

$$
\begin{equation*}
\theta_{n+1}=\theta_{n}+\varepsilon \frac{1}{T_{\varepsilon}} \int_{n T_{\varepsilon}}^{n T_{\varepsilon}+T_{\varepsilon}} b\left(\theta_{n}, \dot{\xi(t)) d t, ~ ; ~}\right. \tag{10.7.65}
\end{equation*}
$$

if a continuous-time model is used and/or

$$
\begin{equation*}
\theta_{n+1}=\theta_{n}+\varepsilon \frac{1}{T_{\varepsilon}} \sum_{j=n T_{\varepsilon}}^{n T_{\varepsilon}+T_{\varepsilon}-1} b\left(\theta_{n}, \xi_{j}\right) \tag{10.7.66}
\end{equation*}
$$

if a discrete-time model is used, where

$$
\frac{1}{T_{\varepsilon}} \int_{n T_{\varepsilon}}^{n T_{\varepsilon}+T_{\varepsilon}} b\left(\theta_{n}, \xi(t)\right) d t
$$

and/or

$$
\frac{1}{T_{\varepsilon}} \sum_{j=n T_{\varepsilon}}^{n T_{\varepsilon}+T_{\varepsilon}-1} b\left(\theta_{n}, \xi_{j}\right)
$$

are gradient estimators and $b(\cdot)$ is an appropriate function. In (10.7.66), $T_{\varepsilon}$ is understood to be an integer. Different forms of the gradient estimators are available; see for example [55] and the references mentioned there. In Yan, Yin, and Lou [88], we applied the method of infinitesimal perturbation analysis. It appears that another systematic approach is the use of the finite difference approach and its variant with the use of the random direction methods.

### 10.7.6 GI/G/1 Queue

Consider the optimization problem of the performance of a single server queue. Customers arrive in accordance with a renewal process. The service time distribution is controlled by
a real-valued parameter $\theta$, which is chosen to minimize the sum of the average waiting time per customer and a cost associated with the use of $\theta$. The cost function $J(\theta)$ is given by

$$
J(\theta)=\lim _{N} \frac{1}{N} \sum_{i=1}^{N} E X_{i}(\theta)+C(\theta) \equiv \widehat{J}(\theta)+C(\theta)
$$

where $X_{i}(\theta)$ is the time that the $i$ th customer spends in the system, and $C(\theta)$ is a known bounded real-valued (deterministic) function with a continuous and bounded gradient. The parameter values are confined to a finite interval $[a, b]$. Our interest is to minimize $J(\theta)$ over the finite interval $[a, b]$. Generally, the values of $\widehat{J}(\theta)$ are very hard to compute. A viable alternative is to use stochastic approximation methods. We can observe the queue over a longtime period, and incorporate the observed data (that are the arrival and departure times and the service time for each customer) in the estimation procedure. The observed data will then be used to obtain the gradient estimate of the cost function with respect to $\theta$ at the current value of $\theta$, yielding a stochastic approximation algorithm.

This problem, which has attracted much attention (see [16, 48] among others), is typical for many applications in queueing networks and manufacturing systems and networks.

$$
\theta_{n+1}^{\varepsilon}=\Pi_{[a, b]}\left[\theta_{n}^{\varepsilon}+\varepsilon \widehat{Y}_{n}^{\varepsilon}-\varepsilon C_{\theta}\left(\theta_{n}^{\varepsilon}\right)\right]
$$

where $\widehat{Y}_{n}^{\varepsilon}$ denotes the gradient estimate of the cost $\widehat{J}(\theta)$. Much of the recent interest on this problem lies on the use of the infinitesimal perturbation analysis method [32] to find $\widehat{Y}_{n}^{\varepsilon}$.

### 10.7.7 Distributed Algorithms for Supervised Learning

In supervised learning and pattern recognition problems, the learning systems' environment presents it with a sequence of vectors (patterns), together with a class label for each vector that indicates how the vector ought to be classified. A sequence of patterns together with the class lables are normally referred to as a "training sequence." The environment is often termed a "supervisor." The learning system adaptively adjusts its decision in order to minimize the probability of misclassification. Suppose for simplicity there are only two classes $C_{1}$ and $C_{2}$ to be selected. At each step, the environment determines a training sequence by first selecting $C_{1}$ or $C_{2}$ in accordance with the a priori probability $P\left\{C_{i}\right\}$, and then choosing a pattern vector according to the conditional probability $P\left\{y \mid C_{i}\right\}$. Associated with each $y$, there is a class label $z$, such that if class $C_{1}$ is selected, then $z=1$; and if class $C_{2}$ is selected, then $z=2$. Now, the training sequence consists of a sequence of pairs of the form $\left\{\left(y_{n}, z_{n}\right)\right\}$. Consequently, the decision rule which minimizes the probability of misclassification can be found by means of Bayesian a posteriori probabilities:

$$
\begin{array}{ll}
y \in C_{1}, & \text { if } P\left(C_{1} \mid y\right)-P\left(C_{2} \mid y\right)>0 \\
y \in C_{2}, & \text { if } P\left(C_{1} \mid y\right)-P\left(C_{2} \mid y\right)<0 \tag{10.7.68}
\end{array}
$$

The decision rule depends on $P\left\{C_{i} \mid y\right\}, i=1,2$, which are not available. To circumvent this difficulty, the following alternative approach is devised [19]. Find a vector-valued parameter $\theta$, such that $\theta^{\prime} y$ approximates $P\left(C_{1} \mid y\right)-P\left(C_{2} \mid y\right)$ as well as possible in the mean square sense, and use the decision rule

$$
\begin{equation*}
y \in C_{1}, \text { if } \theta^{\prime} y>0 \text { and } y \in C_{2}, \text { if } \theta^{\prime} y<0 \tag{10.7.69}
\end{equation*}
$$

It can be shown that the objective will be achieved if the functional $J(\theta)$ given by $J(\theta)=$ $E\left(\theta^{\prime} y-z\right)^{2}$ is minimized. The functional $J(\theta)$ is usually unavailable, but at each $n, y_{n}$ and


Figure 10.2: Asynchronous Random Computation Times
$z_{n}$ can be observed. A sequence of approximations $\left\{\theta_{n}\right\}$ can be constructed, which has the same form as the adaptive filtering algorithms. If the dimensionality of the learning task is large, it makes sense to reduce its complexity by using parallel processors.

Let

$$
\begin{gather*}
y=\left(y^{1}, \cdots, y^{r}\right)^{\prime} \in \mathbb{R}^{r p} \text { and }  \tag{10.7.70}\\
\theta=\left(\theta^{1}, \cdots, \theta^{r}\right)^{\prime} \in \mathbb{R}^{r p} \tag{10.7.71}
\end{gather*}
$$

where $y^{i} \in \mathbb{R}^{p}$ and $\theta^{i} \in \mathbb{R}^{p}$. Suppose that $r p$ is a very large number. To carry out computations for such problems in digital computers, large memory storage is needed. In our approach, we utilize $r$ processors. The vector $\theta$ is decomposed into $r$ blocks first. Each block consisting of $p$ components of the vector $\theta$, is handled by one of the parallel processors. Then, a learning algorithm is implemented in this block. These parallel processors compute and communicate with each other asynchronously and at random times. Let each processor have its own clock and the iteration on each block is carried out at renewal type of random times. To be more specific, for each $i=1,2, \ldots r$, let $t_{n}^{i}$ be the $n$th iteration time for processor $i$, i.e., processor $i$ takes $t_{n}^{i}$ units of time to complete its $n$th iteration. Define $s_{n}^{i}$ by

$$
s_{0}^{i}=0, \quad \text { and } \quad s_{n}^{i}=\sum_{j=1}^{n} t_{j}^{i}
$$

For each $i$, the sequence $\left\{t_{n}^{i}\right\}$ is an interarrival time and $\left\{s_{n}^{i}\right\}$ is the corresponding "renewal" time. Figure 10.2 provides an illustration of the random computation times of a simplified model with three processors.

Let $\theta_{0}=\left(\theta_{0}^{1}, \ldots, \theta_{0}^{r}\right)^{\prime}$ be the initial condition. For small $\varepsilon>0$, and each $i=1 \leq r$, the distributed learning algorithm is given by:

$$
\begin{equation*}
\theta_{s_{n+1}^{i}}^{i}=\theta_{s_{n}^{i}}^{i}+\varepsilon y_{s_{n}^{i}}^{i}\left(z_{s_{n}^{i}}-\sum_{j=1}^{r} y_{s_{n}^{i}}^{j} \theta_{s_{n}^{i}}^{j}\right) \tag{10.7.72}
\end{equation*}
$$

For simplicity, the estimated values $\theta_{s_{n}^{i}}$ are communicated to all the processors as soon as they are available. In fact, the results still hold if bounded delays incur in data transmissions. For each $i$, let

$$
\begin{equation*}
N^{i}(n)=\sup \left\{j ; s_{j}^{i} \leq n\right\}, \Delta_{n}^{i}=n-s_{N^{i}(n)}^{i} \tag{10.7.73}
\end{equation*}
$$

The sequence $\left\{N^{i}(n)\right\}$ enumerates the number of computations (iterations) up to time $n$ for processor $i$, and $\Delta_{n}^{i}$ represents the time elapsed since the last iteration. Since each process
has its own running clock and takes a random time to complete each iteration. The usual notion of "time," i.e., the iteration number can no longer be used as a common indicator for all the processors. To proceed, we define

$$
\theta_{n}^{i}=\theta_{s_{k}^{i}}^{i}, y_{n}^{i}=y_{s_{k}^{i}}^{i}, z_{n, i}=z_{s_{k}^{i}} \text { for } n \in\left[s_{k}^{i}, s_{k+1}^{i}\right)
$$

The algorithm can then be written as

$$
\theta_{n+1}^{i}=\theta_{n}^{i}+\varepsilon y_{n}^{i}\left(z_{n, i}-\sum_{j=1}^{r} y_{n}^{j} \theta_{n}^{j}\right) I_{\left\{\Delta_{n+1}^{i}=0\right\}}
$$

At time $n+1$, if no computation takes place, then the iterate $\theta_{n+1}^{i}$ is equal to $\theta_{n}^{i}$, otherwise, we incorporate the changes in the update. In the above, the dependence of $i$ is emphasized for $z_{n}$. This is due to the fact that $z_{s_{k}^{i}}$ will generally be different from $z_{s_{k}^{j}}$ for $i \neq j$. Such algorithms can analyzed by the methods of weak convergence as in Kushner and Yin [51, 52].

### 10.7.8 A Heat Exchanger

Owing to the increasing needs for safe and optimal operation, parameter estimation, learning, and fault detection have received growing attention in process industries. To monitor the process performance and to effectively control it require the knowledge of certain system variables. Because of the presence of random disturbance and gross errors in the process data, however, the measurements often contain some degree of error. Due to possible instrument failure and the presence of process and measurement noise and due to technical difficulty and cost consideration, information of some of the states/properties of the system has to be deduced from certain estimation techniques.

Consider a countercurrent shell-tube lube-oil heat exchanger, a piece of equipment needed in many industrial processes. The underlying process is represented in Figure 3. The manipulated variable is the flow rate of cooling water on the shell side; and the controlled variable (output) is the lube oil temperature exiting the exchanger on the tube side. With feedback control, the oil temperature is measured and the measurement is used to adjust the cooling water flow rate. Since we are interested in estimation and learning, we have simplified the process to consider an open-loop system only. To simulate disturbance to this nonlinear process, the inlet oil is separated into two parts, a hot stream having constant flow rate and a warm stream having variable flow rate. We want to estimate the input variable, the inlet warm oil flow rate, using the noise-corrupted output $y_{n}$ (exiting oil temperature) and noisy input $x_{n}$. A sequence of estimates $\left\{\theta_{n}\right\}$ is obtained, in which the nominal value $x^{*}$ is the normal operating condition and is known in practice.

To describe the algorithms, let $\left\{x_{n}\right\}$ be a sequence of $\mathbb{R}^{r}$-valued random variables that represent the measured states or inputs, $\left\{y_{n}\right\}$ a sequence of $\mathbb{R}^{r}$-valued random variables that are measured outputs, with

$$
\begin{equation*}
y_{n}=f\left(x_{n}, \xi_{n}\right) \tag{10.7.74}
\end{equation*}
$$

where $f(\cdot, \cdot): \mathbb{R}^{r} \times \mathbb{R}^{r} \mapsto \mathbb{R}^{r},\left\{\xi_{n}\right\}$ is a stationary sequence of $\mathbb{R}^{r}$-valued random disturbances. The learning/estimation task of interest can be formulated as a root searching problem for a nonlinear function $\bar{f}(\cdot)$, i.e.,

$$
\text { find the solutions of } \bar{f}(x)=E f\left(x, \xi_{n}\right)=0
$$

One may wish to resort to the classical stochastic approximation method for solution. Unfortunately, such a procedure is not applicable here since $\left\{x_{n}\right\}$ is a sequence of random variables not depending on our choice.

On the premise that in many chemical engineering applications, nominal values of certain states are often available and therefore can be used as references for comparison, we herein propose and examine an algorithm of the form

$$
\begin{equation*}
\theta_{n+1}=\theta_{n}+\frac{\varepsilon}{\delta} K_{0}\left(\theta_{n}-x^{*}\right) K\left(\frac{x_{n}-\theta_{n}}{\delta}\right) y_{n} \tag{10.7.75}
\end{equation*}
$$

where

$$
\begin{gather*}
K(x)= \begin{cases}0.75\left(1-|x|^{2}\right), & |x| \leq 1 \\
0, & |x|>1,\end{cases}  \tag{10.7.76}\\
K_{0}(x)= \begin{cases}R_{0}^{2}-|x|^{2}+c_{0}, & \text { if }|x| \leq R_{0}, \\
c_{0}, & \text { if }|x| \geq R_{0},\end{cases} \tag{10.7.77}
\end{gather*}
$$

with $R_{0}>0$ and $c_{0}>0$ chosen based on the knowledge of the physical system, $x^{*}$ is the nominal or reference value of the state of interest, $\varepsilon$ is the step size and $\delta$ is the window width. Under suitable conditions, it can be shown that the limit ordinary differential equation is of the form

$$
\dot{\theta}=K_{0}\left(\theta-x^{*}\right) \pi(\theta) \bar{f}(\theta)
$$

where (roughly speaking) $\bar{f}$ is the average of the observation and $\pi(\cdot)$ is the limit of the conditional distribution of $x$ given the past data $\mathcal{F}_{n}$. The detailed analysis of this algorithm is in [102].

In fact, the proposed algorithm is an estimation procedure. However, its actual performance shows that it also has the capability of tracking slightly time-varying parameters. This is highly desirable in real applications since in many industrial processes the operating conditions deviate from their nominal values slightly but frequently.

Alternatively, one may use a soft constraint algorithm. To be more specific, let us use a spherical soft constraint $S=\left\{\theta ;|\theta| \leq \rho_{0}\right\}$. Define

$$
d(\theta)= \begin{cases}\left(|\theta|-\rho_{0}\right)^{2}, & \text { if }|\theta|>\rho_{0} \\ 0, & \text { if }|\theta| \leq \rho_{0}\end{cases}
$$

The algorithm becomes

$$
\theta_{n+1}=\theta_{n}+\frac{\varepsilon}{\delta} K\left(\frac{x_{n}-\theta_{n}}{\delta}\right) y_{n}-\varepsilon \rho_{0} d_{\theta}\left(\theta_{n}-x^{*}\right)
$$

where

$$
d_{\theta}(\theta)= \begin{cases}2 \theta\left(1-\frac{\rho_{0}}{|\theta|}\right), & |\theta|>\rho_{0} \\ 0, & \text { otherwise }\end{cases}
$$

The asymptotic properties of the algorithm then can be obtained via the use of the associated limit ordinary differential equation

$$
\dot{\theta}=\pi(\theta) \bar{f}(\theta)-\rho_{0} d_{\theta}\left(\theta-x^{*}\right)
$$

It is clear that the soft constraints prevent the iterates to be far away from the nominal value. Convergence and rate of convergence can be obtained via weak convergence methods.

### 10.7.9 Evolutionary Algorithms

Based upon collective processes with a population of individuals, which are search points for a given problem, the evolutionary algorithms carry out desired computing tasks by use of randomized selection, mutation and recombination. These algorithms have been applied to many problems in parameter optimization and related fields with great success. Significant progress has been made in the study of evolutionary algorithms for almost thirty years.

The evolution strategies were first introduced by Rechenberg and Schwefel in the mid-60s $[65,72]$. At that time, applications in hydrodynamics such as optimizing the shape of a bent pipe and a flashing nozzle were dealt with. Different versions of the strategy were simulated [72]. The research in this subject has become a rapidly growing one ever since. Nowadays, the ( $\mu, \lambda$ ) evolution strategies, introduced in [73] are commonly used in evolution strategy research.

We consider a problem with $(1, \lambda)$ strategy. Our objective is to minimize a function $f: \mathbb{R}^{d} \mapsto \mathbb{R}$. The plan is to employ the $(1, \lambda)$ evolution strategy, for $\lambda \geq 2$. Loosely, the strategy can be described as follows. In each generation, one parent produces $\lambda$ offspring. Among the offspring, choose the best one with respect to the evaluation of the objective function to form the next estimate.

To be more specific, generate sequences of random vectors $\left\{z_{n}(i)\right\}$, for $1 \leq i \leq \lambda$ that are independent and identically distributed (i.i.d.) Gaussian random variables with mean zero and covariance $\sigma^{2} I_{d}$, where $I_{d}$ denotes the $d \times d$ identity matrix such that for each $n, z_{n}(1), \ldots, z_{n}(\lambda)$ are independent. To carry out the minimization task, choose an initial estimate $x_{0} \in \mathbb{R}^{d}$. At iteration $n$, add the random vector $z_{n}(i)$ to the current content, i.e., $x_{n}+z_{n}(i)$, for $i=1, \ldots, \lambda$. We evaluate the corresponding values $f\left(x_{n}+z_{n}(i)\right)$. Next, choose the smallest among the $\lambda$ values of $f(\cdot)$. That is,

$$
\begin{align*}
& f\left(x_{n}+z_{n}(j)\right)=\min _{y \in \Lambda_{n}} f\left(x_{n}+y\right), \text { where }  \tag{10.7.78}\\
& \Lambda_{n}=\left\{z_{n}(i), i=\mathbf{1}, \ldots, \lambda\right\} .
\end{align*}
$$

Then assign $x_{n}+z_{n}(j)$ to $x_{n+1}$. In short

$$
\begin{equation*}
x_{n+1}=\operatorname{argmin}\left\{f\left(x_{n}+z_{n}(1)\right), \ldots, f\left(x_{n}+z_{n}(\lambda)\right)\right\} . \tag{10.7.79}
\end{equation*}
$$

Our task now is to convert (10.7.79) to a recursive algorithm of stochastic approximation type so that the techniques in analyzing stochastic approximation type algorithms can be applied.

It is well known that the standard deviation $\sigma$ is a scale factor in the problem. Since $z_{n}(i)$ are i.i.d. random vectors and $z_{n}(i) \sim N\left(0, \sigma I_{d}\right)$, we can rescale the sequence $z_{n}(i)$ or equivalently, define another sequence $\left\{\tilde{z}_{n}(i)\right\}$ by setting $z_{n}(i)=\sigma \tilde{z}_{n}(i)$ such that $\tilde{z}_{n}(i) \sim$ $N\left(0, I_{d}\right)$. That is, $\tilde{z}_{n}(i)$ follows the standard normal distribution. Now (10.7.79) can be rewritten as

$$
\begin{equation*}
x_{n+1}=x_{n}+\sigma \sum_{i=1}^{\lambda} \tilde{z}_{n}(i) I_{\left\{f\left(x_{n}+z_{n}(i)=\min _{y \in \Lambda_{n}} f\left(x_{n}+y\right)\right\}\right.} \tag{10.7.80}
\end{equation*}
$$

where $I$ is an indicator function. In evolution strategy, one often chooses $\sigma$ so that it is proportional to $(1 / d) H\left(f_{x}\left(x_{n}\right)\right)$, where $f_{x}(\cdot)$ denotes the gradient of $f(\cdot), d$ is the dimension of the problem and $H(\cdot): \mathbb{R}^{d} \mapsto[0, \infty)$ is an appropriate real-valued function such that $H(0)=0$ and the only root of $H(\cdot)$ is 0 . With $\varepsilon$ denoting the proportional constant
multiplied by $1 / d$, the recursive formula can be written as

$$
\begin{equation*}
x_{n+1}=x_{n}+\varepsilon H\left(f_{x}\left(x_{n}\right)\right) \sum_{i=1}^{\lambda} z_{n}(i) I_{\left\{f\left(x_{n}+z_{n}(i)\right)=\min _{y \in \Lambda_{n}} f\left(x_{n}+y\right)\right\}} . \tag{10.7.81}
\end{equation*}
$$

Eq. (10.7.81) in fact, is a constant-step-size stochastic approximation algorithm with step size $\varepsilon$. Since normally the problems we consider are large dimensional ones, $\varepsilon$ is relatively small. Our interest lies in obtaining convergence and rate of convergence results for the limit as $\varepsilon \rightarrow 0$. We wish to emphasize that in the actual computation, we neither change the evolution algorithm nor modify it in any way. The equivalent expression (10.7.81) is simply a convenient form that allows us to analyze the algorithm by using methods of stochastic approximation. For a detailed account on the development via stochastic approximation approach, see the recent work of Yin, Rudolph, and Schwefel [99].

### 10.7.10 Digital Diffusion Machines

In a recent work [87], Wong suggested a diffusion-network model, which is based on modifications of the Langevin algorithm and the Hopfield network. The motivation stems from the applications in image segmentation problems and many other optimization and estimation problems. The underlying problem can be stated as follows. Let $\mathcal{E}:[0,1]^{r} \mapsto \mathbb{R}$ be an "energy" function defined on the hypercube $[0,1]^{r}=[0,1] \times \cdots \times[0,1]$. Find the global minimizer of $\mathcal{E}(\cdot)$ by use of a neural network. Suppose that for all $t \geq 0, v_{\alpha}(t) \in[0,1]$ are the state at node $\alpha$ at time $t$ and $v=\left(v_{1}, \ldots, v_{r}\right)^{\tau} \in[0,1]^{r}$ is an $r$-dimensional column vector ( $z^{\tau}$ denotes the transpose of $z$ in this section only). By injecting noise into a Hopfield network, the dynamics of the $\alpha$ th node are given by

$$
\begin{align*}
& v_{\alpha}(t)=g\left(u_{\alpha}(t)\right) \\
& d u_{\alpha}(t)=-\frac{\partial}{\partial v_{\alpha}} \mathcal{E}(v(t)) d t+\widetilde{a}_{\alpha}(u(t)) d w_{\alpha}(t) \tag{10.7.82}
\end{align*}
$$

where for $\alpha \leq r,\left\{w_{\alpha}(\cdot)\right\}$ are independent (standard and real-valued) Brownian motions, and $\widetilde{a}_{\alpha}(\cdot)$ and $g(\cdot)$ are appropriate functions. It is shown in [87], by choosing $\tilde{a}_{\alpha}(\cdot)$ to be $\widetilde{a}_{\alpha}(u(t))=\left[(2 T) / g^{\prime}\left(u_{\alpha}(t)\right)\right]^{1 / 2}$ (where $g^{\prime}$ denotes the derivative of $g$ in this section only), $v(\cdot)$ is a stationary Markov process with stationary density

$$
p_{\infty}(v)=(1 / Z) \exp (-(1 / T) \mathcal{E}(v))
$$

where $Z$ is an appropriate normalizing factor so that $\int p_{\infty}(v) d v=1$. Furthermore, by selecting $f(x)=g^{\prime}\left(g^{-1}(x)\right)$ (for each $x \in \mathbb{R}$ ), for each $\alpha \leq r$,

$$
\begin{equation*}
d v_{\alpha}(t)=-f\left(v_{\alpha}(t)\right) \frac{\partial}{\partial v_{\alpha}} \mathcal{E}(v(t)) d t+T f^{\prime}\left(v_{\alpha}(t)\right) d t+\sqrt{2 T f\left(v_{\alpha}(t)\right)} d w_{\alpha}(t) \tag{10.7.83}
\end{equation*}
$$

where $T$ goes to zero sufficiently slowly. In view of the equation above, it is worth noting that $\sqrt{2 T f\left(v_{\alpha}(t)\right)}$ depends only on the $\alpha$ th node. Therefore, the noise of the system under consideration is "de-coupled" among different processors. This is an important feature that allows us to use parallel processing method efficiently and simplifies many computational tasks significantly. To take advantages of Wong's diffusion network and to overcome the difficulties of the analog implementation, in [14], Cai, Kelly, and Gong proposed a digital version of the network. The basic idea lies in the discretization of the stochastic differential equations. A number of numerical experiments are conducted for image segmentation problems. The results are rather encouraging. The heart of the approach is an approximation of
the diffusion machine by a digital diffusion network [98]; much of the theoretical justification is to prove the convergence of the digitized system to that of the continuous counterpart.

To proceed, we present a recursive algorithm. The idea is to partially reset the gain sequence once a while. For each $\iota \geq 0$, and each $\alpha \leq r$,

$$
\begin{align*}
& v_{\alpha, \iota n+k+1}=v_{\alpha, \iota n+k}-a_{\iota n+k} f\left(v_{\alpha, \iota n+k}\right) \frac{\partial}{\partial v_{\alpha}} \mathcal{E}\left(v_{\iota n+k}\right)  \tag{10.7.84}\\
& \quad+c_{\iota n+k} f^{\prime}\left(v_{\alpha, \iota n+k}\right)+b_{\iota n+k} \sqrt{f\left(v_{\alpha, \iota n+k}\right)} W_{\alpha, \iota n+k}
\end{align*}
$$

where for some $A_{0}>1$ and some $1 / 2<\gamma<1$, the step-size sequences are given by

$$
a_{\iota n+k}=1 /(\iota n+k)^{\gamma}, b_{\iota n+k}=\sqrt{2 a_{\iota n+k} / \widetilde{a}_{\iota n+k}}, c_{\iota n+k}=a_{\iota n+k} / \widetilde{a}_{\iota n+k},
$$

with

$$
a_{\iota n+k}=\ln \left((\iota n+k)^{1-\gamma}-(\iota n)^{1-\gamma}+A_{0}\right) .
$$

The main task then is to prove the convergence of the digitized version of the algorithm to its continuous-time counterpart. The main tool is the method of weak convergence.

### 10.8 Further Remarks

This chapter delineates the methods of stochastic approximation. In addition to giving certain asymptotic results, our effort has been devoted to describe to where the methods can be applied. A diverse range of applications are given. We choose to ignore most of the technical details. In addition, the results are often mentioned in the simplest setting so as to make the main ideas clear. It should be emphasized that much of the development can be put in far more general settings to incorporate various applications.

### 10.8.1 Convergence

For the convergence of stochastic approximation algorithms, this chapter mainly concerns the ODE approach. There are other methods of proof available in the literature. Typically, one establishes the boundedness of the iterates first and then proves the desired convergence.

## Chain Recurrence

In the recent study, there is an interesting approach that explores much of the connection of the discrete iteration with that of the continuous dynamic systems. In [4], Benaim develops the ideas of chain recurrence. Without needed information, sometimes the best one can do is to prove that $x_{n}$ or the interpolated and shifted process $x^{n}(\cdot)$ converges w.p. 1 to an invariant (or limit set) of the ODE (10.3.22). Sometimes, these limit sets turn out to be rather large. For example, consider $\dot{x}=x(1-x)$, and the set we are interested in is $[0,1]$. Then the entire interval $[0,1]$ is an invariant set for the ODE. The idea of chain recurrence can simplify the analysis. As in this example, the only chain recurrent points are 0 and 1. For further discussion on this matter, we refer the reader to [4] and [53, Chapters 5 and 6].

## Differential Inclusion

Suppose that we wish to carry out an optimization task. The function under consideration is convex and continuous, but is not every where differentiable. Then the gradient of $f(\cdot)$ will be replaced by the subgradient of $f(\cdot)$. Now in lieu of (10.2.2), we have

$$
x_{n+1}=x_{n}-a_{n} \gamma_{n}+a_{n} \frac{\xi_{n}}{2 c_{n}}
$$

where the $\gamma_{n}$ is defined by

$$
\begin{gather*}
\gamma_{n}=\left(\gamma_{n, 1}, \ldots, \gamma_{n, r}\right)^{\prime} \text { with }  \tag{10.8.85}\\
\gamma_{n, i}=\frac{f\left(x_{n}+c_{n} e_{i}\right)-f\left(x_{n}-c_{n} e_{i}\right)}{2 c_{n}}, \text { and }  \tag{10.8.86}\\
\xi_{n}=\left(\xi_{n, 1}, \ldots, \xi_{n, r}\right) \text { with }  \tag{10.8.87}\\
\xi_{n, i}=\left[f\left(x_{n}+c_{n} e_{i}\right)-F\left(x_{n}+c_{n} e_{i}, \zeta_{n, i}^{+}\right)\right]-\left[f\left(x_{n}-c_{n} e_{i}\right)-F\left(x_{n}-c_{n} e_{i}, \zeta_{n, i}^{-} \ell\right]\right. \tag{l0.8.88}
\end{gather*}
$$

Note that $\gamma_{n}$ is a subgradient. Carrying out the analysis similar to the ideas presented previously, we will get a limit result. The mean differential equation is replaced by a differential inclusion

$$
\dot{x} \in-S G(x)
$$

however. In the above, $S G(x)$ denotes the set of subgradients at $x$ (see [53]).

### 10.8.2 Rate of Convergence

The rate of convergence issue can be addressed in conjunction with the computational budget and the noise and bias effect. One possible road along this line is the development given in L'Ecuyer and Yin [55]. Assuming that a gradient estimator is available and that both the bias and the variance of the noise of the estimator are functions of the budget devoted to its computation, the gradient estimator is used in conjunction with a stochastic approximation algorithm. Detailed analysis allows us to figure out how to allocate the total available computational budget to the successive iterations. The convergence rate is given first as a function of the number of iterations, and then as a function of the total computational effort.

Treating projection or constrained stochastic approximation algorithms, the rate of convergence is often obtained by assuming the optimizer is in the interior of the projection region. The problem of handling the rate of convergence when the optimizer is on the boundary is very difficult. One approach is to use large deviation [20]. Recently, an interesting approach was provided in Buche and Kushner [10]. The rationale is to use a reflected diffusion and consider the corresponding Skorohod problem. The authors develop the techniques and show that the associated stationary Gaussian diffusion is replaced by an appropriate stationary reflected linear diffusion.

### 10.8.3 Law of Iterated Logarithms

In the study of convergence rate, we have chosen the approach of weak convergence. It should be mentioned that there are also almost sure (or w.p.1) convergence rate results. One of the noted representatives is the law of the iterated logarithm. Consider (10.2.1). For simplicity, assume $r=1$. Suppose that the noise variance is $\sigma^{2}$,

$$
\lim _{n \rightarrow \infty} n a_{n}=A, \quad \text { and } \quad a=f_{x}\left(x^{*}\right) A>1 / 2
$$

Then under suitable conditions, it was proved in Gaposhkin and Krasulina [26] that w.p.1,

$$
\lim _{n \rightarrow \infty}\left(\frac{n}{2 \log \log n}\right)^{1 / 2}\left(x_{n}-x^{*}\right)=A \sigma(2 a-1)^{-1 / 2}
$$

The almost sure convergence rate has been investigated further by Heunis [31], in which he developed interesting functional laws of iterated logarithms.

### 10.8.4 Robustness

One of the questions not studied in detail in this chapter is robustness for stochastic approximation problems. Roughly speaking, robustness refers to the allowable tolerance and errors. In applications, one may know little about the actual dynamics or even about the statistics of the driving noise at large parameter values. It may be undesirable for single observations to have large effects on the iterates. Taking such a view point into consideration, the following algorithm was considered in Polyak and Tsypkin [64]. Let $\psi_{i}(\cdot), i \leq r$, be bounded real-valued functions on the real line, and define $\psi(x)=\left(\psi_{1}\left(x^{1}\right), \ldots, \psi_{r}\left(x^{r}\right)\right)$. Let $\psi_{i}(\cdot)$ be monotonically nondecreasing and satisfy $\psi_{i}(0)=0, \psi_{i}(u)=-\psi_{i}(-u)$ and $\psi_{i}(u) / u \rightarrow 0$ as $u \rightarrow \infty$. One commonly used function is $\psi_{i}(u)=\min \left\{u, K_{i}\right\}$ for $u \geq 0$, where $K_{i}$ is a given constant. The algorithm of interest takes the form $x_{n+1}=x_{n}+a_{n} \psi\left(y_{n}\right)$, where $\left\{y_{n}\right\}$ is the sequence of noisy observations as obtained in (10.2.1). In the aforementioned paper, Polyak and Tsypkin examined the optimal choice of the function $\psi(\cdot)$ through minimax formulation.

In a related work, Chen, Guo, and Gao [13] studied the problem of robustness for stochastic approximations from another angle. It is a common practice to use the Liapunov function in the analysis of stochastic recursive algorithms. The following questions are particularly interesting. What kind of measurement errors can be tolerated? What kind of deviations can be allowed for the corresponding Liapunov function? It seems that the analysis of robustness plays an important role in organizing information about the behavior of the algorithms to a manageable form. The problem with the regression function evaluated at the true parameter being nonzero was considered and some simultaneous robustness analysis was given. In a broad informal sense, such a robustness analysis gives an account on the allowable tolerance and relates deviations from idealized assumptions. There are also related works in obtaining necessary and sufficient conditions on the measurement noise etc. and effort in exploring various equivalences in regard to the noise [83].

### 10.8.5 Parallel Stochastic Approximation

Due to rapid technological progress parallel processing methods have attracted much attention lately. Recursive algorithms of the stochastic approximation type, with distributed processors and asynchronous communications was first proposed and analyzed in Tsitsiklis, Bertsekas, and Athans [79]. Some asymptotic results were obtained and various potential applications in stochastic control and system identifications were discussed. Such decentralized algorithms have been attracting growing interest. The aforementioned model was studied further in Kushner and Yin [51]. Utilizing the weak convergence and martingale averaging techniques, convergence properties as well as rate of convergence were established under weaker conditions. Moreover, state dependent noise was treated, communication through noisy channels was dealt with and projection procedures were considered. Later, another class of parallel S.A. algorithms was suggested in Kushner and Yin [52]. Such algorithms utilize parallel processing and distributed computations in a natural way. Instead of using a single processor as in the classical setting, a collection of processors is used. Each processor operates on only part of the system vector. These processors compute and communicate with each other interactively and at generalized renewal times. Some interesting asymptotic theorems were obtained. Further work in this area can be found in the survey paper of Yin [93] (see also Kushner and Vázquez-Abad [48] and [53, Chapter 12]). Since the algorithms using parallel processors all have rather complex forms and are quite technical, we decide not to include the details in this chapter. However, appropriate references are provided.

### 10.8.6 Open Questions

Although stochastic approximation has been around for about 50 years, there are still many questions that need to be addressed. One of the difficult problems concerns the so-called singularly perturbed stochastic approximation. It is motivated by the ideas of singular perturbations for stochastic systems. The underlying system displays two-time behavior. Some related references for stochastic systems can be found in Kushner [42], and Yin and Zhang [105] among others. Due to the interface of the discrete time and continuous time, the asymptotic analysis is rather complex. The limit of the step size (assumed to be small, i.e., $a_{n} \rightarrow 0$ as $n \rightarrow \infty$ for decreasing step size or $\varepsilon \rightarrow 0$ for constant step size) and the (singular perturbation) small parameter are not interchangeable, which makes the analysis very difficult.

Another difficult task is the design of efficient global stochastic approximation algorithms. Although the simulated annealing type procedures give us the desired convergence to the global optima, the convergence rate is very slow [95]. The expected time of getting to the global optima is very long. A related question deals with the optimization of a realvalued function that is very flat near the optimum. It is clear that there are increasing demands and pressing needs to design more feasible algorithms for such optimization tasks.

### 10.8.7 Conclusion

As a rapidly expanding and growing discipline, stochastic approximation involves a wide spectrum of techniques that go far beyond the traditional approaches. It has given impetus, not only to the applications of applied probability and stochastic processes, but also to other areas of science and engineering. Applications of stochastic methods are growing at an increasing rate. To inherit the past and to usher in the future, we perceive unprecedented challenges and opportunities for the development of stochastic approximation methods and applications in the new millennium.
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## Chapter 11

# Optimization by Stochastic Methods 

Franklin Mendivil, R. Shonkwiler, and M.C. Spruill Georgia Institute of Technology<br>Atlanta, GA 30332

### 11.1 Nature of the problem

### 11.1.1 Introduction

This chapter is about searching for the extremal values of an objective $f$ defined on a domain $\Omega$, possibly a large finite set, and equally important, for where these values occur. The methods used for this problem can be analyzed as finite Markov. Chains which are either homogeneous or non-homogeneous, or as renewal processes. By an optimal value we mean globally optimal, for example $f_{*}$ is the minimal value and $x_{*} \in \Omega$ a minimizer if

$$
f\left(x_{*}\right)=f_{*}, \quad \text { and } \quad f_{*} \leq f(x), \quad x \in \Omega
$$

Although we strive for the optimal value, this enterprise brings forth methods which rapidly find acceptably good values. Moreover, often knowing whether a value is the optimum or not cannot be answered with certainty. More generally, one might establish a goal for the search. It could of course be finding a global optimizer or it might be finding an $x$ for which $f(x)$ is within a certain fraction of the optimum or it could be based on other criteria.

In this chapter we discuss stochastic methods to treat this problem. We assume the objective function $f$ is deterministic and returns the same value for $f(x)$ every time. Thus this chapter is not about stochastic optimization, even though methods discussed here can be used with probabilistic objectives. Nevertheless we assume deterministic function evaluations throughout.

Difficult optimization problems arise all the time in such fields as science, engineering, business, industry, mathematics and computer science. Specialized methods such as gradient descent methods, linear and quadratic programming and others apply very well to certain well behaved problems. For a great many problems these specialized methods will not work and more robust techniques are called for.

By a difficult problem we mean, for example, one for which there is no natural topology, or for which there are a large number of local optima (multi-modal), or for which the solution space has high cardinality. The class of NP-complete problems of Computer Science, such as the Traveling Salesman Problem are examples of such problems.

One aspect of the search problem is knowing when the optimum value has been reached; at that point the search may stop. More generally, one may wish to stop the search under a variety of circumstances such as when a fixed time has expired, when a sufficiently good value has been found, or when the incremental cost of one more iteration becomes too great. This aspect of the problem is known as the stopping time problem and is beyond the scope of the present chapter.

Instead, throughout we assume that either the optimal value can be recognized if discovered or that one will settle for the best value found over the course of the search. Thus the second aspect of the search problem is knowing how to conduct the search as well as possible and how to analyze the search process itself dealing with such questions as how good is the best value obtained so far, how fast does the method converge, or is the method sure to find the optimum in finite time.

Some strengths of stochastic search methods are that: they are often effective, they are robust, they are easy to implement requiring minimal programming, and they are simply and effectively parallelized. Some weakness are that: they are computationally intensive and they engender probabilistic convergence assertions.

Heuristics are used extensively in global optimization. Arguments for introducing heuristics are presented in [75]; we quote from their paper:

> The need for good heuristics in both academia and business will continue increasingly fast. When confronted with real world problems, a researcher in academia experiences at least once the painful disappointment of seeing his product, a theoretically sound and mathematically 'respectable' procedure not used by its ultimate user. This has encouraged researchers to develop new improved heuristics and rigorously evaluate their performance, thus spreading further their usage in practice, where heuristics have been advocated for a long time.

In specialized applications a heuristic can embody insight or particular information about the problem. Heuristics can often be invoked to modify a given solution into a better solution, thereby playing the role of an improvement operator. And on a grand scale, heuristics derived from natural phenomena have given rise to entire search strategies.

### 11.1.2 No Free Lunch

There has long been evidence that a truly universal optimization algorithm is not really possible; you cannot have an algorithm that will perform equally well on all possible problems. However, there seemed to be little or no attention paid to this in the optimization literature until the seminal work of Wolpert and McReady [74]. The idea introduced in this paper is the so-called "No Free Lunch" idea. Simply put, this idea states that if you are interested in the average performance of an algorithm, averaged over the set of all possible objective functions, then any two algorithms have the same average performance. Thus, there is no way to distinguish between them. NFL type results point out the clear need to carefully match an algorithm type to problem type, since there is no universally effective optimization algorithm.

We now discuss the NFL Theorem as presented in [74]. Let $X$ and $Y$ be finite sets, $X$ will be the domain space and $Y$ the range space. Let $d_{m}=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=0}^{m}$ be the domainrange pairs seen by the algorithm up until time $m$. Then an algorithm is a function $a$ from the set of all such histories to $X \backslash\{x$ 's in history $\}$. Notice that this means that we assume that the algorithm does not revisit any previously seen domain points. Let $\vec{c}$ be a histogram of $Y$ values seen in some history $d_{m}$. From $\vec{c}$, one can derive various measures of the "performance" of the algorithm, for example the minimum value seen so far. Finally,
let $P(\vec{c} \mid f, m, a)$ denotes the conditional probability that histogram $\vec{c}$ will be seen after $m$ iterations of algorithm $a$ on the function $f$.

Theorem 11.1.1 (NFL) For any pair of algorithms $a_{1}$ and $a_{2}$,

$$
\sum_{f} P\left(\vec{c} \mid f, m, a_{1}\right)=\sum_{f} P\left(\overrightarrow{\boldsymbol{c}} \mid f, m, a_{2}\right)
$$

One way to understand this theorem is to consider optimization against an adversary which randomly generates the objective function as the algorithm proceeds (see [14]). Clearly the next objective function value seen by the algorithm is an independent sequence so the expected histogram generated by two different histories (algorithms) are equal. Thus, if we restrict ourselves to algorithms which do not revisit states, all algorithms, on average, perform as well as systematically stepping through the domain space in some pre-defined order.

In many instances it is clearly impractical to ensure that an algorithm only visits new states. Many of the algorithms we discuss in this chapter allow the possibility of visiting the same state multiple times. In fact, one of the main issues in the area is the problem of how to deal with long runs of repeating the same state. How important is the condition of no-retrace to the conclusion of the NFL Theorem?

In this chapter we will use, among other meásures, the expected time to find the optimum value as a measure of the performance of an algorithm. Using such measures of performance, does the No Free Lunch Theorem hold for stochastic algorithms? The answer is no, not exactly in the stated form. As an example, suppose we have two algorithms driven by the following Markov transition matrices both on the state space $\{a, b, c\}$,

$$
A=\left(\begin{array}{ccc}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right) \quad B=\left(\begin{array}{ccc}
1 / 3 & 1 / 3 & 1 / 3 \\
1 / 3 & 1 / 3 & 1 / 3 \\
1 / 3 & 1 / 3 & 1 / 3
\end{array}\right)
$$

Then the expected time to reach the goal, averaged over all possible functions, is 2 for algorithm $A$ and 3 for algorithm $B$. The first matrix drives the algorithm cyclicly through the state space while the second matrix generates a sequence of independent, uniformly random samples from the state space. Notice that the first algorithm does not repeat states while the second will with high probability. As a third example, the algorithm driven by the Markov transition matrix

$$
D=\left(\begin{array}{ccc}
0 & 1 / 2 & 1 / 2 \\
1 / 2 & 1 / 3 & 1 / 6 \\
1 / 2 & 1 / 6 & 1 / 3
\end{array}\right)
$$

has average expected hitting time of $11 / 5$. Thus, it clearly is possible to do better than purely random search by using a stochastic algorithm.

For continuous state spaces, there is an interesting related result sometimes called the "indentation argument" [20]. This principle states that knowledge of only finitely many values of $f$ or its derivatives and the fact that $f$ has $k$ continuous derivatives on some region $\Omega \subset \mathbb{R}^{n}$, is not sufficient to determine a lower bound on $\inf f(\Omega)$. The reason for this
is that it is always possible to modify $f$ on an arbitrarily small set, away from where we have information, in such a way that we decrease $\inf f(\Omega)$ by an arbitrary amount. This modification will have no measurable effect on the rest of the function in the sense that neither the value of the function nor the value of any of the derivatives of the function will change outside this small region of change. Thus, again, to get any advantage one needs to make assumptions on $f$, in this case global assumptions such as a global bound on a derivative.

### 11.1.3 The Permanent Problem

Consider the problem of optimizing the permanent of $0 / 1$ matrices. The permanent of an $n \times n$ matrix $M$ is defined to be

$$
\operatorname{perm}(M)=\sum_{\sigma} \prod_{i=1}^{n} m_{i, \sigma(i)}
$$

where the sum extends over all permutations $\sigma$ of the first $n$ integers. The permanent is similar to the determinant except without the alternating signs. We will only allow the matrix elements to be 0 or 1 . For a given matrix size $n$ and number $d$ of 1 's, $0<d<n^{2}$, the problem is to find the matrix having maximum permanent. We refer to this as the $n: d$ permanent problem.

Two advantages of this problem are its simplicity and scalability. The problem is completely determined by the two interger values, $n$ and $d$, the matrix size and its density of 1 's. As $n$ grows the problem becomes harder in two ways. The number of operations required to calculate a permanent grows as $n!$. But in addition, the number of possible permutations, $\sigma$, also grows as $n!$. Likewise, the calculation difficulty also grows with $d$. This is a consequence of the fact that as soon as a zero is encountered in the permanent calculation, no further terms need be considered, the permanent is immediately 0 .

Another advantage of the permanent problem is that there exists a body of literature describing simulated annealing solutions and with various cooling schedules, see [57].

To illustrate our in-depth methods: simulated annealing, restarted simulated annealing and evolutionary computation, we apply each to the $14: 40$ permanent problem. Details of each implementation will be given in the appropriate section. With $n=14$, the number of matrix elements is 196 ; this gives the number of possible arrangements of the 1 's, i.e. the size of the search space for this problem, to be $\binom{196}{40}$ or about $8.3 \times 10^{41}$ (even though for a small proportion of the total, many of these arrangements give the maximum permanent). As mentioned above, the difficulty in calculating a permanent grows rapidly with $n$, and also with $d$. Selecting the aforementioned values for $n$ and $d$, resulted in a permanent calculation sufficiently fast that millions could be tried in a reasonable amount of time.

The accompanying figure shows the results. The performance varied greatly; evidently this is an easy problem for an evolutionary computation.


Figure 1. Best vs number of function evaluations for the three algorithms

### 11.2 A Brief Survey of Some Methods for Global Optimization

In subsequent sections we give in-depth discussions of simulated annealing, restart algorithms, and evolutionary computation. In this section we give brief descriptions of other representative methods.

A great many methods have been proposed for global optimization. These include gridlike subdivision methods, exhaustion, branch and bound, random search, and methods inspired by the natural world. The latter include simulated annealing and evolutionary computation. The methods given here by no means cover the field but rather are intended to be a sample of those available.

When the domain is a subset of Euclidean space, obviously its cardinality is infinite and there is no possibility of examining every point as would be possible (however impractical) when $\Omega$ is finite. On the other hand, objectives defined on Euclidean space usually have some degree of smoothness, for example a Lipschitz condition, which works in place of finiteness. An important illustration of this is in conjunction with searching for local optima; differentiable objectives can utilize gradients both to greatly improve search efficiency and to recognize attainment.

One classification of search methods is that proposed by [3], as follows:
Deterministic methods
Covering methods
Trajectory, tunneling methods
Probabilistic methods
Methods based on random sampling
Random search methods
Methods based on a stochastic model of the objective
Although this chapter is about stochastic search methods, we include a discussion of some deterministic methods for comparison.

### 11.2.1 Covering Methods

An advantage of covering methods is that both aspects of the optimization problem are solved: finding an optimum and knowing that it is the optimum. In the case of discrete solution spaces, covering includes exhaustion and branch and bound methods.

Exhaustion entails computing the objective value on each and every point of the domain, which is often not feasible. The points of $\Omega$ are totally ordered in some way, $x_{1}, x_{2}, \ldots, x_{N}$, the objective values are computed, $y_{1}=f\left(x_{1}\right), y_{2}=f\left(x_{2}\right), \ldots, y_{N}=f\left(x_{N}\right)$ and compared,

$$
f_{*}=\min _{i} y_{i}
$$

We note that the expected number of iterations, $E$, required to find the optimum is

$$
E=\frac{N+1}{2}
$$

assuming the ordering of the domain is uncorrelated with the objective. Therefore the average expected hitting time over all possible functions on $\Omega$ is $(N+1) / 2$. The No Free Lunch conjecture is that this value is the best possible no matter what the search strategy.

A comparable algorithm for Euclidean spaces is the following [62].

1) Evaluate $f$ at $n$ equispaced points $x_{1}, \ldots, x_{n}$ throughout $\Omega$ and define $y_{i}=f\left(x_{i}\right)$, $i=1, \ldots, n$.
2) Estimate $f_{*}$ by $m_{n}=\min \left\{y_{1}, \ldots, y_{n}\right\}$.

Under the conditions that $f$ satisfies a Lipschitz condition,

$$
\left|f\left(x_{1}\right)-f\left(x_{2}\right)\right|<L\left\|x_{1}-x_{2}\right\|, \quad x_{1}, x_{2} \in \Omega
$$

for some fixed $L>0$, then the following can be proved. Given $\epsilon>0$, define the goal to be the region

$$
G_{\epsilon}=\left\{y:\left|y-f_{*}\right|<\epsilon\right\} .
$$

Theorem 11.2.1 For $i=1, \ldots, n$, let $V_{i}$ be the sphere $\left\|x-x_{i}\right\| \leq r_{i}$, where

$$
r_{i}=\frac{\left|f\left(x_{i}\right)-m_{n}+\epsilon\right|}{L} .
$$

If $\bigcup_{i} V_{i}$ covers $\Omega$, then $m_{n}=\min \left\{y_{1}, \ldots, y_{n}\right\}$ belongs to $G_{\epsilon}$.
Proof. Let $x_{*} \in V_{i}$, then $\left|x_{*}-x_{i}\right|<r_{i}$ so

$$
f\left(x_{i}\right)-f\left(x_{*}\right) \leq L r_{i}=f\left(x_{i}\right)-m_{n}+\epsilon
$$

and thus

$$
f\left(x_{*}\right) \geq m_{n}-\epsilon
$$

so the goal is attained.
Prior to computing $f\left(x_{i}\right)$ it is impossible to determine whether $\bigcup_{i} V_{i}$ will cover all of $\Omega$. Thus, with the $x_{i}$ fixed, it is necessary to increase $\epsilon$ until this condition is satisfied. If this increases $\epsilon$ to be larger than the allowable error tolerance, the only solution is to choose more $x_{i}$ 's and try again.

If it is possible to obtain some additional information, then it may only be necessary to obtain more samples in parts of the space, rather than uniformly over all of $\Omega$. This is the motivation behind another type of method in this general category, the class of subdivision algorithms. Subdivision methods are usually applied to a region $\Omega \subset \mathbf{R}^{n}$. The domain is
covered with a coarse regular pattern, e.g. a grid, and the function values on the nodes are compared. Promising areas of the space are refined by laying down a finer grid in these areas. Finding these promising areas usually depends on some additional knowledge of the function, such as a Lipschitz condition. If the function is assumed to be Lipschitz then the values at the corners of a grid will yield estimates on the possible values inside the grid blocks, and thus identify the promising areas.

Notice that care must be taken in the estimation of the Lipschitz factor of the objective function since a poor estimate of this factor will adversely affect the performance of the algorithm.

### 11.2.2 Branch and bound

Branch and bound methods are related to the subdivision methods discussed above. The basic idea is to partition the domain (Branch) into various regions and obtain estimates (Bounds) on the minimum function value over these regions. Depending on the quality of the bounds, you can then eliminate some of the regions from further consideration, thus narrowing the search. In this section, we describe the general framework of a branch and bound method, leaving the details to the references [39].

The three primary operations in the branch and bound algorithm are Bounding, Selection and Refining.

Suppose our problem domain $\Omega$ is a subset of a larger set $X$. For example, $\Omega$ might be all the points in $X$ that satisfy some set of constraints. At each stage of the algorithm, we have a partition $\mathcal{M}_{k}$ of a subset of $X$ which contains $\Omega$ and for each element of the partition $M \in \mathcal{M}_{k}$, bounds $\alpha(M)$ and $\beta(M)$ such that $\beta(M) \leq \inf f(M \cap \Omega) \leq \alpha(M)$. These "local" bounds give us overall bounds, $\alpha_{k}=\min \alpha(M)$ and $\beta_{k}=\min \beta(M)$ which yield the bounds $\beta_{k} \leq \inf f(\Omega) \leq \alpha_{k}$.

To initialize the algorithm, start with the partition which consists solely of the one set $X$. To obtain the lower bound $\beta_{0}$, we use our bounding operation to compute a $\beta(X)$ such that $\beta(X) \leq \inf f(\Omega)$. To do this, we only need an underestimate of the minimum of $f$ over $X$ and we can choose $X$ to make this estimate easier. For example, we could choose $X$ to be a convex polytope and find some convex $\phi \leq f$ so that $\beta(X)=\inf \phi(X)$.

Finding the bound $\alpha$ involves taking an "inner" approximation $S_{X} \subset \Omega$ over which we can find the minimum of $f$. Thus, $\alpha_{0}=\inf f\left(S_{X}\right)$. Let $x_{0}$ be the point at which this minimum is achieved.

Having initialized the algorithm, the next steps involve updating the partition $\mathcal{M}_{k}$, the bounds $\alpha_{k}, \beta_{k}$, the best feasible point seen so far, $x_{k}$, and the "inner" approximation $S_{\mathcal{M}_{k}}$.

The first step is to remove any $M \in \mathcal{M}_{k}$ which are either infeasible (so that $M \cap \Omega=\emptyset$ ) or which we know cannot possibly contain the global minimum. This step is very important to the efficiency of the algorithm, since the more regions we can eliminate early in the algorithm, the better will be our estimate of the location of the global minimum. Note that deciding if $M \cap \Omega=\emptyset$ could be difficult, depending on the structure of the problem. However, clearly if $\beta(M) \geq \alpha_{k}$, we know that $M$ does not contain the global minimum and so can be safely removed.

The next step is the selection step, where we choose which elements of the partition $\mathcal{M}_{k}$ are subdivided. The choice of selection rule will also be problem dependent. Examples of natural and simple selection rules are to select the "oldest" region(s) or the "largest" region(s). Both of these selection rules have the desirable property that eventually all remaining regions will be selected for subdivision.

The refining operation depends very much on the choice of sets for the partition. If the elements of the partition are convex polytops or simplices, then a natural choice of refinement is to do a simplicial refinement, where each simplex is subdivided into several
smaller simplices. After we refine the regions which were selected, we again remove any of these new subregions which are either infeasible or which do not contain the minimum.

Now we must update the bounds $\alpha$ and $\beta$ and the "inner" approximating set $S$. Let $\mathcal{M}_{k+1}$ be the partition consisting of the remaining sets (note that we know that $\Omega \subset \bigcup\{M$ : $\left.M \in \mathcal{M}_{k+1}\right\}$ ). For each $M \in \mathcal{M}_{k+1}$, we find a set $S_{M} \subset \Omega \cap M$. Furthermore, we use the bounding operation to find a number $\beta(M)$ so that $\beta(M) \leq \inf f(M \cap \Omega)$ if $M$ is known to be feasible or $\beta(M) \leq \inf f(M)$ if $M$ is uncertain. In order for our bounds to be useful and to have a chance of converging, we must choose $S_{M}$ and $\beta(M)$ in such a way that if $M^{\prime} \in \mathcal{M}_{k}$ with $M \subset M^{\prime}$ (or if $M$ is part of a refinement of $M^{\prime}$ ) then $\dot{S}_{M} \supset M \cap S_{M^{\prime}}$ (our "inner" approximation is growing) and $\beta(M) \geq \beta\left(M^{\prime}\right)$ (our lower bound is increasing). The bound $\alpha(M)$ is defined as $\alpha(M)=\inf f\left(S_{M}\right)$.

The overall bounds $\alpha_{k+1}$ and $\beta_{k+1}$ are defined to be the minimum of the $\alpha(M)$ 's and $\beta(M)$ 's, respectively, for $M$ in the current partition, $\mathcal{M}_{k+1}$. We update $x_{k+1}$, the best feasible solution seen so far, as the place where $f(x)=\alpha_{k+1}$.

Now if $\alpha_{k+1}-\beta_{k+1}$ is smaller than some error tolerance, then the algorithm has found the minimum to within this tolerance and $x_{k+1}$ is taken to be the location of the minimum.

If the state space $\Omega$ is finite, then the 'branch and bound' is likewise exhausted except that the search proceeds in such a way that, with the points of the domain organized in a tree graph, if the function value at some node of the graph is sufficiently worse than the running best, then the rest of the branch below that point need not be searched. Clearly the difficulty is setting up the algorithm in such a way as to obtain the estimates of $\alpha$ and $\beta$ over a region in $\Omega$.

### 11.2.3 Iterative Improvement

An iterative improvement, or greedy, algorithm is one in which the successive approximations are monotonically decreasing. It is a deterministic process: if run twice starting from the same initial point, the same sequence of steps will occur. Given the current state, greedy algorithms function by taking the best point in the neighborhood of the current state, including the current state. The neighborhood of a state is defined to be the set of all the states that could potentially be reached in one step of the algorithm starting from the current state. If the state space is thought of as a graph, the neighbors of a state $\sigma$ are all those states that are connected to $\sigma$ by an edge. Eventually the greedy algorithm reaches a local minimum relative to its neighborhood system and no additional improvement is possible. When this occurs the algorithm must stop.

By its nature, an iterative improvement algorithm partitions the solution space into basins. A basin being all those points leading to the same local minimum. Graph theoretically, an iterative improvement algorithm can be represented as a forest of rooted trees. Each tree corresponds to a basin, with the root of the tree the local minimum of the basin.

For problems having a differentiable objective function, the gradient is generally used to compute the downhill steps required for improvement. In discrete problems, one has a "candidate neighborhood system," that is, each point has a neighborhood of candidates. Candidates are examined until one is found which most improves the objective value and that one becomes the next iteration point. Various heuristics are used for assigning a candidate neighborhood; this is the primary concern in designing a greedy algorithm for a specific problem. For example, when the domain is a Cartesian space of some sort, neighbors can be the one-coordinate perturbations of the present point.

By their very nature, greedy algorithms are good at finding local minima of the objective function. In order to find the global minimum, it is necessary to find the goal basin, that is the basin containing the global minimum. Clearly once this basin has been located, the algorithm will deterministically descend into the basin to find the global minimum.

Greedy algorithms generally rely on some knowledge of the problem in order to define natural and reasonable candidate neighborhood systems. Since only downhill steps are taken, it is desirable to have a heuristic which generates downhill steps with high probability.

### 11.2.4 Trajectory/tunneling Methods

Trajectory methods depend on the function $f$ being defined on a smooth subset of $\mathbf{R}^{n}$. Given this setting, the method then constructs a set of finitely many curves in such a way that it is known that the solutions lie on one or more of these curves. An example might be to find the critical points of a function, and these points lie on the curves defined by setting all but one of the partial derivatives to be zero. Given these curves, we must find a starting point on an appropriate curve and then trace out the curve. Tracing out the curve often involves setting up a system of differential equations which define the curve and numerically solving this set of equations (thus, the curve is the trajectory of a solution to a differential equation). A physical analogy would be, thinking of the function $f$ as a surface, to roll a marble over this surface in order to find the valleys.

Another set of methods closely related to trajectory methods are homotopy methods. In this method you choose a related, but easier, function $g$ to minimize. You compute the minimizers of $g$. Then you find a homotopy between the function $g$ and the function $f$. A homotopy between $g$ and $f$ is a continuous function $H:[0,1] \times \Omega \rightarrow \mathbf{R}$ so that $H(0, x)=g(x)$ while $H(1, x)=f(x)$; it is like a continuous "path" from $g$ to $f$. The idea is that we follow the minimizers of $H(t, x)$ for each $t$. If we can do this all the way up to $t=1$, then we have found the minimizers of $H(1, \cdot)=f$.

Clearly the major task in using a homotopy method is choosing the simpler function $g$ and, most importantly, the homotopy $H$. It is necessary to be able to find the minima for $H(t, \cdot)$ for each $t$. The algorithm usually proceeds by finding the minima for $g=H(0, \cdot)$. Let us increment $t$ by some fixed, but small amount. Then $H(t, \cdot)$ is very close to $H(0, \cdot)$ so the minima will be very similar. Thus, the minima for $g$ are good starting points to use in an algorithm to find the minima for $H(t, \cdot)$. Continuing this way, we eventually arrive at $t=1$ and, hopefully, the solution to the original minimization problem.

Tunneling methods involve finding a local minimum and then "tunneling" through the surrounding "hill" to find a point in the basin of another local minimum. For simplicity we describe the algorithm for a one-dimensional problem. Let $f$ be defined on an interval [ $a, b]$. Given the local minimum $x_{1}$, next find a new point $z_{1}$ by minimizing the "tunneling" function

$$
T_{\alpha}(x)=\frac{f(x)-f\left(x_{1}\right)}{\left[\left(x-x_{1}\right)^{2}\right]^{\alpha}}
$$

This minimization is started with a point to the right of $x_{1}$. If $f\left(z_{1}\right)<f\left(x_{1}\right)$, then $z_{1}$ belongs to the basin of a local minimum with lower function value than $x_{1}$, and thus a new local search can begin to obtain the local minimum $x_{2}$. On the other hand, if $f\left(z_{1}\right)>f\left(x_{1}\right)$, then increase $\alpha$ and either find such a point or obtain the end point $b$. In this case, we know that no such local minimum exists to the right of $x_{1}$, so try points to the left of $x_{1}$.

In the multidimensional case, the tunneling function is changed to one of the form [69]

$$
T_{\alpha}(x)=\frac{f(x)-\hat{f}_{*}}{\left\{\prod_{i=1}^{K}\left[\left(x-x_{i}\right)^{T}\left(x-x_{i}\right)\right]^{\alpha_{i}}\right\}\left[\left(x-x_{m}\right)^{T}\left(x-x_{m}\right)\right]^{\alpha_{0}}}
$$

where the $x_{i}$ are all the local minima with best minimum value $f_{*}$ found during the previous iterations.

### 11.2.5 Tabu search

Tabu search is a modification of iterative improvement to deal with the problem of premature fixation in local minima. Allowing an algorithm to take "uphill" steps helps avoid this entrapment. However, this makes it possible for the algorithm to loop between several states and waste computational time. Thus, some mechanism is needed to discourage this. A Tabu search implements this by having the neighborhood system dynamically change as the search progresses. One possibility is for a tabu search to maintain a list of recently visited states and use these as "tabu" states not to revisit. This results in the actual neighbors of a state being the potential neighbors minus these tabu points.

Tabu search works by first generating a neighborhood of the current state. Then the best non-tabu element of this neighborhood is taken to be the next state. In certain situations, it may be desirable to accept a tabu state, for example if a proposed tabu state is much better than any previously seen. To allow this possibility, tabu search may includes an aspiration level condition, by which is meant some criteria to judge whether to allow a tabu transition.

Another possible refinement of a basic tabu search is to incorporate some type of learning into the generation of the local neighborhood. For example, a problem-dependent heuristic could favor states that look like recently seen good states.

Like all search algorithms, tabu search performs better the more problem specific information is encoded into the procedure. This is especially important in determining how to dynamically generate the local neighborhood.

### 11.2.6 Random Search

The simplest probabilistic method is random search which consists of selecting points in $\Omega$ uniformly at random for $n$ such points. The function values are computed and the best such value encountered is reported. Suppose a goal has been established and the probability of hitting the goal is $\theta_{0}$ under uniform selection over $\Omega$. Then the probability the goal has not been found after $n$ trials is $\left(1-\theta_{0}\right)^{n}$. Hence the probability of success is

$$
S=1-\left(1-\theta_{0}\right)^{n}
$$

Solving for $n$

$$
n=\frac{\log (1-S)}{\log \left(1-\theta_{0}\right)}
$$

The following table illustrates this equation.

| Iterations needed for 90 or $99 \%$ success using random search |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Probability of success per iteration, $\theta_{0}$ |  |  |  |  |  |  |
|  | $1 / 20$ | $1 / 50$ | $1 / 100$ | $1 / 1,000$ | $1 / 10,000$ | $1 / 100,000$ |
| $90 \%$ | 45 | 114 | 230 | 2,302 | 23,025 | 230,258 |
| $99 \%$ | 90 | 228 | 459 | 4,603 | 46,050 | 460,515 |

One interpretation of the table is that in searching for 1 point from among 100,000 , to attain $90 \%$ chance of success requires about 230,000 iterations or over two times as many points as in the space, clearly undesirable. Another interpretation of the same information is that in searching for 10 points from among $1,000,000$, to attain $90 \%$ chance of success one needs about 230,000 iterations, about one fourth of the points, which is much better.

For the permanent problem described above, $\theta_{0} \leq(14!)^{2} /\binom{196}{40} \approx 9.2 \times 10^{-19}$. Thus we need about $5 \times 10^{20}$ iterations to be $99 \%$ sure that we have found the goal.

### 11.2.7 Multistart

Although we study restart methods in-depth in a subsequent section, at this point we will mention multistart (see [66]) which is a specialized "batch oriented" restart method. Multistart combines random search and iterated improvement (greedy algorithms) in a natural way. The method begins by choosing some number of random points $x_{i}$ uniformly in $\Omega$. From each of these points a local search is performed, yielding the local minima $y_{i}$. From here, we can either terminate the algorithm, taking the best of the local minima along with its corresponding minimizer as the output, or we can choose to sample some more points and perform further local searches starting from these new points.

As already mentioned, one aspect of optimal search is deciding when to stop. For multistart, some simple stopping rules have been derived (see [8]) which are based on a Bayesian estimation of both the total number of local minima (and, thus, an estimate on the percentage of these already visited) and the percentage of $\Omega$ that has been covered by the basins of these local minima. These estimates are given by

$$
\frac{w(s-1)}{s-w-2} \quad \text { and } \quad \frac{(s-w-1)(s+w)}{s(s-1)}
$$

as the estimates of the number of local minima and percentage of $\Omega$ covered, respectively. In these formula, $w$ is the number of distinct minima found and $s$ is the number of local searches performed (the number of $x_{i}$ sampled randomly).

### 11.3 Markov Chain and Renewal Theory Considerations

Generally, optimization methods are iterative and successively approximate the extremum although the progress is not monotonic. For selecting the next solution approximation, most search algorithms use the present point or, in some cases, short histories of points or even populations of points in $\Omega$. As a result, these algorithms are described by finite Markov chains over $\Omega$ or copies of $\Omega$.

Markov Chain analysis can focus attention on important factors in conducting such a search, such as irreducibility, first passage times, mixing rates and others, and can provide the tools for making predictions about the search such as convergence rates and expected run times.

Associated with every Markov Chain is its directed weighted connection graph whose vertices are the states of the chain and whose edges are the possible transitions weighted by the associated, positive, transition probabilities. The graph defines a topology on the state space in terms of neighborhood systems in that the possible transitions from a given state are to its neighbors. By ordering the states of the chain in some fashion, $\left\{x_{1}, x_{2}, \ldots, x_{N}\right\}$, an equivalent representation is by means of the transition matrix $P(t)$,

$$
P(t)=\left(p_{i j}(t)\right)
$$

in which $p_{i j}(t)$ is the probability of a transition from state $x_{i}$ to state $x_{j}$ on iteration $t$. If $P$ is constant with $t$, the chain is homogeneous, otherwise inhomogeneous. We first consider homogeneous chains.

## Retention and Acceleration

Let $\alpha_{t}$, the state vector, denote the probability distribution of the chain $X_{t}$ on iteration $t$; $\alpha_{0}$ denotes the starting distribution. If the starting solution is chosen equally likely, $\alpha_{0}$ will be the row vector all of whose components are $1 / N$. The successive states of the algorithm are given by the matrix product

$$
\alpha_{t}=\alpha_{t-1} P
$$

and hence

$$
\alpha_{t}=\alpha_{0} P^{t}
$$

Now let a subset of states be designated as goal states, $G$. It is well-known that the expected hitting time $E$ to this subset can be calculated as follows. Let $\hat{P}$ denote the matrix which results from $P$ when the rows and columns corresponding to the goal are deleted, and let $\hat{\alpha}_{t}$ denoted the vector that remains after deleting the same components from $\alpha_{t}$. Then the expected hitting time is given by

$$
E=\hat{\alpha}_{0}(I-\hat{P})^{-1} \mathbb{1}
$$

where $\mathbb{1}$ is the column vector of 1 's.
This equation may be re-written as the Neumann series

$$
E=\hat{\alpha}_{0}\left(I+\hat{P}+\hat{P}^{2}+\hat{P}^{3}+\ldots\right) \mathbb{1}
$$

the terms of which have an important interpretation. The sum $\hat{\alpha}_{t} \mathbb{1}$ is exactly the probability that the process will still be "retained" in the non-goal states on the $t$ th epoch. Since $\hat{\alpha}_{0} \hat{P}^{t}=\hat{\alpha}_{t}$, the term

$$
\operatorname{chd}(t)=\hat{\alpha}_{0} \hat{P}^{t} \mathbb{1}
$$

calculates this retention probability. We call the probabilities chd $(\cdot)$ of not yet seeing the goal by the $t$ th epoch the tail probabilities (not to be confused with measure-theoretic notions of the same name) or the complementary hitting distribution,

$$
\operatorname{ch} d(t)=\operatorname{Pr}(\text { hitting time }>t), \quad t=0,1, \ldots \ldots
$$

In terms of $\operatorname{chd}(\cdot)$,

$$
E=\sum_{0}^{\infty} \operatorname{chd}(t)
$$

If now the sub-chain consisting of the non-goal states is irreducible and aperiodic, virtually always satisfied by these search algorithms, then by the Perron-Frobenius theorem,

$$
\hat{P}^{t} \rightarrow \lambda^{t} \chi \omega \quad \text { as } \quad t \rightarrow \infty
$$

where $\chi$ is the right and $\omega$ the left eigenvectors for the principle eigenvalue $\lambda$ of $\hat{P}$. The eigenvectors may be normalized so that $\omega \mathbb{1}=1$ and $\omega \chi=1$. Therefore asymptotically,

$$
\operatorname{chd}(t) \rightarrow \frac{1}{s} \lambda^{t} \quad t \rightarrow \infty
$$

where $1 / s=\hat{\alpha}_{0} \chi$.
The left eigenvector $\omega$ has the following interpretation. Over the course of many iterations, the part of the process which remains in the non-goal sub-chain asymptotically tends to the distribution $\omega$. The equation $\omega \hat{P}=\lambda \omega$ shows that $\lambda$ is the probability that on one iteration, the process remains in the non-goal states.

The right eigenvector $\chi$ likewise has an interpretation. Since the limiting matrix is the outer product $\chi \omega, \chi$ is the vector of row sums of this limiting matrix. Now given any
distribution vector $\hat{\alpha}$, its retention under one iteration is $\hat{\alpha} \chi \omega \mathbb{1}=\hat{\alpha} \chi$. Thus $\chi$ is the vector of relative retention values. To quickly pass from non-goal to goal states, $\hat{\alpha}$ should favor the components of $\chi$ which are smallest. Moreover, the dot product $\hat{\alpha} \chi$ is the expected retention under the distribution $\hat{\alpha}$ relative to retention, $\lambda$, under the limiting distribution.

If it is assumed that the goal can be recognized and the search stopped when attaining the goal, then we have the following theorem.

Theorem 11.3.1 The convergence rate of a homogeneous Markov Chain search is geometric, i.e.,

$$
\lambda^{-t} \operatorname{Pr}\left(X_{t} \notin G\right) \rightarrow \frac{1}{s} \quad \text { as } t \rightarrow \infty
$$

provided that the sub-chain of non-goal states is irreducible and aperiodic.
On the other hand, if goal states are not always recognized, then we may save the best state observed over the course of a run, the best-so-far random variable, see [63]. We define this to be the random variable over the chain which is the first to attain the current extreme value,

$$
B_{t}=X_{r}, \quad f\left(X_{r}\right) \leq f\left(X_{k}\right) \quad 1 \leq k \leq t, \quad r \leq k \text { if } f\left(X_{r}\right)=f\left(X_{k}\right)
$$

Now if the goal is defined in terms of objective values, then the theorem takes the following form showing that convergence is almost sure (cf. Hajek's Theorem 11.4.1).

Theorem 11.3.2 The convergence rate of the best observation is geometric,

$$
\lambda^{-t} \operatorname{Pr}\left(B_{t} \notin G\right) \rightarrow \frac{1}{s} \quad \text { as } t \rightarrow \infty,
$$

provided that the sub-chain of non-goal states is irreducible and aperiodic.
Making the asymptotic substitutions for $\operatorname{chd}(\cdot)$ in the expression for the expected hitting time, $E$ becomes

$$
\begin{aligned}
E & \approx \frac{1}{s}\left(1+\lambda+\lambda^{2}+\ldots\right) \\
& =\frac{1}{s} \frac{1}{1-\lambda}
\end{aligned}
$$

where the infinite series has been summed. We therefore arrive at the result that two scalar parameters govern the convergence of the process, retention $\lambda$ and acceleration $s$. In most applications $\lambda$ is just slightly less than 1 and $s$ is just slightly more than 1 .

In cases where repeated runs are possible, retention and acceleration can be estimated from an empirical graph of the complementary hitting distribution. Plotting $\log (c h d)$ vs $t$ gives, asymptotically, a straight line whose slope is $\lambda$ and whose intercept is $-\log s$.

It is also possible to estimate retention and acceleration during a single run dynamically for the restarted iterative improvement algorithm. We discuss this further below.

The tail probabilities may also be used to calculate the median hitting time $M$. Since $M$ is the time $t$ such that it is just as likely to take more than $t$ iterations as less than $t$, we solve for $M$ such that $\operatorname{chd}(M)=.5$. Under the asymptotic approximation for $c h d(\cdot)$, this becomes

$$
\frac{1}{s} \lambda^{M-1}=\operatorname{chd}(M)=.5
$$

from which

$$
M=1+\frac{\log (s / 2)}{\log (\lambda)}
$$

### 11.3.1 IIP parallel search

A major virtue of Monte Carlo methods is the ease of implementation and efficacy of parallel processing. The simplest and most universally applicable technique is parallelization by identical, independent processes, (IIP) parallel. When used for global optimization, this technique is also highly effective. (IIP) parallel is closely related to a parallelization technique for multistart in [9]. What we are calling (IIP) parallelization is referred to as simultaneous independent search (SIS) in [4].

One measure of the power of (IIP) parallel is seen in its likelihood of finding the goal. Suppose that a given method has $q$ probability of success. Then running $m$ instances of the algorithm increases the probability of success as given by

$$
1-(1-q)^{m}
$$

This function is shown in Figure 2. For example, if the probability of finding a suitable objective value is only $q=0.001$, then running it 400 times increases the likelihood of success to over $20 \%$, and if 2,000 runs are done, the chances exceed $80 \%$.


Figure 2. Probability of success vs number of parallel runs
For the purposes of this figure, the runs need not be conducted in parallel. But when they are, another benefit ensues - the possibility of superlinear speedup. By independence, the joint expected hitting time $E(m)$, meaning the expected hitting time of the first to hit, of the parallel processes is given by

$$
\begin{aligned}
E(m) & =\hat{\alpha}_{0}\left(I-\hat{P}^{m}\right)^{-\mathbf{1}} \mathbb{1} \\
& =\hat{\alpha}_{0}\left(I+\hat{P}^{m}+\left(\hat{P}^{m}\right)^{2}+\left(\hat{P}^{m}\right)^{3}+\ldots\right) \mathbb{1} \\
& \approx \frac{1}{s^{m}} \frac{1}{1-\lambda^{m}}
\end{aligned}
$$

If we define speedup $S U(m)$ to be relative to the single-processor running time, we find

$$
\begin{aligned}
S U(m) & =\frac{E(1)}{E(m)} \\
& \approx s^{m-1} \frac{1-\lambda^{m}}{1-\lambda} \\
& \approx s^{m-1} m
\end{aligned}
$$

where the last member follows for $\lambda$ near 1 .
For $s$ and $\lambda$ near one, the speed up curve will show the usual drop off with increasing $m$. But if $s$ is on the order of 1.01 or bigger, then speedup will be superlinear for up to several processors. See Figure 3.


Figure 3. Speed up vs number of processors
These results show that IIP parallel is an effective technique when $s>1$ accelerating convergence superlinearly. See reference [67].

The convergence rate for (IIP) is worked out for simulated annealing in [4]. Suppose for a given problem, $N$ iterations in total are available and assume $m$ parallel processes will each conduct $n$ iterations, $m n<N$. The $m$ processes are assumed to use the same search algorithm but otherwise are independent. Let $Y_{N}$ denote the best overall ending configuration among the parallel runs, $B_{i, n}, 1 \leq i \leq m$, i.e.

$$
\dot{Y}_{N}=B_{1, n} \wedge B_{2, n} \wedge \cdots \wedge B_{m, n}
$$

Then $Y_{N}$ satisfies

$$
\operatorname{Pr}\left(Y_{N} \notin G\right) \leq\left(\frac{m K}{N}\right)^{\alpha m}
$$

for some $K>0$ and $\alpha>0$.
A modification of (IIP) parallel, termed periodically interacting simultaneous search, is also treated in [4]. The method as defined there is cast in terms of simulated annealing but can be adapted to any search algorithm. Here, $m$ processors independently undergo $s-1$ iterations resulting in configurations $X_{s-1,1}, \ldots, X_{s-1, m}$. The next state for the $k$ th processor, $X_{s, k}$ will be the best of the first $k$ of these, i.e.

$$
X_{s, k}=X_{s-1,1} \wedge \cdots \wedge X_{s-1, k}, \quad 1 \leq k \leq m
$$

### 11.3.2 Restarted Improvement Algorithms

We envision a process combining a deterministic downhill operator $g$, acting on points of the solution space, and a uniform random selection operator $U$. The process starts with an invocation of $U$ resulting in a randomly selected starting point. This is followed by repeated
invocations of $g$ until a local minimum is reached. Then the process is restarted with another invocation of $U$ and so on.

As above, this process enforces a topology on the domain which is a forest of trees. The domain is partitioned into basins $B_{i}, i=0,1, \ldots$ as determined by the equivalence relation $x \equiv y$ if and only if $g^{k}(x)=g^{j}(y)$ for some $k, j$. The settling point or local minimum $b$ of basin $B$ is $\lim _{k \rightarrow \infty} g^{k}(x)$ where $x$ is any point of $B$. By the depth of a tree we mean its maximum path length.

The transition matrix for such a process assumes the following form

$$
P=\left[\begin{array}{cccc}
B_{0} & 0 & \ldots & 0 \\
Q & B_{1} & \ldots & Q \\
\vdots & \vdots & \ddots & \vdots \\
Q & Q & \ldots & B_{n}
\end{array}\right]
$$

where, to conserve notation, we also use $B_{i}$ to denote the matrix corresponding to basin $B_{i}$. We index the points starting with the goal basin. Within a basin we index points with increasing path length from the basin bottom. Then each sub-matrix $B_{i}$ has the form

$$
B_{i}=\left[\begin{array}{ccccc}
p & p & p & \ldots & p \\
1 & 0 & 0 & \ldots & 0 \\
0 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1 & 0
\end{array}\right]
$$

where $p=1 / N$ corresponds to uniform restarting. The 1's in this matrix are in the lower triangle but not necessarily on the sub-diagonal. The blocks designated by $Q$ are generic for the form

$$
Q=\left[\begin{array}{cccc}
p & p & \ldots & p \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{array}\right]
$$

Let $E$ denote the expected hitting time to the basin $B_{0}$ containing a minimizer, the goal basin. Let $T_{i}$ be the expected time to reach the settling point of basin $B_{i}$. Let $\left|B_{i}\right|$ denote the number of points in basin $B_{i}$ and $\theta_{i}$ the ratio $\left|B_{i}\right| / N$ where $N=\sum\left|B_{i}\right|$, i.e. $\theta_{i}$ is the probability of landing in basin $B_{i}$ on a restart. Then by decomposition of events

$$
\begin{equation*}
E=\theta_{0}+\left(1+T_{1}+E\right) \theta_{1}+\cdots+\left(1+T_{n}+E\right) \theta_{n} \tag{11.3.1}
\end{equation*}
$$

or

$$
\begin{equation*}
E=\frac{1}{\theta_{0}}\left(1+\sum_{i=1}^{n} T_{i} \theta_{i}\right) \tag{11.3.2}
\end{equation*}
$$

As above $E$ is also asymptotically given by

$$
E=\frac{1}{s} \frac{1}{1-\lambda}
$$

Because of the special structure of $P$ in this case, both retention and acceleration can be calculated directly.

## Solving for $\lambda$ and $s$, the Fundamental Polynomial

In the forest of trees model, it is clear that all states which are a given number of steps from a settling point are equivalent as far as the algorithm is concerned. Let $r_{j}(i)$ be the number of vertices $j$ steps from the local minimizer of basin $i$ and let $r_{j}=\sum_{i=1}^{n} r_{j}(i)$ denote the total number of vertices which are $j$ steps from a local minimizer. In particular, $r_{0}=n$ is the number of local minimizers.

Therefore the given forest of trees model in which each vertex counts 1 is equivalent to a single, linear tree in which each vertex counts equal to the number of vertices in the original forest which are at that distance from a settling point. Under the equivalency, the $\hat{P}$ matrix becomes

$$
\hat{P}=\left[\begin{array}{cccccc}
p_{0} & p_{1} & p_{2} & \ldots & p_{n-1} & p_{n}  \tag{11.3.3}\\
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0
\end{array}\right] .
$$

In this, $p_{i}=r_{i} / N$ where, as above, $N$ is the cardinality of the domain. It is easy to calculate the characteristic polynomial of this matrix directly; expand $\operatorname{det}(\hat{P}-\lambda I)$ by minors along the first row,

$$
-\lambda^{n+1}+p_{0} \lambda^{n}+p_{1} \lambda^{n-1}+\cdots+p_{n-1} \lambda+p_{n}
$$

Upon setting $\eta=1 / \lambda$ we get a polynomial we will refer to as the fundamental polynomial

$$
\begin{equation*}
f(\eta)=p_{0} \eta+p_{\mathbf{1}} \eta^{2}+\cdots+p_{n-\mathbf{1}} \eta^{n}+p_{n} \eta^{n+1}-1 \tag{11.3.4}
\end{equation*}
$$

Notice that the degree of the fundamental polynomial is equal to the depth of the deepest basin.

As above, letting $\theta_{0}$ be the probability of landing in the goal basin, then

$$
\theta_{0}+p_{0}+p_{1}+\cdots+p_{n}=1 .
$$

From this we see that $f(1)=-\theta_{0}$ and

The derivative $f^{\prime}(\eta)$ is easily seen to be positive for $\eta \geq 0$ and hence the fundamental polynomial will have a unique greater than 1 root. Denote it by $\eta$; it is the reciprocal of the Perron-Frobenius eigenvalue $\lambda$.

To calculate the acceleration $s$, we first find the left and right eigenvectors. The right Perron-Frobenius eigenvector, $\chi$, of $\hat{P}$ is easily calculated. From (11.3.3) we get the recursion equations

$$
\chi_{k}=\lambda \chi_{k+1} \quad k=0, \ldots, n-1
$$

And so each is given in terms of $\chi_{0}$,

$$
\chi_{k}=\eta^{k} \chi_{0}, \quad k=1, \ldots, n
$$

Similarly, we get recursion equations for the components of $\omega$ in terms of $\omega_{0}$,

$$
\omega_{k}=\omega_{0}\left(\eta p_{k}+\eta^{2} p_{k+1}+\cdots+\eta^{n+1-k} p_{n}\right)
$$

Recalling the normalizing conditions $\sum \omega_{i}=1$, it follows that

$$
\omega_{0}=\frac{\eta-1}{\eta \theta_{0}}
$$

And under the normalization, $\sum \omega_{i} \chi_{i}=1$, it follows that

$$
\chi_{0}=\frac{1}{\omega_{0} \eta f^{\prime}(\eta)}=\frac{\theta_{0}}{(\eta-1) f^{\prime}(\eta)}
$$

But $s=1 /\left(\chi \cdot \hat{\alpha}_{0}\right)$ where $\hat{\alpha}_{0}$ is the non-goal partition vector of the starting distribution,

$$
\hat{\alpha}_{0}=\left(\begin{array}{llll}
p_{0} & p_{1} & \ldots & p_{n}
\end{array}\right) .
$$

Substituting from above, we get

$$
s=\frac{\eta(\eta-1) f^{\prime}(\eta)}{\theta_{0}}
$$

Run time estimation of retention, acceleration and hitting time
Returning to the fundamental polynomial, we notice that its coefficients are the various probabilities for restarting a given distance from a local minimum. Thus the linear coefficient is the probability of restarting on a local minimum, the quadratic coefficient is the probability of restarting one iteration from a local minimum and so on.

As a result, it is possible to estimate the fundamental polynomial during a run by keeping track of the number of iterations spent in the downhill processes. Using the estimate of the fundamental polynomial, estimates of retention and acceleration and hence also expected hitting time can be affected. As a run proceeds, the coefficient estimates converge to their right values and so does the estimate of $E$.

### 11.3.3 Renewal Techniques in Restarting

One can restart in a more general way using other criteria. For example, one could restart if the vector process $V_{n}=\left(X_{n}, \cdots X_{n+r}\right)$ of $r+1$ states with values in $\Omega^{r+1}=\Omega \times \Omega \times \cdots \times \Omega$ lies in a subset $D$ of $\Omega^{r+1}$.

We assume that the goal set $G$ is a non-empty subset of the finite set $\Omega$. Fix $r \geq 1$, let $D$ be a subset of $\Omega^{r+1}$ and define for subsets $A$ of $\Omega$ the sets

$$
D_{A}=\left\{\left(x_{1}, x_{2}, \ldots, x_{r+1}\right) \in D: x_{1} \in A\right\}
$$

Denote by $E$ the (non-empty) set of x in $\Omega \backslash G$ which for some fixed $t>0$ satisfies

$$
P\left[V_{n} \in D \mid X_{n}=x\right] \geq t
$$

for all $n$, and let $U=G \cup E$. Introduce the following two conditions, where $T_{E}=\min \{n$ : $\left.X_{n} \in E\right\}$.
(A1) $1>P\left[T_{E}<T_{G}\right]>0$.
(A2) There is a finite $K \geq 1$ and a number $\phi \in(0,1)$ such that uniformly for $x \in \Omega \backslash G$, and all $n$,

$$
P\left[T_{U}>m+n \mid X_{n}=x\right] \leq K \phi^{m}
$$

where the probability on the left hand side is that the first epoch after $n$ at which the $X$ process lies in $U$ is greater than $m+n$.

Restarting when a sequence of states lies in a subset $D$ of $\Omega^{r+1}$ defines a new process on the original search process and under the conditions (A) the tail probabilities for the $r$-process $V_{n}$ satisfy a renewal equation which yields their geometric convergence to zero.

If the goal is encountered then the next $r$ are taken as identical (and our interest in the process is terminated) and otherwise the first hitting time $\tau_{U}$ is defined by

$$
\tau_{U}=\min \left\{n \geq 1: V_{n} \in D_{U}\right\}
$$

Writing

$$
u_{n}=P\left[\tau_{G}>n\right]
$$

one has upon decomposition of the event $\left\{\tau_{G}>n\right\}$ as

$$
\begin{array}{lll}
\left\{\tau_{G}>n\right\}=\left\{\tau_{U}>n\right\} & \cup & \left(\left\{\tau_{G}>n\right\} \cap\left\{\tau_{U}=1\right\}\right) \\
& \cup & \cdots \cup\left(\left\{\tau_{G}>n\right\} \cap\left\{\tau_{U}=n\right\}\right)
\end{array}
$$

that

$$
u_{n}=b_{n}+\sum_{j=1}^{n} P\left[\left\{\tau_{G}>n\right\} \cap\left\{\tau_{U}=j\right\}\right]=b_{n}+\sum_{j=1}^{n} u_{n-j} f_{j}
$$

where $f_{n}=P\left[\tau_{G}>n, \tau_{U}=n\right]$ and $b_{n}=P\left[\tau_{U}>n\right]$. Therefore, the tail probabilities $u_{n}$ for the $r$-process hitting times satisfy a renewal equation.

Theorem 11.3.3 Under the conditions (A1) and (A2), $E\left[\tau_{U}\right]<\infty$,

$$
E\left[\tau_{G}\right]=\frac{E\left[\tau_{U}\right]}{1-P\left[\tau_{E}<\tau_{G}\right]}<\infty
$$

and there is a $\gamma \in(0,1)$ and a finite constant $c$ such that $\gamma^{-n} u_{n} \rightarrow c$ as $n \rightarrow \infty$.
Define $\Psi_{b}(z)=\sum_{n \geq 0} b_{n} z^{n}$.
Corollary 11.3.4 If (A1), and (A2) hold, if $f_{n}$ is not periodic and there is a real solution $\theta>1$ to $\Psi_{f}(\theta)=1$ satisfying $\Psi_{b}(\theta)<\infty$ then there is a $\rho \in(0,1)$ and a finite positive constant $c$ such that $\rho^{-n} u_{n} \rightarrow c$ as $n \rightarrow \infty$.

By restarting, the expected time to goal of a search process can be transformed from infinite to finite. Multistart, (see [66]) where under no restarting the hitting time is infinite with positive probability, is an obvious example which has already been discussed. Under simple conditions like restarting according to a distribution which places positive mass on each state, multistart trivially satisfies the conditions (A1) and (A2) with $t=1$. Furthermore the conditions of Corollary 11.3.4 hold and it provides an interesting formula for the PerronFrobenius eigenvalue as the reciprocal of the root of a low degree polynomial (see [40]).

### 11.4 Simulated Annealing

### 11.4.1 Introduction

Simulated annealing (SA) is a stochastic method for function optimization that attempts to mimic the process of thermal annealing of solids. From an initial condition, a chain of states in $\Omega$ are generated that, hopefully, converge to the global minimum of the objective function $f$, referred to here as the energy $E$. This sequence of states dances around the state space with the amount of movement controlled by a "temperature" parameter $T$. The temperature of the system is lowered until the process is crystalized into the global minimum.

Simulated Annealing has its roots in the algorithm announced by [51]. This algorithm used a Monte Carlo method to simulate the evolution of a solid to thermal annealing for a fixed temperature. The current state of the solid (as represented by the state of some particle) was randomly perturbed by some small amount. If this perturbation resulted in a decrease in the (thermal) energy, then the new state was accepted. If the energy increased, then the new state was accepted with probability equal to $\exp (-\Delta E / k T)$ where $\Delta E$ is the energy difference, $k$ is Boltzmann's constant and $T$ is the temperature. Following this rule for evolution (called the Metropolis acceptance rule), the probability density for the random variable of state of the system $X_{t}$, converges to the Boltzmann distribution

$$
\begin{equation*}
P\left(X_{t}=E\right) \approx \frac{1}{Z} e^{\frac{-E}{k T}} \tag{11.4.5}
\end{equation*}
$$

where $Z(T)$ is a normalizing constant (called the partition function).
The basic Simulated Annealing algorithm can be thought of as a sequence of runs of versions of the Metropolis algorithm, but with decreasing temperature. As stated above, we use the objective function, the function to be minimized, as the energy for the system. For each temperature, the system is allowed to equilibrate before reducing the temperature. In this way, a sequence of states is obtained which is distributed according to the various Boltzmann distributions for the decreasing temperatures. However, as the temperature approaches zero, the Boltzmann distribution converges to a distribution which is completely supported on the set of global minima of the energy function, see [62]). Thus, by careful control of the temperature and by allowing the system to come to equilibrium at each temperature, the process finds the global minima of the energy function.

Since the Metropolis acceptance scheme only uses energy differences, an arbitrary constant can be added to the objective function (the energy function) and obtain the same results. Thus we can assume that the objective function is non-negative so can be thought of as an energy. However, in an implementation this constant obviously does not need to be added.

The basic (SA) algorithm is described as follows. Let $\Omega$ be the state or configuration space and $f$ be the objective function. For each $x \in \Omega$, we have a set of "neighbors", $N(x)$, for $x$, the set of all possible perturbations from $x$. Let $Q$ designate the proposal matrix, that is, $Q(x, y)$ is the probability that $y$ is the result of the perturbation given that the current state is $x$. Thus, $N(x)=\{y: Q(x, y) \neq 0\}$. We assume that the matrix $Q$ is irreducible so that it is possible to move from any state in $\Omega$ to any other state in $\Omega$.

1) Initialize the state $x_{0}$ and $T_{0}$.
2) Choose a $x^{\prime} \in N\left(x_{n}\right)$ according to the proposal scheme given by the matrix $Q$.
3) If $f\left(x^{\prime}\right)<f\left(x_{n}\right)$, then set $x_{n+1}=x^{\prime}$.
4) If $f\left(x^{\prime}\right) \geq f\left(x_{n}\right)$, then with probability $e^{\Delta f /\left(k T_{n}\right)}$ set $x_{n+1}=x^{\prime}$ else let $x_{n+1}=x_{n}$.
5) Decrease $T_{n}$ to $T_{n+1}$.
6) If not finished, go to step 2.

## Theoretical setting: Markov Chains

Generally, Simulated Annealing is analyzed in the context of Markov Chain theory. Given the state space $\Omega$ and energy function $f$, we denote the acceptance matrix (that generated by the Metropolis acceptance scheme) by $A$ where

$$
A(i, j)=\max \left\{1, e^{-(f(j)-f(i)) / T k}\right\}
$$

where $T$ is the temperature and $k$ is Boltzmann's constant. Using the proposal matrix $Q$ along with this acceptance matrix, we get the transition kernel for the chain to be

$$
q(i, j)=Q(i, j) A(i, j) \quad i \neq j \quad \text { and } \quad 1-\sum_{j} Q(i, j) A(i, j) \quad i=j
$$

If the proposal matrix $Q$ is symmetric and irreducible and the temperature $T$ is fixed, it is easy to show that the invariant distribution for this chain is the Boltzmann distribution (11.4.5) for the temperature $T$. This is the context of the original algorithm in [51].

The situation for changing (decreasing) temperatures is more difficult.

## Cooling schedules

Clearly the choice of cooling schedule is critical in the performance of a simulated annealing algorithm. The decreasing temperature tends to "force" the current state towards minima, moving only downhill. However, decreasing the temperature too quickly could result in the state getting trapped in a local (nonglobal) minimum while decreasing the temperature too slowly seems to waste computational effort. A fundamental result by Hajek (see below) gives a general guideline for the cooling schedule.

Despite these theoretical results, practitioners often use other cooling schedules that decay to zero faster than the inverse log cooling schedule from Hajek's result. This is done in an attempt to speed up the algorithm.

Cooling schedules can be divided up into fixed schedules, or those that are preset before a run of the algorithm, and dynamic or adaptive schedules, or those that are changed during the run of the algorithm.

Common fixed cooling schedules are the inverse log cooling schedule, inverse linear where $T=1 /(a+b t)$ for suitable $a, b$, geometric where $T=a r^{t}$ for some $a$ and $0 \leq r<1$.

Dynamic cooling schedules are usually derived using considerations from statistical physics. One such cooling schedule is the minimum entropy production schedule from [2]. This schedule slows down the annealing when the internal relaxation time or where large amounts of "heat" have to be transfered out of the system (i.e. when we need to make sure that the system doesn't get stuck in a local minimum or meta-stable state). A disadvantage is the extra work necessary to estimate the parameters necessary for the dynamic schedule. In any particular problem, what is important is the trade-off between the extra efficiency of a dynamic schedule versus the extra work necessary to calculate the dynamic schedule.

## The problem of pre-mature convergence

A common problem that plagues stochastic methods for optimization is that of pre-mature convergence, or "getting stuck." This is the purpose of decreasing the temperature extremely slowly. In computer runs of a Simulated Annealing algorithm it is common to see long sequences of states where there is no improvement in the solution. This is often due to the system remaining in the same state for many iterations. In fact, as the temperature
decreases, it becomes more likely for this to happen and these runs of fixed states tend to get longer. Thus, several methods have evolved in order to deal with this problem.

One clear solution is to try to bypass these runs directly. Since (SA) is a Markov Chain, the time spent in chain of repeated states is completely wasted. If one could "by-pass" these states, moving directly to the next, different state, this effort could be recovered. This is one feature of the "sophisticated simulating annealing" algorithm proposed by Fox in [23].

Another, simpler, method to deal with this problem is to restart the process. We take up this idea in the next section.

### 11.4.2 Simulated annealing applied to the permanent problem

As an illustration of these basic ideas, we give an example of the algorithm applied to the 14:40 permanent problem.

In all the experiments reported on below, our neighborhood system was defined by allowing any 1 appearing in the matrix to swap positions above or below, left or the right with an adjacent 0 . (Of course swapping with a 1 would not yield a different matrix.) In this, we allowed wrapping, that is, a 1 on the bottom row could swap positions with a 0 on the top row; similarly the first and last columns can swap values. In this way, each solution, or arrangement of $d 1$ 's, has $4 d$ neighbors.

The "energy" of the annealing, to be minimized, is taken as the negative of the permanent itself so that minimizing energy, maximizes the permanent.

As for cooling schedules, we tested: geometric, inverse log, and inverse linear. In all cases we found the "phase change" temperature to be about $T=1$. Thus we arranged for all cooling schedules to bracket this value. In order to make the comparison fair, we further arranged that each run would consist of the same number of iterations: 3 million. This meant that the starting and ending temperatures varied greatly among the different schedules.

Geometric cooling means

$$
T=a b^{t}
$$

with $a$ and $b$ chosen so that $T$ ranged from 19 down to .1. Inverse log cooling is the theoretically prescribed cooling,

$$
T=a / \ln (1+t) .
$$

With $a=8.705194644$, temperature ranged from 12.5 down to .58 . Inverse linear cooling means

$$
T=a /(1+b t)
$$

The parameters $a$ and $b$ were chosen so that temperature ranged from 19 down to .4 .
Ten runs were made with each schedule. Geometric cooling worked consistently best and we only show those results.


Simulated Annealing results for the permanent 14:40 problem

### 11.4.3 Convergence Properties of Simulated Annealing and Related Algorithms

While one obvious goal in a minimization problem is the rapid identification of some or all $x$ which minimize $f$, this goal is often not attainable, and in that case other criteria, such as the rate of increase of the quality of the best solution to date, could be applied in judging an algorithm's performance. Generally the subject is difficult and relatively young so that comparatively few rigorous results are available. The methods studied and their properties are dependent upon the underlying assumptions on $f$ and $\Omega$. Discrete time algorithms designed for finding minima of smooth functions on subsets of $\mathbb{R}^{n}$, of continuous time algorithms for finding minima of arbitrary functions defined on a finite set, and all of the obvious variations have been studied. One of the most thoroughly studied techniques is simulated annealing. Let $X_{n}$ be a Markov chain whose state space is $\Omega$ and whose transitions are defined by

$$
\begin{equation*}
P\left[X_{n+1}=j \mid X_{n}=i\right]=q(i, j) \exp \left\{-(f(j)-f(i))^{+} / T_{n}\right\} \tag{11.4.6}
\end{equation*}
$$

where $i, j \in \Omega, n$ indicates the epoch of time, and $T_{n} \downarrow 0$ as $n \rightarrow \infty$. The mathematical model of the process is a time-inhomogeneous Markov chain. There is a voluminous and growing literature on Markov chains. Time-homogeneous chains are especially well understood (see, for example, [22], [44]. The chains which arise in (SA) are time inhomogeneous and far less is known about them. Cruz and Dorea [15] employ results from the theory of nonhomogeneous Markov chains (see [42]) and are able to reprove some results of Hajek.

The majority of the theoretical work on (SA) to date has been directed at the question of convergence of the probabilities $P\left[X_{n} \in G \mid X_{0}\right]$ for interesting subsets $G$ of $\Omega$. For example, if

$$
G=\left\{x \in \Omega: f(x)=\min _{y \in \Omega} f(y)\right\}
$$

then under what conditions on the algorithm, which involves a choice of the transition function $q$ and of the cooling schedule $T_{n}$, does one have $\lim _{n \rightarrow \infty} P\left[X_{n} \in G \mid X_{0}\right]=1$ ? The compilation of results below is not comprehensive. More results and sometimes in somewhat greater generality are available from the original sources.

- The energy landscape is $(\Omega, f, q)$, where $\Omega$ is a finite set, $f$ is a function whose minimum value on $\Omega$ is sought, and $q$ is a fixed irreducible Markov transition kernel defined on $\Omega \times \Omega$.
- For real numbers $a$, the level sets are $\Omega(a)=\{i \in \Omega: f(i) \leq a\}$.
- The restriction of $q$ to a subset $G$ of $\Omega$ is $\left.q\right|_{A}(i, j)=q(i, j)$ if $i$ and $j$ are in $G$ and 0 otherwise.
- The boundary of a subset $G$ of $\Omega$ is $B(G)=\left\{j \in \Omega \backslash G: \max _{i \in G} q(i, j)>0\right\}$.
- For real $a$ and under the assumption that $q$ is symmetric, the relation $\mapsto_{a}$ on $\Omega \times \Omega$ defined by

$$
i \leftrightarrow_{a} j \text { if }\left\{\sup _{n} q_{\mid \Omega(a)}^{n}(i, j)>0 \text { or } i=j\right\}
$$

is an equivalence relation and $i$ and $j$ are said to communicate at level $a$.

- Weak reversibility holds if for any real $a, \sup _{n} q_{\mid \Omega(a)}^{n}(i, j)>0$ entails $\sup _{n} q_{\mid \Omega(a)}^{n}(j, i)>$ 0 . This property also entails $\leftrightarrow_{a}$ being an equivalence relation on $\Omega \times \Omega$.
- The components $C$ of $\Omega / \leftrightarrow_{a}$ are called cycles. As $a$ ranges over all positive numbers the union of the cycles so obtained is what Hajek calls the collection of cups.
- The depth of a cycle $C$ is
$H(C)=\max _{i \in C} \min _{j \in B(C)}(f(j)-f(i))^{+}$.
- $f(C)=\min _{i \in C} f(i)$.
- $D(C)=H(C) / f(C)$
- For real $t>0, D_{t}=\max \left\{D(C): C\right.$ is a cycle of $\left.\Omega, f(C) \geq t+\min _{\Omega} f\right\}$.
- A state $i \in \Omega$ is a local minimum of $f$ on $\Omega$ if no state $j$ with $f(j)<f(i)$ communicates with $i$ at level $f(i)$.
- Hajek's depth $d(x)$ of state $x$ is $\infty$ if it is a global minimum. Otherwise it is the smallest number $b$ such that some state $y$ with $f(y)<f(x)$ can be reached at height $f(x)+b$ from $x$ (it is $a-f(x)$ for the smallest $a$ such that for some $y$ with $f(y)<f(x)$, $x \leftrightarrow_{a} y$ ). If $x$ is a local minimum of $f$ then $d(x)=H(C)$, where $x$ is at the bottom of some cup $C$.
- The bottom of a cup $C$ (a cycle) is the set of $x \in C$ such that $f(x)=f(C)$. The depth of such a state is $H(C)$.

To illustrate these ideas, consider the following connection graph shown along with the energy for each state.


Then we have the following relationships.

- $\Omega(1)=\{13\}=\Omega(2)$
- $\Omega(3)=\{10,13\},\{11\},\{8\}$
- $\Omega(5)=\{2,9,10,11,13\},\{8\},\{12\}$
- $\Omega(6)=\{2,9,10,11,13\},\{12\},\{8\},\{5\}$
etc.
- $\Omega(9)=\Omega$
- $H(\{2,9,10,11,13\})=7-1$
- $f(\{2,9,10,11,13\})=1$.
I. Finite $\Omega$ Using continuous time arguments Hajek [34] proved the following about the discrete time minimization on the finite set $\Omega$.

Theorem 11.4.1 (Hajek) Assume that $(\Omega, f, q)$ is irreducible and satisfies weak reversibility. If $T_{n} \downarrow 0$ then
(i) For any state $j$ that is not a local minimum of $f, \lim _{n \rightarrow \infty} P\left[X_{n}=j\right]=0$.
(ii) Suppose that the set of states $B$ is the bottom of a cup $C$ and the states in $B$ are local minima of depth $H(C)$. Then $\lim _{n \rightarrow \infty} P\left[X_{n} \in B\right]=0$ if and only if

$$
\sum_{n \geq 1} \exp \left\{-H(C) / T_{n}\right\}=+\infty
$$

(iii) Let d* denote the maximum of all depths of local, non-global minima. If $G$ is the set of global minima then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left[X_{n} \in G\right]=1 \tag{11.4.7}
\end{equation*}
$$

if and only if

$$
\sum_{n \geq 1} \exp \left\{-d^{*} / T_{n}\right\}=+\infty
$$

Note: As Hajek points out, if $T_{n}=c / \ln (1+n)$ then (11.4.7) holds if and only if $c \geq d^{*}$.
In theory one must choose $c \geq d^{*}$ to be assured that the algorithm converges. Hajek gives a matching problem example in which one can show that $d^{*} \leq 1$ for his choice of $q$. In any problem $c=\max f-\min f$ will work but this incurs a penalty in the convergence rate as can be seen from the next theorem of Chiang and Chow [12]. Fox [23] and Morey, et al [55] treat the problem of choosing $c$ in more general situations.

Around the same time as Hajek's work, the rate of convergence of (SA) with logarithmic cooling was established under slightly stronger assumptions. To state the results, let $\lambda(t)=$ $e^{-1 / T(t)}$ and let $d=\max _{i \in \Omega} d(i)$, where, with $h(i, j)=\min h$ such that $j$ can be reached at height $f(i)+h$ from $i, d(i)=\min \{h(i, j): f(j)<f(i)\}$ if $i$ is not a global minimum, $d(i)=\max \{h(i, j): j$ is a global minimum $\}$ if $i$ is a global minimum. Then $d^{*}$ is the maximum of $d(i)$ over states which are not global minima and the following is true, assuming, WLOG, that $\min _{i \in \Omega} f(i)=0$.

Theorem 11.4.2 ([12]) Under irreducibility and weak reversibility and if $\int_{0}^{\infty} \lambda^{d}(t) d t=\infty$ and $\lambda^{\prime}(t) / \lambda(t)=o\left(\lambda^{d^{*}}(t)\right)$ as $t \rightarrow \infty$ then there exist positive constants $\beta_{i}$, independent of the initial distribution, such that

$$
\lim _{t \rightarrow \infty} P\left[X_{t}=i\right] / \lambda^{f(i)}(t)=\beta_{i}
$$

With the logarithmic cooling schedule $c / \ln (t)$ one has $\lambda(t)=t^{-1 / c}$ and for $c \geq d$ and $c>d^{*}$ the theorem is true, while if $c \geq d^{*}$ then $\lim _{n \rightarrow \infty} P\left[X_{n} \in G\right]=1$.

It can be seen from this theorem that the rate of convergence of the probabilities can be quite slow, an observation confirmed in practice, even if $d^{*}$ is available.

Rates of convergence of simulated annealing algorithms have also been studied from a different perspective using Sobolev inequalities (see [38]). Holley and Strook treat continuous time irreducible, reversible processes on a finite state space $\Omega$ and the size of the RadonNikodym derivative $f_{t}$ of the distribution of the annealing process $X(t)$ at time $t$ with respect to stationary (Gibbs) distribution at time $t$ is established. It follows from their work, for example, that when the cooling schedule is

$$
T(t)=\frac{m}{\log (\mathbf{1}+t)}
$$

for $t \geq 0$ the $L^{2}$ norm of $f_{t}-1$, with respect to the Gibbs measure, satisfies

$$
\left\|f_{t}-1\right\|^{2} \leq \frac{4(1+4 M m A)}{1-(1+t)^{-(1 / 2 A+2 m M)}}=C
$$

where $A>0$ is a constant and $m$ and $M$ are geometric quantities: $m=\max _{x, y \in \Omega}\{H(x, y)-$ $f(x)-f(y)\}, H(x, y)$ is the minimum elevation of paths connecting $x$ and $y$, and $M=$ $\max f-\min f$. This inequality shows, for example, that

$$
P\left[f(X(t) \geq \min f+d]^{2} \leq(1+C) Q_{t}[f \geq \min f+d]\right.
$$

where $Q_{t}$ is the equilibrium measure at temperature $T(t)$. In contrast to most studies, Holley and Stroock's analysis applies to the dynamic situation in which $T$ is changing. For example, Ingrassia [41] investigated the spectral gaps of the discrete time processes $X_{T}(t)$ on the finite set $\Omega$ whose transitions are given in (11.4.6) for $T_{n}$ constant and equal $T$. He derived bounds, also in terms of geometric quantities, on the magnitudes of the second largest and smallest eigenvalues (see also [19]) for irreducible reversible aperiodic chains and showed, for example, that for the Metropolis algorithm when $T$ is small, the gap is $1-\lambda_{2}$, where $\lambda_{2}$ is the second largest eigenvalue of the transition matrix.

In an effort to speed the progress of (SA) with (inverse) logarithmic cooling, many researchers tried alternative schedules which decrease to 0 more quickly, such as exponential schedules, even though, as proven by Hajek, the convergence (11.4.7) no longer holds. One such alternative is the triangular cooling schedules of Catoni. In [11], using large deviation estimates, still more details are provided on properties of the convergence of (SA). These results imply those of Hajek and, corroborating empirical observation also indicated the slow decrease of the probability that $f\left(X_{n}\right)$ exceeds the minimum by $t$ or more.

Theorem 11.4.3 (Catoni) 1. For any energy landscape ( $\Omega, f, q$ ) there is a constant $K$ such that for any schedule $T_{n} \downarrow 0$ and $t>0$

$$
\sup _{i \in \Omega} P\left[f\left(X_{n}\right) \geq t+\min _{\Omega} f \mid X_{0}=i\right] \geq K \frac{1}{n^{p(t)^{\prime}}}
$$

where $p(t)=1 / D_{t}$.
Catoni suggested that since computing time $N$ is finite one should tailor the cooling schedule to this finite horizon problem. He termed these triangular cooling schedules and proved the following.

Theorem 11.4.4 (Catoni) 2. For any state space $\Omega$ and communication kernel $q$ there exist positive constants $B$ and $K$ such that for any positive constant $A$, for any initial
distribution $p$, for any positive $\delta$ and $\epsilon$ for any energy $f$, for any triangular schedule $T_{n}^{N}$, $1 \leq n \leq N$, such that

$$
\frac{1}{T_{n}^{N}}=A e^{n \xi}
$$

with

$$
\xi \leq B \frac{\epsilon^{D_{\delta}}}{\ln \left(e^{-1}\right)}
$$

and

$$
N \geq \frac{1}{\xi}\left[\ln _{2}\left(\epsilon^{-1}\right)-\ln (\delta A)\right]
$$

the corresponding annealing algorithm $X_{n}^{N}$ satisfies

$$
P\left[f\left(X_{N}^{N}\right) \geq \delta+\min _{\Omega} f\right] \leq K \epsilon \exp \left\{A H(\Omega \backslash \Omega(\delta)) / D_{\delta}\right\}
$$

Corollary 11.4.5 If $d \leq D_{\delta}$ and $h \geq H(\Omega \backslash \Omega(\delta))$ then

$$
T_{n}^{N}=\frac{d}{h}\left(\frac{h \ln (N)}{d^{2} \delta}\right)^{n / N}
$$

is
"logarithmically almost optimal" in the sense that

$$
\lim _{N \rightarrow \infty} \frac{\ln P\left[f\left(X_{N}^{N}\right) \geq \delta+\min _{\Omega} f\right]}{\ln (N)}=-1 / D_{\delta}
$$

II. Continua. In addition to the work on minimizing a function $f$ on a finite set $\Omega$ by stochastic methods, there is a large body of detailed work on minimizing a smooth function $f$ defined on some subset $\Omega$ of $\mathbb{R}^{k}$.

Using large deviation results, Kushner [49] studies processes defined on $\Omega=\mathbb{R}^{k}$ by

$$
\begin{equation*}
X_{n+1}=X_{n}+\gamma_{n} b\left(X_{n}, \eta_{n}\right)+\gamma_{n} \sigma\left(X_{n}\right) \xi_{n} \tag{11.4.8}
\end{equation*}
$$

where $\eta_{n}$ are random variables, $\xi_{n}$ are i.i.d. Gaussian random variables,

$$
\gamma_{n}=A / \log (n+C)
$$

and there are other restrictions. Taking $E\left[b\left(x, \eta_{n+1}\right)\right]=\bar{b}(x)=-B_{x}(x)$ for a continuously differentiable function $B$ yields a method for locating the minimum of $B$. Among the properties he studies are the escape times from neighborhoods $G$ of compact stable invariant sets $K$ of $\dot{x}=\bar{b}(x)$. Under conditions, he shows that for $A$ sufficiently large and $x$ in $G$, after long times,

$$
\lim _{m \rightarrow \infty} \frac{\log E_{x}\left[\tau^{m}\right]}{\log (m+C)}=S_{G}(K) / A
$$

where $x \in G$ and $S_{G}(K)$ is a constant related to the minimum value of an "action functional" connecting $x$ to the boundary of $G$.

Another model has the candidate point $X_{n+1}$ at epoch $n+1$ related to the candidate $X_{n}$ at epoch $n$ by

$$
\begin{equation*}
X_{n+1}=X_{n}+\gamma_{n}\left[h\left(X_{n}\right)+\eta_{n+1}\right]+\sigma_{n} \xi_{n+1} \tag{11.4.9}
\end{equation*}
$$

where $\gamma_{n}$ and $\sigma_{n}$ are sequences under control of the user of the algorithm, $\eta_{n+1}$ is a random observation error (this models the error in the determination of the precise value of $\nabla h\left(X_{n}\right)$ ), and $\xi_{n+1}$ is a random sequence. In case of minimizing a function $f$ one can take $h(x)=$
$-\nabla f(x)$ and $\xi_{n+1}$ is added to keep the algorithm from becoming trapped in local minima. This is a discrete time algorithm inspired by the continuous time versions first suggested in [27]. Pelletier [59] calls this a weakly disturbed algorithm if $\gamma_{n}$ and $\sigma_{n}$ are chosen such that $v(n)=\gamma_{n} \sigma_{n}^{-2}$ is increasing and $v(n) / \ln (n) \rightarrow \infty$ and a strongly disturbed algorithm if $v(n)$ is increasing and $v(n) / \ln (n)$ is suitably bounded. The latter case corresponds to simulated annealing as follows.

Consider a Markov chain $Y_{n}$ defined on $\Omega$ with transition probability

$$
P\left[Y_{n+1} \in A \mid Y_{n}=x\right]=\int_{A} s_{n}(x, y) d F_{x n}(y)+r_{n}(x) I_{A}(x)
$$

where

$$
\begin{aligned}
s_{n}(x) & =\max \left\{1, a_{n}^{\gamma}|x|\right\}, \quad \gamma>0, \\
a_{n} & =A / n, \quad b_{n}=\frac{\sqrt{B}}{\sqrt{n \log \log n}}, \\
s_{n}(x, y) & =\exp \left\{-\frac{2 a_{n}}{b_{n}^{2}} \frac{[f(y)-f(x)]^{+}}{\sigma_{n}^{2}(x)}\right\}, \\
r_{n}(x) & =1-\int s_{n}(x, y) d F_{x n}(y),
\end{aligned}
$$

and $F_{x n}$ the cdf of a $N\left(x, b_{n}^{2} \sigma_{n}^{2}(x) I\right)$ random variable. The resulting process is an analog of the usual simulated annealing process. Furthermore, by an appropriate choice of $\eta_{n+1}$, the process in (11.4.9) represents such a process with $\xi_{n+1}$ Gaussian.

Among the conditions for the truth of the next theorem is that the measures $\pi^{\epsilon}$ on $\Omega$ defined by

$$
\pi^{\epsilon}(A)=\frac{1}{Z_{\epsilon}} \int_{A} \exp \left\{-\frac{2 f(x)}{\epsilon^{2}}\right\} d x
$$

where $Z_{\epsilon}<\infty$, satisfy $\pi^{\epsilon} \Rightarrow \pi$.
Theorem 11.4.6 [25] Under (several) conditions, for any bounded continuous function on $R^{d}$

$$
\lim _{n \rightarrow \infty} E_{0 x}\left[f\left(Y_{n}\right)\right]=\pi(f)
$$

Theorem 11.4.7 [59] Under many conditions, including that $v(n)$ is increasing and $v(n) / \ln (n)$ is suitably bounded, if the function $g(a)=\int e^{-a f(x)} d x$ is regularly varying at infinity with exponent $-\eta, \eta \geq 0$, then

$$
\begin{equation*}
4 v(n)\left[f\left(X_{n}\right)-\min _{y \in \Omega} f(y)\right] \Rightarrow \chi_{2 \eta}^{2} \tag{i}
\end{equation*}
$$

Furthermore,
(ii) for any real function $f$ increasing to infinity

$$
\lim _{n \rightarrow \infty} \frac{\ln \left(P\left[f\left(Z_{n}\right)-\min _{y \in \Omega} f(y) \geq \frac{r f(v(n)) \ln (v(n))}{v(n)}\right]\right)}{f(v(n)) \ln (v(n))}=-2 r .
$$

Item (i) shows that the rate of weak convergence of simulated annealing cannot be better than $c / \ln (n)$.

## First hitting times

The results about (SA) cited above relate to the asymptotic distribution of the search process $X_{n}$, a non-homogeneous Markov chain. The analysis of some stochastic algorithms provided by Shonkwiler and Van Vleck [67] takes a different approach in measuring the performance of stochastic algorithms. Since it is easy to keep track of the best an algorithm has done to date, it makes sense to ask about the first hitting time of a goal state as a function of the number of epochs $n$ it has been running.

In the case of homogeneous Markov chains the relationships between first hitting times and rate of geometric ergodicity has been investigated rather more thoroughly than in the case of non-homogeneous ones (see [70] and [45]). For (SA), geometric convergence to zero of the probability $P\left[T_{G}>n\right]$ that the goal has not been encountered by the algorithm through epoch $n$, can not hold in general. In the next section we give an example of a simple (SA) for which the expected first hitting time is infinite, thereby showing that for any $\epsilon>0$ there is a simulated annealing problem for which one cannot have eventually

$$
P\left[T_{G}>n\right] \leq 1 / n^{1+\epsilon}
$$

### 11.5 Restarted Algorithms

### 11.5.1 Introduction

A problem faced by all global minimizing algorithms is dealing with entrapment in local minima. Evidence that stochastic algorithms can spend excessive time in states other than the goal comes most frequently and easily from simulations. For example, in simulated annealing an "optimal" cooling schedule (see [34]) for simulated annealing (SA) guarantees that the probability the search process is in the goal state tends to 1 as the number of epochs $n$ tends to infinity; the expected time taken by (SA) to hit the goal can however be infinite as seen in the following simple "Sandia Mountain" example.

Example 11.5.1 Let $\Omega=\{0,1,2\}$ with $f(0)=-1, f(1)=1$, and $f(2)=0$. Potential moves will be generated by a random walk and, at the end point, with equal chance of staying put as moving. This provides for a symmetric move generation matrix. Using the usual Metropolis acceptance criteria, $a_{i j}=e^{-\max \{0, f(j)-f(i)\} / T}$, the transition matrix is given by

$$
P=\left[\begin{array}{ccc}
1-\frac{1}{2} e^{-2 / T} & \frac{1}{2} e^{-2 / T} & 0 \\
1 / 2 & 0 & 1 / 2 \\
0 & \frac{1}{2} e^{-1 / T} & 1-\frac{1}{2} e^{-1 / T}
\end{array}\right]
$$

From annealing theory the temperature $T$ should vary with iteration count $t$ according to the equation

$$
T=\frac{C}{\ln (t+1)}
$$

where $C$ is the depth of the deepest local non-global minimum. Here $C=1$. Eliminating $T$ gives the transition probabilities directly in terms of $t$, thus

$$
p_{21}(t)=\frac{1}{2} e^{-\ell n(t+1)}=\frac{1 / 2}{t+1}, \quad t=1,2, \ldots
$$

and

$$
p_{22}(t)=1-p_{21}(t)=1-\frac{1 / 2}{t+1}, \quad t=1,2, \ldots
$$

The expected hitting time determination involves calculating all the possible ways leading to state $x=0$ in $t$ iterations starting from a given state. Here however we estimate these probabilities. Hitting the goal at time $k$ includes the possibility of remaining for $t=1,2, \ldots, k-2$ in state $x=2$, then moving in two consecutive iterations to states $x=1$ and $x=0$. Therefore, the probability of hitting at time $k$ is at least as large as

$$
\begin{aligned}
h_{k} & =\left(1-\frac{1 / 2}{2}\right)\left(1-\frac{1 / 2}{3}\right) \cdots\left(1-\frac{1 / 2}{k-1}\right) \frac{1}{2} \frac{1}{k} \frac{1}{2} \\
& >\left(1-\frac{1}{2}\right)\left(1-\frac{1}{3}\right) \cdots\left(1-\frac{1}{k-1}\right) \frac{1}{k} \frac{1}{4} \\
& =\frac{1}{4 k(k-1)}, \quad k=2,3, \ldots
\end{aligned}
$$

It follows that the expected hitting time from state 2 is at least as large as

$$
\sum_{k=2}^{\infty} k h_{k}=\frac{1}{4} \sum_{k=2}^{\infty} \frac{1}{k-1}=\infty
$$

A simple mechanism for avoiding entrapment is restarting. This means terminating the present search strategy and using the initialization procedure on the next iteration instead, usually random selection.

### 11.5.2 The Permanent Problem using restarted simulated annealing

As in the simulated annealing application, our neighborhood system for restarted simulated annealing is defined by allowing any 1 appearing in the matrix to move one position up or down or to the left or to the right with wrap.

The "energy" of the annealing, to be minimized, was taken as the negative of the permanent itself and the cooling schedules we tested were geometric, inverse log, and inverse linear. For the restart runs, temperature ranged from on the order of 6 down to the order of 0.2 . For each different cooling schedule, we tried several temperature ranges until we found one that seemed to work well. Thus, we compared the "best" runs for each cooling schedule. We took the restart repeat count, $r+1$, to be 200 .

The results displayed in the figures are the averages of 10 runs. The restart algorithm made both very rapid progress at the beginning of the runs and continued to make progress even up to the time the runs were halted. All the annealing runs with restart consistently achieved permanent values on the order of 1500 . The restarting step was effective in allowing the algorithm to escape from local minima even at temperatures below the critical temperature (of approximately 1) where the phase transition occurs.


Figure 4. Restarted Simulated Annealing results for the permanent 14:40 problem

### 11.5.3 Restarted Simulated Annealing

The undesirably slow convergence of (SA) has motivated research such as that in Kolonko [48] and Bélisle [7] on the random adjustment of the cooling schedule, on non-random adjustments as reported, for example, in van Laarhoven and Aarts [71] or Nourani and Andresen [57], and the thorough theoretical treatment of simulating direct self-loop sequences in Fox [23] and the truncated version in Fox and Heine [24].

Although geometric decrease of the probability of not seeing the goal by epoch $n$ does not generally hold for (SA), Mendivil, Shonkwiler and Spruill [50] have shown that it does for (SA). The algorithm is restarted whenever $f\left(X_{n+r}\right)=\cdots=f\left(X_{n}\right)$. Let

$$
\alpha=\min _{x, y \in E}\{f(y)-f(x): q(x, y)>0 \text { and } f(y)-f(x)>0\}
$$

Theorem 11.5.2 Under the standard transition assumptions above and if there is $\beta>1$ such that

$$
\begin{equation*}
\sum_{n \geq 1} \beta^{n} e^{-\alpha / T(n)}<\infty \tag{11.5.10}
\end{equation*}
$$

then restarting (SA) by a distribution which places positive probability on each point in $\Omega$ for $r, 1 \leq r<\infty$, sufficiently large there is a $\gamma \in(0,1)$, and a finite constant $c$ such that $\gamma^{-n} P\left[\tau_{G}>n\right] \rightarrow c$ as $n \rightarrow \infty$.

Corollary 11.5.3 The (RSA) algorithm which uses the cooling schedule of $c(n)=1 / n$ will, for sufficiently large $r$, have tail probabilities which converge to 0 at least geometrically fast in $n$.

The conditions of the Theorem are not necessary for the geometric convergence of the tail probabilities. In the following example, the geometric rate of decrease of the tail probabilities holds for a restarted simulated annealing which uses the usual logarithmic cooling schedule. This example is one for which the (SA) satisfies the conditions of Hajek's theorem but which, without restarting, has an infinite expected hitting time of the goal (see the previous section).

Example 11.5.4 The Sandia Mountain example of the previous section, as an illustration that independent identical parallel processing (IIP) can make the expected time to hit the goal go from infinite to finite, is presented here from the perspective of restarting when a state is repeated; by showing that the conditions of the Theorem are met, it can be shown that the expected time to goal can be made finite simply by restarting on the diagonal. Under restarting the tail probabilities do converge to zero geometrically quickly even using the logarithmic schedule.

Obviously, geometric or faster decrease to 0 of the tail probabilities $P\left[\tau_{G}>n\right]$ under (RSA) or otherwise entails a finite expected hitting time of the goal states $G$, but by itself geometric decrease of the tail probabilities is not a strong recommendation. Under the assumption that both processes use the same generation matrix with (SA) using a logarithmic schedule $T_{n}=c / \ln (n+1), c \geq d^{*}$, and (RSA) using a linear schedule $T_{n}=1 / n$, assume a common position of the two algorithms at epoch $n$. At any instant of time at which the two processes happen to reside at the same location the cooling schedule of one, which is logarithmic, should be compared with that of the other, which is linear in the (random) age of the process, for this will indicate the relative tendencies of going downhill. If $r$ is small then the clock will likely have been reset for (RSA), but if $r$ is large then very likely the $r$-process will not have restarted at all and the epoch number will also be the current age. It is the latter instance which is of interest since (RSA) is assumed to have $r$ "large." At a location which is not a local minimum the (SA) process will have, as the epochs tick away, an ever increasing tendency in comparison with (RSA) to proceed in uphill directions. Thus (RSA) should proceed more rapidly downhill than (SA) at points which are not local minima.

What happens when (SA) and (RSA) are at a local minimum at the same epoch? Very likely the (RSA) will be out of this "cup" (see [34]) in $r$ steps whereas the (SA) will take some time. Since the goal cannot be reached until the process gets out of the cup this is a crucial quantity in determining the relative performance of the two methods when there are prominent or numerous local minima. The (RSA) will have an immediate chance of finding the cup containing the goal whereas, depending upon the proximity of the present cup to the one containing the goal, (SA) may be forced to negotiate many more cups.

It follows from Fox and Heine [24] and Fox [23] that the enriched neighborhood version of QUICKER- $j$ has tail probabilities converging geometrically quickly to 0 . In contrast with QUICKER, (RSA) requires the computation of only small prescribed numbers of function values in small neighborhoods.

### 11.5.4 Numerical comparisons

Some numerical results are presented comparing the performance of various forms of (SA) to (RSA). The comparisons were carried out for three types of problems, minimization of a univariate function, minimization of tour length for some TSP's, and finding the maximum value of the permanent of a matrix. In each case, parameters enter which have some influence on the performance of the method as we have seen. In (RSA) it seems desirable to proceed as quickly as possible to points where the function has a local minimum and then, if necessary, to restart. Rushing to restart is undesirable however, for local information about the function is indispensable in charting a course to a local minimum; by prematurely restarting, this information is lost. Therefore one should take care to stay sufficiently long in a location to examine a large enough collection of "directions" from the current point to ensure that paths to lower values are discovered. For functions on the line there are only two directions so one would expect to require very few duplications before the decision to restart is made. Were the selection of new directions deterministic, clearly at most two would be required, but the
algorithm chooses these stochastically. In contrast, for a TSP on a reasonable number of cities, if the neighborhood system arises from a 2-change (see [1]) then one should presumably wait for a fairly large number of duplications to make sure enough "directions" have been examined. As a rough guide we note that in (SA) as long as the state has not changed, the generation matrix yields a sequence of iid "directions." Assuming the proportion of directions downhill is $p$ and uniform probability spread over those directions by the generation matrix, the probability the generation matrix has not yielded a downhill after $m$ generations is simply $(1-p)^{m}$. To make this quantity small, say less than $\beta, m$ should be approximately $\ln (\beta) / \ln (1-p)$. On the line the most interesting places are where one direction is up and the other down so $p \sim 1 / 2$ seems reasonable. Furthermore, the consequences of restarting are minimal so a large $a$, say $1 / 2$, also seems reasonable. Thus one should take $r$ around 1. In a TSP with 100 cities restarting can be costly since the considerable time it takes to get downhill will likely be wasted upon restarting. Thus we take $a$ small, say .01. It is not clear what $p$ should be. Presumably the "surface" represented by the tour lengths could be rather rough so we'll take $p=.05$ to ensure a thorough although perhaps too lengthy examination of directions. This translates to run lengths of $r \sim 100$ and an examination of a fairly small proportion of the 4851 "directions" available under 2-change.

Example 11.5.5 For a randomly generated function the median number of epochs required to find the global minimum by (SA) under optimal cooling, with the stipulation that the search was terminated at 221 epochs if the minimum had not yet been found, was 221 . For (RSA) with $r=1$ the median number of epochs required to find the global minimum of the function was 21.

Example 11.5.6 In this example an optimal 100 city tour was sought using 2-change as the neighborhood system with equally likely probabilities for the generation matrix. The locations were scaled from a TSP instance known as kroA100 taken from a data base located on the Web at http://softlib.rice.edu/softlib/catalog/tsplib.html. Each of (SA) and (RSA) was run for 1000 epochs. The median best tour length found by (SA) was of 35.89 with a minimum of 34.06 . For (RSA) the median best tour length found in 1000 epochs was 14.652 with a minimum of 13.481 .

Example 11.5.7 A 24-city TSP instance known as gr24 obtained from the same data base as kroA above was analyzed again using 2-change for the neighborhood system and equally likely choices for the generation matrix. Each of (SA) and (RSA) was run for 500 epochs. The best tour lengths found by (SA) had a median of 2350.5 and a minimum of 1943. (RSA) with $r+1=24$ had a median best tour length after 500 epochs of 1632.5 with a minimum of 1428 . The optimal length is 1272 . A similar result on 24 cities was obtained by running the two for 1000 epochs. Under (SA) the median was 2202 with a minimum of 1852 while for (RSA) the median best tour length was 1554.5 and minimum 1398.

Example 11.5.8 Performance of (SA) with depth 40 and (RSA) with $r=100$ was compared on a randomly generated 100-city TSP. Median best tour length after 1000 epochs for (SA) was 43.14 and the minimum was 40.457. For (RSA) the median best was 19.177 and the minimum best was 17.983 .

An alternative, more careful, analysis of the size of $r$ is provided by closer examination of the proof of Theorem 11.5.2. Under the cooling schedule $c(n)=1 / n$ with an equally likely generation matrix the choice

$$
r \geq \frac{-e^{-a}}{\left(1-e^{-a}\right)^{2}} \frac{1}{\ln (1-p)}
$$

will guarantee the conclusion of the theorem under its other hypotheses, where $p=1-g$ is the worst case, smallest probability of a downhill from among the points in $\Omega \backslash U$. However, this may not help in the determination of a "good" $r$ since one would expect these quantities to be unknown.

### 11.6 Evolutionary Computations

### 11.6.1 Introduction

Evolutionary computations, including Genetic Algorithms ([37]) and Evolutionary Strategies ([6]), are optimization methods based on the paradigm of biological evolution by natural selection. As in natural selection, the essential ingredients of these methods are recombination, mutation, and selective reproduction working on a population of potential solutions. Fitness for a solution is directly related to the objective function being optimized and is greater for solutions closer to its global maximum (or minimum). The expectation is that by repeated application of the genetic and selection operations, the population will tend toward increased fitness.

An evolutionary computation is a Markov Chain $X_{t}$ on populations over $\Omega$ under the action of three stochastic operators, mutation, recombination, and selection defined on $\Omega$. Although implementation details may vary, mutation is a unary operator, recombination or cross-over is a binary operator and selection is a multi-argument operator. An evolutionary computation is always irreducible and aperiodic and so converges to a stationary distribution. While the existence of a stationary distribution is not of great importance, indeed these chains are never run long enough for the stationary distribution to become established, irreducibility is. Rather it is the swiftness with which the chain finds optimal or near optimal values that is paramount. Thus first passage and hitting times are of central importance. Although only general results of this nature are available at this time, see the first section of this chapter, theoretical progress is being made. We will present recent developments at the end of this section. Consequently practical implementations of evolutionary computations appeal to heuristics and experimental evidence.

The implementation of an evolutionary computation begins with the computer representation, or encoding, of the points $x$ of the solution space $\Omega$. Frequently this takes the form of fixed length binary strings which are called chromosomes. A natural mutation of such a string is to reverse, or fip, one or more of its bits randomly selected. Likewise, a natural recombination, of two bit strings, called parents, is to construct a new binary string from the bits of the parents in some random way. The most widely used technique for this is one-point cross-over in which the initial sequence of $k$ bits of one parent is concatenated with the bits beyond the $k$ th position of the second parent to produce an offspring. Here $k$ is randomly chosen. Of course, a fitness evaluation must be done for each new chromosome produced.

Finally, the chromosomes selected to constitute the population in the next generation might, for example, be chosen by lottery with the probability of selection weighted according to the chromosome's fitness. This widely used method is termed roulette wheel selection.

These genetic operators would be tied together in a computer program as shown, for example, in Figure 11.1.

While the aforementioned typifies a standard genetic algorithm, many variants are found in the literature, some differing markedly from this norm. We will present some of these variations below. As we have discussed before, no one algorithm is right for all problems. It

Figure 11.1: A top level view of an evolutionary computation
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until a stop criteria is met
report the observed best
is often good to embed specialized knowledge about the particular problem into the evolutionary computation's components; for example, the chromosomes in a Traveling Salesman Problem evolutionary computation are universally taken to be the permutation vector of the cities, This is especially so when one has some insights about the particular problem being attempted. As mentioned above, the one design point that must be adhered to is assuring irreducibility.

Simulated annealing and evolutionary computations have several points of commonality. Both require an encoding of solutions and both proceed iteratively. Both propose new candidate solutions, evaluate them, and select a subset for the next iteration. One can think of a simulated anneal, in terms of an evolutionary program, as having a population size of one (although it could be larger). The proposal operation of an anneal could be taken as the mutation operation of this evolutionary computation. The acceptance algorithm of an anneal works as its selection operation.

The differences between the two are that evolutionary computations incorporate a second proposal operator (recombination), one requiring two arguments, and a greater than one population size to go with it. Although the selection operator of an evolutionary computation is not usually Metropolis acceptance, it could be. Boltzmann modified tournament selection chooses two structures from the present population by roulette wheel; with equal likelihood, one is designated as current and the other as candidate. Metropolis acceptance is then used to select one for the next generation. This is repeated, with replacement, until the next generation is selected.

On the other hand, simulated annealing incorporates time varying transition probabilities, although evolutionary computations can do so as well.

It is therefore feasible to take a step-wise approach in constructing an evolutionary computation. The first step is to write a multi-population mutation only algorithm. If Metropolis acceptance is used as the survival arbiter, then the algorithm is effectively a simulated anneal. Adding a binary operator on solutions and a multi-argument selection operation converts it to an evolutionary computation.

Being that evolutionary computations typically do not vary event probabilities over the course of a run, there arises a fundamental difference with simulated annealing. Theoretically, an annealing will not only find a global minimizer over its run, it will also identify it as such, since, asymptotically, the chain will be in such a state. However an evolutionary computation might well find an optimizing structure and then lose it. Theoretically this must happen since the process is irreducible and must visit all states recurrently. Therefore it is important to save the best-so-far value discovered by the algorithm, and the corresponding structure, for this will be part of the exit output, see [63].

As a random variable, the best-so-far value observed up to time $t, B(t)$, will satisfy the predicted asymptotic convergence rate for the process. In particular, as $t \rightarrow \infty, B(t)$ tends to the global maximum, as pointed out above. Therefore, just as in simulated annealing, globally optimizing states may be identified asymptotically.

Universal GA solvers The implementation of an evolutionary computation is an abstraction in that it operates on computer structures and utilizes an imposed definition of fitness. As a result it is possible to write a universal evolutionary programming based optimizer. The external part consists of interpreting the meaning of the genetic structures and defines the fitness function. The evolutionary computation acts like an engine, generating and testing candidate solutions. Two of these are GENESIS and GENOCOP. A comprehensive list can be found at http://www.aic.nrl.navy.mil/galist/src.

### 11.6.2 A GA for the permanent problem

We illustrate genetic algorithms by solving the 14:40 permanent problem described above. We will be using algorithm RS, see below. We give here details of this particular application, otherwise refer to the general setup below.

The points or states of the solution space are $0 / 1$ matrices of size $14 \times 14$ having exactly 40 ones. Conceptionally, this will be our computer structure; however, to facilitate working with such a matrix, we will utilize two alternative encodings. First, we store each matrix in terms of its row structure: the number of 1's in each row and the positions of the 1 's in each row. This representation allows for short cuts in the permanent calculation and greatly improves the speed of that part of the algorithm. Also, by unstacking the matrix row by row we obtain a $0 / 1$ string structure of length $14^{2}=196$ with exactly 40 ones. This representation will be convenient for the recombination, or binary, operator. Instead of maintaining both configurations, we keep only the row by row form and calculate the binary string form from it. This, and the inverse computation, can be done quickly.

As a unary or mutation operation we take the same one used in the simulated annealing application. Namely, we randomly select a 1 in the $14 \times 14$ matrix, then randomly choose one of the four directions North, East, South or West, and exchange values with the neighbor entry in that direction. We allow wrap around, thus the East direction from the 14th column is the 1st column and the South direction from the 14 th row is the 1 st row. The row by row storage format of the matrix makes it easy to select a 1 at random.
The actual implementation checks to see if the value swapped is a 0 before proceeding, for otherwise it will be a wasted effort.

Next we must invent a binary or recombination operation. Let $A$ be a $14 \times 14$ solution matrix with its 196 elements written out as one long array and $B$ a second one likewise unstacked. At random, select a position $1 \leq k \leq 196$ in the array. Starting at position $k$, move along the two arrays, with wrap, comparing their elements the until the first time they differ, either $A$ has a 1 where $B$ has a 0 or vice-versa. Swap these two values. Moving along from that point, with wrap, continue comparing values until the first subsequent point where the two differ in the reverse way. Swap these two values. The modified $A$ matrix is the output of the operation. Effectively this operation interchanges a 0 and a 1 in $A$, using $B$ as a template, generally over a longer distance in the matrix than adjacent elements.

We take the population sige to be 16 . In the repeat or generation loop, we do 8 re combination operations and 8 mutation operations. Thus, after these are performed, the population size has grown to 32 and needs to be reduced back to 16. Algorithm RS selects out those for removal, one by one, according to a geometric distribution based on fitness rank.

The curve labeled "genetic algorithm" in Figure 1 (page 629) shows the results of several runs. The GA did very well on the problem, obtaining a maximum value of 2592 , the best of all the methods tried.

### 11.6.3 Some specific Algorithms

Algorithm JH
Assume structures $x \in \Omega$ are bit strings.
Uniformly at random, with replacement, select an initial population $\mathcal{P}(0)=\left\{x_{1}^{(0)}, \ldots, x_{z}^{(0)}\right\}$ of size $z$ from $\Omega$.
evalute their fitnesses $\phi\left(x_{k}^{(0)}\right), k=1, \ldots, z$.
$\operatorname{loop} t=0,1, \ldots$ until exit criteria met
roulette-wheel select $x_{\alpha} \in \mathcal{P}(t)$
do (with probability $p_{c}$ ) a recombination:
roulette-wheel select $x_{\beta} \in \mathcal{P}(t)$
perform a crossover of $x_{\alpha}$ and $x_{\beta}$
select one of the resulting structures equally likely and designate it as $y$
end do
else // recombination not selected
$y \leftarrow x_{\alpha}$
end else
do (with probability $p_{m}$ ) a mutation:
select uniformly at random a component of $y$ and perturb it.
end do
evaluate the fitness of $y$
update best
do a replacement:
with uniform probability select $i \in\{1,2, \ldots, z\}$ and
replace $x_{i}^{(t)}$ by $y$ to produce $\mathcal{P}(t+1)$
end do
end loop

Algorithm $D G$
Assume structures $x \in \Omega$ are bit strings and population size $z$ is an even number.

Uniformly at random, with replacement, select an initial population

$$
\mathcal{P}^{\prime}=\left\{x_{1}^{(0)}, \ldots, x_{z}^{(0)}\right\} \text { of size } z \text { from } \Omega
$$

evalute the fitnesses $\phi\left(x_{k}^{(0)}\right), k=1, \ldots, z$.
loop $t=0,1, \ldots$ until exit criteria met
$\mathcal{P}(t) \leftarrow \mathcal{P}^{\prime}$
$\mathcal{P}^{\prime} \leftarrow$ null
loop $j=1$ to $z$, increment by 2
roulette-wheel select $x_{\alpha} \in \mathcal{P}(t)$
roulette-wheel select $x_{\beta} \in \mathcal{P}(t)$
do (with probability $p_{c}$ ) a recombination:
perform a crossover on $x_{\alpha}$ and $x_{\beta}$, keep both offspring $x_{\gamma}$ and $x_{\delta}$
loop on $i$ ranging over the components of $x_{\gamma}$
with probability $p_{f}$ perturb component $i$.
end loop
loop on $i$ ranging over the components of $x_{\delta}$
with probability $p_{f}$ perturb component $i$.

```
            end loop
            evaluate the fitnesses \(\phi\left(x_{\gamma}\right)\) and \(\phi\left(x_{\delta}\right)\)
                    update best
        end do
        else // recombination not selected
            \(x_{\gamma} \leftarrow x_{\alpha}\)
            \(x_{\delta} \leftarrow x_{\beta}\)
        end else
        add \(x_{\gamma}\) and \(x_{\delta}\) to \(\mathcal{P}^{\prime}\)
        end loop
end loop
```


## Algorithm RS

The chromosomes of the population are always kept in rank order by fitness. As new chromosomes are created, they are merged into the population in their proper place according to rank. Population size is fairly small, on the order of 12 to 16 .

Uniformly at random, with replacement, select an initial population $\mathcal{P}(0)=\left\{x_{1}^{(0)}, \ldots, x_{z_{0}}^{(0)}\right\}$ of size $z_{0}$ from $\Omega$.
Evalute and rank order $\mathcal{P}(0)$ by fitness $\phi\left(x_{k}^{(0)}\right), k=1, \ldots, z_{0}$.
loop $t=0,1, \ldots$ until exit criteria met
$z \leftarrow z_{0}$
loop $j=1$ to $z_{0} / 8 / /$ do mutations
select $i \in\{1,2, \ldots, z\}$ uniformly at random
$z \leftarrow z+1$
select uniformly at random a component of $x_{i}$ and perturb it.
designate the resultant structure $x_{z}$, evaluate and merge
it into $\mathcal{P}(t)$
end loop
loop $j=1$ to $z_{0} / 2 / /$ do recombinations
let $x_{\alpha}$ be the structure in $\mathcal{P}(t)$ with rank $j$
select $\beta \in\{1,2, \ldots, z\}$ uniformly at random
$z \leftarrow z+1$
perform a crossover of $x_{\alpha}$ and $x_{\beta}$
designate the resultant structure $x_{z}$, evaluate and merge
it into $\mathcal{P}(t)$
end loop
update best // check the rank 0 structure
loop while $z>z_{0}$
select a structure from $\mathcal{P}(t)$ geometrically at random
and discard it
$z \leftarrow z-1$
end loop
end loop

### 11.6.4 GA principles, schemata, multi-armed bandit, implicit parallelism

As previously mentioned, evolutionary computations draw their motivation and guidance from the mechanics of biological evolution. But this can lead to many complicating mechanisms such as chromosomal inversion, multiple alleles, diploidy, dominance, genotype, overlapping generations just to name a few. Even a simple evolutionary computation involves
many implementation parameters. Some obvious ones are population size, number of mutations per iteration, number of recombinations per iteration, number of chromosomes to replace per iteration, number of mutations per chromosome and others. A more fundamental "parameter" is how the objective function is mapped to chromosome fitness. It may be desirable to exaggerate differences in fitness for example. Equally fundamental are the details of the three main operators, for example, the details of choosing mates. With regard to mutation, it may be desirable to only flip bits with a certain probability, what should that probability be? Finally, for how many iterations should the algorithm be run?

Thus many detailed questions arise which cannot be answered mathematically. For even simple GA's, discovering provable statements about, for example, optimal parameter determinations such as population size has been intractably difficult. To shed light on these issues and provide direction, guidance has come in the form of the Schema principle and building block hypothesis ([37]), and experimental experience.

Nevertheless, results derived from these principles and hypotheses and experiments are at best guidelines only. Having followed the guidelines, any given problem with it own unique objective and domain might not conform to the guidelines and at the very least will require a certain degree of tuning [36].

Schema Principle The Schema principle is best explained in terms of a binary coding. A string in the search space, e.g. $(1,0,0, \ldots, 1)$, is a vertex of the Hilbert cube in $n$-dimensional space. A schema is an affine coordinate subspace of $n$-space intersected with the cube. For example the schema in 3 -space signified by $(1,0, *)$ is the set $\{(1,0,0),(1,0,1)\}$. A schema can be specified by an $n$-tuple of the three symbols, 0,1 , and $*$, called a schemata in which * is the "don't care" symbol matching either a 0 or a 1 . The order $o(H)$ of a schema is the number of 0 's and 1 's in its schemata and is thus the number of fixed positions. In terms of affine subspaces it is the co-dimension of the affine subspace. The length $\delta(H)$ of a schema is difference $\ell-f$ where $\ell$ is the position of the last fixed bit and $f$ is the position of the first.

Any given string is a member of $2^{n}$ different schema because in each position there could be the given symbol, 0 or 1 , or the don't care symbol. In a population of size $z$ there are up to $z 2^{n}$ schema represented (actually less because of overlap, the 0 order schema belongs to every one of them).

Suppose roulette wheel selection is used for the next generation, as in algorithm DG (661). Let $m_{t}(H)$ denote the number of representatives of schema $H$ in generation $t$. If $\phi(H, t)$ is the average fitness of $H$ in generation $t$ and $\bar{\phi}(t)$ is the average fitness of the population in generation $t$, then the expectation $E\left(m_{t+1}(H)\right)$ is given by $m_{t}(H) \frac{\phi(H, t)}{\bar{\phi}(t)}$.

Thus the representation of schema $H$ increases (or decreases) as the factor $\frac{\phi(H, t)}{\bar{\phi}(t)}$. And the population thereby increases in fitness from generation to generation.

Since this is going on for each schema represented in the population (and since the present population represents the result of many previous ones, referring in particular those schema that have vanished) the processing from generation to generation represents an implicit parallel processing of schema. If population size is $z$, the number of short length schema processed is $O\left(z^{3}\right)$, see [31, p. 40].

Now consider the one-point crossover operation. The probability it will disrupt a given schema $H$ is $\frac{\delta(H)}{n-1}$, i.e. small if $\delta(H)$ is small. Hence short schema tend to survive from generation to generation and, combining with above, if above average, increase in representation.

The probability that a one position mutation will disrupt a schema $H$ of order $o(H)$ is $\frac{o(H)}{n}$, i.e. small for low order schema. Schema theory, short, low order, above averagely fit schema increase in representation in the population.

In the field of statistical decision theory the 2 -armed bandit problem is considered. Each play of a game has two choices. Having made choice $i, i=1,2$, the player receives a payoff randomly drawn from a distribution with fixed mean $\mu_{i}$ and variance $\sigma_{i}^{2}$. Assuming these parameters are not known in advance and can only be estimated through repeated play, in $T$ plays of the game, how many times should the $i$ th choice be made? The answer is, the number to allocate to the worse performer up to the present time $T$ increases essentially logarithmically in $T$. (And hence, $T$ minus $O$ (logarithmic $(T)$ ) in the better performer.) Put differently, the number of trials to allocate to the better performer is an exponential function of the number to allocate to the poorer one.

It can be shown that this is the same rate at which roulette wheel selection allocates fitness processing to schema [37].

On the basis of the Schema principle and experimental experience, we discuss some of the main parameters of an evolutionary computation.

Encoding The first task in constructing an evolution based search algorithm is to define a mapping, or encoding, between the states of the solution space $\Omega$ and computer structures. Usually there is a natural computer formulation of the states, and if so, adopting it is good practice. We shall discuss some typical situations.

Very often $\Omega$ is a Cartesian product space,

$$
\Omega=\Omega_{1} \times \Omega_{2} \times \cdots \times \Omega_{n}
$$

so that $x \in \Omega$ is an $n$-tuple. If each component set $\Omega_{i}$ is finite, $\operatorname{card}\left(\Omega_{i}\right)=\omega_{i} i=1, \ldots, n$, then a natural encoding is

$$
x \longleftrightarrow\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right) \in \mathbb{Z}_{\omega_{1}} \times \mathbb{Z}_{\omega_{2}} \times \cdots \times \mathbb{Z}_{\omega_{n}}
$$

where $\mathbb{Z}_{k}=\{1,2, \ldots, k\}$. This is referred to as an integer coding of the solution space. In the special case that $\omega_{i}=2$, for all $i$, then it is a binary coding and the components are taken as the bits 0 and 1 (instead of 1 and 2 ).

In the case that the component sets are intervals $\left[a_{i}, b_{i}\right]$ of the real line $\mathbb{R}$, then $\Omega$ is a subset of Euclidean space and possesses a natural topology. An encoding that takes advantage of the topology is putting $x \longleftrightarrow\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ where each component $\xi_{i} \in$ $\left[a_{i}, b_{i}\right]$. We show below that there are natural mutation and recombination operations of such structures. This would be a continuous coding of the solution space.

Alternatively, one can represent each continuous variable $\xi_{i}$, suitably scaled, as a binary string. String length will be chosen to achieve a desired level of precision for the representation. Finally the stings for each component are concatenated thus giving a binary coding for the solution space.

Not all problems have states which derive from Cartesian products. The most famous example of this is the Traveling Salesman Problem in which the solution space consists of tours or, mathematically, permutations of the set of cities. On the grounds that natural representations are best, the structures for this problem are typically taken as permutations of $\mathbb{Z}_{n-1}$ where $n$ is the number of cities. In this case, the operations of mutation and recombination must be constructed so as to satisfy closure, that is, their resultants must remain within the set of defined structures.

Fitness If the problem at hand is one of maximization, then the simplest thing to take for fitness $\phi$ is the objective function $f$ itself. However, considering that for most selection methods it is either convenient or even necessary to have a non-negative fitness function, the objective will have to be modified if it is not non-negative. If the problem is one of
minimization, then again some modification of the objective will be necessary. More importantly, the choice of fitness function has been shown to have a effect on the performance of an evolutionary computation, [33]. So a prominent aspect of an implementation is choosing a mapping between the objective and the fitness function. Despite the performance effects, asymptotically, the choice of fitness function is immaterial in the sense that any two fitness functions maintaining the rank order of solutions leads to the same limit stationary distribution, see [65].

Arbitrary mappings can be described in terms of a composition $\phi(x)=\tau(f(x))$ with some mapping function $\tau$. If the problem is one of minimization then $\tau$ will have to be inverting, for example $\tau(f)=1 / f$ if $f \neq 0$, or $\tau(f)=C-f$ for some large constant $C>\max f$, or possibly $\tau(f)=e^{-f}$. Special mention should be made of the mapping $\tau(f)=e^{ \pm f}\left(e^{+f}\right.$ for maximizing objectives and $e^{-f}$ for minimizing ones). This mapping is always positive and needs no a priori knowledge about the objective.

It is easy to see how fitness can affect, for example, roulette wheel selection. If the values of $f$ vary over only a very small range, then roulette wheel selection is not very different from uniform selection. This could be fixed with a linear mapping function, thus $\tau$ could be a simple shift or scaling, [31].

Dynamic scaling has been suggested with $\tau$ of the form

$$
\tau(f(x))=a f(x)+b(t)
$$

where $b(t)$ could be

$$
b(t)=-\min \{f(x): x \in \text { population at generation } t\}
$$

This maintains strong selective pressure throughout the run.
If the selection method is based on rank order, as in algorithm RS (662), then there is no mapping issue, see [73].

Selection Distributions The uniform distribution is the simplest probability distribution and one of the most widely used. It places equal probabilistic weight on the totality of possible choices. Since computer random number generators are themselves uniform generators, this is also the easiest distribution to implement. For example, when structures are binary coded, the uniform distribution for selecting crossover points is the universal choice. If the string length is $L$, then

$$
k=1+(\text { int })((L-1) * \operatorname{unif}())
$$

selects crossover point between the $k$ th and $k+1$ st bits from among the choices $\{1,2, \ldots, L-$ $1\}$ equally likely. In this, unif() is the computer function that returns a uniform floating point random number in the semi-open interval $[0,1)$ and int is the greatest integer function.

One of the most important selection probability distribution is the fitness weighted lottery or roulette wheel selection. Let $F$ denote the sum of fitnesses of the present population

$$
F=\sum_{i=1}^{z} \phi\left(x_{i}\right)
$$

Under roulette wheel selection, member $x_{\alpha}$ of the population is chosen with probability

$$
p_{\alpha}=\phi\left(x_{\alpha}\right) / F
$$

Roulette wheel selection is used to impart a reproductive advantage for the better fit structures. This can be implemented either in the choice of recombination pairs or in the selection of survivors for the next generation.

The geometric selection is one that weights a rank ordered set, say $\{1,2, \ldots\}$, so that the probability $\alpha$ is selected is

$$
p_{\alpha}=(1-\ell)^{\alpha-1} \ell, \quad 0<\ell<1
$$

Thus 1 has the greatest chance of being selected and the chance that another choice is selected decreases geometrically. For a finite set, $\{1,2, \ldots, n\}$, the distribution is modified by adding the residue,

$$
(1-\ell)^{n} \ell+(1-\ell)^{n+1} \ell+\cdots=(1-\ell)^{n}
$$

to every choice. This distribution can be implemented as follows:

$$
\begin{aligned}
& k=1 \\
& \operatorname{loop} \\
& \quad \text { if }(\operatorname{unif}()<\ell) \text { return } k \\
& k \leftarrow k+1 \\
& \text { if }(k>n) \\
& \quad k=1+(\text { int })(n * \operatorname{unif}()) \\
& \quad \text { return } k \\
& \quad \text { end if } \\
& \text { end loop }
\end{aligned}
$$

Population Size Population sizes reported in the literature cover a wide range from 10 , to 1000 or more; most use population sizes greater than 30 . When comparing results between different algorithms, it is important that the total number of function evaluations be compared and not the number of generations. The cost of a run, in terms of time and resources, is proportional to the number of function evaluations. The question then is how to optimally allocate the number of function evaluations between more per generation or more generations.

The connection with population size is that larger populations entail more function evaluations per generation. In order to appreciably modify the population from generation to generation, the number of genetic operations, and correspondingly function evaluations, per generation will also have to be large. Thus fewer generations can be run.

Population size relates to a trade-off between exploration and exploitation of the fitness surface. In large populations, there will be larger numbers of similar chromosomes, thereby ensuring greater exploitation of the local topology. Radical, poorly performing chromosomes are less likely to survive owing to their small share of the roulette-wheel. In small populations, there is a much greater chance that even dominant performers will fail to reproduce, thereby opening the way for radically different solutions to compete. Here the fitness surface is more widely explored.

Based on the criteria of maximizing the number of new schemata per individual, some reports favor population sizes for binary coded strings that vary exponentially with string length $L$ [29], [30]. Population size 100 is used for a 30 bit problem in [31]. However most experimentalists choose population size between $L$ and $2 L$.

Again under the assumption of integer coding with $q$ symbols, based on the criteria that every possible point in the search space should be reachable from the initial population, the calculation of the probability $P$ that a population size $Z$ contains at least one representative of each symbol at each place of a string of length $L$ is [60]

$$
P=\left[\frac{q!S(Z, q)}{q^{Z}}\right]^{L}
$$

In this $S(Z, q)$ is the Stirling number of the second kind (cf. [43]). Thus, for binary coding, and with $P=99 \%$, population size should be on the order of 10 for string lengths $L$ from 20 to 200 .

In Pareto optimization, that is optimization on multiple objectives simultaneously, large population sizes are necessary in order that the competing objectives be adequately represented.

## Emphasis on Recombination or Mutation As previously mentioned, recombination

 is one of the biggest differences between evolutionary computation and simulated annealing. Moreover, the original evolutionary strategies algorithms did not use a recombination operation. As we have seen, it is the mutation operator which makes an evolutionary computation irreducible, thereby enabling its theoretical property of asymptotic convergence to the global optimum. Thus it would be possible to fashion an evolutionary computation without using recombination at all as we have pointed out by noting the possibility of a step-wise approach to writing an evolutionary computation. But this would be a hamstrung evolutionary computation indeed.By contrast, recombination is very heavily emphasized in genetic algorithms while mutation is not. The theories about the success of genetic algorithms in terms of schemata, multi-armed bandit, and implicit parallelism all derive from the crossover operator. The upshot is that mutation rates in genetic algorithms are very small, mainly being used to avoid premature convergence. Some example recombination and mutation rates are:

| source | $p_{\text {mutation }}$ | $p_{\text {crossover }}$ |
| :---: | :---: | :---: |
| $[18]$ | 0.001 | 0.6 |
| $[32]$ | $0.005-0.01$ | $0.75-0.95$ |
| $[64]$ | 0.01 | 0.95 |

Since the mutation rates above apply to each bit of an $L$ bit string, the probability of one or more mutations occurring is

$$
1-\left(1-p_{m}\right)^{L}
$$

or about $14 \%$ for a 30 bit string when $p_{m}=0.005$.
Using the criteria that the mutation should maximize the probability that a mutant is. more fit than its progenitor, it has been derived that $p_{\text {mutation }} \approx 1 / L$ where $L$ is bit string length [5].

### 11.6.5 A genetic algorithm for constrained optimization problems

Many optimization problems, especially those in engineering design, are highly constrained, and often non-linear, resulting in a complex search space with regions of feasibility and infeasibility, see [16]. For such problems, it is necessary to find global optima not violating any constraint.

We direct the reader to the excellent work by Michalewicz and Schoenauer for a review of the literature [54].

Most approaches for handling constraints can be classified into two broad categories:

- those that exclude infeasible solutions,
- those that penalize infeasible solutions.

In turn, excluding infeasible solutions can be arranged by

- discarding them as they arise,
- the use of specialized operators that maintain feasibility,
- repairing infeasible solutions.

Discarding infeasible solutions as they arise impacts the efficiency of the algorithm. If infeasible solutions arise too frequently, then the algorithm may spend significant amounts of time looking for those few solutions that do not violate constraints. The probability that the genetic operators generate feasible offspring when applied to feasible parents is an important issue. It will take some time to find the region, but also, once found, the probability of staying within it is important.

The use of specialized operators that maintain feasibility is the most effective method for constrained problems when applicable. This approach is possible, for example, in the case of linear constraints.

When feasibility maintaining operators cannot be constructed, it still may be possible to repair or transform infeasible solutions into feasible ones. This idea works well in the case of linear equality constraints. By way of illustration, in the example above, another constraint is that the parameters $p_{i}$ must be non-negative and sum to 1 . After carrying out a mutation or crossover involving the $p_{i}$, the new values may be "repaired" by renormalization.

The use of specialized operators and the use of repair operators are related methods for maintaining feasibility among solutions. However, for many constrained problems, it is too hard, too costly, or even impossible to maintain feasibility.

The most prevalent technique for coping with infeasible solutions is to penalize a population member for constraint violation. In this way, penalty functions artificially create an unconstrained optimization problem. Traditionally, the weighting of a penalty for a particular problem constraint is based on judgment. Often, the algorithm must be tuned, that is, rerun several times before a weighting of the combination of constraint violations is found that eliminates infeasible solutions and retains feasible solutions. If the penalty is too harsh, then the few solutions found that do not violate constraints, quickly dominate the mating pool and yield suboptimal solutions. A penalty that is too lenient can allow infeasible solutions to flourish as they can have higher fitness values than feasible solutions [61].

Penalty approaches might be classified as

- static
- dynamic
- specialized.

Dynamic penalties vary with the degree of constraint violation and with either the history or the run time of the algorithm. We return to this subject below. Static penalties only vary with the degree of constraint violation. Many ideas have been promulgated for assessing the degree of constraint violation. For example, Richardson, et al. [61] tried several approaches for assigning penalty functions using the derivative of the objective function to give an indication of how far an infeasible solution is from the constraint boundary. There are also many direct methods for quantifying such distances. Generally, the degree of penalty should increase as a function of the distance from the feasible set in some norm.

To deal with the problem of having to do extensive tuning in order to find the most effective penalty level, methods have been proposed in which the relative weight allocated to the penalty varies with the progress of the algorithm. There are two types, those for which the level of penalty depends only on the run time $t$ of the algorithm and those that allow other measures of progress, such as recent stagnation, to affect the level. This is a
major distinction because the former are instances of inhomogeneous Markov chains for which there is mathematical theory, however difficult to apply, while the latter may only be analyzed experimentally. Most variable penalty approaches proposed take the fitness to be modified additively by the penalty, that is

$$
\begin{equation*}
\varphi=f+w M \tag{11.6.11}
\end{equation*}
$$

where $\varphi$ is the algorithm fitness, $f$ is the objective to be maximized, $M$ is a measure of the extent of constraint violation and $w$ is a variable weight; the product $w M$ is the penalty. But also fitness may be taken as multiplicatively modified by the effect of the penalty,

$$
\begin{equation*}
\varphi=\alpha f \tag{11.6.12}
\end{equation*}
$$

where an "attenuation" $\alpha$, depends on $M$ and $t$.
Michalewicz and Attia [52] use a fitness function of the form

$$
\varphi(x, r)=f(x)+\frac{1}{2 r} M
$$

where $M$ is quadratic in the constraint violation and $1 /(2 r)$ is the varying penalty weight. The parameter $r$, referred to as "temperature," tends to 0 according to a "cooling schedule" $g(r, t)$. (Cooling as used here is not in the same sense as used in simulated annealing. In particular, the weight function tends to infinity as the temperature tends to 0 .) In this, $t$ counts epochs, that is, an entire genetic algorithm run conducted at a fixed temperature. A complete run of this penalty function algorithm consists of several such epochs. The initial temperature $r_{0}$ is a parameter of the problem. The cooling schedule is allowed to depend on the problem, in one case $g(r, t)=10^{-1} g(r, t-1)$ recursively; hence

$$
r_{t}=10^{-t} r_{0}
$$

giving geometric decrease in $r$ and therefore a geometric increase in weight.
An advantage of the multiplicative form in which the penalty is applied is that it makes the method closely related to simulated annealing (but unlike annealing, there is no acceptance phase). As a consequence, this method can be proved to converge to a globally optimal feasible solution by an adaptation of a generalization of Hajek's Theorem by Catoni [10] (generalized annealing). The penalty function makes use of a single problem dependent parameter, the starting temperature $T_{0}$. As in simulated annealing, this parameter is not critical; theoretically any positive value will do. In practical terms however, $T_{0}$ should exceed the "phase transition" temperature.

Let $f$ denote the objective function, to be maximized here, which we will assume is non-negative valued throughout its domain $\Omega$. We will take the fitness function $\varphi$ of the GA to be the product of $f$ and an attenuation factor $\alpha(\cdot, \cdot)$ which depends on two parameters, $M$ and $T$,

$$
\begin{equation*}
\varphi(x)=\alpha(M, T) f(x) \tag{11.6.13}
\end{equation*}
$$

The first, $M \geq 0$, measures the extent of constraint violation in some metric, e.g. $\ell_{2}$, and is zero in the absence of any violation. The second parameter, referred to as temperature $T>0$, is a function of the running time of the algorithm; $T$ tends to 0 (or small values) as execution proceeds. When the GA begins, we want the penalty for constraint violation to be small, or, in terms of attenuation, we want $\alpha \approx 1$, in order that the algorithm be able to utilize infeasible states as needed to find a global maximum. But toward the end of execution we want $\alpha$ to be zero or nearly zero since infeasible solutions are unacceptable. A function which has these properties is

$$
\begin{equation*}
\alpha(M, T)=e^{-M / T} \tag{11.6.14}
\end{equation*}
$$

If no constraint is violated, independent of the value of $T$, then $\alpha=1$ and fitness is the unattenuated objective value. On the other hand, when $T$ is large (relative to a non-zero $M$ ) then $\alpha \approx 1$. But as $T \rightarrow 0$, then $\alpha \rightarrow 0$ as well and hence, by equation (11.6.12), fitness tends to zero too. Thus infeasible solutions should be excluded from the GA populations at the end of a run. (In practice, a run is terminated before $T=0$ and infeasibles may remain in the population. As the final output of the algorithm, only feasible solutions might be posted; however it may also be of value to examine good infeasible ones as well.)

A variable fitness genetic algorithm The variable fitness feature may be added to any evolutionary computation. Because fitness is a function of run time $t$, the fitnesses of the current population must be recalculated every time the temperature is updated. This does not entail a new objective calculation however, only an attenuation factor modification. If the original temperature is $T_{0}$ and the new one is $T_{1}$, then the adjustment factor is

$$
\frac{e^{-M / T_{1}}}{e^{-M / T_{0}}}=\left(e^{\frac{1}{T_{0}}-\frac{1}{T_{1}}}\right)^{M} .
$$

This fitness modification might also impact the running best solution so care must be taken to modify that as well.

### 11.6.6 Markov Chain Analysis Particular to Genetic Algorithms

In this section we assume $\Omega$ is the set of all binary strings of length $L$. Thus

$$
\Omega=\mathbb{Z}_{2} \times \mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}
$$

for $L$ copies. At the same time a binary string $i$ can be identified with its base two integer representation,

$$
i \longleftrightarrow i_{L-1} 2^{L-1}+\cdots+i_{1} 2+i_{0}
$$

Thus $i \in \mathbb{Z}_{N-1}$ where $N=2^{L}$. Letting $\oplus$ denote bitwise EXCLUSIVE OR on $\Omega$, the pair ( $\left.\mathbb{Z}_{2} \times \cdots \times \mathbb{Z}_{2}, \oplus\right)$ is a group. Additionally it will be convenient to let $i \otimes j$ be the bitwise LOGICAL AND of $i$ and $j$. Following Vose and Liepins [72], we will consider an infinite population genetic algorithm. In this way the Markov Chain is replaced by a discrete dynamical system caricature. Subsequently this development was extended to finite population size [58], but more recent work, e.g. [47], has been along the lines of the infinite population model. The infinite population assumption implies that on each iteration, the outcome will be the expected outcome of the finite population chain.

Very recently a different genetic algorithm model has been analyzed by Schmitt, Nehaniv, and Fujii, [65]. In this model, populations of size $z$ are treated as $z$-tuples rather than the usual multi-sets - sets with multiplicity but no order on their elements. Otherwise no special assumptions are made. The finite dimensional linear space on which their genetic operators act is the free vector space of these populations. Results about populations as multi-sets can be recovered through projection into the quotient space over the kernel of permutations on these populations. As the authors point out, position in the $z$-tuple may be used to mimic spacial effect, for example, on such populations.

Returning to the dynamical systems model, the state of the system will be described by a vector $x^{t} \in \mathbb{R}^{N}$ whose $i$ th component is equal to the proportion of $i$ in the $t$ th generation. Further, let $r_{i, j}(k)$ be the probability that bit vector $k$ results from the recombination process based on parents $i$ and $j$. It can be shown that if recombination is a combination of mutation and crossover, then

$$
r_{i, j}(k \oplus \ell)=r_{i \oplus k, j \oplus k}(\ell) .
$$

Next let $F$ be the nonnegative diagonal matrix with $i, i$ th entry $f(i)$ and let $M=\left(m_{i, j}\right)$ be the matrix whose terms $m_{i, j}=r_{i, j}(0)$. Define permutations $\sigma_{j}$ on $\mathbb{R}^{N}$ by

$$
\sigma_{j}\left(x_{0}, \ldots, x_{N-1}\right)^{T}=\left(x_{j \oplus 0}, \ldots, x_{j \oplus(N-1)}\right)^{T}
$$

where $T$ denotes transpose. Define the operator $\mathcal{M}$ by

$$
\mathcal{M}(x)=\left(\left(\sigma_{0} x\right)^{T} M \sigma_{0} x, \ldots,\left(\sigma_{N-1} x\right)^{T} M \sigma_{N-1} x\right)^{T}
$$

Let $\equiv$ be the equivalence relation on $\mathbb{R}^{N}$ defined by $x \equiv y$ if and only if there exists a $\lambda>0$ such that $x=\lambda y$.

Theorem 11.6.1 Over one iteration, (the expectation of) $x^{t+1}$ is given by $x^{t+1}=F \mathcal{M}\left(x^{t}\right)$.
Thus the expected behavior of the genetic algorithm is described by two matrices: fitness and selection behavior is contained in $F$ and mixing behavior is contained in $M$.

Theorem 11.6.2 The matrix $M$ is nonnegative and symmetric, and for all $i, j$ satisfies $1=\sum_{k} m_{i \oplus k, j \oplus k}$.

Next let $W=\left(w_{i, j}\right)$ be the Walsh matrix defined by

$$
w_{i, j}=\prod_{k=1}^{\ell} r_{k\left(\left\lfloor i 2^{1-k}\right\rfloor \bmod 2\right)}(j)
$$

where $r_{k}(t)$ is the Rademacher function

$$
r_{i}(t)=1-2\left(\left\lfloor\frac{t 2^{i}}{N}\right\rfloor \bmod 2\right)
$$

see [35]. The Walsh matrix is symmetric and orthogonal and satisfies

$$
w_{i \oplus j, k}=w_{i, k} w_{j, k}
$$

Theorem 11.6.3 The matrix $W M_{*} W$ is lower triangular, where $M_{*}$, the tuist of $M$ is defined by

$$
m_{* i, j}=m_{i \oplus j, i}
$$

At this point we can regard the composition $\mathcal{G}=F \mathcal{M}$ as a dynamical system on the unit sphere $\mathcal{S}$ in the positive orthant of $\mathbb{R}^{N}$ since, except for the origin, each equivalence class of $\equiv$ has a unique member in $\mathcal{S}$. Regarding $F$ as a map on $\mathcal{S}$, its fixed points are the eigenvectors of $F$ which are the standard unit basis vectors $u_{0}, \ldots, u_{N-1}$.

Theorem 11.6.4 The basin of attraction of the fixed point $u_{j}$ of $F$ is given by the intersection of $\mathcal{S}$ with the (solid) ellipsoid

$$
\sum_{i}\left(s_{i} \frac{f(i)}{f(j)}\right)^{2}<1
$$

The following holds for fixed points $x$ of $\mathcal{M}$.
Theorem 11.6.5 Let $x$ be a fixed point of $\mathcal{M}$, then $x$ is asymptotically stable whenever the second largest eigenvalue of $M_{*}$ is less than $1 / 2$.

In order to determine the second largest eigenvalue of $M_{*}$, the terms $m_{i, j}$ must be calculated. Let the genetic algorithm perform a one-point crossover every generation with probability $\chi$ and component by component bit flip with probability $\mu$ (as in algorithm DG (661)). Then it can be shown, [72], that

$$
\begin{align*}
& m_{i, j}=  \tag{11.6.15}\\
& \quad \frac{(1-\mu)^{\ell}}{2}\left[\eta^{|i|}\left(1-\chi+\frac{\chi}{\ell-1} \sum_{k=1}^{t-1} \eta^{-\Delta_{i, j, k}}\right)\right. \\
& \left.\quad+\eta^{|j|}\left(1-\chi+\frac{\chi}{\ell-1} \sum_{k=1}^{t-1} \eta^{\Delta_{i, j, k}}\right)\right]
\end{align*}
$$

where $\eta=\mu /(1-\mu)$, integers are to be regarded as bit vectors when occurring in $|\cdot|$, division by zero at $\mu=0$ and $\mu=1$ is to be removed by continuity, and

$$
\Delta_{i, j, k}=\left|\left(2^{k}-1\right) \otimes i\right|-\left|\left(2^{k}-1\right) \otimes j\right|
$$

The following was proved in [47].
Theorem 11.6.6 The spectrum of $M_{*}$ is

$$
(1-2 \mu)^{|i|}(1-\chi \operatorname{wid}(i) /(L-1)) / 2, \quad i=0, \ldots, N-1
$$

where wid(i) is the difference between the position of the highest non-zero bit and the lowest non-zero bit of $i$ for $i>0$ and 0 otherwise.

In particular
Corollary 11.6.7 If $0<\mu<1 / 2$ then the second largest eigenvalue of $M_{*}$ is $0.5-\mu$.
In addition there is a simulated annealing like result for genetic algorithms. We follow Davis and Principe [17] and Suzuki [68]. In this it is assumed that the points in $\Omega$ are sorted by decreasing fitness,

$$
f\left(i_{0}\right) \geq f\left(i_{1}\right) \geq \cdots \geq f\left(i_{N-1}\right)
$$

Theorem 11.6.8 The stationary distribution $q^{(\mu)}(s)$ for mutation probability $\mu$ converges to the best population as $\mu \rightarrow 0$ and $\chi \rightarrow 0$ and the fitness ratio converges to 0 ,

$$
F=\max _{1 \leq j \leq N-1, f\left(i_{j}\right) \neq f\left(i_{j+1}\right.} \frac{f\left(i_{j}\right)}{f\left(i_{j+1}\right)} \rightarrow 0
$$

That is

$$
\sum \lim _{F \rightarrow 0} \lim _{\chi \rightarrow 0}\left[\lim _{\mu \rightarrow 0^{+}} q^{(\mu)}(x)\right] \rightarrow 1
$$

where the sum is over those populations all of whose members are identical and which evaluate to the maximum fitness.
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## Chapter 12

# Stochastic Control Methods in Asset Pricing 

Thaleia Zariphopoulou<br>Departments of Mathematics and MSIS<br>The University of Texas at Austin.<br>Austin, TX 78712-1082

### 12.1 Introduction

The purpose of this paper is to offer a concise exposition of stochastic optimization methods used in mathematical finance models. These models arise in optimal portfolio management and in the areas of indexderivativesderivatives and equilibrium asset pricing. The main objective is to construct optimal investment policies and consumption plans, to determine equilibrium prices of primary assets and to specify prices of derivative securities and hedging strategies. As this chapter will show, the majority of the above valuation models give rise to stochastic optimization problems in which the criterion is either to maximize the expected utility, coming from wealth or consumption streams, or to minimize the expected loss, coming from a derivative position given a certain liability. The state controlled processes, modeling the current state of the valuation system are taken to be Markov diffusions with complete information of the state. The control processes represent investment policies, consumption plans, or hedging strategies. The optimal solution, or as it is otherwise known, the value function, gives either the maximal expected utility or the minimal expected cost. Under general conditions that are related to the Markovian structure of the underlying models, a general principle of optimality, known as the Dynamic Programing Principle holds. This result, together with stochastic calculus, yields that the value function solves the so-called Hamilton-Jacobi-Bellman (HJB) equation. In the case that the controlled processes are diffusions, the HJB equation turns out to be a second order fully non-linear

[^3]equation of elliptic or parabolic type. If the controlled state processes do not degenerate, the value function turns out to be smooth and therefore it satisfies the HJB equation in the classical (strong) sense. Then one may also use classical verification results to determine the optimal control processes; in fact, it turns out that applying the first order conditions in HJB, yields the optimal policies in the so-called feedback form, in the sense that the optimal processes turn out to be explicit functions of the current state of the system and time.

In a number of interesting applications, the value function is not necessarily smooth and therefore it might not satisfy the HJB equation in the strong sense. Such situations arise in pricing models in imperfect markets in which the frictions are associated to trading constraints, transaction costs, stochastic volatility and incomplete information. These imperfections result in various degeneracies which may cause the solution to lose its regularity. Therefore, the notion of solution to the HJB equation must be relaxed and this is indeed done via the viscosity theory. Under reasonable assumptions on the state dynamics and the payoff/cost functionals, it turns out that the value function solves the HJB equation in the viscosity sense and, as a matter of fact, it is also unique. This characterization enables us to get useful results both from the analytic as well as the numerical point of view. Indeed, the general comparison results for viscosity solutions of the HJB equation have been successfully used to obtain analytic bounds on derivative prices as well as bounds on the hedging probabilities in markets with frictions; these are situations where the classical Black and Scholes approach breaks down. In other applications, for example in portfolio management models with stochastic labor income or with transaction costs, closed form solutions are not available and numerical approximations for the optimal strategies are highly desirable. Viscosity solutions have excellent stability properties which, together with the relevant uniqueness results, are used to establish convergence of a wide class of numerical schemes; the latter need to have some fundamental properties, namely to be monotone, consistent and stable with these properties arising naturally in the stochastic optimization problems at hand. Because of the important role that viscosity solutions play in the study of dynamic valuation models, a central part of this paper is dedicated to them.

An alternative valuable approach to study optimal portfolio management and derivative pricing models is based on martingale methods. This powerful methodology is widely used in a variety of asset pricing problems and yields rich results under rather general assumptions on the market coefficients. In subsequent sections, we provide a long list of references in which this approach is used.

The chapter is organized as follows: in Section 12.2, we present some fundamental background results on the HJB equation and its classical and viscosity solutions. Sections 12.3 and 12.4 are dedicated to stochastic optimization models of expected utility in complete markets and also in markets with frictions. In Section 12.5, we discuss models of derivative pricing which can be formulated as models of expected utility, especially in the case of incomplete markets for which the classical derivative valuation theories fail to apply.

### 12.2 The Hamilton-Jacobi-Bellman (HJB) equation

In this section we provide a general description of stochastic control methods for diffusion processes, we derive the relevant HJB equation and we discuss its classical and weak solutions. The overall description is rather formal since it is not intended to give the most general assumptions or to provide extensive proofs of rigorous results. We refer the technically oriented reader to the book of Fleming and Soner (1993, Chapters V and VIII) as well as to the landmark papers by Lions (1983).

We denote by $X_{t}$ the state of our controlled valuation system and $\alpha_{t}$ the control process. Typically, $X_{t}$ represents the state wealth process, the value of the hedging portfolio or the
derivative price process. The control $\alpha_{t}$ represents an investment strategy, a consumption plan or a hedging component.

Investors have preferences reflecting their attitude towards the risk associated with the stochastic market returns. These preferences are modelled through a utility function, $v$ : $\mathcal{R}^{+} \rightarrow \mathcal{R}$ which is typically increasing, concave and a smooth function of the wealth or the consumption stream. An important index is the so-called absolute, resp. relative, risk aversion coefficient defined by $A(x)=-\frac{U^{\prime \prime}(z)}{U^{\prime}(z)}$, resp. $R(z)=-\frac{z U^{\prime \prime}(z)}{U^{\prime}(z)}$.

Trading takes place continuously in time between the available market accounts. The prices of the underlying assets, otherwise known as primitives, are determined via classical equilibrium conditions and they are assumed to be known in all models we are analyzing. A widely accepted modeling assumption is that asset prices can be modelled as Markov diffusion processes. Under this fundamental assumption of diffusion structure, a considerable volume of work has been produced in analytically defining, estimating and callibrating the asset price diffusion coefficients. Because the prices are taken to be diffusion processes, it follows that - in the absence of market frictions, like for example transaction costs - the state process $X_{t}$ becomes a controlled diffusion as well. To establish some notation, we assume that the state equation can be written as

$$
\begin{equation*}
d X_{t}=r\left(X_{t}\right) d t+\mu\left(X_{t}, \alpha_{t}\right) d t+\sigma\left(X_{t}, \alpha_{t}\right) d W_{t} \tag{12.2.1}
\end{equation*}
$$

with $W_{t}$ being a standard Brownian motion defined on a probability space $(\Omega, \mathcal{F}, P)$. We denote by $\mathcal{F}_{t}=\sigma\left(W_{s} ; 0 \leq s \leq t\right)$ the complete filtration generated by the Brownian motion.

The coefficients $r, \mu$ and $\sigma$ reflect the stochastic returns of the various assets available for trading. In the next section, we will present concrete examples and the precise role of the market returns will be explicitly stated. Note that in most models, one needs to introduce additional state variables and the problems become high dimensional. At this point, we do not address the general cases but we only use (12.2.1) to demonstrate the Dynamic Programming method.

The investors rebalance their portfolios and consume, either in a finite or an infinite trading horizon. In the former case, the utility payoff is given by (with a slight abuse of notation)

$$
\begin{equation*}
J(x, t ; T, \alpha)=E\left[\int_{t}^{T} U_{1}\left(\alpha_{s}\right) d s+U_{2}\left(X_{T}\right) / X_{t}=x\right] \tag{12.2.2}
\end{equation*}
$$

The expectation is taken with respect to the probability measure $P$. The functions $U_{i}$, $i=1,2$ are the utility functions coming, respectively, from intermediate consumption and terminal wealth.

In the case of an infinite trading horizon, the payoff is of the form

$$
\begin{equation*}
J(x ; \alpha)=E\left[\int_{0}^{+\infty} e^{-\beta t} U\left(\alpha_{t}\right) d t / X_{0}=x\right] \tag{12.2.3}
\end{equation*}
$$

with $U$ being the utility from the intermediate consumption stream.
The value function is defined as

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} J(x, t ; T, \alpha) \tag{12.2.4}
\end{equation*}
$$

or, as

$$
\begin{equation*}
u(x)=\sup _{\mathcal{A}} J(x ; \alpha) \tag{12.2.5}
\end{equation*}
$$

with $\mathcal{A}$ denoting the set of admissible policies. Typically, the admissible policies must satisfy certain integrability and measurability conditions; the latter constraint comes from the fact that the investor, who is actually playing the role of the system controller, does not have access to future information. Additionally, the admissible policies must satisfy various contraints that are associated with the specific economic model, for example, limited borrowing and/or shortselling, bankruptcy constraints and limitation to borrow against future labor income.

In the sequel, we concentrate on the case of finite horizon and we state the results for the infinite horizon models afterwards. A key role for the solution $u$ is played by the Dynamic Programing Principle which yields that the value function satisfies

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} E\left[\int_{t}^{\tau} U_{1}\left(\alpha_{s}\right) d s+u\left(X_{\tau}, \tau\right) / X_{t}=x\right] \tag{12.2.6}
\end{equation*}
$$

The random time $\tau$ is a positive $\mathcal{F}$-measurable random variable. Under certain technical conditions, one can show that it suffices to define the above supremum over the set of policies $\alpha_{s}$ that are feedback functions of the current state of the system.

Using the Dynamic Programming Principle and stochastic analysis, one can derive formally the Hamilton-Jacobi-Bellman equation

$$
\begin{equation*}
u_{t}+\max _{\alpha}\left[\frac{1}{2} \sigma^{2}(x, \alpha) u_{x x}+\mu(x, \alpha) u_{x}+U_{1}(\alpha)\right]+r(x) u_{x}=0 \tag{12.2.7}
\end{equation*}
$$

with terminal data

$$
\begin{equation*}
u(x, T)=U_{2}(x) \tag{12.2.8}
\end{equation*}
$$

Note that no boundary conditions are given for (12.2.7). In fact, because the state $X_{s}$ represents the current wealth, it has to satisfy certain constraints related to bankruptcy limitations and, more generally, to arbitrage conditions. Typically, the presence of these constraints results in lack of explicit boundary data which can be retrieved only after the value function is determined and one passes to the limit at the boundary. As discussed below, it turns out that the correct class of solutions to consider are the constrained viscosity solutions and it is in this class that state wealth constraints may be suitably addressed.

If it can be shown that the HJB equation admits a smooth solution, then one can argue that it coincides with the value function. Moreover, one can construct optimal control policies by applying first order conditions to the HJB equation. This result is known as the Verification Theorem and it is stated below without a proof. We refer the technically oriented reader to Theorem of Fleming and Soner (1993). To simplify the presentation, we assume that the utility functions $U_{1}, U_{2}$ are non-negative.

Theorem 12.2.1 [(Verification Theorem)]: Let $V$ be a classical solution of (12.2.7), (12.2.8) for $x \geq 0$, satisfying for some $\gamma, M$ bounded

$$
\begin{equation*}
V(x, t) \leq M(T-t)\left(1+x^{\gamma}\right) \tag{12.2.9}
\end{equation*}
$$

for each $T>0$. Then $V(x, t) \geq J(x, t ; T, \alpha)$ for $\alpha \in \mathcal{A}$. Moreover, let

$$
\begin{equation*}
\alpha^{*}(x, t)=\underset{\alpha}{\operatorname{argmax}}\left[\frac{1}{2} \sigma^{2}(x, \alpha) V_{x x}(x, t)+\mu(x, \alpha) V_{x}(x, t)+U_{1}(\alpha)\right] . \tag{12.2.10}
\end{equation*}
$$

Then the policy $\widetilde{\alpha}_{s}=\alpha^{*}\left(X_{s}^{*}, s\right)$, with $X_{s}^{*}$ being the solution of (12.2.1) with $\widetilde{\alpha}_{s}$ used, is optimal and

$$
\begin{equation*}
V(x, t)=u(x, t)=J(x, t ; \widetilde{\alpha}, T) \tag{12.2.11}
\end{equation*}
$$

We remark that the above version of the Verification Theorem is somehow incomplete in the sense that one needs to specify rigorously the correct probability system that would support the (optimal) control policies. We choose not to be very specific at this point since these technical issues are beyond the interests of the audience; rather, we refer to the discussion by Fleming and Soner (1993, Chapter IV).

One can derive similar results for the case of expected utility maximization problems in an infinite horizon setting. If the payoff to be maximized is (12.2.3), instead of (12.2.2), then one can derive the stationary analogue of the HJB equation (12.2.7), namely

$$
\begin{equation*}
\beta u=\max _{\alpha}\left[\frac{1}{2} \sigma^{2}(x, \alpha) u_{x x}+\mu(x, \alpha) u_{x}+U(\alpha)\right]+r(x) u_{x} \tag{12.2.12}
\end{equation*}
$$

The above equation is a fully nonlinear elliptic equation and if it has a smooth solution then similar verification results, such as the ones in Theorem 12.2.1, can be proved (see Fleming and Soner (1993), Theorem 12.3.10).

A key ingredient for the existence of classical solutions of the HJB equation and their identification with the value function, is that the underlying controlled state process $X_{t}$ does not degenerate. In the context of the properties of the HJB equation, it means that the latter preserves its uniform ellipticity, i.e. $\sigma^{2}(x, \alpha) \geq \epsilon x^{2}, \forall \alpha, \forall x \neq 0$ with $\epsilon$ being a positive constant. In the majority of expected utility maximization models arising in asset pricing, this condition might be violated. The main reason is that the coefficient of the second order derivative $\sigma^{2}(x, \alpha)$ involves the amount invested in risky assets which is not in general bounded away from zero. In fact, this situation arises very often in models of incomplete markets, such as, for example, models with trading constraints, stochastic labor income, stochastic volatility and, more generally, with non-traded assets (see Example 4.b). Therefore, the value function might not be smooth and one needs to relax the notion of solutions to the HJB equation. As it was mentioned earlier, a rich class of weak solutions to the HJB equation are the so-called viscosity solutions. These solutions were introduced by Crandall and Lions (1983) for first order non-linear partial differential equations and by Lions (1983) for the second order case. For a general overview of the theory we refer to the User's Guide by Crandall, Ishii and Lions (1992) and to the book of Fleming and Soner (1993). The strength of this theory lies in the fact that it provides rigorous characterization of the value function as the unique solution to the HJB equation. This uniqueness result plays an instrumental role in pricing derivative securities in markets with frictions (see, for example, Section 12.5). Moreover, the strong stability properties of viscosity solutions provide excellent convergence results for a large class of numerical schemes for the value function and the optimal policies. Numerical results are highly desirable in a wide range of practical applications, because closed form solutions of the HJB equation are not in general available (see, Barles et al (1995), Barles and Souganidis (1991), Tourin and Zariphopoulou (1994)).

In stochastic optimization problems arising in optimal investment and consumption models, viscosity solutions were first employed by Zariphopoulou (1989) for the Merton problem with trading constraints (see also Zariphopoulou (1994)), and for a similar model, but with transaction costs and Markov chain parameters, by Zariphopoulou (1992). Subsequently, this class of solutions was used by Fleming and Zariphopoulou (1991), Duffie and Zariphopoulou (1993), Davis, Panas and Zariphopoulou (1993), Shreve and Soner (1994). Being also employed in a variety of asset valuation models with market imperfections by other authors (see among others, Alvarez and Tourin (1996), Barles and Soner (1998)), viscosity solutions gradually become a standard tool in the study of stochastic control problems arising in models of Mathematical Finance. Because of their important role, a considerable part of this chapter is strongly oriented towards this theory and the outlaid results follow closely the unified theme of viscosity solutions of the relevant HJB equations.

Due to the specific nature of the stochastic optimization models in asset pricing, state and control constraints are present rather frequently. As we demonstrate in the next sections, these constraints arise because of exogeneously imposed trade limitations such as prohibition of shortselling, limited borrowing, leverage and non-bankruptcy. To accommodate this feature, which as we shall see results in a lack of explicit boundary data, one needs to work with a special class of viscosity solutions, namely the constrained viscosity solutions. This class of solutions was introduced by Soner (1986) and Capuzzo-Dolcetta and Lions (1990) for first-order equations (see also Ishii and Lions (1990)).

Because the majority of the models we review herein are of finite horizon and twodimensional, we present the definition of constrained viscosity solutions for the same class of problems. To this end, we consider a nonlinear second order partial differential equation of the form

$$
\begin{equation*}
F\left(X, V, D V, D^{2} V\right)=0 \text { in } D \times[0, T] \tag{12.2.13}
\end{equation*}
$$

where $D$ is an open subset of $\mathcal{R}^{2}, D V$ and $D^{2} V$ denote the gradient vector and the second derivative matrix of $V$, and the function $F$ is continuous in all its arguments and degenerate elliptic, meaning that

$$
\begin{equation*}
F(X, p, q, A+B) \leq F(X, p, q, A) \text { if } B \geq 0 \tag{12.2.14}
\end{equation*}
$$

Definition 12.2.2 $A$ continuous function $V: \bar{D} \times[0, T] \rightarrow R$ is a constrained viscosity solution of (12.2.13) if the following two conditions hold: i) $V$ is a viscosity subsolution of (12.2.13) on $\bar{D} \times[0, T]$; that is, if for any $\phi \in C^{2,1}(\bar{D} \times[0, T])$ and any local maximum point $X_{0} \in \bar{D} \times[0, T]$ of $V-\phi$,

$$
\begin{equation*}
F\left(X_{0}, V\left(X_{0}\right), D \phi\left(X_{0}\right), D^{2} \phi\left(X_{0}\right)\right) \leq 0 \tag{12.2.15}
\end{equation*}
$$

ii) $V$ is a viscosity supersolution of (12.2.13) in $D \times[0, T]$; that is, if for any $\phi \in C^{2,1}(\bar{D} \times[0, T])$ and any local minimum point $X_{0} \in D \times[0, T]$ of $V-\phi$,

$$
\begin{equation*}
F\left(X_{0}, V\left(X_{0}\right), D \phi\left(X_{0}\right), D^{2} \phi\left(X_{0}\right)\right) \geq 0 \tag{12.2.16}
\end{equation*}
$$

### 12.3 Models of Optimal Investment and Consumption I.

In his seminal papers, Merton (1969), (1971) introduced an optimal portfolio management model of a single agent in a stochastic setting. Trading takes place between a riskless security (e.g. a bond) and one or more stocks whose prices are modeled as diffusion processes. For each stock price, the mean rate of return and volatility are assumed to be constant and known. The investor, endowed with some initial wealth, trades dynamically between the available securities and consumes part of his wealth continuously in time. He is assumed to be a "small investor" in the sense that his actions do not influence the equilibrium prices of the underlying assets. His objective is to maximize the expected utility function which models his individual preferences as well as his attitude towards the risk associated with the market uncertainty.

Merton studied, among others, the special case of power utility functions, known as Constant Relevant Risk Aversion (CRRA) utilities and produced closed-form solutions to
the optimization problem of the single agent. An important consequence of these results is that all the risky securities can be replaced by a mutual fund with characteristics independent of the individual preferences. This feature facilitated the analysis of dynamic market equilibria which was developed by Merton (1973) and subsequently further generalized by others (Araujo and Montiero (1989), Dana and Pontier (1992), Duffie (1986), Duffie and Huang (1985), Huang (1987), Karatzas, Lakner, Lehoczky and Shreve (1990), (1991), and Mas-Colell ((1985), (1986)).

We start this section with the celebrated Merton model of optimal portfolio management in a finite horizon setting.

To this end, we consider a market with two securities, a bond whose price solves

$$
\begin{equation*}
d B_{t}=r B_{t} d t \tag{12.3.17}
\end{equation*}
$$

with $B_{0}=B>0$ and a stock whose price process satisfies the linear stochastic differential equation

$$
\begin{equation*}
d S_{t}=\mu S_{t} d t+\sigma S_{t} d W_{t} \tag{12.3.18}
\end{equation*}
$$

with $S_{0}=S>0$. The market parameters $\mu$ and $\sigma$ are, respectively, the mean rate of return and the volatility; it is assumed that $\mu>r>0$ and $\sigma>0$. The process $W_{t}$ is a standard Brownian motion defined on a probability space $(\Omega, \mathcal{F}, P)$.

The wealth process satisfies $X_{s}=\pi_{s}^{0}+\pi_{s}$ with the amounts $\pi_{s}^{0}$ and $\pi_{s}$ representing the current holdings in the bond and the stock accounts. The state wealth equation (12.2.1) reduces to

$$
\begin{equation*}
d X_{s}=r X_{s} d s+(\mu-r) \pi_{s} d s+\sigma \pi_{s} d W_{s} \tag{12.3.19}
\end{equation*}
$$

The wealth process must satisfy the state constraint

$$
\begin{equation*}
X_{s} \geq 0 \quad \text { a.e. } \quad t \leq s \leq T \tag{12.3.20}
\end{equation*}
$$

The control $\pi_{s}, t \leq s \leq T$ is admissible if it is $\mathcal{F}_{s}$-progressively measurable - with $\mathcal{F}_{s}=$ $\sigma\left(W_{u} ; t \leq u \leq s\right)$ - it satisfies $E \int_{t}^{T} \pi_{s}^{2} d s<+\infty$ and, it is such that the state constraint (12.3.20) is satisfied. We denote the set of admissible policies by $\mathcal{A}$.

The value function is

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} E\left[\frac{1}{\gamma} X_{T}^{\gamma} / X_{t}=x\right] \tag{12.3.21}
\end{equation*}
$$

The Dynamic Programming Principle yields that for every stopping time $\tau$,

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} E\left[u\left(X_{\tau}, \tau\right) / X_{t}=x\right] . \tag{12.3.22}
\end{equation*}
$$

Using stochastic analysis and under appropriate regularity and growth conditions on the value function, we get that $u$ solves the associated HJB equation

$$
\left\{\begin{array}{l}
u_{t}+\max _{\pi}\left[\frac{1}{2} \sigma^{2} \pi^{2} u_{x x}(u-r) \pi u_{x}\right]+r u_{x}=0  \tag{12.3.23}\\
u(x, T)=\frac{1}{\gamma} x^{\gamma}, x \geq 0 \\
u(0, t)=0, t \in[0, T)
\end{array}\right.
$$

for $x \geq 0$ and $t \in[0, T)$.

Remark The above boundary condition is not in general prespecified due to the presence of the state constraint (12.3.20). As it was mentioned in the previous section, the correct way to deal with this issue is to use that the value function is the unique constrained solution of (12.3.23) and then pass to the limit as $x \rightarrow 0$. For the case at hand though, one can derive (1.3.50) easily by observing that (12.3.20) dictates that the only admissible policy at $x=0$ is to invest nothing in the stock account, i.e. $\pi_{s}=0, \forall t \leq s \leq T$.

The homogeneity of the utility function and the linearity of the state dynamics with respect to both the wealth and the control portfolio process, suggest that the value function must be of the form

$$
\begin{equation*}
u(x, t)=\frac{x^{\gamma}}{\gamma} f(t) \tag{12.3.24}
\end{equation*}
$$

with $f(T)=1$. Using the above in (12.3.23) and after some cancelations, one gets that $f$ must satisfy the first order equation

$$
f^{\prime}(t)+\lambda f(t)=0
$$

with

$$
f(T)=1
$$

where

$$
\begin{equation*}
\lambda=r \gamma+\frac{(\mu-r)^{2} \gamma}{2(1-\gamma) \sigma^{2}} \tag{12.3.25}
\end{equation*}
$$

Therefore, one expects the value function to be given by

$$
\begin{equation*}
u(x, t)=\frac{x^{\gamma}}{\gamma} e^{\lambda(T-t)} \tag{12.3.26}
\end{equation*}
$$

Once the value function is determined, the optimal policy may be obtained in the socalled feedback form as follows: first, we observe that the maximum of the quadratic term appearing in (12.3.23) is achieved at the point

$$
\pi^{*}(x, t)=-\frac{\mu-r}{\sigma^{2}} \frac{u_{x}(x, t)}{u_{x x}(x, t)}
$$

or, otherwise, at

$$
\pi^{*}(x, t)=\frac{\mu-r}{\sigma^{2}(1-\gamma)} x
$$

where we used (12.3.26). Next, classical verification results yield that the candidate smooth solution, given in (12.3.26), is indeed the value function and that, moreover, the policy

$$
\begin{equation*}
\pi_{s}^{*}=\frac{\mu-r}{\sigma^{2}(1-\gamma)} X_{s}^{*} \tag{12.3.27}
\end{equation*}
$$

is the optimal investment strategy.
In other words,

$$
u(x, t)=E\left[\frac{\left(X_{T}^{*}\right)^{\gamma}}{\gamma} / X_{t}^{*}=x\right]
$$

where $X_{s}^{*}$ solves

$$
d X_{s}^{*}=\left(r+\frac{(\mu-r)^{2}}{\sigma^{2}(1-\gamma)}\right) X_{s}^{*} d s+\frac{\mu-r}{\sigma(1-\gamma)} X_{s}^{*} d W_{s}
$$

The solution of the optimal state wealth equation is, for $X_{t}=x$,

$$
X_{s}^{*}=x \exp \left[\left(r+\frac{(\mu-r)^{2}}{\sigma^{2}(1-\gamma)}-\frac{(\mu-r)^{2}}{2 \sigma^{2}(1-\gamma)^{2}}\right)(s-t)+\frac{\mu-r}{\sigma(1-\gamma)} W_{s-t}\right]
$$

The Merton optimal strategy dictates that it is optimal to keep a fixed proportion, namely $\frac{\mu-r}{\sigma^{2}(1-\gamma)}$, of the current total wealth invested in the stock account. We will refer to this proportionality constant as the Merton ratio.

Remark It is important to observe that the Merton model uses heavily the assumption that the stock price remains strictly positive even though the stock price does not appear explicitly. One could easily verify this constraint by looking at the actual derivation of the state wealth equation (12.3.19); we refer the reader to Merton (1969) or Karatzas et al (1987). Given that the stock price is modeled as a log-normal process, it becomes zero only if it starts at the state 0. In this case, the Merton model degenerates to a deterministic model with no (stochastic) optimization features. In fact, one could show that no investment takes place in the stock account and that the wealth process satisfies the deterministic equation $d X_{s}=r X_{s} d s$ for $t \leq s \leq T$. In this case, the value function turns out to be $\widetilde{u}(x, t)=\frac{x^{\gamma}}{\gamma} e^{r \gamma(T-t)}$. We can view this degenerate case as the limiting case of (12.3.23) as $\mu \rightarrow r$ or as $\sigma \rightarrow+\infty$. Indeed, if $\mu=r$ or $\sigma=+\infty$, the solution of the HJB equation degenerates to $\widetilde{u}(x, t)$ and the optimal policy, given in (12.3.27), becomes zero.

We continue with various generalizations of the Merton model. Because the scope of this review paper is to provide a vast exposition of the literature, we chose not to present complete proofs but rather to cite the references where rigorous results can be found.

### 12.3.1 Merton models with intermediate consumption

We look at the case that trading takes place in an infinite horizon and intermediate consumption is allowed, say at a (nonnegative) rate $C_{t}$. Working similarly as in Merton (1973), one can show that the wealth equation becomes

$$
\begin{equation*}
d X_{t}=r X_{t} d t-C_{t} d t+(\mu-r) \pi_{t} d t+\sigma \pi_{t} d W_{t} \tag{12.3.28}
\end{equation*}
$$

with $X_{t}$ satisfying the same state constraint (12.3.20) as before. Utility comes only from intermediate consumption and the value function is defined as the maximal expected discounted utility, namely

$$
\begin{equation*}
V(x)=\sup _{\mathcal{A}} E\left[\int_{0}^{+\infty} e^{-\beta t} U\left(C_{t}\right) d t / X_{0}=x\right] \tag{12.3.29}
\end{equation*}
$$

The set of admissible policies $\mathcal{A}$ consists of policies $\left(\pi_{t}, C_{t}\right), t \geq 0$ which are $\mathcal{F}_{t^{-}}$ measurable - with $\mathcal{F}_{t}=\sigma\left(W_{s}: 0 \leq s \leq t\right)$ - satisfy the integrability conditions $E \int_{0}^{T} \pi_{s}^{2} d s<$ $+\infty, E \int_{0}^{T} C_{s} d s<+\infty, \forall T>0$ and the state constraint (12.3.20).

Merton solved the above problems for the class of Constant Relative Risk Aversion (CRRA) utilities given by

$$
\begin{equation*}
U(c)=\frac{1}{\gamma} c^{\gamma} \quad \gamma<1 \quad(\gamma \neq 0) \tag{12.3.30}
\end{equation*}
$$

$$
\begin{equation*}
U(c)=\log c \quad \gamma^{\prime \prime}={ }^{\prime \prime} 0 \tag{12.3.31}
\end{equation*}
$$

Below, we present explicit results for the case $\gamma \neq 0$. The discount factor $\beta$ is assumed to satisfy the growth condition

$$
\begin{equation*}
\beta>\left[\frac{(\mu-r)^{2}}{2 \sigma^{2}(1-\gamma)}+r\right] \gamma \tag{12.3.32}
\end{equation*}
$$

The HJB equation becomes

$$
\begin{equation*}
\beta V=\max _{\pi}\left[\frac{1}{2} \sigma^{2} \pi^{2} V_{x x}+(\mu-r) \pi V_{x}\right]+F\left(V_{x}\right)+r x V_{x} \tag{12.3.33}
\end{equation*}
$$

with

$$
\begin{equation*}
F\left(V_{x}\right)=\max _{c \geq 0}\left[-c V_{x}+c^{\frac{\gamma}{\gamma}}\right]=\frac{1-\gamma}{\gamma}\left(V_{x}\right)^{\frac{\gamma}{\gamma-1}} . \tag{12.3.34}
\end{equation*}
$$

Using that the utility function is homogeneous of degree $\gamma$ and that the state equation is linear with respect to the controls and the state, one gets that the value function is also homogeneous of the same degree. In fact, one can verify that for

$$
\begin{equation*}
K=\left[\frac{\gamma}{1-\gamma} \gamma^{\gamma / 1-\gamma}\left(\beta-\frac{(\mu-r)^{2} \gamma}{2 \sigma^{2}(1-\gamma)}+r \gamma\right)\right]^{\gamma-1} \tag{12.3.35}
\end{equation*}
$$

determined by direct substitution in (12.3.33),

$$
\begin{equation*}
V(x)=K x^{\gamma} . \tag{12.3.36}
\end{equation*}
$$

Moreover, the optimal control policies $\pi_{t}^{*}$ and $C_{t}^{*}$ are given in the feedback form $\pi_{t}^{*}=$ $\widetilde{\pi}\left(X_{t}^{*}\right), C_{t}^{*}=\widetilde{C}\left(X_{t}^{*}\right)$ where

$$
\begin{equation*}
\widetilde{\pi}(x)=\frac{\mu-r}{\sigma^{2}(1-\gamma)} x \quad \text { and } \quad \widetilde{C(x)}=(\gamma K)^{\frac{1}{\gamma-1}} x \tag{12.3.37}
\end{equation*}
$$

where $X_{t}^{*}$ is the optimal wealth trajectory, given by (12.3.28), with $\pi_{t}^{*}$ and $C_{t}^{*}$ being used.
It is worth remarking that the optimal investment and consumption rules turn out to be linear in wealth, as it was the case in the previous example.

Remark An interesting class of models arises when the state constraint (12.3.20) is removed and bankruptcy is allowed. In this case, the value function is defined by

$$
V(x)=\sup _{\mathcal{A}} E\left[\int_{0}^{\tau} e^{-\beta t} U\left(C_{t}\right) d t+e^{-\beta \tau} P / X_{0}=x\right]
$$

where $\tau=\inf \left\{t \geq 0: X_{t}=0\right\}$ is the time of bankruptcy and $P$ is the value surrendered if this event occurs. A complete study of such bankruptcy models can be found in Karatzas et al (1987) as well as in the book of Sethi (1997).

### 12.3.2 Merton models with non-linear stock dynamics

In the previous models, a crucial simplification was that the underlying stock price is modeled as a diffusion process with linear coefficients. This assumption enabled us to solve the optimal investment/consumption problems by introducing a single state variable, the current wealth. Even though models with lognormally distributed stock prices are frequently used, mainly because of their tractability, a rather interesting class of models are the ones with non-linear stock dynamics. Special cases are, among others, the cases of mean-reverting stock prices as well as the ones with the volatility term being an explicit function of the current stock price; a widely used model of state dependent volatility is the so-called Constant Elasticity of Variance (CEV) model (see Cox (1996)).

Models with non-linear stock dynamics were studied by Merton (1971) for the case of logarithmic utilities. Moreover, martingale techniques have been successfuly used by several authors to analyze models with stock prices solving (12.3.18) with $\mu$ and $\sigma$ being replaced by $\mathcal{F}_{t}$-measurable processes (see for a complete overview the monograph of Karatzas (1997)). The methodology involved relies heavily on martingale representation results; the solution is provided in terms of expectations under the "correct" measure of the appropriate payoffs and the optimal processes via martingale representation theorems.

In our effort to demonstrate how one can use information directly from the HJB equation to specify the value function and the optimal policies, we present a different approach in solving the Merton problem with non-linear stock dynamics. To this end, we assume that there are two securities available, a bond whose price is given by (12.3.17) and a stock whose price solves

$$
\begin{equation*}
d S_{s}=\mu\left(S_{s}\right) S_{s} d s+\sigma\left(S_{s}\right) S_{s} d W_{s} \tag{12.3.38}
\end{equation*}
$$

with $S_{t}=S \geq 0$ and $0 \leq t<s<T$. The process $W_{s}$ is a Brownian motion defined on a probability space $(\Omega, \mathcal{F}, P)$. The coefficients $\mu$ and $\sigma$ are functions of the current stock price and they are assumed to satisfy all the required regularity assumptions in order to guarantee that a unique solution to (12.3.38) exists.

The investor rebalances his portfolio dynamically by choosing at any time $s$, for $s \in[t, T]$ and $0 \leq t \leq T$, the amounts $\pi_{s}^{0}$ and $\pi_{s}$ to be invested respectively in the bond and the stock accounts. His total wealth satisfies the budget constraint $X_{s}=\pi_{s}^{0}+\pi_{s}$ and the stochastic differential equation

$$
\left\{\begin{array}{l}
d X_{s}=r X_{s} d s+\left(\mu\left(S_{s}\right)-r\right) \pi_{s} d s+\sigma\left(S_{s}\right) \pi_{s} d W_{s}  \tag{12.3.39}\\
X_{t}=x \geq 0 \quad 0 \leq t \leq s \leq T
\end{array}\right.
$$

The above state equation follows from the budget constraint and the dynamics in (12.3.38). The wealth process must also satisfy the standard non-negativity state constraint (12.3.20).

Remark We assume that the coefficients $\mu$ and $\sigma$ do not depend explicitly on time. This is assumed only to ease the presentation since the time-dependent case follows easily from the autonomous one.

The control process $\pi_{s}$ is said to be admissible if it is $\mathcal{F}_{s}$-progressively measurable, where $\mathcal{F}_{s}=\sigma\left(W_{u} ; t \leq u \leq s\right)$, satisfies the integrability condition $E \int_{t}^{T} \sigma\left(S_{s}\right)^{2} \pi_{s}^{2} d s<+\infty$ and, is such that the state constraint (12.3.20) is satisfied. We denote by $\mathcal{A}$ the set of admissible policies.

The investor's objective is to maximize his expected utility payoff

$$
\begin{equation*}
J(x, S, t ; \pi)=E\left[U\left(X_{T}\right) / X_{t}=x, S_{t}=S\right] \tag{12.3.40}
\end{equation*}
$$

with $X_{s}, S_{s}$ given respectively in (12.3.39) and (12.3.38).
The value function is

$$
\begin{equation*}
u(x, S, t)=\sup _{\mathcal{A}} J(x, S, t ; \pi) \tag{12.3.41}
\end{equation*}
$$

with the utility function $U:[0,+\infty) \rightarrow[0,+\infty)$ being of the form

$$
\begin{equation*}
U(x)=\frac{1}{\gamma} x^{\gamma} \tag{12.3.42}
\end{equation*}
$$

with $\gamma \in(0,1)$.
The special form of the above utilities together with the linearity of the wealth dynamics with respect to the state and control processes (see (12.3.39)), suggest that the value function may be written in a "separable" form. In other words, the value function may be written as $u(x, S, t)=\frac{x^{\gamma}}{\gamma} V(S, t)$. The component $V$ is in general unknown except for some very special cases of the risk aversion parameter $1-\gamma$ and the components of the state dynamics (see Merton (1971)). As a matter of fact, $V$ solves a nonlinear equation for which no closed form solutions are available in general.

In Zariphopoulou (1999), it is shown that under a simple power transformation, the factor $V$ can be expressed in terms of the solution of a linear parabolic equation. This representation provides closed form solutions for the value function and the optimal policies which can in turn be used effectively in a more general class of valuation problems with stochastic components. Without stating at this point the necessary technical assumptions and the regularity properties of the solutions, we outline the main results below.

Proposition 12.3.1 i) The value function $u$ is given by

$$
u(x, S, t)=\frac{x^{\gamma}}{\gamma} v(S, t)^{1-\gamma}
$$

where $v: R^{+} \times[0, T] \rightarrow R^{+}$solves the linear parabolic equation

$$
\left\{\begin{array}{l}
v_{t}+\frac{1}{2} \sigma^{2}(S) S^{2} v_{S S}+\left[\mu(S) S+\frac{\gamma(\mu(S)-r) S}{(1-\gamma)}\right] v_{S} \\
\quad+\frac{\gamma}{1-\gamma}\left[r+\frac{(\mu(S)-r)^{2}}{2 \sigma^{2}(S)(1-\gamma)}\right] v=0 \\
v(S, T)=1 \quad \text { and } \quad v(0, t)=e^{\frac{r \gamma}{1-\gamma}(T-t)}, \quad 0 \leq t \leq T
\end{array}\right.
$$

ii) The optimal investment policy $\Pi_{s}^{*}$ is given in the feedback form $\Pi_{s}^{*}=\pi^{*}\left(X_{s}^{*}, S_{s}, s\right)$ where the function $\pi^{*}: \mathcal{R}^{+} \times \mathcal{R}^{+} \times[0, T] \rightarrow R$ is defined by

$$
\pi^{*}(x, S, t)=\left[\frac{v_{S}(S, t)}{v(S, t)}+\frac{1}{1-\gamma} \frac{\mu(S)-r}{\sigma^{2}(S)}\right] x .
$$

### 12.3.3 Merton models with trading constraints

In a variety of applications, trading between the available securities may be restricted. For example, the amounts we allow to invest might be bounded from above or from below by given functions of the current wealth or, in simpler cases, by prespecified constants. The latter case arises when borrowing or shortselling is limited, if allowed at all.

Using Dynamic Programming methods and elements from the theory of viscosity solutions, Zariphopoulou ((1989), (1992)) analyzed the Merton problem when borrowing is limited and shortselling is not allowed, i.e. the allowed investment strategies $\pi_{s}$ must satisfy $0 \leq \pi_{s} \leq X_{s}, 0 \leq t \leq s \leq T$ a.e. Generally speaking, such kind of constraints might result in lack of smoothness of the value function and explicit solutions are not in general available. Other models with alternative trading constraints and in which the analysis relies heavily on the HJB equation, were studied by Grossman and Laroque (1989), Grossman and Vila (1992), Fleming and Zariphopoulou (1991), Fitzpatrick and Fleming (1991) and more recently by Munk (1999) in the context of derivative pricing with portfolio constraints.

Besides using the HJB equation directly, martingale methods have been successfully used, together with convex duality arguments, to produce general representation results for the value function and optimal policies for a wide range of trading constraints (see, for example, He and Pearson (1991), Cvitanić and Karatzas (1992), (1993), (1993a) and for a general overview, the monograph of Karatzas (1997)).

Below, we present a representative optimal investment and consumption model in which the constraints are of the so-called "leverage type,"

$$
\begin{equation*}
\pi_{s} \leq k\left(X_{s}+L\right) \tag{12.3.43}
\end{equation*}
$$

with $k, L$ given positive constants. Such models were studied by Grossman and Laroque (1989) and Vila and Zariphopoulou (1997); the choice of the leverage ceiling $k\left(X_{s}+L\right)$ is made only to simplify the presentation, since smoothness results may be readily obtained for $\pi_{s} \leq f\left(X_{s}\right)$ with $f: \mathcal{R}^{+} \rightarrow \mathcal{R}$ being a smooth function of the state wealth.

To this end, we assume that trading takes place in an infinite horizon, intermediate consumption is allowed and the price $S_{s}$ of the available stock solves (12.3.18). The wealth process solves (12.3.28) and the value function is

$$
\begin{equation*}
V(x)=\sup _{\mathcal{A}} E \int_{0}^{+\infty} e^{-\beta t} U\left(C_{t}\right) d t \tag{12.3.44}
\end{equation*}
$$

The set of admissible strategies $\mathcal{A}$ consists of $\mathcal{F}_{s}$-progressively measurable pairs ( $\pi_{s}, C_{s}$ ) which satisfy the standard integrability conditions and the leverage constraint (12.3.43). The HJB equation becomes

$$
\begin{equation*}
\beta V=\max _{\pi \leq k(x+L)}\left[\frac{1}{2} \sigma^{2} \pi^{2} V^{\prime \prime}+(\mu-r) \pi V^{\prime}\right]+\max _{c \geq 0}\left[-c V^{\prime}+U(c)\right]+r x V_{x}, x \geq 0 \tag{12.3.45}
\end{equation*}
$$

Vila and Zariphopoulou (1997) established that the above equation has a $C^{2}(0,+\infty)$ solution, with $V(0)=\frac{U(0)}{\beta}$ which coincides with the value function. Using the regularity of the value function, the first order conditions in (12.3.45) and classical verification results, they determined the optimal policies, $\pi_{t}^{*}$ and $C_{t}^{*}$ in the feedback form $C_{t}^{*}=\left(U^{\prime}\right)^{-1}\left(V^{\prime}\left(X_{t}^{*}\right)\right)$ and

$$
\pi_{t}^{*}=\min \left\{-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}\left(X_{t}^{*}\right)}{V^{\prime \prime}\left(X_{t}^{*}\right)}, k\left(X_{t}^{*}+L\right)\right\}
$$

with $X_{t}^{*}$ being the optimal wealth process. Observe that because of the leverage constraint, the HJB equation changes form since the first maximum term in (12.3.45),

$$
I(x ; k, L)=\max _{\pi \leq k(x+L)}\left[\frac{1}{2} \sigma^{2} \pi^{2} V^{\prime \prime}(x)+(\mu-r) \pi V^{\prime}(x)\right]
$$

satisfies

$$
I(x ; k, L)=\left\{\begin{array}{c}
-\frac{(\mu-r)^{2}}{2 \sigma^{2}} \frac{\left[V^{\prime}(x)\right]^{2}}{V^{\prime \prime}(x)} \quad \text { if }-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}(x)}{V^{\prime \prime}(x)} \leq k(x+L)  \tag{12.3.46}\\
\frac{1}{2} \sigma^{2} k^{2}(x+L)^{2} V^{\prime \prime}(x)+(\mu-r) k(x+L) V^{\prime}(x) \\
\text { if }-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}(x)}{V^{\prime \prime}(x)}>k(x+L)
\end{array}\right.
$$

This situation will be revisited in the next model when trading takes place in an inhomogeneous financial medium (see Section 12.3.4).

In the case of power utility functions with risk aversion coefficient $1-\gamma$, one may use the particular structure of (12.3.46) and (1.3.73) to analyze the nature of the optimal policies. For a variety of practical applications, an interesting question is how different is the optimal feedback rule, $\tilde{\pi}(x)=\min \left[-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}(x)}{V^{\prime \prime}(x)}, k(x+L)\right]$ from the so-called myopic strategy, $\pi^{\text {myopic }}(x)=\min \left[\frac{\mu-r}{\sigma^{2}(1-\gamma)} x, k(x+L)\right]$.

The proofs of the following results may be found in Section 12.4 of Vila and Zariphopoulou (1997).

Proposition 12.3.2 The optimal strategy $\widetilde{\pi}(x)$ is at most equal to the myopic investment policy $\pi^{\text {myopic }}(x)$ and, strictly less than it for small wealth values. It coincides with $\pi^{\text {myopic }}$ only if $k=1$ and $L=0$.

We denote by $\mathcal{U}$ (resp. $\mathcal{B}$ ) the domains in which the trading constraint is not binding (resp. binding),

$$
\begin{aligned}
\mathcal{U} & =\left\{x>0:-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}(x)}{V^{\prime \prime}(x)}<k(x+L)\right\} \\
\mathcal{B} & =\left\{x>0:-\frac{\mu-r}{\sigma^{2}} \frac{V^{\prime}(x)}{V^{\prime \prime}(x)} \geq k(x+L)\right\} .
\end{aligned}
$$

Proposition 12.3.3 If the discount factor $\beta$ satisfies $\beta>r-\frac{(\mu-r)^{2}}{2 \sigma^{2}}+\frac{k \mu}{2}$ then there exists a threshold level $x^{*}$ such that $\mathcal{U}=\left[0, x^{*}\right)$ and $\mathcal{B}=\left[x^{*},+\infty\right)$. Moreover, the optimal investment strategy $\tilde{\pi}(x)$ is always greater than $k x$.

Next, we look at the value functions $V^{0}$ and $V^{\infty}$ which correspond to the optimization problem (12.3.44) but with $L=0$ and $L=\infty$ respectively. The latter case corresponds to unlimited borrowing and this is the original Merton problem; as we have seen earlier, for $\beta>r \gamma+\frac{(\mu-r)^{2} \gamma}{\sigma^{2}(1-\gamma)}$, an optimal solution exists, denoted herein by $V^{\infty}$, and the optimal consumption rule $C^{\infty}(x)=K x$ with $K$ given in the previous section. If $k>\frac{\mu-r}{(1-\gamma) \sigma^{2}}$, the borrowing constraint (12.3.43) is not binding and the solution to the original problem (12.3.44) coincides with the solution $V^{\infty}$ of the unconstrained one. If $k<\frac{\mu-r}{(1-\gamma) \sigma^{2}}$, then the borrowing constraint is indeed binding, as Propositions 12.3.2 and 12.3.3 indicate. The following result describes the relation between the optimal consumption rules $C^{\infty}, C^{0}$ and $C^{*}$ which correspond respectively to the problems with $L=\infty, L=0$ and $L<\infty$.

Proposition 12.3.4 i) If $0<\gamma<1, C^{*}(x)$ satisfies

$$
\max \left\{C^{\infty}(x), C^{0}(x)\left(\frac{x}{x+L}\right)^{\frac{\gamma}{1-\gamma}}\right\} \leq C^{*}(x) \leq C^{0}(x)\left(\frac{x+L}{x}\right)^{\frac{1}{1-\gamma}}
$$

ii) If $\gamma<0, C^{*}(x)$ satisfies

$$
C^{0}(x) \leq C^{*}(x) \leq \min \left\{C^{0}(x+L), C^{\infty}(x)\left(\frac{x+L}{x}\right)^{\frac{1}{1-\gamma}}\right\}
$$

iii) $C^{*}(x)$ satisfies $\lim _{x \rightarrow \infty} \frac{C^{*}(x)}{x}=K$,
iv) For $x \in\left[0, x^{*}\right), C^{*}(x) \geq C^{\infty}(x)$.

### 12.3.4 Merton models with non-homogeneous investment opportunities

In a number of real world situations, the investment opportunities become broader with higher wealth levels. In fact, when less than $\$ 10,000$ is available for investment, we can usually invest only in banking accounts and mutual fund shares; of course, one can still invest in individual stocks, but in such a case it is hard to have a well-diversified portfolio. Mutual fund shares will provide all necessary investment tools for both the rich and the poor, if a form of the mutual fund separation theorem is valid and the real world provides all the necessary funds. But it is doubtful that all the risky or riskless investments in the global economy are covered by the existing array of mutual funds. For instance, many limited partnerships are not covered by public mutual funds. Furthermore, ordinary mutual funds are usually prohibited from using modern investment techniques involving options, futures, and other derivative securities. When high wealth levels are available, we are not constrained by the opportunities offered by the mutual funds; we can invest in limited partnerships, hedge funds (these funds are known to be agressive in employing modern investment techniques), individual stocks as well as banking accounts and mutual funds. There is also an explicit law which prohibits small investors from trading some securities and rule 144 A stipulates that unregistered securities can be traded only by qualified institutional investors. Therefore, even for institutional investors, the investment opportunity gets better, when they get richer.

Next, we present an investment problem assuming that there exists a critical wealth level such that once an investor's wealth level exceeds it, the investment opportunity improves. We present these optimal consumption and investment rules in closed form for the case of CRRA utilities. One interesting feature of these optimal rules is that investors' consumption is much lower when there exists such a transition than in its absence, and investors generally take more risk when their wealth is below the critical level and become more risk averse once their wealth exceeds it. Namely, if investors expect that they will have a better investment opportunity when their wealth increases, they tend to increase both savings and the expected return on investments by raising the risk of the investment positions they take. Also, once their wealth crosses the critical level, they tend to reduce risk in investments, being afraid of losing the better investment opportunity they enjoy. Therefore, the optimal rules somehow provide a theoretical justification to the casually observed fact that entrepreneurs in fastgrowing economies tend to take more risk than their counterparts in stabilized economies. It also gives a justification for wealthy investors to use portfolio insurance strategies.

The mathematical problem arising from the investment problem is itself rather interesting. Namely, the HJB equation for wealth levels above the critical level takes a different form than it does under the critical level.

We note that this change results in a "discontinuity" of the HJB equation across the interphase point. This situation is rather different from the one in the previous section, in which the HJB equation changed its form but in a continuous way. It is worth mentioning that discontinuous HJB arise frequently in a number of stochastic optimization models of expected utility even though the associated control problems have not been analyzed in full rigor. In general, it is not clear under what conditions one can show that the discontinuous HJB equation has a unique viscosity solution and therefore, to identify it with the value function (see Kutev and Lions (1992), Koo and Zariphopoulou (1996)).

We start with the description of the investment model. To achieve generality, we assume that there are more than one risky security at all trading times. To this end, we consider a market in which there is one riskless asset and $M+N$ risky assets. We assume that the risk-free rate is a constant $r$ and that the price $S_{j}(t)$ of the $j$-th liquid risky asset follows a geometric Brownian motion

$$
\begin{equation*}
\frac{d S_{j}(t)}{S_{j}(t)}=\mu_{j} d t+\sum_{k=1}^{M+N} \sigma_{j k} d W_{k}(t) \tag{12.3.47}
\end{equation*}
$$

where $\left(W_{1}(t), \ldots, W_{M+N}(t)\right)$ is a standard Brownian motion defined on the underlying probability space $(\Omega, \mathcal{F}, P)$. The market parameters, $\mu_{j}$ and $\sigma_{j k}$, which represent the mean rates of return and the volatility matrix coefficients of the risky securities, for $j, k=1, \ldots, M+N$, are taken to be given constants. We assume that the matrix $\Sigma=\left(\sigma_{i j}\right)_{i=1, j=1}^{i=M+N, j=M+N}$ is nonsingular, i.e., there is no redundant asset among the $M+N$ risky assets.

The critical wealth level is denoted by $x_{0}$. The investor's wealth process evolves according to the equation

$$
\left\{\begin{array}{l}
d X_{t}=\left[r X_{t}+\left(\tilde{\mu}-r \mathbf{1}_{M+N}, \tilde{\pi}_{t}\right)-C_{t}\right] d t+\left(\tilde{\pi}_{t}, \sigma_{i j} d W_{t}^{*}\right), \quad(t \geq 0)  \tag{12.3.48}\\
X_{0}=x, \quad x \geq 0
\end{array}\right.
$$

where $*$ denotes the transpose of a matrix,

$$
\left\{\begin{array}{l}
\pi_{t}=\left(\pi_{1, t}, \ldots, \pi_{M+N, t}\right)^{*}, \quad \mu=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{M+N}\right)^{*}  \tag{12.3.49}\\
W_{t}=\left(W_{\mathbf{1}}(t), \ldots, W_{M+N}(t)\right)^{*}, \quad \mathbf{1}_{M+N}=(1,1, \ldots, 1)^{*}
\end{array}\right.
$$

and by the restriction on the investment opportunity

$$
\begin{equation*}
\pi_{M+1, t}=\ldots \pi_{M+N, t}=0, \quad \text { if } \quad X_{t}<x_{0} \tag{12.3.50}
\end{equation*}
$$

The control processes are the consumption rate $C$ and the vector $\pi$ of dollar amounts invested in the risky assets. To state their properties, we introduce the sets

$$
\left.\mathcal{L}_{+}=\left\{l \in L: l_{t} \geq 0 \text { a.s.and } E \int_{0}^{t} l_{s} d s<+\infty \text { for } t \geq 0\right)\right\}
$$

and

$$
\mathcal{M}=\left\{l \in L^{M+N}: E \int_{0}^{t} l_{s} \cdot l_{s} d s<+\infty \text { for } t \geq 0\right\}
$$

where $L$ (resp. $L^{M+N}$ ) is the space of $\mathcal{F}_{t}$-progressively measurable processes (resp. vector processes in $M+N)$ with $\mathcal{F}_{t}$ being the augmentation under $P$ of $\sigma\left\{\left(W_{1, s}, \ldots, W_{N+M, s}\right)\right.$ : $0 \leq s \leq t\}$.

The set $\mathcal{A}$ of admissible controls consists of pairs $(C, \pi)$ in $\mathcal{L}_{+} \times \mathcal{M}$ such that $X_{t} \geq 0$ a.e. $(t \geq 0)$ and the trading restriction (12.3.50) is satisfied.

The investor's objective function is given by

$$
\mathcal{J}(C)=E\left[\int_{0}^{+\infty} e^{-\beta t} U\left(C_{t}\right) d t / X_{0}=x\right]
$$

where $\beta>0$ is the discount factor and $U:[0,+\infty) \rightarrow[0,+\infty)$ is a strictly increasing, concave, twice continuously differentiable function with $U(0)=0$.

The value function $V: R^{+} \rightarrow R$ of the investor is given by

$$
\begin{equation*}
V(x)=\sup _{(C, \pi) \in \mathcal{A}} \mathcal{J}(C) \tag{12.3.51}
\end{equation*}
$$

We will use the following notation:

$$
\begin{equation*}
\kappa_{1}=\left(\tilde{\mu}-r \mathbf{1}_{M}\right)\left(\Sigma_{1} \Sigma_{1}^{*}\right)^{-1}\left(\tilde{\mu}-\mathbf{1}_{M}\right), \quad \kappa_{2}=\left(\mu-\mathbf{1}_{M+N}\right)\left(\Sigma \Sigma^{*}\right)^{-1}\left(\mu-\mathbf{1}_{M+N}\right) \tag{12.3.52}
\end{equation*}
$$

where $\tilde{\mu}=\left(\mu_{1}, \ldots, \mu_{M}\right)^{*}, \Sigma_{1}=\left(\sigma_{i, j}\right)_{i=1, j=1}^{i=M, j=M}$, and $\mathbf{1}_{M} \in \mathcal{R}^{M}$ is a vector whose components are equal to 1 .

We will make the following assumption:
Assumption 12.3.53 $\kappa_{2}>\kappa_{1}$.
Assumption 12.3.53 says that the investment opportunity facing the investor is better when $X_{t} \geq x_{0}$ than when $X_{t}<x_{0}$.

The HJB equation takes the following form:

$$
\begin{array}{r}
\beta J(x)=\max _{c \geq 0, \widetilde{\pi} \in R^{M}}\left[\widetilde{\pi}^{*}\left(\widetilde{\mu}-r 1_{M}\right) J^{\prime}(x)+(r x-C) J^{\prime}(x)\right. \\
 \tag{12.3.54}\\
\left.\quad+\frac{1}{2} \widetilde{\pi}^{*} \Sigma_{1} \Sigma_{1}^{*} \widetilde{\pi} J^{\prime \prime}(x)+U(C)\right], \quad \text { if } x<x_{0} \\
\beta J(x)=\max _{c \geq 0, \pi}\left[\pi^{*}\left(\mu-r \mathbf{1}_{M+N}\right) J^{\prime}(x)+(r x-C) J^{\prime}(x)\right. \\
\\
\left.\quad+\frac{1}{2} \pi^{*} \Sigma \Sigma^{*} \pi J^{\prime \prime}(x)+U(C)\right] \quad \text { if } x \geq x_{0} .
\end{array}
$$

Proposition 12.3.5 The value function is the unique viscosity solution to the HJB equation.

For a proof see Koo and Zariphopoulou (1996).
We will now proceed to get a closed form solution for a CRRA class utility function, i.e.,

$$
U(C)= \begin{cases}C^{\frac{1-\gamma}{1-\gamma}} & \text { if } \gamma \neq 1  \tag{12.3.55}\\ \log C & \text { if } \gamma=1\end{cases}
$$

where $\gamma>0$ is the coefficient of relative risk aversion.

Definition 12.3.6 : For $i=1,2$, define

$$
K_{i}=r+\frac{\beta-r}{\gamma}+\frac{1}{2} \frac{\gamma-1}{\gamma^{2}} \kappa_{i}, \quad \text { if } \gamma \neq 1
$$

and

$$
K_{i}=\frac{r-\beta+\kappa_{i}}{\beta^{2}}, \quad \text { if } \gamma=1
$$

Also let $\lambda_{i,+}$ and $\lambda_{i,-}$ be the roots of the quadratic

$$
\kappa_{i} \lambda^{2}+\left(r-\beta-\kappa_{i}\right) \lambda-r=0
$$

and

$$
\rho_{i,+}=2+\lambda_{i,+}, \quad \rho_{i,-}=1+\lambda_{i,-}
$$

These definitions are similar to those given in Karatzas et al (1987).
It can be easily shown that for $i=1,2$

$$
\begin{equation*}
\lambda_{i,+}>0, \quad \lambda_{i,-}<-\mathbf{1} \tag{12.3.56}
\end{equation*}
$$

$$
\rho_{i,+}>0, \quad \rho_{i,-}<0
$$

We will also use the following simplified notation:

$$
\begin{equation*}
\rho_{+}=\rho_{2,+}, \quad \lambda_{+}=\lambda_{2,+}, \quad \rho_{-}=\rho_{1,-}, \quad \lambda_{-}=\lambda_{1,-} \tag{12.3.57}
\end{equation*}
$$

We now define functions which will be used to express the value function in closed form.

Definition 12.3.7 : Let us assume that $U$ is given by (3.40). For $\gamma \neq 1$, we define $C_{0}>0$, $J_{1}:\left[0, C_{0}\right] \rightarrow R, X_{1}:\left[0, C_{0}\right] \rightarrow R^{+}, J_{2}:\left[C_{0}, \infty\right) \rightarrow R$, and $X_{1}:\left[C_{0}, \infty\right) \rightarrow R^{+}$by

$$
\begin{gathered}
\left.C_{0}=\frac{\left(\frac{\lambda_{-}}{\rho_{-}}-\frac{\lambda_{+}}{\rho_{+}}\right) x_{0}}{\left[\frac{\lambda_{-}}{\rho_{-} K_{1}}-\frac{\lambda_{+}}{\rho_{+} K_{2}}+\frac{1}{(1-\gamma) K_{2}}-\frac{1}{(1-\gamma) K_{1}}\right.}\right] \\
J_{1}(C)=\frac{\lambda_{-} B_{1}}{\rho_{-}} C^{-\gamma \rho_{-}}+\frac{1}{(1-\gamma) K_{1}} C^{1-\gamma} \\
X_{1}(C)=B_{1} C^{-\gamma \lambda_{-}}+\frac{1}{K_{1}} C \\
J_{2}(C)=\frac{\lambda_{+} B_{2}}{\rho_{+}} C^{-\gamma \rho_{+}}+\frac{1}{(1-\gamma) K_{2}} C^{1-\gamma} \\
X_{2}(C)=B_{2} C^{-\gamma \lambda_{+}}+\frac{1}{K_{2}} C
\end{gathered}
$$

where

$$
B_{1}=x_{0} C_{0}^{\gamma \lambda_{-}}-\frac{1}{K_{1}} C_{0}^{1+\gamma \lambda_{-}}
$$

and

$$
B_{2}=x_{0} C_{0}^{\gamma \lambda_{+}}-\frac{1}{K_{1}} C_{0}^{1+\gamma \lambda_{+}}
$$

For $\gamma=1$, we define

$$
\begin{gathered}
C_{0}=\frac{1}{\frac{1}{\beta}+\frac{K_{2}-K_{1}}{\left(\frac{\lambda_{-}}{\left.\rho_{-}-\frac{\lambda_{+}}{\rho_{+}}\right)}\right.} x_{0}} \\
J_{1}(C)=\frac{\lambda-\widetilde{B}_{1}}{\rho_{-}} C^{-\rho_{-}}+\frac{1}{\beta} \log C+K_{1} X_{1}(C)=\widetilde{B}_{1} C^{-\lambda_{-}}+\frac{1}{\beta} C \\
J_{2}(C)=\frac{\lambda_{+} \widetilde{B}_{2}}{\rho_{+}} C^{-\rho_{+}}+\frac{1}{\beta} \log C+K_{2} X_{2}(C)=\widetilde{B}_{2} C^{-\lambda_{+}}+\frac{1}{\beta} C
\end{gathered}
$$

where

$$
\widetilde{B}_{1}=x_{0} C_{0}^{\lambda_{-}-} \frac{1}{\beta} C_{0}^{1+\lambda_{-}} \quad \text { and } \quad \widetilde{B}_{2}=x_{0} C_{0}^{\lambda_{+}}-\frac{1}{\beta} C_{0}^{1+\lambda_{+}}
$$

We will make the following assumption:

## Assumption 12.3.58 : $\kappa_{i}>0$ for $i=1,2$.

The above assumption guarantees that the investment problems without a change in the investment opportunity set and the ones in which the investment opportunity consists of the riskless asset and the first $M$ risky assets, or the riskless asset and the $M+N$ risky assets are all well-defined.

Proposition 12.3.8 : i) $C_{0}>0$,
(ii) $C_{0}<K_{1} x_{0}$ if $\gamma \neq 1$ and $C_{0}<\beta x_{0}$ if $\gamma=1$,
(iii) $C_{0}<K_{2} x_{0}$ if $1-\frac{\rho_{-}}{\lambda_{-}}<\gamma$ and $C_{0} \geq K_{2} x_{0}$ if $1-\frac{\rho_{-}}{\lambda_{-}} \geq \gamma$.

Proposition 12.3.9 : Suppose that either $\gamma \neq 1$ and

$$
\gamma \leq \frac{\left(\frac{\lambda_{-}}{\rho_{-}}-\frac{\lambda_{+}}{\rho_{+}}\right)}{\left(\frac{1}{K_{1}}-\frac{1}{K_{2}}\right)\left(\frac{1}{1-\gamma}-\frac{\lambda_{-}}{\rho_{-}}\right) K_{2} \lambda_{+}}
$$

or $\gamma=1$ and

$$
\frac{\beta\left(K_{2}-K_{1}\right)}{\frac{\lambda_{-}}{\rho_{-}}-\frac{\lambda_{+}}{\rho_{+}}} \leq \frac{1}{\lambda_{+}}
$$

Then $X_{1}$ is a strictly increasing function mapping $\left[0, C_{0}\right]$ onto $\left[0, x_{0}\right]$ and $X_{2}$ is a strictly increasing function mapping $\left[C_{0},+\infty\right)$ onto $\left[x_{0},+\infty\right)$.

Under the previous assumptions, the function $X: R^{+} \rightarrow R^{+}$defined by $X(C)=X_{1}(C)$ for $C \leq C_{0}$ and $X(C)=X_{2}(C)$ for $C \geq C_{0}$, is well-defined, strictly increasing and maps $[0,+\infty)$ onto itself. We denote its inverse by $X^{-1}$.

We now state the main result:

Theorem 12.3.10 Suppose that $U$ is given in (3.40) and that, either $\gamma \neq 1$ and

$$
\gamma \leq \frac{\left(\frac{\lambda_{-}}{\rho_{-}}-\frac{\lambda_{+}}{\rho_{+}}\right)}{\left(\frac{1}{K_{1}}-\frac{1}{K_{2}}\right)\left(\frac{1}{1-\gamma}-\frac{\lambda_{-}}{\rho_{-}}\right) K_{2} \lambda_{+}}
$$

or, $\gamma=1$ and

$$
\frac{\beta\left(K_{2}-K_{1}\right)}{\frac{\lambda_{-}}{\rho_{-}}-\frac{\lambda_{+}}{\rho_{+}}} \leq \frac{1}{\lambda_{+}}
$$

Let $J: R^{+} \rightarrow R$ be defined by

$$
J(x)= \begin{cases}J_{1}\left(X^{-1}(x)\right) & \text { if } x \leq x_{0} \\ J_{2}\left(X^{-1}(x)\right) & \text { if } x \geq x_{0}\end{cases}
$$

Then, the following statements are true:
(i) $J$ coincides the value function $V$.
(ii) $V$ belongs to $C^{2}\left[0, x_{0}\right) \cap C^{2}\left(x_{0},+\infty\right)$.
(iii) The optimal rule of consumption is given by

$$
C_{t}=V^{\prime}\left(X_{t}\right)^{-\frac{1}{\gamma}}
$$

(iv) The optimal rule of investment is given by $\pi_{t}^{*}=\widetilde{\pi}_{t}\left(X_{t}^{*}\right)$ where

$$
\widetilde{\pi}(x)=\frac{V^{\prime}(x)}{V^{\prime \prime}(x)} \kappa_{1}\left(\Sigma_{1} \Sigma_{1}^{*}\right)^{-1}\left(\widetilde{\mu}-r \mathbf{1}_{m}\right)
$$

if $x<x_{0}$

$$
\tilde{\pi}(x)=-\frac{V^{\prime}(x)}{V^{\prime \prime}(x)} \kappa_{2}\left(\Sigma \Sigma^{*}\right)^{-1}\left(\mu-r 1_{M+N}\right)
$$

if $x>x_{0}$ and

$$
\widetilde{\pi}\left(x_{0}\right)=\lim _{x \rightarrow x_{0}^{+}}-\frac{V^{\prime}(x)}{V^{\prime \prime}(x)} \kappa_{2}\left(\Sigma \Sigma^{*}\right)^{-1}\left(\mu-r \mathbf{1}_{M+N}\right)
$$

if $x=x_{0}$,
(v) $\lim _{x \rightarrow+\infty}\left[V(x)-\frac{K_{2}}{1-\gamma} x^{1-\gamma}\right]=0$.

We conclude with some properties of the optimal rules.

Proposition 12.3 .11 : Suppose that assumptions of Theorem 12.3.10 are valid.
(i) There exists a neighborhood $N\left(x_{0}\right)$ of $x_{0}$ such that the optimal consumption when $X_{t}^{*} \in$ $N\left(x_{0}\right)$ is strictly smaller than $K_{1} X_{t}^{*}$.
(ii) Suppose that $\gamma>1-\frac{\rho_{-}}{\lambda_{-}}$. Then, there exists a neighborhood $N^{\prime}\left(x_{0}\right)$ of $x_{0}$ such that the optimal consumption is strictly smaller than $K_{2} X_{t}^{*}$ when $X_{t}^{*} \in N^{\prime}\left(x_{0}\right)$.
(iii) Suppose that $\gamma<1-\frac{\rho_{-}}{\lambda_{-}}$. Then, there exists a neighborhood $N^{\prime}\left(x_{0}\right)$ of $x_{0}$ such that the optimal consumption is strictly greater than $K_{2} X_{t}^{*}$ when $X_{t}^{*} \in N^{\prime}\left(x_{0}\right)$.

Observe that $K_{1} X_{t}^{*}$ is equal to what the investor would consume if the investment opportunity consisted of the riskless asset and the first $M$-risky assets and did not change across $x_{0}$, and $K_{2} X_{t}^{*}$ is equal to what the investor would consume if all the assets are available for investment regardless of the investor's wealth level. Therefore, the result says that the investor consumes less than what he or she would consume if there were only $M$ risky assets. Intuition tells us that if the investor anticipates a better investment opportunity when he or she gets richer, then there is more incentive to save. The following Proposition fits into this intuition.

Proposition 12.3.12 Suppose that assumptions of Theorem 12.3.10 are valid. Then, for $0<x<x_{0}$

$$
\begin{cases}-\frac{x V^{\prime \prime}(x)}{V^{\prime}(x)}<\gamma & \text { if } \gamma>-\frac{1}{\lambda_{-}} \\ -\frac{x V^{\prime \prime}(x)}{V^{\prime}(x)}>\gamma & \text { if } \gamma<-\frac{1}{\lambda_{-}}\end{cases}
$$

and for $x>x_{0}$,

$$
\begin{cases}-\frac{x V^{\prime \prime}(x)}{V^{\prime}(x)}>\gamma & \text { if } \gamma \geq 1-\frac{\rho_{-}}{\lambda_{-}} \\ -\frac{x V^{\prime \prime}(x)}{V^{\prime}(x)}<\gamma & \text { if } \gamma<1-\frac{\rho_{-}}{\lambda_{-}}\end{cases}
$$

The proposition says that for the case $\gamma \geq 1$ (resp. $\gamma<1$ ), the coefficient of risk aversion implied by the value function is greater (resp. smaller) than $\gamma$ for wealth levels less (resp. greater) than $x_{0}$. Empirical studies give a favorable evidence that $\gamma>1$. Therefore, the above result states that when investors anticipate an improvement in the investment opportunity, they tend to take more risk and thereby increase the expected return on investments. It also says that once their wealth crosses the critical level, they tend to reduce their risk-taking, being afraid of losing the better investment opportunity.

### 12.3.5 Models of Optimal Portfolio Management with General Utilities

In a variety of applications, the investors do not have preferences of constant relative risk aversion or, in other words, their utility functions are not of power form. In this case, the homogeneity of the value function is lost and explicit solutions are not in general available. Martingale methods have been successfully used to produce the value function and the optimal investment plans under a fairly general set of assumptions. For the special case of constant coefficients, one can also produce closed form solutions for the quantities of interest, working directly with the HJB equation. This approach was developed in Karatzas et al. (1987) for stationary models of optimal investment and consumption and it was later applied to similar models but in a finite horizon setting. In order to simplify the presentation and to show the main ingredients of the method, we present below the time dependent case but with no intermediate consumption; for more general settings, we refer the reader to Karatzas et al. (1987) and for an overview to the monograph of Karatzas (1997).

To this end, we recall the underlying Merton model with terminal utility $U:[0,+\infty) \rightarrow$ $[0,+\infty)$ which is assumed to be increasing, concave, of class $C^{2}(0,+\infty)$ with $U(0)=0$. The underlying securities, the bond and the stock solve the original price equations (12.3.17) and
(12.3.18); the wealth process satisfies (12.3.19) and (12.3.20) as well. The value function is defined as

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} E\left[U\left(X_{T}\right) / X_{t}=x\right] \tag{12.3.59}
\end{equation*}
$$

with $\mathcal{A}$ being the set of admissible policies defined as in Section 12.3.1.
Under the assumption of general utility functions, it is not known a priori that the value function is smooth and one needs to work with the viscosity solutions.

Theorem 12.3.13 The value function is the unique viscosity solution of

$$
\left\{\begin{array}{l}
u_{t}+\max _{\pi}\left[\frac{1}{2} \sigma^{2} \pi^{2} u_{x x}+(\mu-r) \pi u_{x}\right]+r x u_{x}=0  \tag{12.3.60}\\
u(x, T)=U(x)
\end{array}\right.
$$

on $\bar{D}=[0,+\infty) \times[0, T]$, in the class of concave solution that are nondecreasing in the spatial argument
(For a proof see Zariphopoulou (1989) and Fleming and Soner (1993)).
Next, we apply formally the first order conditions in (12.3.60) which yield

$$
\begin{equation*}
u_{t}-\frac{(\mu-r)^{2}}{2 \sigma^{2}} \frac{u_{x}^{2}}{u_{x x}}+r x u_{x}=0 \tag{12.3.61}
\end{equation*}
$$

The following transformation was used by Karatzas, Lehozcky and Shreve (1987) which transforms (12.3.60) to a linear partial differential equation. To this end, we parametrize the wealth variable in terms of a function $f:[0,+\infty) \times[0, T] \rightarrow[0,+\infty)$ such that

$$
\begin{equation*}
u_{x}(f(y, t), t)=y \tag{12.3.62}
\end{equation*}
$$

For conditions on the existence of such a function, see Karatzas, Lehozcky, Sethi and Shreve (1987). Successive differentiations of the above and use of (12.3.61) yield that $f$ solves the linear parabolic problem

$$
\left\{\begin{array}{l}
f_{t}+\frac{1}{2} \frac{(\mu-r)^{2}}{\sigma^{2}} y^{2} f_{y y}+\left(\frac{(\mu-r)^{2}}{\sigma^{2}}-r\right) y f_{y}=r f  \tag{12.3.63}\\
f(y, T)=\left(U^{\prime}\right)^{-1}(y)
\end{array}\right.
$$

Clearly, it is straightforward to solve the above linear equation, which has a unique solution $f$; under certain natural regularity properties of the utility function, one can also show that $f$ is smooth. As a matter of fact, the solution $f$ can be represented via the Feynman-Kac formula as

$$
f(y, t)=\widetilde{E}\left[U^{-1}\left(Y_{T}\right) / Y_{t}=y\right]
$$

where the process $Y_{s}, t \leq s \leq T$, solves the stochastic differential equation

$$
d Y_{s}=\left[\frac{(\mu-r)^{2}}{\sigma^{2}}-r\right] Y_{s} d s+\frac{\mu-r}{\sigma} Y_{s} d \widetilde{W}_{s}
$$

with $\widetilde{W}_{s}$ being a Brownian motion on a probability space $(\Omega, \mathcal{G}, Q)$ and $\widetilde{E}$ is the expectation under $Q$.

Also, we observe that the optimal feedback policy function, say $\pi^{*}(x, t)$ is given by $\pi^{*}(x, t)=-\frac{\mu-r}{\sigma^{2}} \frac{u_{x}(x, t)}{u_{x x}(x, t)}$ or, in view of the parametrization $x=f(y, t)$ and the transformation (12.3.62), as

$$
\begin{equation*}
\pi^{*}(f(y, t), t)=-\frac{\mu-r}{\sigma^{2}} y f_{y}(y, t) \tag{12.3.64}
\end{equation*}
$$

Once the solution $f$ is determined, one can "invert" the obtained formulae and recover the value function and the optimal policies (see Karatzas (1997)).

The main ingredient of the above approach is essentially the use of the convex dual of the value function $\widetilde{u(x, t)}=\sup _{x>0}[u(x, t)-x y]$. Because of the special structure of the involved non-linear terms in the HJB equation, it turns out that $\widetilde{u}$ can be specified by solving a linear parabolic problem. This reduction - going from the non-linear HJB equation to the reduced linear parabolic problem - is a key component of this approach. Once $\widetilde{u}$ is found, one can recover the value function via $u(x, t)=\inf _{y>0}[\widetilde{u}(y, t)+x y]$ and subsequently the optimal policies. It is worth mentioning that in a variety of applications, useful properties of the control policies can be proved by using directly the convex dual instead of recovering the value function first and then obtain the optimal policies through the first order conditions (see, for example, Karatzas (1997)).

The above method differs in many ways from the ones we discuss herein which are based almost entirely on arguments from the theory of non-linear partial differential equations. In order to demonstrate a valuable strong alternative to the latter method, we present below an application of the methods that use heavily elements from the martingale theory and convex duality. The model we analyze is similar to one defined in (12.3.59) but more general, in the sense that intermediate consumption is also allowed.

In the exposition below, we do not include all the technical assumptions needed but we refer the reader to Section 2.4 in Karatzas (1997).

To this end, we assume that the investor can consume at intermediate times and that his expected payoff is given by

$$
\begin{equation*}
J(x, t ; \pi, C)=E\left[\int_{t}^{T} e^{-\beta(s-t)} U_{1}\left(C_{s}\right) d s+e^{-\beta(T-t)} U_{2}\left(X_{T}\right) / X_{t}=x\right] \tag{12.3.65}
\end{equation*}
$$

The utility functions $U_{i}, i=1,2$ satisfy the technical assumptions

$$
\left\{\begin{array}{l}
U_{i}:[0,+\infty) \rightarrow \mathcal{R}, U_{i} \in C^{3}(0,+\infty) \\
U_{i}\left(0^{+}\right)>-\infty, \lim _{x \rightarrow \infty} \frac{\left(U_{i}^{\prime}(x)\right)^{\alpha}}{U_{i}^{\prime \prime}(x)}=0, \lim _{x \rightarrow 0} \frac{\left(U_{i}^{\prime}(x)\right)^{2}}{U_{i}^{\prime \prime}(x)} \text { exists }
\end{array}\right.
$$

for some $\alpha>2$.
We denote, for $i=1,2$, by $I_{i}(z)=\left(U_{i}^{\prime}\right)^{-1}(z)$ and by $\widetilde{U}_{i}(y)$ the convex-duals $\widetilde{U}_{i}(y)=$ $\max _{x>0}\left[\widetilde{U}_{i}(x)-x y\right]$. Observe that $\widetilde{U}_{i}(y)=U_{i}\left(I_{i}(y)\right)-y I_{i}(y)$.

It is well known that the process $Z_{0}(t)=\exp \left(-\frac{\mu-r}{\sigma} W_{t}-\frac{1}{2} \frac{(\mu-r)^{2}}{\sigma^{2}} t\right), 0 \leq t \leq T$ is an exponential martingale where $W_{t}$ is the Brownian motion driving the stock price (12.3.18). One needs to introduce the processes $Z(t, s)=\frac{Z_{0}(s)}{Z_{0}(t)}$ and
$H(t, s)=\frac{H_{0}(s)}{H_{0}(t)}=e^{-r(s-t)} Z(t, s)$ and a new (state) diffusion process $Y_{s}, t \leq s \leq T$ with

$$
\left\{\begin{array}{l}
d Y_{s}=(\beta-r) Y_{s} d s-\frac{\mu-r}{\sigma} Y_{s} d W_{s} \\
Y_{t}=y>0
\end{array}\right.
$$

Then, $Y_{s}=y e^{\beta(s-t)} H(t, s)$.
Next, we represent the wealth variable via

$$
\mathcal{X}(y, t)=E\left[\int_{t}^{T} e^{-r(s-t)} Z(t, s) I_{1}\left(y e^{(\beta-r)(s-t)} Z(t, s)\right) d s+e^{-r(T-t)} I_{2}\left(y e^{(\beta-r)(T-t)}\right)\right]
$$

and we also define

$$
G(y, t)=E\left[\int_{t}^{T} e^{-\beta(s-t)} U_{1}\left(I_{1}\left(Y_{s}\right)\right) d s+e^{-\beta(T-t)} U_{2}\left(I_{2}\left(Y_{T}\right)\right) / Y_{t}=y\right]
$$

and

$$
S(y, t)=E\left[\int_{t}^{T} e^{-\beta(s-t)} Y_{s} I_{1}\left(Y_{s}\right) d s+e^{-\beta(T-t)} Y_{T} I_{2}\left(Y_{T}\right)\right]
$$

It can be shown that $\mathcal{X}(y, t)=y S(y, t)$ and that its inverse $\mathcal{Y}(\cdot, t)$ is well defined. The value function is then given by

$$
u(x, t)=G(\mathcal{Y}(x, t), t)
$$

together with its convex dual as

$$
\begin{array}{r}
\widetilde{u}(y, t)=\sup _{x>0}[u(x, t)-x y]=G(y, t)-S(y, t)= \\
\text { ?? }=E\left[\int_{t}^{T} e^{-\beta(s-t)} \widetilde{U}_{1}\left(Y_{s}\right) d s+e^{-\beta(T-t)} \widetilde{U}_{2}\left(Y_{T}\right) / W_{t}=0\right] . \tag{12.3.66}
\end{array}
$$

It turns out that the functions $G$ and $S$ solve the linear parabolic terminal time problems

$$
\left\{\begin{array}{l}
G_{t}+\mathcal{L} G+U_{1}\left(I_{1}(y)\right)=0 ; \quad(y, t) \in(0,+\infty) \times[0, T] \\
G(y, T)=U_{2}\left(I_{2}(y)\right) ; y>0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
S_{t}+\mathcal{L} S+y I_{1}(y)=0 ;(y, t) \in(0,+\infty) \times[0, T) \\
S(y, T)=y I_{2}(y) ; y>0
\end{array}\right.
$$

where the generator $\mathcal{L}$ is given by

$$
\mathcal{L} f=\frac{1}{2} \frac{(\mu-r)^{2}}{\sigma^{2}} y^{2} \frac{\partial^{2} f}{\partial y^{2}}+(\beta-r) y \frac{\partial f}{\partial y}-\beta f
$$

(for details regarding boundary and growth conditions see Karatzas (1997)),
From the properties of $\widetilde{u}$ one can easily show that the latter may be determined as the solution of the linear parabolic problem

$$
\left\{\begin{array}{l}
\widetilde{u}_{t}+\mathcal{L} \widetilde{u}+\widetilde{U}_{1}(y)=0,0 \leq t<T  \tag{12.3.67}\\
\widetilde{u}(y, T)=\widetilde{U}_{2}(y)
\end{array}\right.
$$

This in turn yields the value function that can be determined via the inverse dual transformation $u(x, t)=\inf _{y>0}[\widetilde{u}(y, t)+x y]$ or through the representation $u(x, t)=G(\mathcal{Y}(x, t), t)$.

Generally speaking, this approach is based on convex duality arguments and martingale theory and it has been successfully applied to a number of stochastic optimization models arising in asset and derivative pricing. It has been applied to equilibrium models (see, among others, Karatzas et al (1990), (1991)), to models of expected utility with trading constraints or other market frictions, like, for example, transaction costs (see, for example, Jouini and Kallal (1995), Cvitanić, Pham and Touzi (1997)). In the bibliography we provide additional references that use this alternative approach.

### 12.3.6 Optimal goal problems

Besides maximizing the individual's expected utility of terminal wealth, or the expected payoff from intermediate consumption, one might desire to maximize the probability that the state wealth reaches a prespecified level by some terminal time $T$. Optimization problems of achieving a financial goal arise often in capital risk management. Variations and extensions of the basic problem, which we present below, are directly related to the maximal probabilities of (super) hedging a derivative security.

We consider the state wealth equation (12.3.19) and we assume that $r=0$ and $\sigma=1$, i.e. the wealth process solves

$$
\begin{equation*}
d X_{s}=\mu \pi_{s} d s+\pi_{s} d W_{s}, \quad t \leq s \leq T . \tag{12.3.68}
\end{equation*}
$$

Our admissible policies $\pi_{s}$ are taken to be $\mathcal{F}_{s}$-measurable, satisfying almost surely, and for $t \leq s \leq T$, the integrability condition $\int_{t}^{T} \pi_{s}^{2} d s<+\infty$ and the state constraint

$$
\begin{equation*}
0 \leq X_{s} \leq 1 \tag{12.3.69}
\end{equation*}
$$

We denote the set of admissible policies by $\mathcal{A}$.
The objective is to avoid absorption at the origin and at the same time to maximize the probability of reaching the financial goal $\bar{x}=1$ by the expiration time $T$. In other words, our value function is given by

$$
\begin{equation*}
u(x, t)=\sup _{\mathcal{A}} P\left[X_{T}=1 / X_{t}=x\right]=\sup _{\mathcal{A}} E\left[\mathbf{1}_{\left\{X_{T}=1\right\}} / X_{t}=x\right] \tag{12.3.70}
\end{equation*}
$$

This problem was solved by Kulldorff (1993) in discrete time and subsequently by Heath (1993) in a continuous time setting; it was later revisited by Karatzas (1997). The analysis below follows closely the arguments used by Heath (1993). To simplify the presentation, we take the original time to be zero, $t=0$ and we bring back the time dependence later.

First, one recalls that by Girsanov's theorem, the process $\widetilde{W}_{s}=W_{s}+\mu s$ is a Brownian motion under $Q$ with the latter being a measure absolutely continuous to $P$, with density $Z_{T}=\exp \left\{-\mu W_{T}-\mu^{2} \frac{T}{2}\right\}$. In terms of $\widetilde{W}_{s},(12.3 .68)$ becomes $X_{t}=x+\int_{0}^{t} \pi_{s} d \widetilde{W}_{s}$ with $x \in[0,1]$ being the initial condition for $X_{t}$. Thus, $X_{t}$ is a local martingale under $Q$; as a matter of fact, it is actually a martingale because it is bounded.

Therefore, for the set $A_{1}=\left\{\omega: X_{T}(\omega)=1\right\}$, we have that $Q\left(A_{1}\right) \leq x$, which in turn yields that

$$
\begin{equation*}
P\left(A_{1}\right) \leq \sup \left\{P\left(A_{2}\right): Q\left(A_{2}\right) \leq x\right\} \tag{12.3.71}
\end{equation*}
$$

Thus, the original problem is reduced to computing the above supremum.

Applying directly the Neyman-Pearson lemma yields that this supremum may be computed by specifying a unique number $\lambda$ such that

$$
Q\left(A_{3}\right)=x
$$

with

$$
A_{3}=\left\{\omega: \frac{d P(\omega)}{d Q(\omega)} \geq \lambda\right\}
$$

In fact, if such a unique number $\lambda$ exists then $P\left(A_{3}\right)$ provides the solution.
Because the density $\frac{d P}{d \bar{Q}}=\exp \left\{\mu \widetilde{W}_{T}-\frac{\mu^{2}}{2} T\right\}$, one needs to find $\lambda$ such that

$$
Q\left\{\frac{d P}{d Q} \geq \lambda\right\}=Q\left\{\exp \left\{\mu \widetilde{W}_{T}-\frac{\mu^{2}}{2} T\right\}\right\}=x
$$

It follows easily that such a $\lambda$ is uniquely given by

$$
\ell n \lambda=-\mu \sqrt{T} \Phi^{-1}(x)-\frac{\mu^{2}}{2} T
$$

where $\Phi$ is the cummulative normal distribution. Clearly, an upper bound on $P\left(A_{1}\right)$ is then given by

$$
P\left\{\mu W_{T}+\frac{\mu^{2}}{2} T \geq-\mu T \Phi^{-1}(x)-\frac{\mu^{2}}{2} T\right\}=\Phi\left(\Phi^{-1}(x)+\mu \sqrt{T}\right)
$$

and if one shows that this bound can be achieved, then this would provide the optimal solution, i.e. the maximal probability of reaching the financial target 1 by the end of the trading horizon.

In other words, a candidate for the value function starting at time $t, 0 \leq t<T$, at the point $x \in(0,1)$, is given by

$$
v(x, t)=\Phi\left(\Phi^{-1}(x)+\mu \sqrt{T-t}\right)
$$

Next, we look at the HJB equation associated with the stochastic optimization problem (12.3.70). Observe that (12.3.70) can be viewed as a Merton problem when the interest rate $r=0, \sigma=1$, the utility from terminal wealth is given by the step function

$$
U(x)= \begin{cases}0, & \text { if } 0 \leq x<1 \\ 1 & \text { if } x=1\end{cases}
$$

and the wealth state process must satisfy the state constraint $0 \leq X_{s} \leq 1$, $t \leq s \leq T$. The standard Merton problem was presented at the beginning of this chapter; working, at least formally, along the same lines, we can derive the associated HJB equation

$$
\left\{\begin{array}{l}
u_{t}+\max _{\pi}\left[\frac{1}{2} \pi^{2} u_{x x}+\mu \pi u_{x}\right]=0  \tag{12.3.72}\\
u(x, T)= \begin{cases}0, & 0 \leq x<1 \\
1, & x=1\end{cases}
\end{array}\right.
$$

We remark that the above equation cannot be handled directly with the analysis developed for the traditional Merton problem, due to the special form of $U$ and the state
constraint. One rigorous way to proceed is first to establish that $u$ is the unique constrained viscosity solution of (12.3.72), (12.3.73) on $[0,1] \times[0, T]$ and in turn to verify that the candidate solution $v$ is such a solution as well. Then, one can conclude that $v \equiv u$, i.e.

$$
\begin{equation*}
u(x, t)=\Phi\left(\Phi^{-1}(x)+\mu \sqrt{T-t}\right) \tag{12.3.73}
\end{equation*}
$$

This verification result has not been estabished using viscosity arguments but it was proved by Heath (1993) using elements from martingale theory. It is worth observing that the value function does not achieve the terminal data $U(x)$ continuously in time since $\lim _{i\rceil T} u(x, t)=x \neq U(x)$.

The optimal portfolio process $\pi_{s}^{*}$ is established via the first order conditions in (12.3.72); they yield that the maximum is achieved at $\tilde{\pi}(x, t)=-\mu \frac{u_{x}(x, t)}{u_{x x}(x, t)}$ which, in view of (12.3.73), implies

$$
\tilde{\pi}(x, t)=\frac{1}{\sqrt{T-t}} \varphi\left(\Phi^{-1}(x)\right)
$$

with $\varphi$ being the normal density. Therefore

$$
\pi_{s}^{*}=\frac{1}{\sqrt{T-t}} \varphi\left(\Phi^{-1}\left(X_{s}^{*}\right)\right)
$$

with $X_{s}^{*}, t \leq s \leq T$, being the optimal wealth with the above $\pi_{s}^{*}$ being used.
For other properties of the optimal policy and the optimal solution, we refer the reader to Heath (1993) and Karatzas (1997).

### 12.3.7 Alternative models of expected utility

Stochastic optimization models of expected utility have played a fundamental role not only in optimal portfolio management as it was discussed in detail earlier, but also in equilibrium asset pricing and in derivative valuation. The use of utility maximization in derivative pricing is discussed in subsequent chapters in the context of pricing methods in the presence of market frictions.

In asset equilibrium, the prices of the underlying securities are not known a priori, but they are determined via fundamental "supply and demand" clearing market conditions. The basic setup consists of a finite number of individuals, say $M$ and a given number of securities a riskless bond and $N$ risky stocks. Each agent is endowed with a utility function but all agents have the same beliefs for the asset returns. The $i$ th agent starts with $\epsilon_{i}$ initial endowment and solves his expected utility optimization problem in order to determine his optimal policies, the consumption rate $C_{t}^{i, *}$ and the portfolio process $\pi_{t}^{i, j, *}$, with $1 \leq i \leq M$, $1 \leq j \leq N$.

The equilibrium prices are determined in terms of the above prolicies via the so-called market clearing conditions:

$$
\sum_{i=1}^{M} C_{t}^{i, *}=\sum_{i=1}^{M} \epsilon^{i}, \quad \sum_{i=1}^{M} \pi_{t}^{i, j, *}=0, \quad \sum_{i=1}^{M} X_{t}^{i, *}=0
$$

for $1 \leq i \leq M, 1 \leq j \leq N$.
In the absence of market frictions, fundamental "aggregation" properties hold and the entire analysis can be carried out via the so-called representative agent whose utility function is an appropriately weighted average of the individual utilities. The underlying individual optimization problems are then reduced to the basic Merton model for a single investor, the representative one, who starts with initial wealth given by the aggregate endowment
$\epsilon=\sum_{i=1}^{M} \epsilon^{i}$. The majority of the involved stochastic control models were studied via martingale techniques; we refer the reader to the monograph of Karatzas (1997) for an extensive review of the theory.

In all previous models, one of the fundamental assumptions was the one of time additive utilities. This assumption facilitates considerably their analysis but it does not explain certain empirical results on consumers's optimal policies. Alternative kinds of utility functions have been proposed by various authors include, among others, the utilities of the stochastic differential utilities, otherwise known as recursive utilities. This type of utility was studied in a continuous time framework by Duffie and Epstein (1992) (see, also, Schroeder and Skiadas (1999)). They incorporate a more refined structure of the aggregated information acquired through time. The associated stochastic optimization problems are mainly analyzed with techniques from the backwards and forward stochastic differential equations (see among others, Duffie and Lions (1992), El Karoui, Peng and Quenez (1997)).

Utilities with habit formation were introduced by Constantinides (1990) and they model how investors' satisfaction drops, according to a given decay rate, as they "get used" to certain consumption levels. The relevant expected utility models have an additional consumption state variable which decays in accordance to the individuals' habit formation. An additional consumption state variable is also needed for the model of Hindy and Huang (1993) who allow for local substitution. This feature allows for discontinuous consumption processes and, typically, the relevant models give rise to singular stochastic control problems. Often, the associated HJB equation contains differential and integral terms and its analysis becomes rather challenging. A rigorous treatment of this class of HJB equations can be found in Alvarez (1994) and in Alvarez and Tourin (1996).

Alternative criteria to the ones based on utility payoffs from terminal wealth or/and intermediate consumption, involve payoffs with "long-term" characteristics. Such criteria arise in certain macroeconomic growth models and give rise to stochastic optimization problems with ergodic cost criteria. To gain some intuition, we observe that at least heuristically, the value function of the finite horizon utility maximization problem $u(x, t)$ (see (12.2.7)) is expected to satisfy

$$
\begin{equation*}
u(x, T) \sim \lambda T+W(x) \quad \text { as } T \rightarrow \infty \tag{12.3.74}
\end{equation*}
$$

The coefficient $\lambda$ does not depend on the initial condition $x$ and together with $W$ must satisfy

$$
\lambda=\max _{\alpha}\left[\frac{1}{2} \sigma^{2}(x, \alpha) W_{x x}+\mu(x, \alpha) W_{x}+U_{1}(\alpha)\right]+r(x) W_{x}
$$

This HJB equation corresponds to an average cost per unit time stochastic optimization problem

$$
J(x ; u)=\limsup _{T \rightarrow \infty} \frac{1}{T} E \int_{0}^{T} L\left(X_{t}, u_{t}\right) d t
$$

with $X_{t}$ solving (12.2.1). Therefore, the time growth coefficient in (12.3.74) coincides with the maximum average cost per unit time $J$ (see, Bensoussan and Frehse (1992), Bensoussan et al (1998)). An interesting connection of $\lambda$ with the dominant eigenvalue of certain operators can be found in Fleming and Sheu (1997) who based their analysis on logarithmic transformations of solutions to linear parabolic equations. This work also brings out the interesting connection between ergodic control and infinite time horizon risk sensitive control.

Models of risk sensitive control in the area of utility maximization have been proposed by Bielecki and Pliska (1999) and Fleming and Sheu (1999); see also Platen and Rebolledo (1996) and McEneaney (1997).

### 12.4 Models of optimal investment and consumption II

In this section, we discuss models of expected utility in financial markets with frictions. We concentrate on two kinds of such frictions, namely transaction costs and stochastic labor income. Both classes of models are rather representative in asset pricing and derivative valuation in incomplete markets. Their associated stochastic optimization problems are rather difficult to solve due to certain degeneracies inherited by the unhedgeable risks that the market frictions generate. We dedicate most of this section to the study of these models for two reasons. Firstly, the mathematical methods involved are representative of the ones used in models of mathematical finance in imperfect markets and secondly, these models will be revisited subsequently in the context of derivative pricing via utility maximization methods. At the end of the section, we provide a brief overview of other models of incomplete markets.

### 12.4.1 Optimal investment/consumption models with transaction costs

A crucial simplification in Merton's work is the absence of transaction costs on the various trades. The first to incorporate proportional transaction costs in Merton's model were Magill and Constantinides (1976) in an effort to understand how these costs affect trading policies and also to explore if the equivalence between multiple stocks and mutual funds is still preserved. Magill and Constantinides believed that transaction costs have an important impact on the trading activity of the investor; in fact, they argued that the individual must completely refrain from trading at portfolio states which are highly penalized by the transaction costs. These policies differ substantially from the ones recovered by Merton for the same class of utility functions. Indeed, Merton's policies call for a continuous in time rebalancing of the security holdings so that a constant fraction of the current wealth remains always invested in the stock account(s). This wealth independent fraction is known as the Merton ratio and it depends on market parameters and the risk aversion coefficient. Thus, in the absence of transaction costs, the optimal investment process turns out to be a diffusion process with values proportional to the ones of the current wealth process. In the presence of transaction costs, Magill and Constantinides brought out an important insight about the different nature of optimal investment policies, the one of singular trading policies. Under these policies, lump-sum transactions take place which amount to instantaneously altering the portfolio holdings in the bond and the stock account(s). Even though Magill and Constantinides did not provide a singular stochastic control formulation of the underlying model, they paved the way to the correct formulation of the valuation models with transaction costs (see, also, Constantinides (1979), (1986)).

Taksar, Klass and Assaf (1988) were the first to formulate a transaction cost model as a singular stochastic control problem in the context of maximizing the long term expected rate of wealth. Subsequently, Davis and Norman (1990) provided a rigorous mathematical formulation and extensive analysis of the Merton problem in the presence of proportional costs for CRRA utilities. Their paper is considered a landmark in the literature on transaction costs and contains useful insights and fundamental results, both theoretic and numerical, for the value function and optimal investment policies. Even though these results depend heavily on the homotheticity properties of the value function, inherited by the power form of the CRRA utilities, the model of Davis and Norman is viewed as the model for benchmark transaction costs; it is presented and analyzed in detail in the next section.

Departing from the special class of CRRA utilities, Zariphopoulou ((1989), (1992)) was the first to study optimal portfolio management models with proportional transaction costs
for general individual preferences. In (1989), Zariphopoulou introduced a simple investment model with two securities, a riskless bond rate and a risky security whose rate of return is modeled as a continuous-time Markov chain, and she provided characterization results for the maximal utilities.

For the case of price processes modeled as diffusion processes and CRRA preferences, a considerable body of work has been produced with modifications and extensions of the Davis and Norman (DN) model. Shreve and Soner (1994) revisited the DN model and provided additional existence and regularity results for optimal policies and the value function for a wide range of market parameters. A similar model, but in the case of a finite trading horizon, was studied by Akian, Menaldi and Sulem in (1992) who allowed for more than one risky securities and provided some regularity results for the value function. Finally, the ergodic analogue of Akian, Menaldi and Sulem was subsequently analyzed by Akian, Sulem and Taksar in (1996).

As it will be apparent from the discussion in the next sections, the stochastic optimization problems with transaction costs do not have in general closed form solutions. Thus, it is highly desirable - mainly for the practical applications - to provide numerical results for their value function and the optimal investment policies and consumption plans. Such results were first provided by Davis and Norman (1990) and later by Tourin and Zariphopoulou (1994) for general utility functions. Other numerical schemes have been proposed by Akian, Menaldi and Sulem (1996) for a model of portfolio selection with more than one risky asset and by Sulem (1997) for a mixed portfolio problem with transaction costs. Pichler (1996) developed a different class of schemes for the DN model and he also studied the probability distributions of the relevant expected gains.

As we have alredy seen in previous sections, the central object of study are the value function and the optimal investment and consummation policies. The value function is expected to satisfy the HJB equation but certain degeneracies might result in lack of sufficient regularity. Therefore, one needs to work with the weak (viscosity) solutions and this is the class of solutions we will be working with.

We continue with the description of the benchmark optimal investment/consumption model of Davis and Norman incorporating general utilities in the payoff functional. This is a model of a single agent, or a small investor as it is otherwise known, in the sense that his actions cannot influence the prices of the underlying securities.

We consider an economy with two securities, a bond with price $B_{t}$ and a stock with price $S_{t}$ at date $t \geq 0$. Prices are denominated in units of a consumption good, say dollars.

The bond pays no coupons, is default free and has price dynamics as in (12.3.17). The stock price is the diffusion process given by (12.3.18) where $\mu$ is the mean rate of return and $\sigma$ is the volatility; $\mu$ and $\sigma$ are constants such that $\mu>r$ and $\sigma \neq 0$.

The investor holds $x_{t}$ dollars of the bond and $y_{t}$ dollars of the stock at date $t$. We consider a pair of right-continuous with left limits (CADLAG), non-decreasing processes ( $L_{t}, M_{t}$ ) such that $L_{t}$ represents the cumulative dollar amount transferred into the stock account and $M_{t}$ the cumulative dollar amount transferred out of the stock account. By convention, $L_{0}=M_{0}=0$. The stock account process is

$$
\begin{equation*}
y_{t}=y+\int_{0}^{t} \mu y_{\tau} d \tau+\int_{0}^{t} \sigma y_{\tau} d W_{\tau}+L_{t}-M_{t} \tag{12.4.75}
\end{equation*}
$$

with $y_{0}=y$.
Transfers between the stock and the bond accounts incur proportional transaction costs. In particular, the cumulative transfer $L_{t}$ into the stock account reduces the bond account by $\beta L_{t}$ and the cumulative transfer $M_{t}$ out of the stock account increases the bond account by $\alpha M_{t}$, where $0<\alpha<1<\beta$.

The investor consumes at the rate $c_{t}$ dollars out of the bond account. There are no transaction costs in transfers from the bond account into the consumption good.

The bond account process is

$$
\begin{equation*}
x_{t}=x+\int_{0}^{t}\left\{r x_{\tau}-c_{\tau}\right\} d \tau-\beta L_{t}+\alpha M_{t} \tag{12.4.76}
\end{equation*}
$$

with $x_{0}=x$. The integral represents the accumulation of interest and the drain due to consumption. The last two terms represent the cumulative transfers between the stock and bond accounts, net of transaction costs.

A policy is a $\mathcal{F}_{t}$-progressively measurable triple $\left(c_{t}, L_{t}, M_{t}\right)$. We restrict our attention to the set of admissible policies $\mathcal{A}$ such that

$$
\left\{\begin{array}{l}
c_{t} \geq 0 \text { and } E \int_{0}^{t} c_{\tau} d \tau<\infty \text { a.s. for } t \geq 0  \tag{12.4.77}\\
\text { and } \\
w_{t}=x_{t}+\binom{\alpha}{\beta} y_{t} \geq 0 \text { a.s. for } t \geq 0
\end{array}\right.
$$

where we adopt the notation

$$
\binom{\alpha}{\beta} z= \begin{cases}\alpha z & \text { if } z \geq 0  \tag{12.4.78}\\ \beta z & \text { if } z<0\end{cases}
$$

We refer to $w_{t}$ as the net worth. It represents the investor's bond holdings, if the investor were to transfer the holdings from the stock account into the bond account, incurring in the process the transaction costs.

The investor's payoff is

$$
E\left[\int_{0}^{+\infty} e^{-\rho t} U\left(c_{t}\right) d t\right]
$$

over the consumption stream $\left\{c_{t}, t \geq 0\right\}$, where $\rho$ is the subjective discount rate and the utility function $[0,+\infty) \rightarrow[0,+\infty)$ is assumed to have the following properties:
i) $U \in C([0,+\infty)) \cap C^{1}((0,+\infty))$ is increasing and concave.
ii) $U(c) \leq K(1+c)^{\gamma}, \forall c \geq 0$, for some positive constants $K$ and $\gamma$, with $0<\gamma<1$.

Given the initial endowment $(x, y)$ in $\bar{D}=\left\{(x, y) \in \mathcal{R} \times \mathcal{R}: x+\binom{\alpha}{\beta} y \geq 0\right\}$, we define the value function $V$ as

$$
\begin{equation*}
V(x, y)=\sup _{\mathcal{A}} E\left[\int_{0}^{+\infty} e^{-\rho t} U\left(c_{t}\right) d t \mid x_{0}=x, y_{0}=y\right] \tag{12.4.79}
\end{equation*}
$$

To guarantee that the value function is well defined we either assume, as in Davis and Norman (1990) that

$$
\begin{equation*}
\rho>r \gamma+\frac{\gamma(\mu-r)^{2}}{2 \sigma^{2}(1-\gamma)} \tag{12.4.80}
\end{equation*}
$$

or, assume, as in Shreve and Soner (1994), that

$$
\begin{equation*}
\rho>r \gamma+\gamma^{2}(\mu-r)^{2} / 2 \sigma^{2}(1-\gamma)^{2} \tag{12.4.81}
\end{equation*}
$$

Either set of conditions (12.4.80) and (12.4.81), yield that the value function which corresponds to $\alpha=\beta=1$ and $U(c)=K(1+c)^{\gamma}$ is finite and, therefore, all functions with $0 \leq \alpha<1, \beta \geq 1$ are finite.

We continue with some basic properties of the value function. (For their proofs and other basic properties, see Shreve and Soner (1994) or Tourin and Zariphopoulou (1994).)

Proposition 12.4.1 i) The value function $V$ is jointly concave in $x$ and $y$, strictly increasing in $x$ and increasing in $y$.
ii) The value function $V$ is continuous on $\bar{D}$.

We continue with a formal discussion on the derivation of the associated HJB equation.
First, we consider a random time $\tau$ and we assume that the optimal strategy of the investor is to refrain from trading and to consume at a rate say $\widetilde{c}_{t}$, for $0 \leq t \leq \tau$. The Dynamic Programming Principle yields

$$
V(x, y)=\sup _{\mathcal{A}_{(x, y)}} E\left[\int_{0}^{\tau} e^{-\rho t} U\left(\widetilde{c}_{t}\right) d t+e^{-\rho \tau} V\left(x_{\tau}, \boldsymbol{y}_{\tau}\right) / x_{0}=x, y_{0}=y\right]
$$

and, in turn, that $V$ satisfies at the point $(x, y)$

$$
\begin{equation*}
\rho V=\frac{1}{2} \sigma^{2} y^{2} V_{y y}+\mu y V_{y}+r x V_{x}+\max _{c \geq 0}\left[-c V_{x}+U(c)\right] . \tag{12.4.82}
\end{equation*}
$$

Because the above policy is in general suboptimal, (4.9) holds as inequality, i.e. for all points $(x, y) \in \bar{D}$,

$$
\begin{equation*}
\rho V \geq \frac{1}{2} \sigma^{2} y^{2} V_{y y}+\mu y V_{y}+r x V_{x}+\max _{c \geq 0}\left[-c V_{x}+U(c)\right] \tag{12.4.83}
\end{equation*}
$$

Next, assume that at the point $(x, y) \in \bar{D}$, it is optimal to make an instantaneous transaction corresponding to the purchase of bond shares. In other words, let us assume that the investor rebalances his portfolio from $(x, y)$ to $(x+\alpha \delta, y-\delta)$, incurring the appropriate transaction costs. Then the optimality of this decision implies

$$
\begin{equation*}
V(x, y)=V(x+\alpha \delta, y-\delta) \tag{12.4.84}
\end{equation*}
$$

which in turn yields

$$
\begin{equation*}
-\alpha V_{x}(x, y)+V_{y}(x, y)=0 \tag{12.4.85}
\end{equation*}
$$

Because such a policy is in general suboptimal, (12.4.84) holds as inequality and (12.4.85) becomes

$$
\begin{equation*}
-\alpha V_{x}+V_{y} \geq 0 \tag{12.4.86}
\end{equation*}
$$

for $(x, y) \in \bar{D}$.
Finally, let us assume that for the portfolio position $(x, y) \in \bar{D}$, it is optimal to rebalance it, to the new position $(x-\beta \delta, y+\delta)$. Then optimality implies

$$
\begin{equation*}
V(x, y)=V(x-\beta \delta, y+\delta) \tag{12.4.87}
\end{equation*}
$$

which in turn yields at the point $(x, y)$,

$$
\begin{equation*}
\beta V_{x}(x, y)-V_{y}(x, y)=0 \tag{12.4.88}
\end{equation*}
$$

Like the other policies we considered, the last one is in general suboptimal which implies that (4.14) holds as inequality. In differential form this implies

$$
\begin{equation*}
\beta V_{x}-V_{y} \geq 0 \tag{12.4.89}
\end{equation*}
$$

for all points $(x, y) \in \bar{D}$.
Combining (12.4.83), (12.4.86) and (12.4.89), we obtain the HJB equation (12.4.90), associated with (12.4.79). As a matter of fact, the HJB equation turns out to be a Variational Inequality with gradient constraints.

The following result was proved by Tourin and Zariphopoulou (1994) and by Shreve and Soner (1994) for the case of CRRA utilities.

Theorem 12.4.2 The value function $V$ is a constrained viscosity solution on $\bar{D}$ of the Hamilton-Jacobi-Bellman equation

$$
\begin{gather*}
\min \left[\rho V-\frac{1}{2} \sigma^{2} y^{2} V_{y y}-\mu y V_{y}-r x V_{x}-\max _{c \geq 0}\left(-c V_{x}+U(c)\right)\right. \\
\left.\beta V_{x}-V_{y},-\alpha V_{x}+V_{y}\right]=0 \tag{12.4.90}
\end{gather*}
$$

Next, we state a comparison result for constrained viscosity solutions of (12.4.79) which appears in Tourin and Zariphopoulou (1994). This result has been used to obtain convergence of the numerical schemes employed for the value function and the optimal policies and also to derive bounds on derivative prices.

Theorem 12.4.3 Let $u$ be an upper semi-continuous viscosity subsolution of (12.4.90) on $\bar{D}$ with sublinear growth and $v$ be a bounded from below uniformly continuous viscosity supersolution of (12.4.90) in $D$. Then, $u \leq v$ on $\bar{D}$.

We now concentrate on the special class of Constant Relative Risk Aversion (CRRA) utility functions

$$
\begin{cases}U(c)=\frac{1}{\gamma} c^{\gamma} & \text { for } \gamma<1, \gamma \neq 0  \tag{12.4.91}\\ U(c)=\log c & \text { for } \gamma=0\end{cases}
$$

As we have seen in Merton's model and its variations, because the utility function is homogeneous and the state dynamics linear in the state and control variables, the value function inherits the same homogeneity. This in turn can be used effectively to produce closed form solutions for the HJB equation and explicit feedback formulae for the optimal policies.

In models with proportional transaction costs, the homotheticity properties are primarily used to reduce the dimensionality of the relevant optimization problem. This is the central feature in the benchmark work of Davis and Norman who reduced the dimensionality of (12.4.79) via the transformation

$$
\begin{equation*}
V(x, y)=y^{\gamma} F\left(\frac{x}{y}\right) \tag{12.4.92}
\end{equation*}
$$

The function $F$ solves the one-dimensional Variational Inequality

$$
\begin{array}{r}
\min \left\{\begin{array}{c}
\tilde{\rho} F-\frac{1}{2} \sigma^{2} z^{2} F^{\prime \prime}-\tilde{\mu} z F^{\prime}-\frac{1-\gamma}{\gamma}\left(F^{\prime}\right)^{\frac{\gamma}{\gamma-1}} \\
\left.(\beta \gamma+z) F^{\prime}-\gamma F,-(\alpha \gamma+z) F^{\prime}+\gamma F\right\}=0
\end{array},=0\right. \text {, }
\end{array}
$$

for $z=\frac{x}{y}$ and $\tilde{\rho}=\rho-\mu \gamma+\frac{1}{2} \sigma^{2} \gamma(1-\gamma)$ and $\tilde{\mu}=\rho-r-\sigma^{2}(1-\gamma)$; the non-linear term $\frac{1-\gamma}{\gamma}\left(F^{\prime}\right)^{\frac{\gamma}{\gamma-1}}$ comes from the reduced form of $\max _{c \geq 0}\left\{-c V_{x}+\frac{c^{\gamma}}{\gamma}\right\}$ using that $V_{x}(x, y)=$ $y^{\gamma-1} F^{\prime}\left(\frac{x}{y}\right)$.

Davis and Norman analyzed the above equation and under certain assumptions on the market coefficients, they constructed a solution $\psi$ satisfying, for some positive constants $A$ and $B$, and points $z_{1}$ and $z_{2}$

$$
\begin{cases}\psi(z)=A(\alpha \gamma+z)^{\gamma}, & z \leq z_{1}  \tag{12.4.93}\\ \tilde{\rho} \psi=\frac{1}{2} \sigma^{2} z^{2} \psi^{\prime \prime}+\tilde{\mu} z \psi^{\prime}+\frac{1-\gamma}{\gamma}\left(\psi^{\prime}\right)^{\frac{\gamma}{\gamma-1}}, & z_{1}<z<z_{2} \\ \psi(z)=B(\beta \gamma+z)^{\gamma} & z \geq z_{2}\end{cases}
$$

The function $\psi$ was constructed as the solution of a two point boundary problem of second order with endpoints $z_{1}$ and $z_{2}$. These endpoints were specified by the so-called "principle of smooth fit" which is used to produce a smooth solution of (12.4.93).

The set of equations above indicates that when the ratio of account holdings $\frac{x}{y}$ is between the threshold levels $z_{1}$ and $z_{2}$, then it is optimal not to rebalance the portfolio but only to consume. In other words, the individual must refrain from trading in the region $\mathcal{N T}=$ $\left\{(x, y) \in D: z_{1} \leq \frac{y}{x} \leq z_{2}\right\}$.

If the holdings ratio, say $\frac{y_{0}}{x_{0}}$, is below $z_{1}$ then it is optimal to instantaneously rebalance the portfolio components by moving from the original point to the point ( $\bar{y}, \bar{x}$ ) with $\bar{y}=z_{1} \bar{x}$ with $\bar{x}=\frac{x_{0}+\beta y_{0}}{1+\beta z_{1}}$. This corresponds to a transaction of buying shares of stock and this is the optimal policy that one should apply to all points $(x, y) \in \bar{D}$ with $\frac{y}{x}<z_{1}$. Similarly, if the holdings ratio $\frac{y_{0}}{x_{0}}$ is above $z_{2}$, then it is optimal to instantaneously rebalance the portfolio components by moving to the point $\tilde{y}=z_{2} \tilde{x}$ with $\tilde{x}=\frac{x_{0}+\alpha y_{0}}{1+\alpha z_{2}}$. This corresponds to a transaction of selling stock shares and this is the optimal policy for all point $(x, y) \in \bar{D}$ such that $\frac{y}{x}>z_{2}$.

The above analysis shows that the state space $\bar{D}=\left\{(x, y): x+\binom{\alpha}{\beta} y \geq 0\right\}$ depletes into three regions: the so-called sell $(\mathcal{S})$ and buy $(\mathcal{B})$ regions (sales and purchases of stock shares occur instantaneously) and the no trading ( $\mathcal{N T}$ ) region (no trading takes place but only consumption from the bond account holdings). The $\mathcal{N T}$ region lies in between the $\mathcal{B}$ and the $\mathcal{S}$ region and the common boundaries are straight lines emanating from the origin; the
latter properties are dictated by the homotheticity of the value function. Davis and Norman showed that the existence of a smooth solution of (12.4.93) provides a sufficient condition for the optimality of a policy, say $\left(c_{t}^{*}, L_{t}^{*}, M_{t}^{*}\right)$ such that the associated state process $\left(x_{t}^{*}, y_{t}^{*}\right)$ is a reflecting diffusion in the $\mathcal{N T}$ region and $L_{t}^{*}$ and $M_{t}^{*}$ are given from the relevant local times at the lower and upper boundaries, respectively.

As it was mentioned earlier, the work of Davis and Norman is a landmark in the area of transaction costs. A number of key ideas and insights were gained from their work which influenced a number of papers in the area. In particular, Shreve and Soner (1994) studied the same model and extended the DN results in several directions. Below, we present the main parts of the analysis of Shreve and Soner (1994) together with some relevant results of Davis and Norman. We choose to proceed this way mainly because Shreve and Soner used viscosity methods and therefore, we are able to continue our exposition, in a unified manner, following the previous chapter.

First, using convex analysis arguments, Shreve and Soner (1994) proved the following result.

Theorem 12.4.4 For $\gamma<1, \gamma \neq 0$, there exist constants $A>0, B>0$ such that

$$
\begin{cases}V(x, y)=\frac{1}{\gamma} A^{\gamma-1}(x+\alpha y)^{\gamma} & \text { for }(\mathrm{x}, \mathrm{y}) \in \mathcal{S} \\ V(x, y)=\frac{1}{\gamma} B^{\gamma-1}(x+\beta y)^{\gamma} & \text { for }(\mathrm{x}, \mathrm{y}) \in \mathcal{B}\end{cases}
$$

For $\gamma=0$, there exist constants $A, B$ such that

$$
\begin{cases}V(x, y)=\frac{1}{\rho} \log (x+\alpha y)+A & \text { for }(\mathrm{x}, \mathrm{y}) \in \mathcal{S} \\ V(x, y)=\frac{1}{\rho} \log (x+\beta y)+B & \text { for }(\mathrm{x}, \mathrm{y}) \in \mathcal{B}\end{cases}
$$

To explore the regularity of the value function in the $(\mathcal{N T})$ region, Shreve and Soner employed, as in (DN), its homotheticity properties. They used a different scaling transformation, namely

$$
V(x, y)= \begin{cases}(x+y)^{\gamma} u\left(\frac{y}{x+y}\right) & \text { for } \gamma<1, \gamma \neq 0  \tag{12.4.94}\\ \frac{1}{\rho} \log (x+y)+u\left(\frac{y}{x+y}\right) & \text { for } \gamma=0\end{cases}
$$

They subsequently studied the regularity properties of the above function $u(z)$ where the variable $z$ is given by $z=\frac{y}{x+y}$. Using that ( $x, y$ ) have the property $x+\binom{\alpha}{\beta} y \geq 0$, (see (3.4.4)), one gets that $z \in J=\left[-\frac{1}{\beta-1}, \frac{1}{1-\alpha}\right]$.

Below, we adopt the notation of Shreve and Soner (1994) and we state their main results.

To this end, we introduce the quantities,

$$
\begin{aligned}
& d_{1}(z)=r+(\mu-r) z-\frac{1}{2} \sigma^{2}(1-\gamma) z^{2} \\
& d_{2}(z)=(\mu-r) z(1-z)-\sigma^{2}(1-\gamma) z^{2}(1-z) \\
& d_{3}(z)=\frac{1}{2} \sigma^{2} z^{2}(1-z)^{2} \\
& d_{4}(z)=\frac{1}{1-\alpha}(1-(1-\alpha) z) \\
& d_{5}(z)=\frac{\beta}{\beta-1}\left(1-\frac{\beta-1}{\beta}(1-z)\right) .
\end{aligned}
$$

Direct computations in (12.4.94) show that the value function $V$ is a smooth solution of the HJB equation (12.4.90) if and only if $u$ is a classical solution of the second-order ordinary differential equation

$$
\begin{align*}
& \min \left\{\rho u-d_{1}(z) \gamma u-d_{2}(z) u^{\prime}-d_{3}(z) u^{\prime \prime}-\tilde{U}_{\gamma}\left(-z u^{\prime}+\gamma u\right)\right.  \tag{12.4.95}\\
& \left.\quad \gamma u+d_{1}(z) u^{\prime}, \gamma u-d_{5}(z) u^{\prime}\right\}=0 \quad \text { for } \quad \gamma \neq 0, \gamma<1
\end{align*}
$$

or

$$
\begin{array}{r}
\min \left\{\rho u-\frac{1}{\rho} d_{1}(z)-d_{2}(z) u^{\prime}-d_{3}(z) u^{\prime \prime}-\tilde{U}_{0}\left(-z u^{\prime}+\frac{1}{\rho}\right)\right.  \tag{12.4.96}\\
\left.\frac{1}{\rho}+d_{1}(z) u^{\prime}, \frac{1}{\rho}-d_{5}(z) u^{\prime}\right\}=0 \quad \text { for } \quad \gamma=0
\end{array}
$$

where

$$
\tilde{U}_{\gamma}(\tilde{c})=\sup _{c>0}\{-c \tilde{c}+U(c)\}= \begin{cases}\frac{1-\gamma}{\gamma} \tilde{c}^{\frac{\gamma}{\gamma-1}} & \text { for } \gamma<1, \gamma \neq 0 \\ -1-\log \tilde{c} & \text { for } \gamma=0\end{cases}
$$

with $U$ defined in (12.4.91), (??).
Using arguments from the theory of viscosity solutions, the following result was established (see Shreve and Soner (1994)).

Theorem 12.4.5 The function $u$ is $C^{1}$ on $J \backslash\{0\}$. If $u$ is not also $C^{1}$ at $\{0\}$, then for every $x>0$

$$
V(x, 0)= \begin{cases}\frac{1}{\gamma} M^{\gamma-1} x^{\gamma} & \text { for } \gamma \neq 0 \\ \frac{1}{\rho} \log x+\frac{1}{\rho} \log \rho+\frac{r-\rho}{\rho^{2}} & \text { for } \gamma=0\end{cases}
$$

where $M=\frac{\rho-r \gamma}{1-\gamma}>0$. Furthermore, even if $u$ is not $C^{1}$ at $\{0\}$, its one-sided derivatives exist and are limits of its derivatives from the appropriate sides at 0.

Subsequently, Shreve and Soner (1994) argued that $\mathcal{N T} \neq \phi$ and therefore there exist two numbers, say $\theta_{1}$ and $\theta_{2}$, such that

$$
\begin{equation*}
\mathcal{N T}=\left\{(x, y) \in \bar{D}: \theta_{1}<\frac{y}{x+y}<\theta_{2}\right\} \tag{12.4.97}
\end{equation*}
$$

Using elements from viscosity theory, they also established the following regularity result.

Theorem 12.4.6 The function $u$ is $C^{2}$ on $\left(\theta_{1}, \theta_{2}\right) \backslash\{0,1\}$ and, on this set satisfies, in the classical sense, the equations

$$
\begin{cases}\rho u(z)-d_{1}(z) \gamma u(z)-d_{2}(z) u^{\prime}(z)-d_{3}(z) u^{\prime \prime}(z)- &  \tag{12.4.98}\\ -\tilde{U}_{\gamma}\left(-z u^{\prime}(z)+\gamma u(z)\right)=0 & \text { for } \gamma \neq 0, \gamma<1 \\ \rho u(z)-\frac{1}{\rho} d_{1}(z)-d_{2}(z) u^{\prime}(z)-d_{3}(z) u^{\prime \prime}(z) & \\ -\tilde{U}_{0}\left(-z u^{\prime}(z)+\frac{1}{\rho}\right)=0 & \text { for } \gamma=0\end{cases}
$$

Therefore, $V$ is $C^{2}$ in the set $\mathcal{N} \mathcal{T} \backslash\{(x, y): x=0$ or $y=0\}$ and satisfies, in the classical sense, the equation

$$
\rho V=\frac{1}{2} \sigma^{2} y^{2} V_{y y}+\mu y V_{y}+r x V_{x}+\max _{c>0}\left\{-c V_{x}+U(c)\right\}
$$

with $U$ as in (4.18), (4.19). Moreover, the regions $\mathcal{S} \neq \emptyset$ and $\mathcal{B}$ contain the cone $G=\{(x, y) \in \bar{D} ; y<0\}$.

The following theorem provides a verification result for the optimal policies (see Shreve and Soner (1994)).

Theorem 12.4.7 The quantities $\theta_{1}$ and $\theta_{2}$ satisfy

$$
0 \leq \theta_{1}<\theta_{2}<\frac{1}{1-\alpha}
$$

Furthermore, if $(x, y) \in \bar{D}$, then there is a triple $(c, L, M) \in \mathcal{A}$ such that with the processes $x_{t}$ and $y_{t}$, as defined in (4.1) and (4.2), the following conditions hold almost surely:
i) If $(x, y) \notin \mathcal{N} T$, then $\left(x_{0}, y_{0}\right) \in \partial \mathcal{N T}$,
ii) the processes $\left(x_{t}, y_{t}\right) \in \overline{\mathcal{N T}}, \forall t \geq 0$,
iii) $\left.L_{t}^{*}=\int_{0}^{t} 1_{\left\{\frac{y_{s}}{x_{s}+y_{s}}\right.}=\theta_{1}\right\}$ d,$\quad \forall t \geq 0$,
iv) $\left.M_{t}^{*}=\int_{0}^{t} \mathbf{1}_{\left\{\frac{y_{s}}{x_{s}+y_{s}}\right.}=\theta_{2}\right\} \quad d M_{s}, \quad \forall t \geq 0$,
v) $c_{t}^{*}=\left[V_{x}\left(x_{s}, y_{s}\right)\right]^{\frac{1}{\gamma-1}}, \quad \forall t \geq 0$.

The triple is optimal, i.e.

$$
V(x, y)=E \int_{0}^{+\infty} e^{-\rho t} U\left(c_{t}^{*}\right) d t
$$

Next, we consider the two boundaries of the $\mathcal{N} \mathcal{T}$ wedge region

$$
\partial_{1} \mathcal{N} \mathcal{T}=\left\{(x, y) \in D: y \geq 0,-\theta_{1} x-\left(\dot{\theta}_{1}-1\right) y=0\right\}
$$

and

$$
\partial_{2} \mathcal{N T}=\left\{(x, y) \in D: y>0, \theta_{2} x+\left(\theta_{2}-1\right) y=0\right\}
$$

we define the reflection direction index

$$
\widetilde{\gamma}(x, y)= \begin{cases}(-\beta, 1) & \text { if }(x, y) \in \partial_{1} \mathcal{N T} \\ (\alpha,-1) & \text { if }(x, y) \in \partial_{2} \mathcal{N} T\end{cases}
$$

and we let $\widetilde{\gamma}(x, y)=\left(\widetilde{\gamma}_{1}(x, y), \widetilde{\gamma}_{2}(x, y)\right)$.
The above theorem states that for any pair of portfolio positions $(x, y) \in \overline{\mathcal{N T}}$, there is a solution to the Skorohod problem:

Skorohod problem: Find continuous processes $x_{t}, y_{t}, k_{t}$ such that $x_{0}=x$, $y_{0}=y, k_{0}=0, k$ is nondecreasing and the following assertions hold
i) $\left(x_{t}, y_{t}\right) \in \overline{\mathcal{N T}} \quad \forall t \geq 0$
ii) $d x_{t}=\left[r x_{t}-\left(V_{x}\left(x_{t}, y_{t}\right)\right)^{\frac{1}{\gamma-1}}\right] d t+\widetilde{\gamma}_{1}\left(x_{t}, y_{t}\right) d k_{t}$
iii) $d y_{t}=\mu y_{t} d t+\sigma y_{t} d W_{t}+\widetilde{\gamma}_{2}\left(x_{t}, y_{t}\right) d k_{t}$
iv) $k_{t}=\int_{0}^{t} \mathbf{1}_{\left\{\left(x_{t}, y_{t}\right) \in \partial \mathcal{N} \mathcal{T}\right\}} d k_{t}$.

We can easily identify the above conditions with the ones presented earlier putting

$$
\left\{\begin{array}{l}
L_{t}=\int_{0}^{t} \mathbf{1}_{\left\{\left(x_{t}, y_{t}\right) \in \partial_{1} \mathcal{N} \mathcal{T}\right\}} d k_{t} \\
M_{t}=\int_{0}^{t} \mathbf{1}_{\left\{\left(x_{t}, y_{t}\right) \in \partial_{2} \mathcal{N} \mathcal{T}\right\}} d k_{t}
\end{array}\right.
$$

where

$$
\partial_{i} \mathcal{N} \mathcal{T}=\left\{(x, y) \in \overline{\mathcal{N} \mathcal{T}}: \frac{y}{x+y}=\theta_{i}\right\}, \quad i=1,2
$$

Shreve and Soner (1994) used control theory arguments to establish additional regularity results for the value function across the interfaces $\theta_{i} \mathcal{N} \mathcal{T}$ defined above. Finally, they produce various results for the location of the optimal exercise boundaries; these results are stated below in terms of the slopes $\theta_{1}$ and $\theta_{2}$.

Theorem 12.4.8 The partial derivative $V_{y y}$ is continuous across $\partial_{2} \mathcal{N} \mathcal{T}$, and if $\theta_{2} \neq 1$, then $V$ is $C^{2}$ across $\partial_{2} \mathcal{N T}$. If $\theta_{1} \neq 0$, then $V_{y y}$ is continuous across $\partial_{1} \mathcal{N} \mathcal{T}$, and if $\theta_{1} \neq 0$ and $\theta_{1} \neq 1$, then $V$ is $C^{2}$ across $\partial_{1} \mathcal{N T}$.

Proposition 12.4.9 i) The value function $V$ is $C^{2}$ in $S \backslash\{(x, y): x=0$ or $y=0\}$.
ii) The functions $V, V_{x}$ and $V_{y}$ are continuous in $D \backslash\{(x, 0): x>0\}$.

The next propositions provide information about the location of the exercise boundaries and closed-form solutions for the value function.

Proposition 12.4.10 If $\gamma<1, \gamma \neq 0$ then there is a positive constant $A$ with $\frac{A}{\gamma}<$ $\frac{(\rho-r \gamma)}{\gamma(1-\gamma)}$ such that, for $(x, y) \in \mathcal{S}$,

$$
V(x, y)=\frac{1}{\gamma} A^{\gamma-1}(x+\alpha y)^{\gamma}
$$

If $\gamma=0$, then there is a constant $\widehat{A}$ with $\widehat{A}>(\log \rho) / \rho+(r-\rho) / \rho^{2}$ such that, for $(x, y) \in \mathcal{S}$,

$$
V(x, y)=\frac{1}{\rho} \log (x+\alpha y)+\widehat{A}
$$

Proposition 12.4.11 P4.3 For all $\gamma<1$, the slope $\theta_{2}$ satisfies

$$
\theta_{2}<\frac{2(\mu-r)}{\alpha \sigma^{2}(1-\gamma)+2(1-\alpha)(\mu-r)}
$$

Moreover, if $\sigma^{2}(1-\gamma) \neq \mu-r$ and the quantity $M(\gamma)=\frac{\rho-r \gamma}{1-\gamma}-\frac{\gamma(\mu-r)^{2}}{2 \sigma^{2}(1-\gamma)^{2}}>0$, then

$$
\theta_{2}>\frac{\mu-r}{\alpha \sigma^{2}(1-\gamma)+(1-\alpha)(\mu-r)}
$$

If $\sigma^{2}(1-\gamma)=\mu-r$ and $M(\gamma)>0$, then $\theta_{2}=1$. Finally if $M(\gamma)>0$ and $\sigma^{2}(1-\gamma)>\frac{\beta-1}{\beta}(\mu-r)$ then the slope of the low exercise boundary satisfies

$$
\theta_{1}<\frac{\mu-r}{\beta \sigma^{2}(1-\gamma)-(\beta-1)(\mu-r)}
$$

The slope $\theta_{1}>0$, i.e. the positive $x$-axis belongs to the $\mathcal{B}$.
Besides the above results, Shreve and Soner (1994) provided conditions for the value function to be well defined; these conditions are considerably more general than the ones of Davis and Norman.

Departing from the benchmark optimal investment-consumption model of Davis and Norman, other valuation models with transaction costs have been introduced and analyzed with alternative analytical methods. The main incentive to develop such models comes from the absence of closed form expressions for the optimal investment strategies in the DN model, a feature highly desirable for practical applications. In fact, as the outlaid analysis indicates, in order to analyze the transaction costs portfolio problems one needs to solve a free boundary problem. The free boundaries define the no-transaction ( $\mathcal{N T}$ ) region in which trading is prohibited due to the high penalties from the transaction costs. The precise characterization and the accurate computation of these interphases are imperative for the practical importance of the model. In addition, more realistic models incorporate more than one risky securities as these models look at larger portfolios or at "books" of options. In this case, the regions of trading idleness have a rather complex structure. To solve such problems is a formidable task both from the theoretic as well as the numerical point of view.

To overcome these difficulties, alternative models were introduced which, from one hand, can be analyzed more effectively and, from the other hand, produce optimal trading strategies which do not deviate considerably from their theoretical counterpart. The first models in this direction are the models of Morton and Pliska (1995) and Pliska and Selby (1995); Schroder (1993) independently obtained similar results for some special cases. The key features in the approach of Morton, Pliska and Selby are the possibility of investing in more than one stock and the fact that the transaction costs are proportional to a fixed fraction of the (dynamic) portfolio value.

In the models of Morton, Pliska and Selby, the risky securities are modeled as correlated geometric Brownian motions and there is no intermediate consumption drainage. The optimality criterion differs from the DN payoff in that the aim is to maximize the long-run
expected growth rate of the total portfolio value, $\liminf _{T \rightarrow \infty} E \frac{\left(\ell n V_{T}\right)}{T}$. The transaction costs are considered fixed in the sense that, each time funds are shifted between two or more securities (riskless or risky ones), a penalty is imposed equal to the fraction ( $1-\epsilon$ ) times the current value of the entire portfolio. Aside from the current portfolio value, the penalty is independent of the prices and the positions in the individual securities.

In Morton and Pliska (1995) the trading strategy which maximizes the relevant criterion is fully determined by an $M$-dimensional vector, say $\vec{b}$ and an optimal stopping time $\tau$. The dimension of $\vec{b}$ coincides with the number of risky securities (assuming that their variancecovariance matrix is of full rank) and its components are strictly positive and sum to less than one. The optimal solution $\vec{b}^{*}$ and the stopping time $\tau$ are found by solving a free boundary problem which can be reduced to a linear complimentarity problem. In the case of only one risky security, the free boundary consists of only two points and the optimal solution can be achieved easily. The numerical method becomes much more complex when there are two or more risky securities because, in this case, the optimal exercise boundary consists of infinitely many points. Pliska and Selby (1995) addressed this issue by employing a novel transformation to the original free boundary problem of Morton and Pliska (1995), for the case of two risky securities. This transformation makes the problem considerably easier to solve but still does not address the issue of more than two risky securities, both from the analytic as well as the numerical point of view.

Atkinson and Wilmott (1995) studied the multi-dimensional case under the assumption that the transaction costs are small - but still of realistic size. They used asymptotic methods and a local analysis in the original Merton problem which is free of transaction costs. This asymptotic approach showed that the continuation region resembles an ellipsoid which actually resembles the region obtained by Morton and Pliska (1995). This property holds in a certain part of the state space, related to the local behavior of the Merton solution but the approximation breaks down in the other parts. This key difficulty was successfully addressed in Atkinson, Pliska and Wilmott (1999) who studied the non-constant coefficient version of the Atkinson and Wilmott model. By handling the non-constant coefficient case, Atkinson, Pliska and Wilmott succeeded in bypassing the difficulties in the asymptotic analysis of Atkinson and Wilmott. Asymptotic results for small transaction costs for the (DN) model in the case of many risky assets was performed by Atkinson and Al-Ali (1995).

Optimal investment models in which the stock price structure is similar to the Davis and Norman but with alternative optimization criteria have been analyzed by a number of authors. Portfolio models with finite trading horizon and utilities depending on the terminal wealth were studied, analytically and/or numerically, by Fleming et al (1989), Akian, Menaldi and Sulem ((1992), (1996)), Akian, Séquier and Sulem (1996), Sulem (1997) and more recently by Tiu and Zariphopoulou (1999). Other models with "long-run" type criteria have been examined first by Taksar, Klass and Assaf (1988) and subsequently by Dumas and Luciano (1991), Fleming et al (1989), Sulem (1997), Akian, Sulem and Taksar (1996).

So far, in all the above models and the ones discussed in the previous section, the common avenue of obtaining information about the value function and the optimal investment and consumption plans is via the HJB equation. An alternative and rather powerful approach is the one that uses results from martingale theory. The majority of the results obtained through this approach are found in models of derivative pricing with transaction costs and they are discussed in the second chapter. In the context of portfolio optimization, this methodology, together with tools from convex and functional analysis and duality theory, was employed by Cvitanic and Karatzas (1996) (we also refer the reader to the monograph of Karatzas (1997)).

Transaction costs have also been incorporated in other kinds of asset pricing models.

In many of these models, financial trades are charged by "adjustment" or "shipping" costs which can have more complex structure. The economic considerations are different and the mathematical analysis is overall less rigorous as one moves to more applied areas of finance. Optimal consumption models of durable goods have been examined by Grossman and Laroque (1989) and Eberly (1999). Other capital asset pricing models with transactions costs for divident policies, stock returns, term structure, exchange rates and asset demands are listed in the references.

In summary, transaction costs result in irreversible losses which in most cases cannot be valuated with the classical existing theories. There are still may challenging questions in equilibrium asset pricing theory which do not have a satisfactory answer. The difficulties come not only from the lack of a coherent modeling structure but also from the absence of good analytic and numerical techniques needed to attack the related stochastic optimization models.

### 12.4.2 Optimal investment/consumption models with stochastic labor income

A very important extension of Merton's model is when the individual investor is endowed with a stream of stochastic income that cannot be replicated by trading the available securities. In other words, markets are incomplete in an essential way. In the case of general time-additive utilities, this model was analyzed by Duffie and Zariphopoulou (1993) who studied the solutions of the HJB equation (see Theorem 12.4.13 below). Considerable simplification is obtained by assuming that the utility function is of the CRRA type; this case was studied by Duffie et al (1997) and Koo (1991) using pde techniques. A considerable volume of work on this subject was also produced via martingale methods and the duality approach, carried out by Cuoco (1997), He and Pearson (1991), Karatzas et al (1991); related literature also includes Duffie and Richardson (1991), El Karoui and Jeanblanc-Piqué (1991), He and Pagés (1993) and Swensson and Werner (1990).

We continue with the description of the underlying financial model and the main results of the associated stochastic optimization problem. The fundamental assumption is that individual preferences are modeled via a power function of exponent $\gamma \in(0,1)$. The majority of the results presented below are from Duffie et al (1997).

On a given probability space is a standard Brownian motion $W=\left(W^{1}, W^{2}\right)$ in $\mathcal{R}^{2}$. The standard augmented filtration $\left\{\mathcal{F}_{t}: t \geq 0\right\}$ generated by $W$ is fixed. Riskless borrowing or lending is possible at a constant continuously compounding interest rate $r$. A given investor receives income at the rate $Y_{t}$, where

$$
\begin{cases}d Y_{t}=b Y_{t} d t+a Y_{t} d W_{t}^{1}, & (t \geq 0)  \tag{12.4.99}\\ Y_{0}=y, & (y>0)\end{cases}
$$

where $b$ and $a$ are positive constants and $y$ is the initial level of income.
A traded security has a price process $S_{t}$ given in (12.3.18) and the Brownian motion $W$ is correlated to $W^{1}$ with correlation coefficient $\rho \in(-1,1)$; for this we can take $W_{t}=$ $\rho W_{t}^{1}+\sqrt{1-\rho^{2}} W_{t}^{2}$.

A consumption process is an element of the space $\mathcal{L}_{+}$consisting of any non-negative $\left\{\mathcal{F}_{t}\right\}$-progressively measurable process $C$ such that $E\left(\int_{0}^{T} C_{t} d t\right)<\infty$ for any $T>0$. The agent's payoff function $\mathcal{J}: \mathcal{L}_{+} \rightarrow \mathcal{R}^{+}$from consumption is given by

$$
\begin{equation*}
\mathcal{J}(C)=E\left(\int_{0}^{+\infty} e^{-\beta t} C_{t}^{\gamma} d t\right) \tag{12.4.100}
\end{equation*}
$$

for some risk aversion measure $1-\gamma \in(0,1)$ and discount factor $\beta>r$.
It is assumed throughout that $\beta>r$, that $|\rho| \neq 1$, and that the volatility coefficient $\sigma$ is strictly positive. Cases in which $\beta \leq r, \sigma=0$, or $|\rho|=1$ are not discussed and, in general, they may lead to a different characterization of optimal policies than the one obtained herein.

The agent's wealth process $X$ evolves according to the equation

$$
\begin{cases}d X_{t}=\left[r X_{t}+(\mu-r) \Pi_{t}-C_{t}+Y_{t}\right] d t+\sigma \Pi_{t} d B_{t}, & t \geq 0)  \tag{12.4.101}\\ X_{0}=x, & (x \geq 0)\end{cases}
$$

where $x$ is the initial wealth endowment, and the control processes $C$ and $\Pi$ represent the consumption rate $C_{t}$ and investment $\Pi_{t}$ in the risky asset, with the remainder of wealth held in riskless borrowing or lending.

The controls $C$ and $\Pi$ are drawn, respectively, from the spaces $\mathcal{C}=\left\{C \in \mathcal{L}_{+}: \mathcal{J}(C)<\right.$ $\infty\}$ and $\Phi=\left\{\ell: \ell\right.$ is $\mathcal{F}_{t}$-progressively measurable and $E \int_{0}^{t} \ell_{s}^{2} d s<\infty$ a.s. $\left.(t \geq 0)\right\}$. The set $\mathcal{A}(x, y)$ of admissible controls consists of pairs $(C, \Pi)$ in $\mathcal{C} \times \Phi$ such that $X_{t} \geq 0$ a.s., ( $t \geq 0$ ), where $X_{t}$ is given by the state equation (4.27) using the controls ( $C, \Pi$ ).

The agent's value function $v$ is given by

$$
\begin{equation*}
v(x, y)=\sup _{(C, \Pi) \in \mathcal{A}(x, y)} \mathcal{J}(C) \tag{12.4.102}
\end{equation*}
$$

Assuming, formally for the moment, that the value function $v$ is finite-valued and twice continuously differentiable in $D \equiv(0, \infty) \times(0, \infty)$, it is natural to conjecture that $v$ solves the HJB equation

$$
\begin{equation*}
\beta v=\max _{\pi} G^{v}(\pi)+\frac{1}{2} a^{2} y^{2} v_{y y}+\max _{c \geq 0} H^{v}(c)+(r x+y) v_{x}+b y v_{y} \tag{12.4.103}
\end{equation*}
$$

for $(x, y) \in D$, where subscripts indicate the obvious partial derivatives and

$$
\left\{\begin{array}{l}
G^{v}(\pi)=\frac{1}{2} \sigma^{2} \pi^{2} v_{x x}+\rho \pi y \sigma \widetilde{\sigma} v_{x y}+(\mu-r) \pi v_{x y} \\
H^{v}(c)=-c v_{x}+c^{\gamma}
\end{array}\right.
$$

It can be shown directly from (12.4.101) and (12.4.102) that if $v$ is finite-valued, then it is concave and is homogeneous with degree $\gamma$; that is, for any $(x, y)$ and a positive constant $k$ we have $v(k x, k y)=k^{\gamma} v(x, y)$ It therefore makes sense to define $u:[0,+\infty) \rightarrow[0,+\infty)$ by $u(z)=v(z, 1)$, so that knowledge of $u$ recovers $v$ from the fact that $v(x, y)=y^{\gamma} u(x / y)$ for $y>0$. The same idea is used, for example, in Davis and Norman (1990). This does not recover $v(x, 0)$, which is known nevertheless to be the Merton's original solution without stochastic income.

If $v$ satisfies (12.4.103) then, for $x>0, u$ solves

$$
\begin{equation*}
\widehat{\beta} u=\frac{1}{2} a^{2} z^{2} u^{\prime \prime}+\max _{\pi}\left[\left(\frac{1}{2} \sigma^{2} \pi^{2}-\rho \sigma a \pi z\right) u^{\prime \prime}+k_{1} \pi u^{\prime}\right]+k_{2} z u^{\prime}+F\left(u^{\prime}\right) \tag{12.4.104}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
\widehat{\beta}=\beta-b \gamma+\frac{1}{2} a^{2} \gamma(1-\gamma)  \tag{12.4.105}\\
k_{1}=\mu-r-(1-\gamma) \rho \sigma a \\
k_{2}=a^{2}(1-\gamma)+r-b
\end{array}\right.
$$

and $F:[0,+\infty) \rightarrow[0,+\infty)$ is given by

$$
\begin{equation*}
F(p)=\max _{c \geq-1}\left[-c p+(1+c)^{\gamma}\right] . \tag{12.4.106}
\end{equation*}
$$

After performing the (formal) maximization in (4.30), assuming that $u$ is smooth and strictly concave, we get

$$
\begin{equation*}
\widehat{\beta} u=\frac{1}{2} a^{2} z^{2}\left(1-\rho^{2}\right) u^{\prime \prime}-\frac{k_{1}^{2}}{2 \sigma^{2}} \frac{\left(u^{\prime}\right)^{2}}{u^{\prime \prime}}+k z u^{\prime}+F\left(u^{\prime}\right), \quad(z>0) \tag{12.4.107}
\end{equation*}
$$

where

$$
\begin{equation*}
k=\frac{\rho k_{1} a}{\sigma}+k_{2} . \tag{12.4.108}
\end{equation*}
$$

In Duffie et al. (1997), it is shown that $u$ can be characterized as the value function of a so-called 'dual' investment-consumption problem. That is,

$$
\begin{equation*}
u(z)=\sup _{(C, \Pi) \in \mathcal{A}(z)} E\left[\int_{0}^{+\infty} e^{-\widehat{\beta} t}\left(1+C_{t}\right)^{\gamma} d t\right] \tag{12.4.109}
\end{equation*}
$$

where the set $\mathcal{A}(z)$ of admissible policies is defined below. To this end, we consider an "artificial" consumption-investment problem of an agent whose current wealth $Z_{t}$ evolves, using a consumption process $C_{t}$ and risky investment process $\Pi_{t}$, according to the equation

$$
\left\{\begin{array}{l}
d Z_{t}=\left[k Z_{t}+k_{1} \Pi_{t}-C_{t}\right] d t+\sigma \Pi_{t} d W_{t}^{1}+a Z_{t} \sqrt{1-\rho^{2}} d W_{t}^{2} \quad(t \geq 0)  \tag{12.4.110}\\
Z_{0}=z \quad(z \geq 0)
\end{array}\right.
$$

where $z$ is the initial endowment and $k_{1}$ and $k$ are given, respectively, by (12.4.105) and (12.4.108). The set $\mathcal{L}$ of consumption processes consists of any progressively measurable process $C$ such that $C_{t} \geq-1$ almost surely for all $t$, with $E \int_{0}^{t} C_{s} d s<\infty$ for all $t$. A control pair ( $C, \Pi$ ) for (12.4.110) consists of a consumption process $C$ in $\mathcal{L}$ and a risky investment process $\Pi \in \Phi$ and it is admissible if $Z_{t} \geq 0$ a.s., $(t \geq 0)$, where $Z_{t}$ is given by (12.4.110).

Observe that from one hand, the agent is forced to invest a fixed multiple of wealth in a risky asset with expected return $k$ and 'volatility' $a \sqrt{\left(1-\rho^{2}\right)}$. On the other hand, he chooses the amount $\Pi$ invested in another risky asset with mean return $k_{1}$ and volatility $\sigma$.

The agent's utility is given by

$$
\widehat{\mathcal{J}}(C)=E\left[\int_{0}^{+\infty} e^{-\hat{\beta} t}\left(1+C_{t}\right)^{\gamma} d t\right]
$$

The value function $w:[0,+\infty) \rightarrow[0,+\infty)$ is defined by

$$
\begin{equation*}
w(z)=\sup _{(C, \Pi) \in \mathcal{A}(z)} \widehat{\mathcal{J}}(C) \tag{12.4.111}
\end{equation*}
$$

The HJB equation associated with this stochastic control problem is

$$
\begin{align*}
\widehat{\beta} w= & \frac{1}{2} \sigma^{2}\left(1-\rho^{2}\right) z^{2} w_{z z}+\max _{\pi}\left[\frac{1}{2} \vec{\sigma}^{2} \pi^{2} w_{z z}+k_{1} \pi w_{z}\right] \\
& +\max _{c \geq-1}\left[-c w_{z}+(1+c)^{\gamma}\right]+k z w_{z} \quad(z>0) \tag{12.4.112}
\end{align*}
$$

We observe that (12.4.111) reduces (at least formally) to (12.4.107) for smooth concave solutions.

We call problems (12.4.111) and (12.4.109) 'dual' to each other because one hedges an income stream and the other hedges an investment, and because of the relationship between their value functions: the reduced value function $u$ of problem (12.4.109) for CRRA utility reduces to the value function $w$ of (12.4.111) for non-CRRA utility. Conversely, it can be shown that problem (12.4.111), after substituting the CRRA utility function $\mathcal{J}$ for $\widehat{\mathcal{J}}$ and substituting the correlated Brownian motion $B$ for $W^{2}$ in (12.4.110), has a value function equivalent to that of problem (12.4.109), after making the opposite substitutions. Thus either of these dual problems can be reduced to a version of the other with a single-state variable.

The following results can be found in Duffie et al (1997).
Theorem 12.4.12 i) Suppose that $u$ is an upper-semicontinuous concave viscosity subsolution of the HJB equation (12.4.112) on $[0,+\infty)$ and $u(z) \leq c_{0}\left(1+z^{\gamma}\right)$ for some $c_{0}>0$; also suppose that $v$ is bounded from below, uniformly continuous on $[0,+\infty$ ) and locally Lipschitz in $(0,+\infty)$, and a viscosity supersolution of (4.38) in $(0,+\infty)$. Then $u \leq v$ on $[0,+\infty)$.
ii) The value function $v$ is the unique constrained viscosity solution of the HJB equation (12.4.103) on $\bar{D}$ in the class of concave functions.

The next result provides a characterization of the value function $w$ of the reduced dual problem.

Theorem 12.4.13 i) The value function $w$ is concave, increasing, and continuous on $[0, \infty)$.
ii) The value function $w$ is the unique $C[0,+\infty) \cap C^{2}(0,+\infty)$ solution of (12.4.112) in the class of concave functions.
iii) The value function $w$ coincides with the function $u$.

It turns out that this characterization of $u$ is crucial for proving regularity results for the value function $v$ as well as for obtaining feedback forms for the optimal policies. By a "feedback policy,' we mean, as usual, a pair ( $g, h$ ) of measurable real-valued functions on $[0, \infty) \times[0, \infty)$ defining, with current wealth $x$ and income rate $y$, the risky investment $h(x, y)$ and consumption rate $g(x, y)$. Such a feedback policy $(g, h)$ determines the stochastic differential equation for wealth given by

$$
\left\{\begin{array}{l}
d X_{t}=\left[r X_{t}+(\mu-r) h\left(X_{t}, Y_{t}\right)-g\left(X_{t}, Y_{t}\right)+Y_{t}\right] d t+\sigma h\left(X_{t}, Y_{t}\right) d W_{t},(t \geq 0)  \tag{12.4.113}\\
X_{0}=x, \quad(x>0)
\end{array}\right.
$$

If there is a non-negative solution $X$ to (12.4.101) and if the policy $(C, \Pi)$ defined by

$$
C_{t}=g\left(X_{t}, Y_{t}\right), \quad H_{t}=h\left(X_{t}, Y_{t}\right)
$$

are in $\mathcal{C}$ and $\Phi$, respectively, then $(C, \Pi)$ is an admissible policy by definition of $\mathcal{A}(x, y)$.
Before stating the main conclusions, we recall that for the case $y=0$ (implying $Y_{t}=0$, $t \geq 0$ ), the value function $v$ is given from Merton's (1971) work. In fact if the constant

$$
\begin{equation*}
K=\frac{\beta-r \gamma}{1-\gamma}-\frac{\gamma(\mu-r)^{2}}{2(1-\gamma)^{2} \sigma^{2}} \tag{12.4.114}
\end{equation*}
$$

is strictly positive, we have

$$
v(x, 0)=K^{\gamma-1} x^{\gamma}
$$

with optimal policies given in feedback form by

$$
g(x, 0)=K x, \quad h(x, 0)=\frac{x(\mu-r)}{\sigma^{2}(1-\gamma)}
$$

with $K$ given in (12.4.114).
For $x>0$ and $y>0$, the feedback policy functions $g$ and $h$ defined by the first-order optimality conditions for (12.4.103), in light of the homogeneity property $v(x, y)=y^{y} u(x / y)$, are given by

$$
\begin{align*}
& g(x, y)=y\left(\frac{u^{\prime}(x / y)}{y}\right)^{1 /(\gamma-1)}  \tag{12.4.115}\\
& h(x, y)=\frac{\rho a}{\sigma} x-y \frac{k_{1}}{\sigma^{2}} \frac{u^{\prime}(x / y)}{u^{\prime \prime}(x / y)} \tag{12.4.116}
\end{align*}
$$

The following theorem provides the verification result for the value function and the optimal policies. Its proof is in Theorem 1 by Duffie et al (1997).

Theorem 12.4.14 Suppose $\widehat{\beta}, K$, and $r-\mu$ are all strictly positive.
i) There is a unique $C^{1}([0,+\infty)) \cap C^{2}((0,+\infty))$ solution $u$ of the ordinary differential equation (12.4.107) in the class of concave functions.
ii) The value function $v$ is given by

$$
\begin{gather*}
v(x, 0)=K^{\gamma-1} x^{\gamma} \\
v(x, y)=y^{\gamma} u\left(\frac{x}{y}\right), \quad y>0 \tag{12.4.117}
\end{gather*}
$$

iii) There is a unique solution $X_{t}$ of (12.4.101) satisfying the budget feasibility constraint $X_{t} \geq 0$, and an optimal policy $\left(C^{*}, \Pi^{*}\right)$ is given by $C_{t}^{*}=g\left(X_{t}, Y_{t}\right)$ and $\Pi_{t}^{*}=h\left(X_{t}, Y_{t}\right)$ where $g$ and $h$ are given by (12.4.115)-(12.4.76), with $h(0, y)=0$ for all $y$ and $g(0, y)=\alpha y$ for all $y$, where $\alpha=\left(u^{\prime}(0) / \gamma\right)^{1 /(\gamma-1)}$.
iv) If $k_{1} \neq 0$, starting from strictly positive wealth $(x>0)$, the optimal wealth process, almost surely, will never hit zero, and starting from zero, almost surely, the optimal wealth process will instantaneously become strictly positive. The same conclusion holds if $k_{1}=0$ and $u^{\prime}(0)>\gamma$.

### 12.5 Expected utility methods in derivative pricing

The area of derivative securities has been one of the fastest growing areas of finance as well as one of the most active areas of research on stochastic analysis, stochastic control and computations. Derivatives are financial instruments whose values depend on the price levels of the so-called primitive securities, like stocks. The fundamental problem of derivative valuation is in determining the derivative's fair value and in specifying the hedging policy which eliminates the risk inherent to the contract. Derivative contracts had always existed in financial environments but it was after the seminal work of Fisher Black and Myron Scholes (1973) (in collaboration with Robert Merton) that this area blossomed and started
expanding rapidly. The Black and Scholes valuation approach brought to modern finance the powerful methodologies of martingale theory and stochastic calculus. Today, numerous different kinds of derivative instruments are traded all around the world and various new contracts are being created every day. The valuation of these contracts gives rise to a number of challenging problems in the areas of stochastic analysis, martingale theory, stochastic control and partial differential equations.

Despite the ever growing activity in derivatives' markets, very few questions have been successfully addressed to date when derivatives are produced, traded and hedged in markets with frictions. The most important kind of frictions comes from the stochastic nature of the volatility of the primitive stock security. Most of the research on derivatives with frictions is concentrated on the case of stochastic volatility and several methodologies have been proposed at different levels of sophistication. The majority of the theoretical results were obtained via martingale theory and convex duality arguments (see, for example, Cvitanić and Karatzas (1996), Cvitanić, Pham and Touzi (1997)) without fully involving any expected utility formulation.

Methods based on expected utility first started, and since then have been developed primarily for pricing derivative securities in markets with transaction costs. Following our unified theme to concentrate mainly on expected utility models of asset valuation, we provide below an overview of such models used in pricing with transaction costs. We also choose to proceed this way because, as it will be demonstrated below, the existing theories give rise to challenging singular stochastic control problems whose analysis is interesting in its own right.

The fundamental difficulty for pricing derivatives in the presence of transaction costs lies in the fact that the Black and Scholes approach breaks down completely. In fact, in a frictionless market, Black and Scholes (1973) and Merton (1973a) relied on an ingenious no-arbitrage argument to price an option on a stock when the interest rate is constant and the stock price follows a geometric brownian motion. They presented a self-financing, dynamic trading policy between the bond and stock accounts which replicates the payoff of the option. They then argued that absence of arbitrage dictates that the option price is equal to the cost of setting up the replicating portfolio. The appeal of the argument lies in its reliance on the absence of arbitrage alone and is independent of other aspects of the equilibrium, such as a particular asset pricing model. The precise derivation arguments of Black and Scholes are discussed in the next section.

The Achilles' heel of the argument is that the frictionless market assumption must be taken literally. The dynamic replication policy incurs an infinite volume of transactions over any finite trading interval, given the fact that the brownian motion which drives the stock price has infinite variation. In a market with proportional transaction costs, the dynamic replication policy incurs infinite transaction costs over any finite trading interval and cannot be self-financing, no matter how small the finite transaction costs rate is.

Merton (1990) maintained the goal of a dynamic trading policy as that of replicating the option payoff and modeled the path of the stock price as a two-period binomial process. The initial cost of the replication policy is finite and serves as an upper bound to the write price of a call which is arbitrage-free. Shen (1990) and Boyle and Vorst (1992) extended Merton's model to a multiperiod binomial process for the stock price and provided numerical solutions to the initial cost of the replicating portfolio. As the number of periods increases within the given lifetime of the call option, the initial cost of the replicating portfolio tends to infinity.

Bensaid et al (1992) and Edirisinghe, Naik and Uppal (1993) noted that a tighter upper bound on the write price of a call option is obtained by replacing the goal of replicating the payoff of the option with the goal of dominating the payoff. For example, the payoff of one share of stock dominates the payoff of a call option and, therefore, the cost of initially buying
one share provides an upper bound to the cost of a minimum-cost dominating policy as the number of periods increases within the given lifetime of the option. Davis and Clark (1994) conjectured and Soner, Shreve and Cvitanic (1995) proved, that the cost of initially buying one share of stock is indeed the cost of the cheapest dominating policy in the presence of finite proportional transaction costs. Their result on feasible super-replicating strategies was subsequently generalized by Levental and Skorohod (1997).

Leland (1985) initiated a novel approach by introducing a class of imperfectly replicating policies in the presence of proportional transaction costs. He calculated the total cost, including transaction costs, of an imperfectly replicating policy and the "tracking error," that is the standard deviation of the difference between the payoff of the option and the payoff of the imperfectly replicating policy. Imperfectly replicating policies were further studied by Figlewski (1989), Flesaker and Hughston (1994), Henrotte (1993), Hoggard, Whalley and Wilmott (1994) and Toft (1996). Avellaneda and Parás (1994) extended the notion of imperfectly replicating policies to that of imperfectly dominating policies.

An alternative approach, initiated by Hodges and Neuberger (1989) and developed further by Davis, Panas and Zariphopoulou (1993), is the so-called utility maximization method. The fundamental ideas for this method stem from the economic principles of stochastic dominance (see, for relevant results, Perrakis and Ryan (1984), Levy (1978) and Ritchken (1985)). In this approach, the price of the derivative is determined by comparing the value functions of an investor with and without the opportunity to trade the available derivative. The individual preferences are modeled via an exponential utility and the derivative is a European call. By considering the utility functionals (with and without the derivative), this methodology incorporates the individual's attitude towards the risk which cannot be eliminated, in contradistinction to the case of no transaction costs. The above results were considerably generalized by Constantinides and Zariphopoulou (1999) who applied utility methods to establish price bounds for all types of European claims and for general preferences.

Besides the claims of European-type, the valuation of American options was examined by Davis and Zariphopoulou (1995) for the class of exponential utilities. More recently, Constantinides and Zariphopoulou (1999) extended their results to the cases of Americantype and path-dependent claims, written on many stocks and for CRRA utilities. Other path-dependent claims were priced by Dewynne, Whalley and Wilmott (1994) using ideas from the Leland's valuation approach.

Finally, a considerable volume of work has been produced under the assumption that the transaction costs are "small." This assumption is not far from reality for a sizeable class of models and produces adequate results for the prices and, in particular for the hedging strategies. To most extent, the relevant analysis imitates the Black and Scholes methodology together with various elements from the above methods. We mention among others, the work of Whalley and Wilmott (1997), Barles and Soner (1998) and Albanese and Tompaidis (1998).

We continue by presenting the classical Black and Scholes pricing formula first and then the various valuation methodologies, namely the super-replication approach, utility maximization theory and the method of imperfectly replicating strategies.

### 12.5.1 The Black and Scholes valuation formula

In their seminal paper, Black and Scholes (1973) developed a theory for the valuation of derivative securities in frictionless markets. They considered the problem of determining the value of a European call which is written on an underlying stock whose price $S_{s}$ follows the diffusion process, as described in (12.2.2). The market is also endowed with a riskless security whose price is given by (12.2.1). The European claim is written at the time say
$t>0$ and expires at maturity time $T$. Its payoff, at expiration, is given by $\left(S_{T}-K\right)^{+}$where $K$ is the (prespecified) exercise price.

The valuation problem amounts to specifying the fair value of the security at its birth time $t$.

Black and Scholes had the novel idea of constructing a dynamic portfolio whose value coincides with the terminal payoff, $\left(S_{T}-K\right)^{+}$, of the call. Then they argued that the amount needed to set up this hedging portfolio, at time $t$, yields the correct price of the European call. Moreover, the components of this portfolio, across time, give the perfectly replicating (hedging) strategies which reproduce the value of the security.

Black and Scholes postulated that the call price is a smooth function of the current stock price and time. Therefore, there exists a smooth function $C:[0,+\infty) \times[0, T) \rightarrow[0,+\infty)$ such that the call price process $h_{s}, t \leq s \leq T$ can be represented as $h_{s}=C\left(S_{s}, s\right)$ with $S_{s}$ being given in (12.2.2).

Applying Itô's formula to $h_{s}$ yields

$$
\begin{align*}
& d h_{s}=\left[\frac{\partial C\left(S_{s}, s\right)}{\partial t}+\frac{1}{2} \sigma^{2} S_{s}^{2} \frac{\partial^{2} C\left(S_{s}, s\right)}{\partial S^{2}}\right. \\
& \left.+\mu S_{s} \frac{\partial C\left(S_{s}, s\right)}{\partial S}\right] d s+\sigma S_{s} \frac{\partial C\left(S_{s}, s\right)}{\partial S} d W_{s} \tag{12.5.118}
\end{align*}
$$

Next, we assume that the riskless interest rate is $r>0$ and that the components of the replicating portfolio are $\beta_{s}$ and $\delta_{s}$. In other words, at any time $s$, we would have to purchase $\beta_{s}$ bonds and $\delta_{s}$ shares of the underlying stock. According to the perfect replication idea of Black and Scholes, the following equalities must hold

$$
\begin{gather*}
\beta_{s} B_{s}+\delta_{s} S_{s}=h_{s} \quad \text { a.e. } t \leq s<T  \tag{12.5.119}\\
\beta_{T} B_{T}+\delta_{T} S_{T}=\left(S_{T}-K\right)^{+} \tag{12.5.120}
\end{gather*}
$$

Taking into account the price equations (12.3.17) and (12.3.18), (12.5.119) yields

$$
d h_{s}=\left(\mu \delta_{s} S_{s}+r \beta_{s} B_{s}\right) d s+\sigma \delta_{s} S_{s} d W_{s}
$$

or, equivalently,

$$
\begin{equation*}
d h_{s}=\left[(\mu+r) \delta_{s} S_{s}-r h_{s}\right] d s+\sigma \delta_{s} S_{s} d W_{s} \tag{12.5.121}
\end{equation*}
$$

We recall that the processes $\beta_{s}$ and $\delta_{s}$ satisfy certain "self-financing" assumptions which in turn justify the above differential forms. Equating formally the coefficients in (12.5.118) and (12.5.121) yields

$$
\begin{equation*}
\delta_{s}=\frac{\partial C\left(S_{s}, s\right)}{\partial S} \tag{12.5.122}
\end{equation*}
$$

and

$$
\beta_{s}=\frac{h_{s}-\delta_{s} S_{s}}{B_{s}}
$$

as long as the following condition holds a.e.

$$
\begin{equation*}
r h_{s}=\frac{\partial C\left(S_{s}, s\right)}{\partial t}+\frac{1}{2} \sigma^{2} S_{s}^{2} \frac{\partial^{2} C\left(S_{s}, s\right)}{\partial S}+r S_{s} \frac{\partial C\left(S_{s}, s\right)}{\partial S} \tag{12.5.123}
\end{equation*}
$$

Therefore, in order to specify the components $\left(\beta_{s}, \delta_{s}\right)$ of the replicating portfolio, it suffices for $C=C(S, t)$ to solve the second order nonlinear partial differential equation

$$
\begin{equation*}
r C=\frac{\partial C}{\partial t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} C}{\partial S^{2}}+r S \frac{\partial C}{\partial S} \tag{12.5.124}
\end{equation*}
$$

together with the boundary and terminal conditions, for $0 \leq t \leq T, S \geq 0$,

$$
\begin{equation*}
C(0, t)=0 \text { and } C(S, T)=(S-K)^{+} \tag{12.5.125}
\end{equation*}
$$

The solution of (12.5.124) and (12.5.125) is given by

$$
C(S, t)=S \mathcal{N}\left(d_{1}\right)-e^{-r(T-t)} K \mathcal{N}\left(d_{2}\right)
$$

where $\mathcal{N}$ is the cumulative standard normal distribution and the quantities $d_{1}$ and $d_{2}$ are defined as

$$
d_{1}=\frac{\ln (S / K)+\left(r+\frac{\sigma^{2}}{2}\right)(T-t)}{\sigma \sqrt{T-t}}
$$

and

$$
d_{2}=\frac{\ln (S / K)+\left(r-\frac{\sigma^{2}}{2}\right)(T-t)}{\sigma \sqrt{T-t}}=d_{1}-\sigma \sqrt{T-t}
$$

Equation (12.5.124) is the celebrated Black and Scholes equation for European type claims written on a stock with constant volatility and when the riskless interest rate is $r>0$. The first partial derivative of the call price, $\frac{\partial C(S, t)}{\partial S}$ is known as the delta of the option and it provides the needed number of stock shares in the replicating portfolio. The important consequence of the diffusion nature of the stock price is that both components of the hedging portfolio turn out to be diffusion processes, given by

$$
\begin{equation*}
\beta_{s}=\frac{h_{s}-S_{s} \frac{\partial C\left(S_{s}, s\right)}{\partial S}}{B_{s}} \text { and } \delta_{s}=\frac{\partial C\left(S_{s}, s\right)}{\partial S} \tag{12.5.126}
\end{equation*}
$$

Therefore, the Black and Scholes valuation analysis dictates that rebalancing of the hedging portfolio must take place infinitely often. It is for this reason that in the presence of transaction costs, these replicating strategies are not feasible. Continuous rebalancing would produce an infinite volume of transactions no matter how small the transaction costs are.

### 12.5.2 Super-replicating strategies

The strategies of Black and Scholes demonstrate that both components of the replicating portfolio, see (12.5.126), are diffusion processes as it follows from the diffusion nature of the underlying stock price. Clearly, these hedging strategies will immediately produce an infinite volume of transactions no matter how small the transaction costs are. Therefore, a perfectly replicating portfolio no longer exists!

Abandoning the idea of exact replication, one might look for a portfolio strategy which results, at expiration time $T$, in portfolio value at least as great as the value of the European call. Such strategies are known as super-replicating strategies.

Bensaid, Lesne, Pagès and Scheinkman (1992) uncovered the intriguing idea that superreplication may be feasible, in the sense that the cost of the super-replicating portfolio is actually finite. This cost then may provide a sensible bound on the price of the option. Bensaid et al. (1992) constructed super-replicating policies in a discrete-time framework. (See also Ediriskinghe, Naik and Uppal (1993).)

Unfortunately, in the (limiting) case of continuous time, the super-replication approach cannot form the basis of a viable valuation theory. In fact, Davis and Clark (1994) conjectured that the minimal cost of the super-replication of a European call is the value of one share of the underlying stock. Therefore, even though super-replication techniques might provide finite values, their minimal value yields a trivial bound, the value of one stock of share, which is of little economic interest.

Using convex analysis arguments, Soner, Shreve and Cvitanić (1995) established the conjecture of Davis and Clark. Below we state their result by adopting the notation used in the previous Chapter. The bond and stock account processes, $x_{s}$ and $y_{s}$, are given by the state equations (12.4.76) and (12.4.75). The European call has exercise time $T$, strike price $K$ and it is written on the underlying stock whose price is given in (12.2.2).

Theorem 12.5.1 Consider the payoff $\left(S_{T}-K\right)^{+}$of a European call written of a stock with price $S_{s}, t \leq s \leq T$, as in (12.2.2). Then in order to have at $t=T$,

$$
\begin{equation*}
x_{T}+\binom{\alpha}{\beta} y_{T} \geq\left(S_{T}-K\right)^{+} \quad \text { a.e. } \tag{12.5.127}
\end{equation*}
$$

the following constraint must hold for all $t \leq s<T$

$$
\begin{equation*}
x_{s}+\binom{\alpha}{\beta}\left(y_{s}-\frac{S_{s}}{\alpha}\right) \geq 0 \quad \text { a.e. } \tag{12.5.128}
\end{equation*}
$$

The above result on trivial super-replicating strategies was later established by Levental and Skorohod (1997) in a general framework. Levental and Skorohod assumed that the underlying stock price is a continuous semimartingale and under mild non-degenerate and stability properties, they carried out the analysis for European and American claims. Their method is based on considering a discrete-time version of the underlying model which is free of transaction costs. We refer the reader to their paper for general super-replication results; below, we state a variation of one of their propósitions (see Section 12.5 on European options in Levental and Skorohod (1997) adopting the existing notation. This is done only in order to be able to refer to their results from subsequent sections and to preserve the continuity of the exposition.

Proposition 12.5.2 : Consider a European claim with payoff $g\left(S_{T}\right)$ at expiration time $T$, where $g$ is increasing, convex and $g(0)=0$ with $\lim _{S \rightarrow \infty} \frac{g(S)}{S}=\ell>0$. The stock price $S_{s}$, $t \leq s \leq T$ is the diffusion process described in (12.2.2). Then in order to have

$$
\begin{equation*}
x_{T}+\binom{\alpha}{\beta} y_{T} \geq g\left(S_{T}\right) \quad \text { a.e. } \tag{12.5.129}
\end{equation*}
$$

the following constraint must hold for all $t \leq s<T$

$$
\begin{equation*}
x_{S}+\binom{\alpha}{\beta}\left(y_{s}-\ell \frac{S_{s}}{\alpha}\right) \geq 0 \quad \text { a.e. } \tag{12.5.130}
\end{equation*}
$$

Even though super-replicating strategies produce price bounds of little economic interest, these results are of fundamental importance in utility maximization theory. In fact, the state constraints (12.5.128) and (12.5.130) essentially characterize the set of feasible strategies that the writer, or the buyer of the derivative may use in their valuation strategies. As will be demonstrated in the sequel, even under stringent constraints (12.5.128), (12.5.130), the presence of risk aversion - through utility functionals - allows us to derive non-trivial bounds for the so-called reservation derivative prices.

Finally, from the previous results an interesting question arises, namely, how can the constraints (12.5.128) and (12.5.130) be relaxed, if at all, when the super-replication requirements (12.5.127) or (12.5.129) are allowed to hold with probability $1-\epsilon$, instead of almost surely. This problem is interesting especially from the practical point of view where some "slippage" might be tolerated. Numerical results for the case of European calls can be found in Tourin and Zariphopoulou (1998).

### 12.5.3 The utility maximization theory

The Black and Scholes valuation method produces derivative prices which are independent of the individual portfolio holdings as well as of the individual attitude towards risk. Clearly, these universal properties stem from the ability to exactly replicate the payoff of the security, in the absence of market frictions. As it was discussed earlier, this possibility disappears in the presence of transaction costs and thus, these universal features might not be preserved. Indeed, the utility maximization approach brings in the individual attitude towards the derivative-inherent risk, which cannot be eliminated any more.

Even though one of the main ingredients of the Black and Scholes price cannot be retrieved, this method relies on the fundamental economic principles of stochastic dominance which still provide adequate viable valuation conclusions. The strengths of this approach are that it can be applied to a large class of derivatives, departing from the European ones; for this class very little is known through the other existing pricing methods with transaction costs. Moreover, the derivative prices are determined via two utility maximization models which give rise to two (singular) stochastic control problems. The powerful theory of viscosity solutions facilitates considerably the analysis by providing essential comparison results for the utilities of the buyer, the writer and the one of the plain investor.

Hodges and Neuberger (1989) were the first to apply the utility approach to price European calls when the agents are endowed with exponential utilities. Their results were further developed by Davis, Panas and Zariphopoulou (1993) for the same class of options, and by Davis and Zariphopoulou (1995) for American options. Note that the exponential utilities of wealth, say $U(z)=1-e^{-\gamma z}$ have the property of constant (wealth independent) Absolute Risk Aversion, i.e. $-\frac{U^{\prime \prime}(z)}{U^{\prime}(z)}=\gamma$.

Before we present the main results, we discuss the simple case of a one-period model, where the end of the period coincides with the expiration date of the option. The purpose of this is two-fold; first, the exposition brings out the fundamental economic ideas of stochastic dominance and secondly, the analysis demonstrates that the stochastic dominance argument breaks when intermediate trading is allowed as it is the case in dynamic models. The seemingly innocuous generalization of the model to allow for intermediate trading activities makes the valuation problem far more difficult.

The following arguments come from a modification of the stochastic dominance arguments of Perrakis and Ryan (1984), Levy (1978) and Ritchken (1985) to account for proportional transaction costs (see also Reisman (1998)).

We consider an economy with two securities, a riskless bond and a risky stock. We denote by $B$ and $S$ the bond and the stock prices, respectively, at the beginning of the (single) period and by $B_{T}$ and $S_{T}$ the prices at the end of the period which is assumed to have length $T$.

Trading in the bond and the stock accounts occurs only at the beginning and end of the period and is subject to transaction costs. As in the continuous time model, $\beta$ dollars of the bond may be converted into one dollar of the stock and, one dollar of the stock may be converted into $\alpha$ dollars of the bond; the constants $\alpha$ and $\beta$ satisfy $0<\alpha<1<\beta$.

The important simplifying assumption is that no trading may occur at intermediate times. This assumption is relaxed later and the implications are fully explored therein.

The investor's pre-trade endowment consists of $x_{0}$ dollars in the bond account and $y_{0}$ dollars in the stock account. The investor trades at the beginning of the period incurring transaction costs and attains a post-trade endowment of $x$ dollars in the bond account and $y$ dollars in the stock account.

We assume that $y>\frac{S}{\alpha}$, that is the investor invests in at least $\frac{1}{\alpha}$ shares of the stock. At the end of the period, the investor converts the stock account into the bond account and consumes

$$
c\left(S_{T}\right)=x R_{F}+y \frac{S_{T}}{S}
$$

where $R_{F}=\frac{B_{T}}{B}$.
We assume that the investor's expected utility is the expectation of $u\left(c\left(S_{T}\right)\right)$, where $u: \mathcal{R} \rightarrow \mathcal{R}$ is increasing and concave. In the absence of the opportunity to invest in an option, the investor chooses $(x, y)$ to maximize the expected utility.

Given $(x, y)$, we now present the investor with the opportunity to write one cash-settled, European-style call option with expiration at the end of the period and strike price $K$. Let $C$ denote the post-transaction-cost price at which the investor may write the call: if the investor writes the call, the bond account increases by $C$ dollars at the beginning of the period and decreases by $\left[S_{T}-K\right]^{+}$dollars at the end of the period.

To provide an upper bound to the reservation write price of a call, we adopt the stochastic dominance arguments of Perrakis and Ryan (1984), Levy (1978) and Ritchken (1985), modified to account for transaction costs.

Consider the zero-net-cost portfolio which consists of a short position in one call and a long position in $\frac{C}{\beta S}$ shares of stock. The net payoff in the bond account at the end of the period is $z\left(S_{T}\right)$ where

$$
z\left(S_{T}\right)=\frac{\alpha C S_{T}}{\beta S}-\left[S_{T}-K\right]^{+}
$$

Note that $z\left(S_{T}\right) \gtrless 0$ as $S_{T} \lessgtr \hat{S}$ where $\hat{S}$ is defined by

$$
\frac{\alpha C \hat{S}}{\beta S}-S_{T}+K=0
$$

The investor has post-trade endowment $(x, y)$ and contemplates whether to write the call. If the investor writes the call and invests the proceeds in the stock, the expected utility is

$$
E\left[u\left(c\left(S_{T}\right)+z\left(S_{T}\right)\right)\right] \geq E\left[u\left(c\left(S_{T}\right)\right)\right]+E\left[z\left(S_{T}\right) u^{\prime}\left(c\left(S_{T}\right)+z\left(S_{T}\right)\right)\right]
$$

(by the concavity of $u$ )

$$
\geq E\left[u\left(c\left(S_{T}\right)\right)\right]+E\left[z\left(S_{T}\right) u^{\prime}(c(\hat{S})+z(\hat{S}))\right]
$$

(since $z\left(S_{T}\right) \gtrless 0$ and $u^{\prime}\left(c\left(s_{T}\right)+z\left(S_{T}\right)\right) \gtrless u^{\prime}(c(\hat{S})+z(\hat{S}))$ as $\left.S_{T} \lessgtr \hat{S}\right)$

$$
\geq E\left[u\left(c\left(S_{T}\right)\right)\right]+u^{\prime}(c(\hat{S})+z(\hat{S})) E\left[z\left(S_{T}\right)\right]
$$

and exceeds the expected utility from refraining to write the call, unless $E\left[z\left(S_{T}\right)\right]<0$, i.e.

$$
(\alpha / \beta) C E\left[S_{T} / S\right]-E\left[\left[S_{T}-K\right]^{+}\right]<0
$$

Therefore,

$$
C<\beta E\left[\left[S_{T}-K\right]^{+}\right] / \alpha E\left[S_{T} / S_{0}\right] \equiv \bar{C}_{1}
$$

and $\bar{C}_{1}$ is an upper bound to the reservation write price of a call option.
We consider next a different zero-net-cost portfolio which consists of a short position in one call and a long position in $C$ dollars in the bond. Proceeding as before, we conclude that the expected utility in writing the call exceeds the expected utility in not writing the call, unless

$$
C<E\left[\left[S_{T}-K\right]^{+}\right] / R_{F} \equiv \bar{C}_{2}
$$

Combining the above equations we conclude that $\bar{C}$ is an upper bound to the reservation write price of a call option, where

$$
\bar{C}=E\left[\left[S_{T}-K\right]^{+}\right] \min \left[R_{F}^{-1}, \frac{\beta / \alpha}{E\left[S_{T} / S\right]}\right]
$$

To derive a lower bound to the reservation purchase price of a call option, let $C$ denote the post-transaction-cost price at which the investor may purchase the call. Consider the zero-net-cost portfolio which consists of
(a) a long position in one call;
(b) a short position in $1 / \beta$ shares of stock; and
(c) investment of $\alpha S_{T} / \beta-C$ dollars in the bond account.

Denote by $z\left(S_{T}\right)$ the net payoff in the bond account at the end of the period, where

$$
z\left(S_{T}\right)=\left[S_{T}-K\right]^{+}-S_{T}+\left\{\alpha \frac{S}{\beta}-C\right\} R_{F}
$$

Repeating the earlier argument, we conclude that the expected utility in purchasing the call exceeds the expected utility in refraining from purchasing the call, unless $E\left[z\left(S_{T}\right)\right]<0$, which yields $\underline{C}$ as a lower bound to the reservation purchase price of a call, where

$$
\underline{C}=\frac{E\left[\left[S_{T}-K\right]^{+}\right]}{R_{F}}-\frac{E\left[S_{T}\right]}{R_{F}}+\frac{\alpha S}{\beta}
$$

It, is easily shown that $\underline{C} \leq \bar{C}$. In equilibrium, transaction prices of a call option must lie in the region $[\underline{C}, \bar{C}]$. For, if a transaction occurs at a price $C<\underline{C}$, then the writer is acting suboptimally as the writer could have found a willing buyer of the call at a price as high as $\underline{C}$. Likewise, if a transaction occurs at a price $C>\bar{C}$, then the buyer of the call is acting suboptimally as the buyer could have found a willing writer of the call at a price as low as $\bar{C}$.

The stochastic dominance bounds are appealing in that they apply for any increasing and concave utility function. It turns out, however, that the derivation of these bounds breaks down when intermediate trading is permitted in the open interval $(0, T)$.

Let us reconsider the stochastic dominance argument for the reservation write price of a call. The plausible assumption was made that the investor's endowment satisfies the condition $y>\frac{S}{\alpha}$. Without intermediate trading, the consumption at the end of the period is $c\left(S_{T}\right)$ and has two crucial properties:
(1) it is monotone increasing in $S_{T}$ with slope greater than one; and
(2) given $S_{T}, c\left(S_{T}\right)$ is independent of the stock price path $\omega_{T}$ over $(0, T)$.

The first property is crucial in the proof in that it implies that $c\left(S_{T}\right)+z\left(S_{T}\right)$ is increasing in $S_{T}$ and therefore $u^{\prime}\left(c\left(S_{T}\right)+z\left(S_{T}\right)\right)$ is decreasing in $S_{T}$. The second property is crucial in the step which allowed us to take $u^{\prime}\left(c\left(S_{T}\right)+z\left(S_{T}\right)\right.$ ) outside the expectation: if $c$ is a function of the price path $\omega_{T},\left[u^{\prime}\left(c\left(\omega_{T}\right)+z\left(S_{T}\right)\right) \mid S_{T}\right]$ is a random variable and cannot be taken outside the expectation. Another problem is that, in the presence of intermediate trading, $c\left(\omega_{T}\right)+z\left(S_{T}\right)$ is not even bounded from below and the expected utility is undefined for utility functions which are only defined for consumption bounded from below. Similar problems arise in attempting to generalize the stochastic dominance argument in the derivation of a lower bound to the reservation purchase price when intermediate trading is allowed.
ii) Bounds on prices of European-type claims via utility maximization: continuous-time models
The utility maximization approach looks at the value functions of the investor with and without the opportunity to trade (write or buy) the derivative security.

If the investor chooses not to trade the available claim, his value function is given by $V(x, y)$, as it is defined in (12.4.79). Suppose now that a third asset is introduced, a cash settled European-style contingent claim with expiration at date $T$ and payoff $g\left(S_{T}\right)$ at expiration. If the investor writes the claim at date $t$ with $0 \leq t \leq T$, the bond account is credited with an amount, say $C$ dollars, which represents the price of the claim, and is debited $g\left(S_{T}\right)$ dollars at the expiration date $T$. To keep the problem tractable we assume that the investor may not trade the claim in the open interval $(0, T)$.

Let $x_{t}$ and $y_{t}$ be the initial endowment at time $t$ after the bond account has been credited with the proceeds from writing the claim. Once the claim is written, the writer's objective is to maximize his expected utility from consumption, as in case (i) with the extra obligation to surrender to the buyer $g\left(S_{T}\right)$ dollars at time $T$. Therefore the utility payoff of the writer is

$$
E\left[\int_{t}^{T} e^{-\rho(s-t)} U\left(c_{s}\right) d s+e^{-\rho(T-t)} V\left(x_{T}-g\left(S_{T}\right), y_{T}\right) \mid x_{t}=x, y_{t}=y, S_{t}=S\right]
$$

where $V$ is defined in (12.4.79) and $S_{s}$ is given by (12.3.18).
The value function of the writer is

$$
\begin{gather*}
J(x, y, S, t)=\sup _{\mathcal{A}_{1}} E\left[\int_{t}^{T} e^{-\rho(s-t)} U\left(c_{s}\right) d s\right.  \tag{12.5.131}\\
\left.+e^{-\rho(T-t)} V\left(x_{T}-g\left(S_{T}\right), y_{T}\right) \mid x_{t}=x, y_{t}=y, S_{t}=S\right]
\end{gather*}
$$

where $\mathcal{A}_{1}$ is the set of admissible policies defined below.

It is assumed that the payoff function $g$ satisfies the following assumptions

$$
\left\{\begin{array}{l}
g:[0,+\infty) \rightarrow[0,+\infty) \quad \text { is convex }  \tag{12.5.132}\\
g(0)=0 \\
\lim _{S \rightarrow \infty} \frac{g(S)}{S}=1
\end{array}\right.
$$

The previous exposition on feasible super-replication strategies suggests that the set of the writer's admissible policies must be determined as follows. From (5.14) we have that the writer's terminal (liquidated) wealth must be nonnegative; in other words, the terminal constraint

$$
\begin{equation*}
x_{T}+\binom{\alpha}{\beta} y_{T} \geq g\left(S_{T}\right) \quad \text { a.e. } \tag{12.5.133}
\end{equation*}
$$

must be fulfilled. The payoff function $g$ satisfies the assumptions of Levental and Skorohod (1997). Therefore, Proposition 12.5.2 yields that at all previous times $t \leq s<T$, the state wealth of the writer must satisfy the stringent constraint

$$
\begin{equation*}
x_{s}+\binom{\alpha}{\beta}\left(y_{s}-\frac{S_{s}}{\alpha}\right) \geq 0 \quad \text { a.e.. } \tag{12.5.134}
\end{equation*}
$$

So, we define the set $\mathcal{A}_{1}$ of admissible policies of the investor who has written a contingent claim, as the set of $\mathcal{F}_{t}$-progressively measurable processes $\left(c_{t}, L_{t}, M_{t}\right)$, with $L_{t}$ and $M_{t}$ being CADLAG which also satisfy the conditions

$$
\left\{\begin{array}{l}
\mathrm{c}_{\mathrm{s}} \geq 0 \text { and } \mathrm{E} \int_{\mathrm{t}}^{\mathrm{s}} \mathrm{c}_{\tau} \mathrm{d} \tau<\infty \text { a.s. for } \mathrm{t} \leq \mathrm{s} \leq \mathrm{T}  \tag{12.5.135}\\
\text { and } \\
w_{s}=x_{s}+\binom{\alpha}{\beta}\left(y_{s}-\frac{S_{s}}{\alpha}\right) \geq 0 \text { a.s. fort } \leq s<T
\end{array}\right.
$$

and we define the set of admissible policies $\left\{c_{t}, L_{t}, M_{t} ; T<t\right\}$ of the investor who has written a claim by $\mathcal{A}$, as given in (12.4.77) and (3.4.4). Note that for $s>T$, the option has expired and settled and the investor's problem is indistinguishable from that of an investor who has not written the claim. Thus it is natural to define the set of admissible policies for $s>T$ as $\mathcal{A}$.

The set $\mathcal{A}_{1}$ is a subset of $\mathcal{A}$ for $t \leq s \leq T$ in the sense that the second restriction ensures that the investor will have nonnegative net worth upon closing up the short position in the call option and, therefore, that it is feasible to write a call option in the first place. The results of Soner, Shreve and Cvitanić (1995), et al (for $g(S)=(S-K)^{+}$) and Levental and Skorohod (1997) (for general $g$ ) state that the set of policies in $\mathcal{A}_{1}$ is not overly restrictive given the goal of ensuring that it is feasible to write the claim option.

The value function $J(x, y, S, t)$ is given by (12.5.131) and is defined for $(x, y, S) \in \bar{D}_{1}$ where

$$
\bar{D}_{1}=\left\{(x, y, S): x+\binom{\alpha}{\beta}\left(y-\frac{S}{\alpha}\right) \geq 0, S \geq 0\right\}
$$

Consider now the writer with endowment $(x, y) \in \bar{D}$ at time $t$ before writing the claim. If the writer chooses to write the claim at price $C$, the endowment becomes $(x+C, y)$ and by Theorem 12.5.5 and Proposition 12.5.2, the price $C$ must be such that $(x+C, y, S) \in \bar{D}_{1}$. In the case of zero-transaction costs, the function $C=C(S, t)$ is determined as the price that makes the writer indifferent between writing the claim or refraining from writing it, i.e.

$$
V(x, y)=J(x+C(S, t), y, S, t)
$$

In the special case $g(S)=(S-K)^{+}$, one can show that $C(S, t)$ is the Black and Scholes price which is of course independent of the current portfolio holdings $(x, y)$ and the utility function. Moreover, because of the absence of transaction costs, perfect replication is possible and the constraint (12.5.134) is not binding.

In the case of non-zero transaction costs, the above equality is not feasible for all $(x, y, S) \in \bar{D}_{1}$ if $C$ is allowed to depend only on ( $S, t$ ); this fact motivates the following definitions.

Definition 12.5.3 The reservation write price $C(x, y, S, t)$, for initial endowment $(x, y)$, is defined as the minimum value at which the investor is willing to write the claim. Therefore, $C$ satisfies for $(x+C(x, y, S, t), y, S) \in \bar{D}_{1}$

$$
\begin{equation*}
V(x, y)=J(x+C(x, y, S, t), y, S, t) \tag{12.5.136}
\end{equation*}
$$

Definition 12.5.4 : The write price $\bar{C}(S, t)$ is defined as the maximum of reservation write prices across all admissible states $(x, y, S)$. Therefore, $\bar{C}$ satisfies for all $(x+\bar{C}(S, t), y, S) \in$ $\bar{D}_{1}$,

$$
\begin{equation*}
V(x, y) \leq J(x+\bar{C}(S, t), y, S, t) \tag{12.5.137}
\end{equation*}
$$

The above inequality guarantees that the writer will be willing to write the option at any price higher than $\bar{C}(S, t)$, independently of his current portfolio position.

The case of exponential utilities was first examined by Hodges and Neuberger (1989) and subsequently by Davis, Panas and Zariphopoulou (1993). Constantinides and Zariphopoulou (1999) generalized all previous results on the subject for general individual preferences and they derived an upper bound $h=h(S, t)$ for the write price which satisfies (12.5.137) on $\bar{D}_{1}$. The main steps for the construction and characterization of the upper bound are presented below. The proof of their main result can be found in Constantinides and Zariphopoulou (1999).

Theorem 12.5.5 The value function is a constrained viscosity solution on $\bar{D}_{1} \times[0, T)$ of the Variational Inequality

$$
\begin{equation*}
\min \left[\mathcal{L} J-\overline{\mathcal{L}} J, \beta \frac{\partial J}{\partial x}-\frac{\partial J}{\partial y},-\alpha \frac{\partial J}{\partial x}+\frac{\partial J}{\partial y}\right]=0 \tag{12.5.138}
\end{equation*}
$$

with

$$
\begin{equation*}
J(x, y, S, T)=V(x-g(S), y) \tag{12.5.139}
\end{equation*}
$$

where the operators $\mathcal{L}$ and $\overline{\mathcal{L}}$ are given by

$$
\left\{\begin{array}{l}
\mathcal{L} J=\rho J-\frac{1}{2} \sigma^{2} y^{2} \frac{\partial^{2} J}{\partial y^{2}}-\mu y \frac{\partial J}{\partial y}-r x \frac{\partial J}{\partial x}-\max _{c \geq 0}\left(-c \frac{\partial J}{\partial x}+U(c)\right)  \tag{12.5.140}\\
\overline{\mathcal{L}} J=\frac{\partial J}{\partial t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} J}{\partial S^{2}}+\sigma^{2} y S \frac{\partial^{2} J}{\partial y \partial S}+\mu S \frac{\partial J}{\partial S}
\end{array}\right.
$$

Moreover, $J$ is the unique constrained viscosity solution of (5.21) in the class of uniformly continuous and concave functions, with respect to the state variables $(x, y, S)$.

The underlying idea for the derivation of analytic bounds for the write price of a Europeantype claim, is to construct suitable subsolutions of the HJB equations (12.4.90) and (12.5.138) in order to use a comparison result to establish (12.5.136). The main difficulty stems from the fact that the value functions $V$ and $J$ are defined on different domains and that there are no explicit or closed-form solutions for the two associated free-boundary problems (12.4.79) and (12.5.131).

We start with a formal discussion in order to motivate the construction of the analytic bound. To ease the presentation, we recall that the value functions $V$ and $J$ solve, respectively,

$$
\min \left\{\mathcal{L} V, \beta \frac{\partial V}{\partial x}-\frac{\partial V}{\partial y},-\alpha \frac{\partial V}{\partial x}+\frac{\partial V}{\partial y}\right\}=0
$$

in

$$
\bar{D}=\left\{(x, y): x+\binom{\alpha}{\beta} y \geq 0\right\}
$$

and

$$
\min \left\{\mathcal{L} J-\overline{\mathcal{L}} J, \beta \frac{\partial J}{\partial x}-\frac{\partial J}{\partial y},-\alpha \frac{\partial J}{\partial x}+\frac{\partial J}{\partial y}\right\}=0
$$

in

$$
\bar{D}_{1}=\left\{(x, y, S): x+\binom{\alpha}{\beta}\left(y-\frac{S}{\alpha}\right) \geq 0\right\}
$$

with the differential operators $\mathcal{L}$ and $\overline{\mathcal{L}}$ given in (12.5.140).
The goal is to construct a function $h=h(S, t)$, independent of $(x, y)$, such that, for $(x+h, y, S) \in \bar{D}_{1}$

$$
\begin{equation*}
V(x, y) \leq J(x+h(S, t), y, S, t) \tag{12.5.141}
\end{equation*}
$$

Using the suboptimality inequality

$$
J(x+h(S, t), y, S, t) \geq J\left(x, y+\frac{h(S, t)}{\beta}, S, t\right)
$$

and a simple transformation, we observe that (12.5.141) follows if we find an $h$ such that

$$
\begin{equation*}
V\left(x, y-\frac{h(S, t)}{\beta}\right) \leq J(x, y, S, t) \tag{12.5.142}
\end{equation*}
$$

for $(x, y, S) \in \bar{D}_{1}$.

The basic idea of Constantinides and Zariphopoulou (1999) for the choice of the candidate bound is first to find a price that satisfies (12.5.142) in the case that $(x, y, S) \in \partial D_{1}$, i.e. when the writer holds the minimal allowed position which amounts to the value of one stock share, taking into account the transaction costs. We then need to show that this price works for all wealth levels greater than the minimal one. The results stated below were established by Constantinides and Zariphopoulou (1999).

To this end, we start with the following lemma which gives us information about the value function $J$ on $\partial D_{1}=\left\{(x, y, S): x+\binom{\alpha}{\beta}\left(y-\frac{S}{\alpha}\right)=0\right\}$.

Lemma 12.5.6 For $(x, y, S) \in \partial D_{1}$, the value function $J$ is given by

$$
\begin{equation*}
J(x, y, S, t)=E\left[\left.e^{-\rho(T-t)} V\left(-g\left(S_{T}\right), \frac{S_{T}}{\alpha}\right) \right\rvert\, S_{t}=S\right] \tag{12.5.143}
\end{equation*}
$$

The proof follows directly from the fact that the only admissible policy for the boundary points $(x, y, S)$ is to move instantaneously at time $t$, to the point $\left(0, \frac{S}{\alpha}, S\right)$ and remain there until time $T$.

The next result gives the main ingredient for the construction of the candidate solution. Its proof can be found in Constantinides and Zariphopoulou (1999).

Lemma 12.5.7 If $h_{\hat{\rho}}=h_{\hat{\rho}}(S, t)$ is such that

$$
\begin{equation*}
V\left(\frac{\beta}{\alpha} S,-\frac{h_{\hat{\rho}}}{\beta}\right)=E\left[e^{-\hat{\rho}(T-t)} V\left(S_{T}-g\left(S_{T}\right), 0\right) \mid S_{t}=S\right] \tag{12.5.144}
\end{equation*}
$$

with $0 \leq h_{\hat{\rho}} \leq \frac{\beta}{\alpha} S$ and $\hat{\rho} \geq \rho$, then (12.5.142) holds for $(x, y, S) \in \partial D_{1}$.
Next, we observe that if the $\mathcal{N T}$ region is a proper subset of the first quadrant, then the points $\left(\frac{\beta}{\alpha} S, 0\right)$ and $(S-g(S), 0)$ belong to the $\mathcal{B}$ region.

In the $\mathcal{B}$ region, the value function $V$ satisfies $\beta V_{x}=V_{y}$, which implies that there exists a function, denoted as $G$ such that $V$ can be expressed in terms of $G$ as

$$
V\left(x_{0}, y_{0}\right)=G\left(x_{0}+\beta y_{0}\right) \quad \text { for } \quad\left(x_{0}, y_{0}\right) \in \mathcal{B} .
$$

Therefore,

$$
\begin{equation*}
V\left(\frac{\beta}{\alpha} S,-\frac{h(S, t)}{\beta}\right)=G\left(\frac{\beta}{\alpha} S-h(S, t)\right) \tag{12.5.145}
\end{equation*}
$$

and

$$
\begin{equation*}
V\left(S_{T}-g\left(S_{T}\right), 0\right)=G\left(S_{T}-g\left(S_{T}\right)\right) \tag{12.5.146}
\end{equation*}
$$

Combining the above equalities and (12.5.144) yields

$$
G\left(\frac{\beta}{\alpha} S-h(S, t)\right)=E\left[e^{-\hat{\rho}(T-t)} G\left(S_{T}-g\left(S_{T}\right)\right) \mid S_{t}=S\right]
$$

It follows easily from the monotonicity properties of the value function $V$ (see, for example, Tourin and Zariphopoulou (1994)) that $G$ is strictly increasing and therefore invertible. This in turn yields that the function $h$ is well defined and given by

$$
\begin{equation*}
h(S, t)=\frac{\beta}{\alpha} S-G^{-1}\left(E\left[e^{-\hat{\rho}(T-t)} G\left(S_{T}-g\left(S_{T}\right)\right) \mid S_{t}=S\right]\right) \tag{12.5.147}
\end{equation*}
$$

It will turn out that the above function is a candidate upper bound for the write price.
The next result is the key step in establishing the validity of $h(S, t)$ being a reservation price bound.

Proposition 12.5.8 Assume that the $\mathcal{N} \mathcal{T}$ region for the utility maximization problem satisfies $\mathcal{N T} \subseteq\{(x, y): A x \leq y \leq B x, x \geq 0$ with $B>A>0\}$. Also, assume that the utility function $U$ satisfies $\lambda_{1} \frac{c^{\gamma}}{\gamma} \leq U(c) \leq \lambda_{2} \frac{c^{\gamma}}{\gamma}$ for some positive constants $\lambda_{1}$ and $\lambda_{2}$. Let

$$
m=\left[\left(\frac{\lambda_{2}\left(\beta+\frac{1}{A}\right)}{\lambda_{1}\left(\alpha+\frac{1}{B}\right)^{\gamma}}\right)^{\frac{1}{1-\gamma}} \frac{\rho-r \gamma}{\alpha \gamma}+\left(\mu+\frac{r}{\alpha A}\right)-\frac{\rho}{2}\left(1+\frac{1}{\beta B}\right)\right] \sigma^{-2}
$$

and consider the discount factor $\hat{\rho}$ in (12.5.147) given by

$$
\begin{equation*}
\hat{\rho}=\max \left[\rho, \mu+\frac{m \sigma^{2}(1-\beta A)}{2 \beta A}\right] . \tag{12.5.148}
\end{equation*}
$$

Then, for the candidate price $h$, defined in (12.5.147) with $\hat{\rho}$ as above, the function $F: D_{1} \times[0, T] \rightarrow[0,+\infty)$ given by

$$
F(x, y, S, t)=V\left(x, y-\frac{h(S, t)}{\beta}\right)
$$

is $a$ viscosity subsolution of the HJB equation (12.4.90).
The next theorem establishes that the candidate $h(S, t)$ is indeed a price bound.
Theorem 12.5.9 Let $h$ be given by

$$
h(S, t)=\frac{\beta}{\alpha} S-G^{-1}\left(E\left[e^{-\hat{\rho}(T-t)} G\left(S_{T}-g\left(S_{T}\right)\right) / S_{T}=S\right]\right)
$$

where $\hat{\rho}$ is defined in (5.31). Then the function $h(S, t)$ is an upper bound to the reservation write price.

From the above results, one can see that the "trivial" super-replicating price bound of one stock share - is substantially improved once one employs the utility maximization method. As a matter of fact, the latter method relies on the risk aversion attitude of the investors as opposed to the super-replicating approach which is based on risk-neutrality. The weak point of the utility method is that little information is available for the hedging strategies and this can be actually retrieved only through the optimal investment strategies for the utility maximization problems (12.4.79) and (12.5.131). On the other hand, the utility method can be easily extended to other kinds of derivatives like American options, path-dependent and exotics written, actually, one more than one stock. For these kinds of
derivatives very little is known through the other valuation methods for markets with transaction costs (for a complete study of these cases, we refer the reader to Constantinides and Zariphopoulou (1999)). Moreover, even though the utility maximization method departs from the fundamental and classical risk-neutral valuation theory, it could still contribute in a number of custom-made derivatives or real options, and also serve as the basis line for developing improved methods based on general risk functionals. Finally, the utility maximization approach can be easily applied to valuation problems with other kinds of frictions, like stochastic volatility (see, for example, Mazaheri (1998)). An interesting application of the utility method which relates small transaction costs and modified volatility can be found in Barles and Soner (1998).

### 12.5.4 Imperfect hedging strategies

An appealing alternative approach for the valuation of derivatives in the presence of transaction costs, is to relax the requirement of continuous rebalancing by allowing the adjustment of the "hedging" portfolio to take place at discrete times. Clearly, a correct valuation procedure based on discrete hedging is highly desirable for practical applications since continuous rebalancing is practically impossible. Generally speaking, even in the absence of transaction costs, discrete in time rebalancing does not lead to perfect hedging but nevertheless, imperfect hedging strategies have become a standard vehicle in valuating derivatives in practice.

This approach departs from the expected utility methodology which, as we saw previously, depends heavily on intermediate dynamic trading. Nevertheless, we choose to present the main ideas of this alternative method for the sake of completeness and also, because it is currently the most frequently used vehicle to valuate hedging strategies. A hybrid theory based on the economic principles of expected utility theory and the techniques of the imperfect hedging approach would be highly desirable.

Two important papers on discrete hedging without transaction costs were produced by Boyle and Emanuel (1980) and Wilmott (1994). In both papers, rebalancing takes place at fixed time intervals. Boyle and Emanuel (1980) provided a thorough study on the hedging error which is defined as the discrepancy between the discrete hedging strategy and the continuous in time strategy dictated by the Black and Scholes formula. They established that rehedging in fixed time intervals produces a hedging error which is proportional to the gamma of the option and chi-squared distributed. Wilmott (1994) used asymptotic expansions and found improved hedging strategies which are also related to an adjusted option value. One of the underlying ideas was to use the number of shares which minimize the variance of the hedging portfolio over the next time step. By equating the expected value on the hedged portfolio with the riskless interest rate, Wilmott (1994) found that the option should be priced at a modified constant volatility. The latter depends on the rehedging time-interval as well as the mean rate of return of the stock price.

The phenomenon of getting an enhanced volatility when discrete hedging takes place is rather common in derivative pricing, especially when discrete hedging is used to accomodate the effects of transaction costs. The groundwork on this subject was originated by Leland (1985) and his results are considered a benchmark in the area of imperfect hedging.

Imitating the Black and Scholes analysis and proceeding in a rather ad hoc way, Leland (1985) produced a valuation formula for European options in the presence of proportional transaction costs. He showed that the equation satisfied by the new option price resembles the Black and Scholes one (12.5.124) but with increased volatility (see equation (12.5.155) below). The enhanced volatility explodes, and so does the derivative price as the size of the hedging time intervals goes to zero.

Below, we continue with the construction of Leland's price for a European option; in order to be consistent with his calculations, we assume that the transaction costs are symmetric
which corresponds, in our notation to $\alpha=\frac{1}{\beta}=1-k$; to simplify the exposition we also assume that the interest rate is zero. Following the Black and Scholes analysis, Leland postulated that the price of the call, say $C_{t}$, at time $t$, can be represented as a convex function of the stock price $S_{t}$ and time, i.e. $C_{t}=h\left(S_{t}, t\right)$ with $h:[0,+\infty) \times[0, T] \rightarrow[0,+\infty)$.

Let us denote the increments of the underlying stock price as $\Delta S_{s} \triangleq S_{s+\Delta s}-S_{s}$. From equation (12.2.1) we have, for $t \leq s \leq T$,

$$
\begin{equation*}
\Delta S_{s} \simeq S_{s}\left(\mu \Delta s+\sigma \Delta W_{s}\right) \tag{12.5.149}
\end{equation*}
$$

Proceeding formally, we suppose - as in the Black and Scholes case - that there exists a replicating strategy, say $\delta_{s}$, with $\delta_{s}$ denoting the number of stocks needed at time $s$. Then the price of the option will change according to

$$
\left\{\begin{align*}
\Delta h_{s} & \simeq \delta_{s} \Delta S_{s}-k S_{s}  \tag{12.5.150}\\
& \simeq S_{s}\left(\mu \delta_{s} \Delta s-k\left|\Delta \delta_{s}\right|\right)+\sigma S_{s} \delta_{s} \Delta W_{s}
\end{align*}\right.
$$

Assuming that all the necessary derivatives exist, Itô's formula yields

$$
\begin{gather*}
\Delta h_{s} \simeq\left(\frac{\partial h}{\partial t}\left(S_{s}, s\right)+\mu S_{s} \frac{\partial h}{\partial S}\left(S_{s}, s\right)+\right.  \tag{12.5.151}\\
\left.+\frac{1}{2} \sigma^{2} S_{s}^{2} \frac{\partial^{2} h}{\partial S^{2}}\left(S_{s}, s\right)\right) \Delta s+\sigma S_{s} \frac{\partial h}{\partial S}\left(S_{s}, s\right) \Delta W_{s}
\end{gather*}
$$

Equating the coefficients in (5.33) and (5.34) gives,

$$
\left\{\begin{array}{l}
\sigma S_{s} \delta_{s}=\sigma S_{s} \frac{\partial h}{\partial S}\left(S_{s}, s\right)  \tag{12.5.152}\\
S_{s}\left(\mu \delta_{s}-k \frac{\left|\Delta \delta_{s}\right|}{\Delta s}\right)=\frac{\partial h}{\partial t}\left(S_{s}, s\right)+\mu S_{s} \frac{\partial h}{\partial S}\left(S_{s}, s\right) \\
\quad+\frac{1}{2} \sigma^{2} S_{s}^{2} \frac{\partial^{2} h}{\partial S^{2}}\left(S_{s}, s\right)
\end{array}\right.
$$

The first equation above implies $\delta_{s}=\frac{\partial h}{\partial S}\left(S_{s}, s\right)$ which in turn yields

$$
\begin{equation*}
\left|\Delta \delta_{s}\right| \simeq\left|\sigma S_{s} \frac{\partial^{2} h}{\partial S^{2}}\left(S_{s}, s\right) \Delta W_{s}\right|+m(s) \tag{12.5.153}
\end{equation*}
$$

where $m(s)$ includes terms of order $s$ or higher. Leland based his derivation of the assumption that

$$
\begin{equation*}
\left|\Delta W_{s}\right| \simeq \sqrt{\frac{2}{\pi}} \sqrt{\Delta s} \tag{12.5.154}
\end{equation*}
$$

without really justifying his choice. Nevertheless, using this approximation together with (12.5.152) and (12.5.153) yields that the option price function $h(S, t)$ must solve

$$
\begin{equation*}
\frac{\partial h}{\partial t}+\frac{1}{2} \sigma^{2} S^{2}\left(1+\frac{2 k}{\sigma \sqrt{\Delta t}} \sqrt{\frac{2}{\pi}}\right) \frac{\partial^{2} h}{\partial S^{2}}=0 \tag{12.5.155}
\end{equation*}
$$

Leland's enhanced volatility is then given by

$$
\begin{equation*}
\widetilde{\sigma}=\sigma\left(1+\frac{2 k}{\sigma \sqrt{\Delta t}} \sqrt{\frac{2}{\pi}}\right)^{1 / 2} \tag{12.5.156}
\end{equation*}
$$

The above analysis was carried out for the case of call options. Similar arguments can lead for the case of put positions to a pricing equation of the same form as (5.38) but with different enhanced volatility, namely

$$
\underline{\sigma}=. \sigma\left(1-\frac{2 k}{\sigma \sqrt{\Delta t}} \sqrt{\frac{2}{\pi}}\right)^{1 / 2}
$$

Therefore, in Leland's approach, "short and long" positions have different values.
As it was mentioned earlier, even though Leland did not justify his choice of approximation in (12.5.154), his formula became rather popular in practical applications mainly because it relies on discrete in time rebalancing and it also requires an implementation similar to the Black and Scholes one. Moreover, in contradistinction to the utility maximization method, Leland's approach is able to produce a specific trading strategy, albeit imperfect.

A number of researchers modified or extended Leland's work by choosing different approximations and encountering modified errors. Boyle and Vorst (1992) applied Leland's techniques to a binomial valuation model and maintained the obligation to rehedge at constant time steps. They obtained a perfectly hedging strategy and an associated option price. Additionally, they examined the behavior of the option price as the time step $\Delta t \downarrow 0$ assuming that the proportional transaction costs, $\lambda$ and $\mu$, decrease to zero at a $\sqrt{\Delta t}$ rate. With these limiting assumptions, Boyle and Vorst found that the limiting price equation preserves the Black and Scholes and Leland structure but with a different enhanced volatility, namely

$$
\begin{equation*}
\hat{\sigma}=\sigma\left(1+\frac{2 k}{\sigma \sqrt{\Delta t}}\right)^{1 / 2} \tag{12.5.157}
\end{equation*}
$$

The above volatility can be obtained directly from Leland's arguments provided one chooses the approximation $\left|\Delta W_{s}\right| \simeq \sqrt{\Delta s}$, instead of (12.5.154). Whalley and Wilmott (1996) provide a nice discussion on the similarities and differences between the various approximations and how they affect the long and short positions, attributing them mostly to the asymmetries inherent from the transaction costs.

A different valuation model, for arbitrary option payoffs, was introduced by Hoggard, Whalley and Wilmott (1994) who used the same idea of rehedging at fixed time intervals $\Delta s$ but they imposed a generalized shares costs structure. In fact, they assume that their cost structure is of the form $k_{1}+k_{2} \delta_{s}+k_{3} \delta_{s} S_{s}$, i.e. there is a component of fixed costs, $k_{1}$, a second component of cost $k_{2} \delta_{s}$ proportional to the number of shares rehedged and a third one, $k_{2} \delta_{s} S_{s}$, proportional to the current traded value. Working along the basic Leland valuation analysis, Hoggard, Whalley and Wilmott derived the following option price equation (stated for non-zero interest rates)

$$
\frac{\partial h}{\partial t}+\frac{1}{2} \sigma^{2} S^{2} \frac{\partial^{2} h}{\partial S^{2}}+r S \frac{\partial h}{\partial S}=r h+\frac{k_{1}}{\Delta t}+\left[\sqrt{\frac{2}{\pi \Delta t}} \sigma S\left(k_{2}+k_{3} S\right)\right]\left|\frac{\partial^{2} h}{\partial S^{2}}\right|
$$

As with Leland's analysis, the above equation yields different values for short and long positions. Moreover its solution may attain negative values, a feature not desirable for
an option valuation model. Hoggard, Whalley and Wilmott argued that this issue stems mainly from the ad hoc obligation to rehedge at every time step and it can be corrected by regulating the rehedging process taking into account the current option values. This modification calls for dynamically ceasing the rebalancing as soon as the call price goes to levels that any further rehedging would lead to negative values. This approach gives rise to a free-boundary valuation problem with similar characteristics to an American put.

Departing from the obligation to rehedge at fixed time-intervals, Whalley and Wilmott (1994) developed a model in which rebalancing takes place whenever the current position deviates considerably from the position of perfect hedging. To fix the notation, we denote by $C(S, t)$ the Black and Scholes price, with perfect hedging and by $h(S, t)$ the price under imperfect hedging. Recall that the perfect hedging position at time $s$, is given by the delta position $d_{s}\left(S_{s}, s\right)=\frac{\partial C}{\partial S}\left(S_{s}, s\right)$. In an effort to control the big losses from frequent rehedging in the presence of transaction costs, one might decide to hold $-\widetilde{d}_{s}\left(S_{s}, s\right)$ shares of the underlying without considering the extra cost of selling (or buying) for rehedging. If the variance of this position is used to measure the inherent risk exposure, one gets a risk exposure of size $\sigma^{2} S_{s}^{2}\left(\widetilde{d}_{s}\left(S_{s}, s\right)-d_{s}\left(S_{s}, s\right)\right)^{2} \Delta s$. Since choosing $\widetilde{d}_{s}=d_{s}$ is not feasible, Whalley and Wilmott (1994) introduced an index of tolerance by considering the maximum expected risk in the portfolio, say $H_{0}$ and by requiring the constraint

$$
\left|\widetilde{d}_{s}\left(S_{s}, s\right)-d_{s}\left(S_{s}, s\right)\right| \leq \frac{H_{0}}{\sigma S_{s}}
$$

to hold at all times. Therefore, any time the above condition is violated, the position should be rebalanced.

Avellaneda and Parás (1994) studied the ill-posedness of the replication strategies by Hoggard, Whalley and Wilmott (1994) and proposed an explanation in the case of large transaction costs which intensifies the difference between the (asymmetric) short and long positions. They argued that the writer of the derivative is always obliged to rehedge dynamically his market exposure independently of the effects from the transaction costs. The buyer does not face the same stringency as all he risks is the initial premium and, after all, "hedging is done primarily to offset time-decay." Large transaction costs alter irreversibly the adjusted delta strategies and the value of the positions become eroded. Avellaneda and Parás (1994) proposed a new scheme for the valuation of the derivatives which is based on solving an obstacle problem for the Leland partial differential equation (5.38) with enhanced volatility. The obstacle problem arises from optimal stopping rules dictating when the rehedging must temporarily stop.

In a more recent paper, Avellaneda and Parás (1997), considered the issue of minimizing the total cost of the hedging strategies of option portfolios. They followed the discrete in time approach by Bensaid et al (1992) and they examined the limit of the positions as the number of trading periods becomes large. Generally speaking, Avellandea and Parás showed that, in the limit, the cost function satisfies a non-linear, diffusion equation. In particular, if the rehedging interval $\Delta s$, the volatility $\sigma$ and the "roundtrip" transaction costs $k$ satisfy $m=\frac{k}{\sigma \Delta s}<1$, then the cost function converges to the solution of a nonlinear Black and Scholes type equation. The volatility parameter of the latter depends on the local convexity of the cost function and it is adjusted either to $\sigma \sqrt{1+m}$ or to $\sigma \sqrt{1-m}$. If $m<1$, the optimal hedging strategy replicates the final payoff via delta-hedging directly from the solution of the nonlinear Black and Scholes type equation. On the other hand, if $m \geq 1$ the hedging strategy of minimal cost is path-dependent and super-replicates the final payoff.

Henrotte (1993) also used ideas from Leland's approach and extended the concept of diffusion limits of replicating positions to hedging policies based on changes in the stock price. In (1993), Henrotte considers the asymptotic replication error and compres the performance of hedging strategies based on rebalancing at equal time steps, to strategies depending on prespecified changes of the underlying stock price. Grannan and Swindle (1999) extended the use of limiting hedging strategies by optimizing over different classes of strategies, for example, strategies which allow for varying time intervals. They also explored the induced replication errors and compared them to the ones of the standard approach based on constant in time intervals. The work of Grannan and Swindle (1994) was subsequently generalized by Ahn et al (1998) who considered rather general hedging strategies which include all other existing ones, for example "time-interval" strategies, "price change" strategies, renewal policies and delta-strategies based on local deviations.

As it was mentioned at the beginning of the section, Leland's analysis was not mathematically rigorous as some rather ad hoc assumptions were used. Some of his limiting results and conjectures were later revisited and corrected by Lott (1993) and more recently by Kabanov and Safarian (1997).

### 12.5.5 Other models of derivative pricing with transaction costs

Various other valuation techniques have been developed besides the ones mentioned in the previous sections.

Martingale theory, convex analysis and duality results have been used by a number of authors to obtain derivative prices and to construct appropriate strategies. A general approach to characterize arbitrage-free models with transaction costs was developed in Jouini and Kallal (1995). Along the lines of the super-replication method, martingale techniques were used by Cvitanić and Karatzas (1996) and by Cvitanić, Pham and Touzi (1997) for continuous time models and by Koehl, Pham and Touzi (1996) for the discrete case; see also Kusuoka (1995) for some convergence results.

A different method which relies on insights from both the utility maximization as well as the Leland's approach, uses as optimality criterion the minimization of the "local risk." It is based on a local quadratic loss criterion which was first introduced by Schweizer (1988). This method has been extensively used in the frictionless case by a number of authors, but for the case of transaction costs, it was first employed by Mercurio and Vorst (1997) for some special cases (see also Mercurio (1997)). Recently, Lamberton, Pham and Schweizer (1998) provided rigorous results for the existence of locally risk-minimizing strategies in the class of square-integrable contingent claims. The strength of this new approach is that, besides its mathematical tractability, it produces hedging strategies whose initial costs are much lower than those produced by the super-replicating strategies and whose replicating errors are relatively small.

In a different direction, various authors considered the derivative valuation problem assuming that the transaction costs are finite but arbitrarily small. The majority of these models use key insights from the utility maximization approach, see for example Barles and Soner (1998), Whalley and Wilmott (1997), Albanese and Tompaidis (1998). The model of Whalley and Wilmott was successfully tested against others in the Monte Carlo simulations of Mohamed (1994). In an arbitrary transaction, cost structure was allowed by Whalley and Wilmott (1997) when the costs are either proportional or fixed. Whalley and Wilmott produced a simple expression for the "hedging bandwidth" around the Black and Scholes delta strategies and argued that in this region rehedging is not optimal. They used asymptotic analysis to specify explicit points of optimal rehedging in the case of proportional, fixed and mixed transaction costs.

The accurate valuation of derivatives in the presence of transaction costs has become more and more desirable as new derivatives are being created every day and custom-made instruments have a rising demand. Some kinds of path-dependent derivatives, including Asians and look-backs have been examined by Dewynne, Whalley and Wilmott (1994); their valuation method is based on Leland's approach of imperfect hedging and the mathematical analysis is mostly relying on the associated non-linear Black and Scholes type equations. Using utility maximization methods, Constantinides and Zariphopoulou (2000) recently priced various kinds of exotic options as well as American instruments written on more than one security for investors with CRRA utilities.
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exponentially equivalent, 378, 389
exponentially good approximation, 378
exponentially tight, 365, 400
exposed point, 370, 385
exposing hyperplane, 370, 385
$\mathcal{F}, 370$
Fenchel-Legendre transform, 368, 369, 376, 382-384, 396, 405, 411
fair value, 726
feasible, 727
feasible strategies, 729
feedback, 426
Feller property, 2, 25
Feynman-Kac formula, 86
field, 53, 87
filtered probability, 55
filtering problem, 426
filtration, 2, 48, 52
finite trading, 718
finite variation, 53
first passage time, 4
first return time to $A, 11$
Fisk-Stratonovich exponential, 83
Fisk-Stratonovich integral, 82, 83
fixed proportion, 687
fixed schedules, 645
fip, 658
flowshop, 538
foretellable, 56
formula of integration, 78
Fourier-Gauss, 146, 147
Fourier-Mehler, 148
Freidlin-Wentzell Theory, 390
function, 87, 709
function: multiple, 243
functional: Kubo-Yokoi, 125
functions: exponential, 119
functions: generalized, 111, 112, 114
functions: Schwartz, 111
functions: test, 114
fundamental polynomial, 641
fundamental solution, 39
Г, 363
$\Gamma^{\circ}, 363$
$\Gamma_{\delta}, 378$
$\frac{\gamma(\ell), 405}{\Gamma}$
$\bar{\Gamma}, 363$
Gateaux differentiable, 387
GDP principle, 188
Gel'fand triple, 113
generalized solution, 223
generating function, 8
generator of diffusion, 170
geometric, 645
Geometric Brownian motion, 244
geometric ergodicity, 14
Geometric Wiener Chaos expanstion, 244
Gibbs conditioning principle, 406, 409
Gibbs measure, 408
Girsanov theorem, 172
Global optimization, 584
global optimization, 614
global solution, 200
goal, 625, 636
goal basin, 632, 640
good rate function, 363, 364, 377, 379, $381,386,388,401$
graph, 53
greedy, 632
Gross Laplacian, 142
growth condition
linear, 84
polynomial, 84
Gärtner-Ellis theorem, 369, 385
$H(\nu), 367$
$H(\nu \mid \mu), 367$
$H_{0}, 410$
$H_{1}, 391,410$
habit formation, 706
Hahn-Banach, 384
Hamilton-Jacobi-Bellman, 428, 682
Hamiltonian: stochastic, 431
Hammersley's lemma, 405
Harris recurrent, 11
Hausdorff topological space, 374, 379
Hausdorff topological vector space, 383, 384, 397
hedging error, 738
hedging point, 536, 555, 561, 568, 570, 571
hedging strategies, 738
Hermite Polynomial, 245
higher dimensional, 35

HJB equation, 182, 535, 537, 543, 545, 558, 562, 566
holding time, 9, 21, 27
homeomorphic, 197
homogeneous, 20, 635
hypermixing, 406
hypothesis testing, 410
I, 363
I continuity set, 364
$I_{F}, 407$
$I_{k}(\nu), 402$
$I_{\infty}(\nu), 403$
$I_{x, T}(f), 391$
i.i.d, 5
i.i.d., 366
imperfect markets, 680
implicit methods, 243
implicit midpoint method, 248
implicit trapezoidal Method, 247
implicit trapezoidal method, 248
implicit: partially, 243
inaccessible, 25
inaccessible time, 56
increasing process, 53
independent, 20, 729, 735
independent increments, 91
indifferent, 734
indistinguishable, 51, 55
inessential, 11
infinite dimensional SA, 585
infinite upper, 441
infinite volume, 724
infinitely divisible, 20
infinitely often, 727
infinitesimal, 441
infinitesimal generator, 23
infinitesimal parameters, 9
inhomogeneous, 635
initial value problem, 38
integer-valued random measure, 89
integrable, 59, 71, 72, 87
integrable martingale, 61
integrable process, 59
integrable variation, 59
integral: multiple, 243
intensity measure, 89
intermediate trading, 729
invariant, 3
invariant probability, 2, 5
inverse contraction principle, 377
inverse linear, 645
irreducible Feller kernel, 401
irreversible losses, 719
Isaacs condition, 483
iterate averaging, 597
iterative improvement, 632
Ito diffusion, 170
Ito equation: modifed, 421
Ito stocastic integral, 419
Itô diffusion, 84
Itô equations, 33
Itô Formula, 241
Itô integral, 33
Itô's Lemma, 33
Jensen's inequality, 367
jobshop, 541
John-Nirenberg inequality, 68
jump measure, 89
jump process, 22
$K_{\alpha}, 365$
Kiefer-Wolfowitz algorithm, 577, 580
killing, 25, 31
Kolmogorov backward equation, 171
Kolmogorov's backward equation, 9, 24
Kolmogorov's Existence Theorem, 1
Kolmogorov's forward equations, 9
Kullback-Leibler distance, 399
$L^{\epsilon}, 394$
$L_{2}([0, T]), 391$
$L_{\infty}([0,1]), 388$
$\ell$-separated, 405
$\Lambda(\lambda), 368,369$
$\Lambda^{*}(x), 368$
$\Lambda_{0}(\lambda), 411$
$\Lambda_{f}, 381$
$\Lambda_{n}(\lambda), 369$
$\Lambda_{\mu_{\epsilon}}(\lambda), 383$
$\mathcal{L}_{n}, 366$
$L_{n}^{\mathbf{Y}}, 366$
$L_{n}^{\mathbf{y}}, 366$
lim, 386
$\bar{\Lambda}(\lambda), 383$
$\bar{\Lambda}^{*}, 383$
LDP, 363, 368, 378, 388
Langevin equation, 85
Laplacian, 34
large deviation principle (LDP), 361, 363
law of large numbers, 369, 371
learning, 608

Legendre: dual transform, 136
length, 243
less, 699
level sets, 377
leverage type, 691
Levy process, 194
linear, 446, 700
Linear Models, 15
linear operators, 22
linear parabolic, 702
linear-implicit, 243, 248
Lipschitz, 84
locally, 84
Lipschitz constant, 17
local characteristic of semimartingale, 199
local characteristics, 90
local minimum, 640
local minorization condition, 12
local quadratic loss, 742
local risk, 742
local time, 81, 713
localizing sequence, 63
locally, 33
locally convex, 397
logarithmic moment generating function, 368, 369, 376, 382, 396
logonormal mode, 244
lower bound, 364, 365, 381
lower semicontinuous, 363, 380, 387
lower value, 483
Lyapunov, 442
Lévy group, 152
Lévy measure, 92
Lévy process, 91
Lévy's characterization
Brownian motion, 79
Lévy-Khinchin, 21
Lévy-Itô decomposition, 93
Lévy metric, 401
$M_{1}(\Sigma), 366$
M, 407
$\mu_{\mathbf{Y}^{k} \mid A_{\delta}}^{n}, 407$
$\mu_{n}, 368$
$\mu_{\epsilon}, 363$
$\left\{\mu_{\epsilon}\right\}, 378$
$\left\{\tilde{\mu}_{\epsilon}\right\}, 378$
majorant, 176
marketing-production, 548, 568
Markov, 397, 406
Markov additive process, 372

Markov chain, 375, 401
Markov controls, 426
Markov process, 1
Markov property of SFDE, 215
martingale, 48, 50, 51, 61, 63, 66, 68
continuous, 64
purely continuous, 64
purely discontinuous, 64
right-closed, 48
martingale differences, 371
martingale methods, 680
martingale problem, 37
martingale theory, 718
matrix of implicitness, 247
maximal solution, 200
maximation method, 725
maximum principle, 24
mean, 8
mean asymptotically efficient, 251
mean rate, 685, 694, 708
measurable, 53
measure, 58, 59, 87
measure: Hida, 128
median, 637
Merton ratio, 687, 707
mesh of partition, 76
metric space, 376, 378, 379
Metropolis acceptance rule, 644
micro-canonical, 406
midpoint method: non-linear-implicitly, 259
Mil'shtein methods, 252, 253
Mil'shtein scheme, 258
mild solution, 223
minimal, 728
minimal allowed position, 736
minimal process, 9
minimal solution, 9
minimizer, 625
minimum entropy production, 645
mixing conditions, 404
moderate deviation principle (MDP), 372, 373
Mogulskii's theorem, 388
multiple index, 243
multiple index: all, 243
multiple index: empty, 243
multistep method: new, 258
mutation, 658
mutual fund, 685
myopic strategy, 692
natural boundary, 26
natural filtration, 99
neighborhood, 632
neighbors, 635
net worth, 709
Neyman-Pearson, 410
noise process, 420
noise: additive, 240
noise: multiplicative, 240
non-zero transaction, 734
nonanticipative, 32
nonautonomous, 240
nonempty open set, 441
nonhomogeneous, 35
nonlinear, 446
nonlinear autoregressive models, 17
nonlinear integrator, 206
Nonsingularity, 25
norm, 23
not, 423
Novikov condition, 37
null recurrence, 34
null recurrent, 5, 29
ODE method, 579, 586
offspring, 658
one share, 728
one-parameter, 23
one-point cross-over, 658
operators: creation, 142
operators: Hida, 142
operators: lambda, 143
operators: number, 143
operators: white noise, 142
optimal, 512
optimal control, 425
optimal investment, 686
optimal performance, 425
optimal stopping, 176
optional, 53, 59, 87, 88
optional projection, 58
optionally, 87
Ornstein-Uhlenbeck process, 85
$P_{\epsilon, m}, 378$
$p_{j}, 386$
Prob $_{\mu}, 367$
$\Psi_{I}(\alpha), 363$
$\pi$-mixing, 405
$\pi_{k}(x, d y), 402$
parents, 658
partial-implicit method, 260
partially ordered, right-filtering set, 386
partition function, 644
past: f, 433
period, 11
perturbation stability, 267
Perturbed Liapunov function, 591
Pinsker, 404
Poincaré point, 38
Poisson measure, 89
Poisson process, 10, 20
Polish space, 1, 375, 396, 401
populations, 658
portfolio management, 679
positive, 128,440
positive recurrence, 34
positive recurrent, 5, 29
positive/negative, 442
potential, 60, 61
pre- $\boldsymbol{\tau}$, 2
pre-т $\sigma$-field, 3
predictable, 48, 53, 59, 87
predictable decomposition, 100
predictable projection, 58, 88
predictable quadratic, 62
predictable representability, 99, 101
predictable time, 54
predictably, 87
prelocally integrable, 59
premature convergence, 645
principle of coherence, 256
probability of extinction, 8
process, 53
process level LDP, 403
progressive, 53, 78
progressively measurable processes, 392
Prohorov's theorem, 376
projection, 59
projection algorithm, 582
projections, 59
projective limit, 386, 403
projective system, 386
proportional transactional costs, 708
pure, 27
pure birth process, 10
pure jump process, 21
pure jump processes, 22
purely discontinuous, 54, 62
quadratic covariation, 62, 64, 65, 83
quadratic variation, 62, 64, 65
quasi-left-continuous, 57
quasi-martingale, 65
quasi-potential, 394
$\mathbf{R}, 366$
ri $\mathcal{D}_{\Lambda^{*}}, 371$
radial, 34
Random directions, 594
random intervals, 53
random map, 15
random measure, 87
random search, 634
random time-change, 55
random walk, 15
Rao's decomposition, 65
rapidly decreasing, 111
rate function, 363
rate of convergence, 584, 590
recombination, 658
recurrence, 29
recurrent, 4, 28, 34, 35, 440
recurrent set, 12
recursive utilities, 706
reflecting boundary conditions, 7
reflecting diffusio, 713
reflection, 27
regular, 26
regular space, 374
rehedging, 741
relative entropy, 367
relative, risk aversion, 681
relax, 738
renormalization, 114
replicates, 741
replicating policies, 725
replicating portfolio, 727
replicating strategies, 726
replication errors, 742
resolvent operator, 23
resolvent set, 23
restarting, 654
retention, 637
right-closable, 48
risk functionals, 738
risk management, 703
risk-sensitive control, 550, 557, 706
risky investment, 722
Robbins-Monro algorithm, 577, 579
Rockafellar's lemma, 371
Rosenbrock method: r-stage, 248
Rosenbrock methods: stochastic, 248
roulette wheel selection, 658
Runge-Kutta, 243
Runge-Kutta methods, 254
$\hat{S}_{n}, 396$
$\hat{S}_{n}^{m}, 396$
$\mathcal{S}, 400,410$
$\mathcal{S}^{n}, 410$
$\Sigma, 366$
$\Sigma_{\mu}, 366$
SA, 577
differential inclusion, 615
efficiency, 596
global, 584
large deviations, 594, 595
parallel processing, 609, 616
robustness, 616
stopping rule, 594
saddle-point, 483, 512
sample path, 52
Sanov's theorem, 368, 399, 400, 409
scale function, 25
scaling, 144
Schilder's theorem, 390
SDE, 33, 84, 160, 589
SDE driven by nonlinear integrator, 204
SDE governed by Lévy process, 194
SDE limit, 593
SDE on Manifold, 168
SDE with anticipating drift, 227
SDE with Jump, 191
SDE with respect to martingale, 198
section theorem, 55
selection, 30, 658
sell, 712
selling stock, 712
semimartingale, 64
set, 53
set: hierarchical, 243
set: remainder, 243
settling point, 640
SFDE, 213
share of stock, 712
shift invariance, 402
singular stochastic control, 706, 707
singular trading policies, 707
Skorohad problem, 716
Skorohod problem, 716
small set, 12
Snell envelope, 51
soft constraint, 583
solution, 84
space: Cochran-Kuo-Sengupta, 122
space: Hida-Kubo-Takenaka, 119
space: Kondratiev-Streit, 120
special semimartingale, 65
speed function, 25
speedup, 638
splitting: additive, 259
splitting: multiplicative, 259
stability, 165, 439
stable, 15, 491
stable equilibrium, 393
stable process, 21
standard one, 28
starting, 639
state, 680
state constraints, 729
state of infinity, 24
state space, 1
state vector, 636
stationary, 2, 3, 404, 405
stationary independent increments, 421
steep, 370
Stein's lemma, 411
step size, 246
step size: local, 246
sticky boundary, 28
Stieltjes integral, 55, 74
Stochastic approximation (see SA), 577
stochastic basis, 55
stochastic control, 180
stochastic differential equation, 391
stochastic differential utitlies, 706
stochastic dominance, 725, 729
stochastic evolution equatioin, 219
stochastic integral, 32, 69, 71, 72, 90
compensated, 71
componentwise, 70, 73 vector, 70
stochastic labor income, 707
stochastic optimization, 606, 608, 610, 625
stochastic partition, 76
stochastic processes, 420
stochastic Theta methods, 247
stochastic Volterra equation, 224
stochastically continuous, 91
stock, 708
stopping theorem, 50
stopping time, 2, 3, 48
stopping time problem, 626
strategy, 485, 521
strategy: admissible, 491, 501, 512
strategy: admissible relaxed, 502
strategy: Markov, 491
Stratonovich integral, 82
Stratonovich SDE w.r.t. semimartingale, 202
Stratonovich SDEs, 167
strong Markov property, 2, 3
strong markov property, 170
strong solution, 84, 161
strongly continuous, 23
sub-additivity, 398, 405
subjective discount rate, 709
subtraction: left, 243
subtraction: right, 243
sup norm, 22
super-replicates, 741
super-replicating, 725, 727, 728
superharmonic, 176
supermatingale, 441
supermeanvalued function, 176
System identification, 603
$T_{n}(\nu), 367$
$\tau$-topology, 400, 407
tail probabilities, 636
Tanaka-Meyer formulas, 81
Taylor method, 243, 323
Theta-Euler method, 259
theta-Mil'shtein methods, 253
Theta-Platen's method, 254
thin set, 53
tight, 376
time homogeneous, 161
time-discretization, 246
tolerance, 741
topology, 635
topology of pointwise convergence, 389
total number, 243
total variation distance, 12
tracking, 605
trading, 712
transaction costs, 707, 718, 725
transform: S, 131
transient, 29, 34, 35
transition matrix, 635
transition operator, 22
transition probability, 1
transition rates, 9
translation, 143
trapezoidal method: nonlinear-implicitly, 259
trivial, 2
trivial solution, 438-440
turnpike set, 561-563, 565, 566, 568
two-dimensional, 35
two-point boundary, 34
types, 366
$U_{\phi, x, \delta}, 399$
uniformly elliptic, 38
unique, 2
uniqueness, 161, 374
upper bound, 364, 365, 375, 381
upper semicontinuous, 380
upper value, 481
upper value functon, 481
User's Guide by Crandall, Ishii and Lions, 683
usual conditions, 55
utility function, 681
$V(y, z), 394$
$V(y, z, t), 394$
$\nu_{*}, 407$
$\nu_{\epsilon}, 390$
value function, 679, 681, 720, 732
Van der Pol oscillator: modified, 259
Varadhan's lemma, 380
variational inequality, 711
verification result, 715
Verification Theory, 682
version, 51
viscosity solution, 190, 682-684
volatility, 685, 708, 738, 740
volatility matrix, 694
$w_{t}, 390$
$w_{\epsilon}, 390$
$\mathcal{W}, 386$
$\mathcal{W}^{\prime}, 386$
Wagner-Platen expansion, 244
Weak convergence, 588
weak infinitesimal operator, 423 .
weak solution, 84
weak topology, 384, 399, 400, 403
weak LDP, 365, 368, 379, 397
wealth process, 720
well posed, 37, 38
well-separating, 382
whiskers, 152
white noise: measure, 112
white noise: multiplication, 145
white noise: space, 112, 117
Wick product, 145
Wick tensor, 118
$\mathcal{X}, 363$
$\mathcal{X}^{*}, 383$
$\left(\mathcal{Y}_{j}, p_{i j}\right), 386$
Y, 377
$Z_{\epsilon}, 378$
$\tilde{Z}_{\epsilon}, 378$
zero-transaction, 734
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